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SENADO FEDERAL
Gabinete do Senador Eduardo Gomes

COMPLEMENTACAO DE VOTO

Da COMISSAO TEMPORARIA INTERNA SOBRE
INTELIGENCIA ARTIFICIAL NO BRASIL, sobre
o Projeto de Lei n°® 21, de 2020, do Deputado Federal
Eduardo Bismarck, que estabelece fundamentos,
principios e diretrizes para o desenvolvimento e a
aplicacdo da inteligéncia artificial no Brasil; e da
outras providéncias; o Projeto de Lei n®5.051, de
2019, do senador Styvenson Valentim, que estabelece
os principios para o uso da Inteligéncia Artificial no
Brasil; o Projeto de Lei n® 5.691, de 2019, do senador
Styvenson Valentim, que institui a Politica Nacional
de Inteligéncia Artificial; o Projeto de Lei n°® 872, de
2021, do Senador Veneziano Vital do Régo, que
dispoe sobre os marcos éticos e as diretrizes que
fundamentam o desenvolvimento e o uso da
Inteligéncia Artificial no Brasil, o Projeto de Lei
n® 2.338, de 2023, do Senador Rodrigo Pacheco, que
dispoe sobre o uso da Inteligéncia Artificial; o
Projeto de Lei n® 3.592, de 2023, do Senador Rodrigo
Cunha, que estabelece diretrizes para o uso de
imagens e audios de pessoas falecidas por meio de
inteligéncia artificial (IA), com o intuito de preservar
a dignidade, a privacidade e os direitos dos
individuos mesmo apos sua morte; o Projeto de Lei
n® 210, de 2024, do Senador Marcos do Val, que
dispoe sobre os principios para uso da tecnologia de
inteligéncia artificial no Brasil; e o Projeto de Lei
n° 266, de 2024, que dispoe sobre o uso de sistemas
de inteligéncia artificial para auxiliar a atuagdo de
médicos, advogados e juizes.

Relator: Senador EDUARDO GOMES
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I - RELATORIO

Retorna, ao exame da Comissdo Temporaria Interna sobre
Inteligéncia Artificial no Brasil (CTIA), o Projeto de Lei n° 21, de 2020, do
Deputado Federal Eduardo Bismarck, que estabelece fundamentos, principios
e diretrizes para o desenvolvimento e a aplica¢do da inteligéncia artificial no
Brasil; e da outras providéncias; o Projeto de Lein® 5.051, de 2019, do senador
Styvenson Valentim, que estabelece os principios para o uso da Inteligéncia
Artificial no Brasil; o Projeto de Lei n° 5.691, de 2019, do senador Styvenson
Valentim, que institui a Politica Nacional de Inteligéncia Artificial, o Projeto
de Lein® 872, de 2021, do Senador Veneziano Vital do Régo, que dispoe sobre
os marcos éticos e as diretrizes que fundamentam o desenvolvimento e o uso
da Inteligéncia Artificial no Brasil; o Projeto de Lei n°®2.338, de 2023, do
Senador Rodrigo Pacheco, que dispoe sobre o uso da Inteligéncia Artificial; o
Projeto de Lei n°® 3.592, de 2023, do Senador Rodrigo Cunha, que estabelece
diretrizes para o uso de imagens e audios de pessoas falecidas por meio de
inteligéncia artificial (IA), com o intuito de preservar a dignidade, a
privacidade e os direitos dos individuos mesmo apos sua morte; o Projeto de
Lein® 210, de 2024, do Senador Marcos do Val, que dispoe sobre os principios
para uso da tecnologia de inteligéncia artificial no Brasil; e o Projeto de Lei
n°® 266, de 2024, que dispoe sobre o uso de sistemas de inteligéncia artificial
para auxiliar a atuagdo de médicos, advogados e juizes.

Em 7 e 18 de junho de 2024, apresentei relatorios pela aprovacao,
com substitutivo, do PL n° 2.338, de 2023, com analise de emendas e das
proposi¢des apensadas. Em seguida, houve a concessao de vista.

Em 26 de junho de 2024, em atendimento aos Requerimentos
n® 472 e 473, de 2024, do Senador Chico Rodrigues, a Presidéncia do Senado
Federal determinou o desapensamento dos Projetos de Lei n° 145 e 146, de
2024, que passaram a tramitar em separado, de forma autonoma.

Nos dias 1°, 2 e 3 de julho de 2024, foram realizadas mais trés
audiéncias publicas, totalizando doze oitivas com o objetivo de debater o tema
com diversos especialistas. Nesse sentido, destaco que as discussdes sobre a [A
no Senado ja se apresentam como um dos debates legislativos mais
participativos e abertos dos ultimos anos nesta Casa.

Em 4 de julho de 2024, apresentei complementacao de voto com
analise de emendas e voto pela aprovaciao do PL n° 2.338, de 2023, na forma
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do substitutivo apresentado e pela declaragdo de prejudicialidade das
proposi¢oes apensadas.

Em 4 de setembro de 2024 houve realizacdo de nova audiéncia
publica.

A presente manifestacio suplementa o relatorio e a
complementacdo de voto anteriores, posicionando-se acerca das emendas
posteriormente apresentadas e realizando ajustes redacionais e aprimoramentos
necessarios a fim de garantir clareza, precisao e ordem logica as disposigdes
normativas propostas, conforme exigido pela Lei Complementar n°® 95, de 26
de fevereiro de 1998.

As Emendas n° 130, 131, 132, 135 e 136 foram propostas pelo
Senador Mecias de Jesus.

A Emenda n°® 130 exclui do rol de IA de alto risco, previsto pelo
art. 14, sistemas utilizados na administragdo da justica que contam com
supervisdo humana. A Emenda n°® 131 sugere a supressdo do inciso IV do art.
13 e seu § 2°, referentes a previsdo, como de risco excessivo, de sistemas de
identificagdo biométrica a distancia, em tempo real e em espagos acessiveis ao
publico. A Emenda n°® 132 propde que as medidas de governanga adotadas pelo
poder publico ndo sejam aplicaveis se colocarem em risco a tutela da seguranga
publica ou prejudicarem as ferramentas de aplicagdes de investigagdes.
Adicionalmente, sugere alterar o art. 61 do Decreto-Lei n° 2.848, de 7 de
dezembro de 1940 (Codigo Penal) para incluir, entre as circunstancias que
agravam a pena, o fato de o agente ter cometido o crime com o uso de sistema
de IA.

A Emenda n°® 135 propde supressao das disposi¢des sobre
avaliacao preliminar previstas na Se¢ao I do Capitulo III. A Emenda n°® 136
delega a autoridade setorial a realizagdo de analise de impacto regulatorio
especifica para definir a classificagdo e regulacao da IA de alto risco.

A Emenda n°® 133, do Senador Alessandro Vieira, ¢ a Emenda n°
137, do Senador Izalci Lucas, sugerem modificagdes quanto as disposicoes
sobre IA de risco excessivo do art. 13. A Emenda n°® 134, também do Senador
Alessandro Vieira, refere-se a informacoes obrigatorias a serem prestadas sobre
a adocao de sistemas de alto risco pelo poder publico, bem como sobre a criagao
¢ manuteng¢ao de base de dados de inteligéncia artificial, acessivel ao publico.
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As Emendas n°® 138 a 141 sao de autoria do Senador Izalci Lucas.

A Emenda n° 138 possui objeto semelhante ao das Emendas n*
23, 25 e 111, referentes a ndo cumulatividade de sangdes, ja analisadas. A
Emenda n° 139 propde a necessidade de analise de impacto regulatorio para os
regulamentos e normas a serem editados pela autoridade competente (art. 49).
A Emenda n° 140 sugere a supressao das disposi¢gdes acerca da prote¢ao ao
trabalho e aos trabalhadores (arts. 14, inciso III, e 56, incisos III e VII). A
Emenda n° 141 altera o caput do art. 2°, referente aos fundamentos da futura
Lei.

As Emendas n°® 142 a 145 foram propostas pelo Senador Mecias
de Jesus.

A Emenda n° 142 inclui inciso no art. 56 para prever que a
defini¢do de politicas publicas no ambito da IA e do trabalho incluira a
promocao de ambiente seguro e saudavel por meio da institui¢do de normas de
saude e seguranga adequadas ao trabalho plataformizado, elaboradas por
comissao tripartite. J4 a Emenda n°® 145 adiciona paragrafos ao mesmo artigo a
fim de estabelecer que desenvolvedores, distribuidores e aplicadores terdo
dever de diligéncia na ado¢do de medidas para prevenir abusos aos direitos dos
trabalhadores, assegurando a revisdo humana de decisdes algoritmicas que
afetem esses direitos e que o fornecimento de informagdes aos Orgaos de
fiscalizacdo fazendaria e da inspe¢ao do trabalho ndo violard a Lei n® 13.709,
de 14 de agosto de 2018 (Le1 Geral de Protecao de Dados - LGPD). A Emenda
n° 143 propde a insercao de dispositivo para prever prote¢ao aos trabalhadores
envolvidos na cadeia de producao e desenvolvimento. A Emenda n°® 144 refere-
se ao compartilhamento de dados pelos 6rgaos de fiscalizagdo tributéria e da
inspecao de trabalho a fim de propiciar fiscalizagdo mais efetiva.

A Emenda n° 146, de autoria da Senadora Mara Gabrilli, propde
diversas alteracdes ao texto, principalmente no que se refere ao setor de satude.
Sugere primeiramente adicdo de paragrafo ao art. 12 a fim de estabelecer
procedimento otimizado para admissibilidade de andlises realizadas por
autoridades estrangeiras na avaliagdo preliminar. Destaca igualmente o uso de
IA para monitoramento de pacientes como exce¢do necessaria ao uso vedado
de biometria a distancia. Propde especificar que o critério de implementacao de
larga escala a ser considerado pelo SIA na classificacdo de sistemas de alto
risco deve ser associado a existéncia de risco de dano. Defende que a obrigagao
de comunicacdo de incidentes graves por agentes de IA regulados por ente
setorial devera ocorrer uma unica vez, obedecendo aos requisitos estabelecidos
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pelo regulador setorial especifico. A Emenda sugere ainda que, nas situacoes

em que sejam criados bancos de IAs de alto risco setoriais, o registro ocorra

uma unica vez e que, quanto aos sistemas de A aplicados a saude, cabera ao

ente setorial definir os casos em que a publicizacdo dos documentos de

avaliagdes de impacto ocorrerd de forma ampla ou direcionada apenas a

profissionais e servicos de saude. Por fim, a Emenda substitui o termo
«

“provisoria/temporaria ou definitiva” pela expressdo “por tempo
indeterminado” com vistas a modificar a categorizacao da san¢ao de suspensao.

As Emendas n° 147 e 148 sdo do Senador Rogério de Carvalho. A
Emenda n° 147 altera o conceito de sistema de IA para acrescer a expressao
“por meio de um modelo cuja complexidade inviabiliza a andlise de seu
funcionamento” ao argumento de que a previsdo atual ¢ demasiadamente
abrangente. A Emenda n° 148 intenta priorizar, nas contratacdes e parcerias
publico-privadas, empresas com ecossistema mantido em infraestrutura
pertencente ao Estado brasileiro.

A Emenda n°® 149, do Senador Nelsinho Trad, estabelece medidas
de seguranca e mitigagdo de riscos para sistemas de inteligéncia artificial
interativa que realizam interacao com o usuario por meio de linguagem natural.

I1 - ANALISE

As Emendas n° 67, 74, 80 ¢ 99, respectivamente dos Senadores
Marcos Pontes, Marcos Rogério e Laércio Oliveira, foram acatadas, a fim de
excluir o conceito de encarregado € ndo enrijecer as estruturas corporativas
internas de governanga, com preservacdo da discricionariedade dos agentes
regulados na logico de corregulagao.

As Emendas n° 78, do Senador Marcos Rogério, e n® 94, do
Senador Laércio Oliveira, foram parcialmente acatadas com o objetivo de
aprimorar o ambito de ndo aplicagcdo da futura lei quanto ao uso por pessoa
natural para fins ndo econdmicos e de garantir amplo incentivo a inovagao ao
ndo se aplicar a atividades de investigacdo, pesquisa, testagem e
desenvolvimento de sistemas, aplicagdes ou modelos de A antes de serem
colocados em circulagao no mercado ou colocados em servigo, salvo a testagem
em condicoes reais.
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A Emenda n° 104, do Senador Izalci Lucas, foi reconsiderada e
acatada, a fim de suprimir o critério de larga escala para fins de alto risco,
tendo em vista que, em sua grande maioria, sistemas de IA sdo treinados com
grande volume de dados, o que poderia acarretar alta carga regulatoria.

As Emendas n° 130 e 131, relativas a lista de IA de alto risco e de
risco excessivo, foram rejeitadas. Considera-se que a supervisao humana nao
garante necessariamente a redu¢ao do nivel de risco de um sistema de IA. Os
operadores humanos podem confiar excessivamente nos resultados da 1A sem
questiona-los adequadamente. Isso pode levar a decisdes erroneas ou injustas
se a A estiver operando com dados enviesados ou se os algoritmos ndo forem
adequadamente ajustados para o contexto especifico da investigacdo. Além
disso, sistemas de identificagdo biométrica remota apresentam imprecisoes de
falsos positivos e negativos, principalmente contra grupos ja marginalizados e
vulneréveis, especialmente quando analisado sob lentes de interseccionalidade.
Por fim,

A Emenda n° 132, referente a temas de seguranga publica e
crimes, foi rejeitada, considerando que o texto proposto se limita a abordar a
disciplina da IA no aspecto do direito civil, ndo tratando especificamente de
questdes penais.

A Emenda n° 133, do Senador Alessandro Vieira, foi
parcialmente acatada a fim de ampliar a prote¢dao de criangas e adolescentes
no contexto da IA. Com isso, o projeto refor¢a sua linguagem de protecao a
grupos hipervulnerdveis, que sao mais impactados, tanto negativa quanto
positivamente, pelo uso da inteligéncia artificial.

A Emenda n° 134, sobre a adogao de IA de alto risco pelo poder
publico e a criacdo de base de dados publica de IA, foi rejeitada. A previsao
de dispositivos de légica muito prescritiva contraria a escolha por uma
abordagem mais principiologica do texto com vistas a garantir a ndo
obsolescéncia da futura norma. Ademais, as medidas propostas ja estdo
enderegadas ao longo de todo o texto.

A Emenda n° 135, que suprime a exigéncia de avaliagdo
preliminar antes da inser¢ao da IA no mercado, foi rejeitada em decorréncia

da importancia desse procedimento para a categorizagdo dos riscos de sistemas
de 1A.
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A Emenda n° 136, que delega a autoridade setorial a realizacao
de analise de impacto regulatorio para definir a classificacao e regulacdo da [A
de alto risco, foi rejeitada, porque as alteragdes promovidas ja contemplam um
papel mais preponderante das autoridades setoriais na regulacao da IA.

As Emendas n° 137 ¢ 141, relativas a nao incidéncia das
disposi¢des do texto sobre etapas de concepgado, desenvolvimento e ado¢ao dos
sistemas de IA, foram rejeitadas por se considerar que a aplica¢dao da futura
Lei sobre todas as fases da IA ¢ fruto do delicado e necessario equilibrio entre
protecdo de direitos, seguranca juridica e fomento a inovacdo ¢
desenvolvimento tecnologico e cientifico.

A Emenda n° 138 possui objeto semelhante ao das Emendas n®
23, 25, 92 e 111, referente as sancdes administrativas, ja analisadas e
rejeitadas.

A Emenda n° 139, que propde a necessidade de anélise de impacto
regulatorio para os regulamentos e normas a serem editados pela autoridade
competente, foi rejeitada por sugerir medida que podera ser contemplada pela
atuacdo do SIA. Ademais, tal ferramenta para delinear de melhor forma a
discricionariedade dos 6rgdos reguladores ja se encontra prevista ao longo de
todo o projeto de lei.

A Emenda n° 53, do Senador Fabiano Contarato, mantem-se
parcialmente acatada, bem como as Emendas n° 140, do Senador Izalci
Lucas, ¢ as Emendas n°® 142 a 145, do Senador Mecias de Jesus, a fim de
incluir, entre as diretrizes protetivas do trabalho e dos trabalhadores, o fomento
ao desenvolvimento de programas de treinamento e capacitagdo continua,
promovendo a valorizagdo e o aprimoramento profissional.

A Emenda n° 146, da Senadora Mara Gabrilli, foi parcialmente
acatada, a fim de aprimorar: a) a regulamentagdo do mecanismo de avaliagao
preliminar dando prevaléncia as autoridades setoriais e, inclusive, tornando-a
uma boa pratica ao inveés de uma obrigagado legal; e b) o papel das autoridades
setoriais para fins de comunicacao de incidentes e registro de IAs de alto risco
na base de dados publicas.

A Emenda n° 147 foi rejeitada, por sugerir conceito de IA que
pode reduzir demasiadamente o ambito de aplicagdo da lei ¢ a Emenda n° 148
foi rejeitada ante ja haver previsdes para estimular o desenvolvimento
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socioecondmico e tecnologico local voltadas ao contexto brasileiro e a sua
propria soberania.

A Emenda n° 149, que propde medidas para sistemas de
inteligéncia artificial interativa foi rejeitada. Apos cuidadosa andlise
reconhecemos a importdncia e a relevancia do tema abordado. A
regulamentacao dos sistemas de inteligéncia artificial interativa ¢, sem duvida,
um assunto de grande impacto para nossa sociedade. No entanto, consideramos
que este tema merece discussao mais ampla e aprofundada, dada sua
complexidade e as rapidas mudangas tecnologicas nessa area. Portanto,
sugerimos que o contetido desta emenda seja considerado para estudos futuros
e possivelmente incluido em uma legislagdo especifica sobre inteligéncia
artificial interativa. Além disso, propomos que o tema seja discutido em
audiéncias publicas, com a participacdo de especialistas, desenvolvedores,
usudrios e representantes da sociedade civil. Essas discussdes nos permitirdo
compreender de melhor forma os desafios e oportunidades relacionados a IA
interativa, bem como as melhores praticas para sua regulamentacao.

Em consequéncia disso, mantidas as consideracoes ja registradas
no relatério apresentado em 18 de junho de 2024 e na complementagdo de voto
de 4 de julho de 2024, e as alteragdes decorrentes do acatamento das emendas
acima indicadas, apresenta-se substitutivo com os seguintes aprimoramentos
principais:

I. alargamento das hipoteses de excecdo ao escopo de aplicagdo da
lei, de modo a ndo incidir sobre: a) qualquer tipo de uso por pessoa
natural sem fins econdmicos, incluindo o uso de sistemas de
proposito geral e generativa; e b) atividades de testagem e
desenvolvimento de forma ampla e geral, de modo a reforgar que
o objeto primariamente regulado ¢ o uso e aplicagcdo dos sistemas
de IA;

II. em termos de técnica legislativa, a previsdo de regime regulatorio
simplificado foi deslocada para o capitulo de disposi¢des
transitorias, bem como foram alargadas para: a) casos de incentivo
a inovagdo e a pesquisa cientifica e tecnoldgica no ambiente
produtivo e ao desenvolvimento do sistema produtivo nacional e
regional do Pais; b) projetos de interesse publico e que atendam
prioridades das politicas industrial, de ciéncia tecnologia e
inovagdao ¢ a solugcdo dos problemas brasileiros e; c) projetos
realizados em parceria publico privada, ou em parcerias
estratégicas, em Instituicdo Cientifica, Tecnologica e de Inovacao
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I1I.

IV.

VL

VIIL

VIIL

IX.

XI.

XII.

(ICT), Nucleo de Inovagao Tecnologica (NIT), fundagdo de apoio;
parques tecnoldgicos, polos tecnologicos;

o conceito de integridade da informacdo foi revisto para deixar
explicito que € instrumental para a promocao da liberdade de
expressao, € nao ser instrumentalizado para fins de censura ou
violagdo a outros direitos fundamentais;

a adicdo da protecdo dos direitos autorais como um dos
fundamentos da lei, ao lado de propriedade intelectual e segredo
comercial e industrial;

exclusdo do conceito de encarregado, de sorte a preservar a
discricionariedade dos agentes regulados na logico de
corregulacao;

a previsao do termo ‘“‘contexto de uso especifico” e “risco
sistémico”, este ultimo como filtro para obrigagdes especificas e
adicionais com relacdo as IAs de proposito geral;

supressao do “direito a determinagdo humana” que passa a ser
aplicavel apenas a [As de alto risco, o que € englobado e precisado
pelos direitos de explicagdo, revisdo e contestagdo - o chamado
devido processo informacional em decisdes automatizadas por
sistemas de IAs;

supressao do termo ‘“‘efeitos juridicos relevantes” como critério
para defini¢do de direitos e deveres mais intensos quanto a
sistemas de IA de alto risco, de modo a reforgar a ldgica de
regulagdo assimétrica baseada em risco e, com isso, agregar maior
seguranga juridica;

ressalva de que a implementacdo dos direitos deve observar o
estado da arte e, consequentemente, o que for tecnicamente vidvel
e sempre buscando medidas alternativas eficazes. Com isso,
busca-se uma abordagem coesa entre direitos e riscos;

avaliagdo preliminar passa a ser boa pratica e medida de
acccountability para fins de identificacdo e gerenciamento de
riscos de um sistema de IA;

independentemente da intencionalidade do agente de IA, todo
sistema que “possibilitar a produgdo, disseminagao ou facilitar a
criagdo de material que caracterize ou represente abuso ou
exploragdo sexual de criangas e adolescentes” passa a ser
classificado como de risco excessivo e, portanto, vedado;
aprimoramento da classificacdo de IAs utilizadas na educagdo
como de alto risco, a fim de restringir essa categorizagdo a
sistemas aplicados como fator determinante na selecdo de
estudantes ou para avaliacdo no progresso académico, permitindo
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o uso dessas ferramentas em atividades de apoio e administrativas,
sem ferir os direitos fundamentais dos estudantes;

XIII.  exclusdao da implementacdo em larga escala como critério a ser
considerado pelo SIA na classificagdo de sistemas de alto risco
(art. 15), haja vista que tais sistemas valem-se, em sua maioria, de
grandes volumes de dados;

XIV. adigdo da liberdade de expressao como sendo um dos critérios
para a classificacdo de 1As de sistema de alto risco, de sorte a
reforgar e dar destaque a tal direito fundamental;

XV. a possibilidade de as autoridades de certificacdo contribuirem
especificamente para a dindmica de classificagdo e gerenciamento
de risco, reforcando a logica de corregulagao;

XVI. alocagdo especifica das obrigacdes e medidas de governanca de
acordo com o papel e responsabilidade de cada agente na cadeia
de valor de TA, em especial com relacdo ao desenvolvedor e
aplicador; e

XVII.  refor¢o do papel das autoridades setoriais quanto a regulacao da
ferramenta de governanca da avaliacdo de impacto algoritmico,
em especial quanto a participagdo publica que serd feita a
posteriori.

Em resumo, a nova versao do substitutivo se destaca por ser ainda
mais pro-inovacao e interoperavel com os aprendizados negativos e positivos a
nivel global:

1) dispor de diversas medidas de fomento a inovacdo e
desenvolvimento econdmico, como se nota desde o alargamento
das excecdes de escopo de aplicacao da lei até o reforco de regimes
regulatorios flexiveis para novos entrantes € normas
programaticas de medidas de incentivo e fomento;

11) uma logica de regulagdo mais ex-post € muito menos ex-ante,
na medida em que a classificagdo de alto risco deverd ser
regulamentada em nivel infralegal de forma dinamica e adaptavel
e com deveres robustos de accountability por parte dos o6rgaos
reguladores para, a um s6 tempo, reduzir sua discricionariedade e
aumentar a seguranca juridica para investimentos € o
desenvolvimento tecnologico. Nesse sentido, distancia-se da
abordagem europeia precaucionaria que tem sido criticada pelo
seu impacto regulatorio desproporcional e estatico (Draghi, 2024);
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ii1) a estabiliza¢dao do Sistema de Governanca e Regulacao sobre
Inteligéncia Artificial (SAI), o qual valoriza a infraestrutura
regulatoria brasileira existente em especial o papel das autarquias
e entes reguladores setoriais;

1v) conexdo com os debates regulatorios em nivel global, a
exemplo da declaragdo final dos lideres do G20 que destaca a
necessidade de regulagdo da IA para que paises do chamado Sul
Global - como o Brasil - ndo amarguem apenas os riscos, mas,
também, que os beneficios sejam distribuidos. Nao por outro
motivo hd uma linguagem mais forte sobre sustentabilidade para
fins de atragdo de data centers dada a posi¢do geopolitica do pais
e sua matriz energética limpa. Ainda, a partir das diretrizes do
Comité de Alto Nivel da ONU sobre IA, prevé-se e se consolidou
a oxigenagdo do ecossistema regulatorio por meio do Comité de
Especialistas de IA-CECIA.

Dessa forma, mantidas as consideragdes ja registradas no relatério
e complementacdo de voto anteriores, apresenta-se substitutivo com os
aprimoramentos decorrentes das emendas acima referenciadas, bem como com
a correcao de erros materiais.

III-VvVOTO

Diante do exposto, o voto € pela aprovaciao do PL n° 2.338, de
2023; pela aprovagao das Emendas nos 4, 8, 11, 13, 15, 16, 17, 18, 19, 35, 38,
44, 47, 49, 50, 52, 67, 74, 75, 80, 86, 96, 99, 104, 108 e 125; pela aprovagao
parcial das Emendas nos 1, 3, 5, 7, 10, 22, 27, 34, 42, 43, 45, 46, 53, 78, 84,
94, 105, 106, 107, 114, 126, 127, 133, 140, 142, 143, 144, 145 ¢ 146; e pela
rejeicao das demais, na forma do substitutivo consolidado apresentado a seguir;
bem como pela declaragdao de prejudicialidade do PL n°® 21, de 2020; PL n°
5.051, de 2019; PL n°® 5.691, de 2019; PL n® 872, de 2021; PL n°® 3.592, de
2023; PL n® 210, de 2024; ¢ PL n° 266, de 2024.

Sala da Comissao,

, Presidente
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EMENDA N° — CTIA (SUBSTITUTIVO)

PROJETO DE LEI N° 2.338, DE 2023

Dispde sobre o desenvolvimento, fomento,
uso ¢€tico e responsavel da inteligéncia
artificial com base na centralidade da pessoa
humana.

O CONGRESSO NACIONAL decreta:
CAPITULO 1
DISPOSICOES PRELIMINARES

Art. 1° Esta Lei estabelece normas gerais de carater nacional para
a governanga responsavel de sistemas de inteligéncia artificial (IA) no Brasil,
com o objetivo de proteger os direitos fundamentais, estimular a inovagao
responsavel, a competitividade e garantir a implementacao de sistemas seguros
e confidveis, em beneficio da pessoa humana, do regime democratico e do
desenvolvimento social, cientifico, tecnologico e econdmico.

§ 1° Esta lei ndo se aplica ao sistema de inteligéncia artificial:

a) usado por pessoa natural para fim exclusivamente particular e
nao econdmico;

b) desenvolvido e utilizado tnica e exclusivamente para fins de
defesa nacional;

c) em atividades de investigagdo, pesquisa, testagem e
desenvolvimento de sistemas, aplicagdes ou modelos de 1A antes de serem
colocados em circulagdo no mercado ou colocados em servigo, salvo a testagem
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em condi¢des reais, quando serd observada a legislacao aplicavel, em especial
a Lein®8.078, de 11 de setembro de 1990 (Codigo de Defesa do Consumidor),
a Lei n® 13.709, de 14 de agosto de 2018 (Lei Geral de Protecdo de Dados
Pessoais), a Lei n° 6.938, de 31 de agosto de 1981 (Politica Nacional do Meio
Ambiente) e a Lei n° 9.610 de 19 de fevereiro de 1998 (Lei de Direitos
Autorais);

d) aos servigos que se limitem ao provimento de infraestrutura de
armazenamento e transporte de dados empregados em sistemas de inteligéncia
artificial;

§ 2° A fim de promover o desenvolvimento tecnologico nacional,
o Sistema Nacional de Regulacao e Governanca de Inteligéncia Artificial (STIA)
regulamentara regimes simplificados, envolvendo flexibilizagdo de obrigagdes
regulatdrias previstas nesta Lei, nos seguintes casos:

I - padroes e formatos abertos e livres, com excecdo daqueles
considerados de alto risco;

IT - incentivo a inovagdo e a pesquisa cientifica e tecnologica no
ambiente produtivo, com vistas a capacitagdo tecnologica, ao alcance da
autonomia tecnoldgica e ao desenvolvimento do sistema produtivo nacional e
regional do Pais;

III - projetos de interesse publico, e aos que atendam as prioridades
das politicas industrial, de ciéncia tecnologia ¢ inovacdo e a solu¢do dos

problemas brasileiros.

Art. 2° O desenvolvimento, a implementagdo e o uso de sistema
de inteligéncia artificial no Brasil t€m como fundamentos:

I - centralidade da pessoa humana;

IT - respeito e promogdo aos direitos humanos e aos valores
democraticos;
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IIT - livre desenvolvimento da personalidade e liberdade de
expressao;

IV - protecio ao meio ambiente e ao desenvolvimento
ecologicamente equilibrado;

V - igualdade, ndo discriminagdo, pluralidade e diversidade;

VI - direitos sociais, em especial a valorizagdo do trabalho

humano;

VII - desenvolvimento socioecondmico, cientifico e tecnologico e
1novacao;

VIII - defesa do consumidor, livre iniciativa e livre concorréncia;

IX - privacidade, prote¢do de dados pessoais e autodeterminagao
informativa;

X - promogao da pesquisa e do desenvolvimento com a finalidade
de estimular o desenvolvimento social e a reducao de desigualdades, bem como
a inovagao nos setores produtivos e no poder publico e as parcerias publico-
privadas;

XI - acesso a informacao e a disseminacao de dados, de forma
aberta, estruturada e segura;

XII - protecdo de direitos culturais e a promog¢dao dos bens
artisticos e historicos;

XIII - educacdo e a conscientizagdo sobre os sistemas de
inteligéncia artificial para a promocao do pleno desenvolvimento e do exercicio
da cidadania;

X1V - protecdo e promocao de direitos de grupos vulneraveis, em
especial de idosos, pessoas com deficiéncia e, com prote¢do integral e visando
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ao melhor interesse, de criancas e adolescentes, reconhecendo a
vulnerabilidade agravada;

XV - integridade da informac¢do mediante a protecao e a promog¢ao
da confiabilidade, precisdo e consisténcia das informagdes para o
fortalecimento da liberdade de expressdo, acesso a informagao e dos demais
direitos fundamentais;

XVI - fortalecimento do processo democratico e do pluralismo
politico;

XVII - protecdo de direitos de autor e conexos , de direitos de
propriedade intelectual e ao segredo comercial e industrial;

XVIII - garantia da seguranca da informacdo e seguranga
cibernética; e

XIX - inser¢do, integragdo e competitividade brasileira no
mercado internacional; e

XX — cooperacdo internacional para o desenvolvimento e o
atendimento a padrdes técnicos e a regimes de obrigagdes nacionais e

internacionais.

Art. 3° O desenvolvimento, a implementagdo e o uso de sistemas
de inteligéncia artificial observardo a boa-fé e os seguintes principios:

I - crescimento inclusivo, desenvolvimento sustentavel e bem-
estar, incluindo a protecao do trabalho e do trabalhador;

II - autodeterminacao e liberdade de decisao e de escolha;

III - supervisdo e determinagdo humana efetiva e adequada no
ciclo de vida da inteligéncia artificial, considerando o grau de risco envolvido;

IV - nao discriminacao ilicita ou abusiva;
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V - justica, equidade e inclusao;

VI - transparéncia e explicabilidade, observado o segredo
comercial e industrial, considerada a participagdo de cada agente na cadeia de
valor de IA;

VII - diligéncia devida e auditabilidade ao longo de todo o ciclo
de vida do sistema de inteligéncia artificial, de acordo com risco envolvido e o
estado da arte do desenvolvimento tecnoldgico;

VIII - confiabilidade e robustez do sistema de inteligéncia
artificial;

IX - protecdo dos direitos e garantias fundamentais, incluindo o
devido processo legal, contestabilidade e contraditorio;

X - prestacao de contas, responsabilizacdo e reparagao integral de
danos;

XI - prevengao, precaugao e mitigagao de riscos e danos;
XII - ndo maleficéncia e proporcionalidade entre os métodos
empregados e as finalidades determinadas e legitimas do sistema de

inteligéncia artificial;

XIII - desenvolvimento e uso €tico e responsavel da inteligéncia
artificial;

XIV - governanga transparente, participativa e orientada a
protecao de direitos fundamentais individuais, sociais, coletivos € econOmicos;

XV - promog¢ao da interoperabilidade de sistemas de IA para
permitir um acesso mais amplo e uma inovagao colaborativa;
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XVI - possibilidade e condi¢do de utilizagdo de sistemas e
tecnologias com seguranga e autonomia, por pessoa com deficiéncia, garantida
a plena acessibilidade a informagdo e a comunicagao; e

XVII - protecao integral das criangas e dos adolescentes.

Art. 4° Para as finalidades desta Lei, adotam-se as seguintes
defini¢des:

I - sistema de inteligéncia artificial (IA): sistema baseado em
maquina que, com graus diferentes de autonomia e para objetivos explicitos ou
implicitos, infere, a partir de um conjunto de dados ou informagdes que recebe,
como gerar resultados, em especial, previsdo, conteudo, recomendagdo ou
decisdo que possa influenciar o ambiente virtual, fisico ou real;

IT - ciclo de vida: série de fases desde a concepgao, planejamento,
desenvolvimento, treinamento, retreinamento, testagem, validagao,
implantag¢do e monitoramento para eventuais modificagdes e adaptacdes de um
sistema de inteligéncia artificial, cuja descontinuidade pode ocorrer em
quaisquer das etapas referidas;

III - sistema de inteligéncia artificial de propodsito geral (SIAPG):
sistema de A baseado em um modelo de IA treinado com bases de dados em
grande escala, capaz de realizar uma ampla variedade de tarefas distintas e
servir diferentes finalidades, incluindo aquelas para as quais nao foram
especificamente desenvolvidos e treinados, podendo ser integrado em diversos
sistemas ou aplicagoes;

IV - inteligéncia artificial generativa (IA generativa): modelo de
IA especificamente destinado a gerar ou modificar significativamente, com
diferentes graus de autonomia, texto, imagens, audio, video ou coédigo de
software;

V - desenvolvedor: pessoa natural ou juridica, de natureza publica
ou privada, que desenvolva um sistema de inteligéncia artificial, diretamente
ou por encomenda, com vistas a sua coloca¢ao no mercado ou a sua aplicagao
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em servigo por ela fornecido, sob seu proprio nome ou marca, a titulo oneroso
ou gratuito;

VI - distribuidor: pessoa natural ou juridica, de natureza publica
ou privada, que disponibiliza e distribui sistema de [A para que terceiro aplique
a titulo oneroso ou gratuito;

VII - aplicador: pessoa natural ou juridica, de natureza publica ou
privada, que empregue ou utilize, em seu nome ou beneficio, sistema de
inteligéncia artificial, inclusive configurando, mantendo ou apoiando com o
fornecimento de dados para a operagdo e o monitoramento do sistema de [A;

VIII - agentes de inteligéncia artificial: desenvolvedores,
distribuidores e aplicadores que atuem na cadeia de valor e na governanca
interna de sistemas de inteligéncia artificial, nos termos definidos por
regulamento;

IX - autoridade competente: entidade da administragdo publica
federal, dotada de autonomia técnica e decisdria, que coordenard o Sistema
Nacional de Regulacdo e Governanca de Inteligéncia Artificial (SIA);

X - Sistema Nacional de Regulagdo e Governanga de Inteligéncia
Artificial (SIA): ecossistema regulatorio coordenado pela autoridade
competente que tem por finalidade precipua promover e garantir a cooperagao
¢ a harmonizacao com as demais autoridades setoriais e entes reguladores, sem
vinculo de subordinacao hierdrquica entre eles, e outros sistemas nacionais para
a plena implementagdo e fiscalizagdo do cumprimento desta Lei em todo o
territorio nacional com seguranca juridica;

XI - discriminagdo abusiva ou ilicita: qualquer distingdo, exclusao,
restricdo ou preferéncia, em qualquer area da vida publica ou privada, cujo
proposito ou efeito seja anular ou restringir, de forma abusiva ou ilicita, o
reconhecimento, gozo ou exercicio, em condi¢des de igualdade, de um ou mais
direitos ou liberdades previstos no ordenamento juridico, em razdo de
caracteristicas pessoais;
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XII - discriminacao indireta abusiva e/ou ilicita: discriminagao que
ocorre quando normativa, pratica ou critério aparentemente neutro tem a
capacidade de acarretar desvantagem para pessoa ou grupos afetados, ou as
coloquem em desvantagem, desde que essa normativa, pratica ou critério seja
abusivo ou ilicito;

XIII - mineragdo de textos e dados: processo de extracao e analise
com alto grau de automacao de grandes quantidades de dados, realizados de
forma direta nos dados primarios, ou indireta a partir de outra ferramenta, a
partir dos quais sdo extraidos padrdes e correlagdes que gerardo informagdes
relevantes para a pesquisa, o desenvolvimento ou a utilizacdo de sistemas de
inteligéncia artificial.

XIV - pessoa ou grupo afetado: pessoa natural ou grupo de pessoas
que seja direta ou indiretamente impactado por um sistema de inteligéncia
artificial;

XV - avaliagdo preliminar: processo simplificado de
autoavaliacdo, anterior a utilizacdo ou coloca¢cdao no mercado de um ou mais
sistemas de IA, para classificagdo de seu grau de risco, com o objetivo de
determinar o cumprimento das obrigacdes definidas nesta Lei;

XVI - avaliagao de impacto algoritmico: anélise do impacto sobre
os direitos fundamentais, apresentando medidas preventivas, mitigadoras e de
reversao dos impactos negativos, bem como medidas potencializadoras dos
impactos positivos de um sistema de IA;

XVII - vulnerabilidade: estado de assimetria agravada de
informagdo ou de poder que afeta pessoas naturais ou grupos devido, entre
outras, as suas condi¢des cognitivas, sociais, €tnicas, econdmicas ¢ de idade, a
exemplo de criangas e adolescentes, idosos e pessoas com deficiéncia;

XVIII - ambiente regulatério experimental (sandbox): conjunto de
condig¢des especiais estabelecidas para desenvolver, treinar, validar e testar, por
tempo limitado, um sistema de IA inovador, bem como modelos de negocio e
politicas publicas inovadoras, técnicas e tecnologias experimentais que
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envolvam IA, mediante o cumprimento de critérios e de limites previamente
estabelecidos e por meio de procedimento facilitado;

XIX - estado da arte do desenvolvimento tecnologico: meios
técnicos razoaveis e disponiveis, baseado em evidéncias cientificas,
tecnologicas e boas praticas consolidadas;

XX - efeitos juridicos relevantes: consequéncias juridicas
modificativas, impeditivas ou extintivas negativas que atingem direitos e
liberdades fundamentais;

XXI - conteudos sintéticos: informagdes, tais como imagens,
videos, audio e texto, que foram significativamente modificadas ou geradas por
sistemas de inteligéncia artificial,

XXII - integridade da informacgao: resultado de um ecossistema
informacional que viabiliza e disponibiliza informacdes e conhecimento
confiaveis, diversos e precisos, em tempo habil para promogao da liberdade de
expressao;

XXHI - 1identificagdo biométrica: método que envolve o
reconhecimento de caracteristicas fisicas, fisiologicas e comportamentais
humanas, com o proposito de identificar um individuo;

XXIV - autenticagdo biométrica: processo de verificagdo ou
confirmag¢ao da identidade de um individuo, com o objetivo de singulariza-lo,
por meio da comparacao de suas caracteristicas biométricas obtidas a partir de
um modelo previamente armazenado;;

XXV - introduzir ou colocar em circulagio no mercado:
disponibiliza¢do inicial ou introducao para usudrios do sistema de IA, a titulo
oneroso ou gratuito;

XXVI - autoridades setoriais: orgaos e entidades do Poder
Executivo Federal responsdveis pela regulagdo de setores especificos da
atividade econdmica e governamental, conforme sua competéncia legal;
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XXVII - sistemas de armas autonomas (SAA): sistemas que, uma
vez ativados, podem selecionar e atacar alvos sem interven¢do humana
adicional;

XXVIII - interface de programagao de aplicagcao (API) — conjunto
de protocolos e fungdes que permitem que diferentes sistemas interajam entre
si; e

XXIX - contexto de uso: a utilizagdo especifica a qual € destinada
o sistema ou aplicacao de IA, incluindo o sistema a ser utilizado, o contexto e
a finalidade especificas e suas condi¢des de utilizacao; e

XXX - risco sistémico: potenciais efeitos adversos negativos
decorrentes de um sistema de IA de proposito geral e generativa com impacto
significativo sobre direitos fundamentais individuais e sociais.

CAPITULO IT
DOS DIREITOS
Secao I
Dos Direitos da Pessoa e Grupos Afetados por Sistema de [A

Art. 5° A pessoa e grupo afetado por sistema de IA,
independentemente do seu grau de risco, t€ém os seguintes direitos, a serem
exercidos na forma e nas condi¢des descritas neste Capitulo:

I - direito a informacao quanto as suas interagdes com sistemas de
IA, de forma acessivel, gratuita e de facil compreensao inclusive sobre carater
automatizado da interagdo, exceto nos casos em que se trate de sistemas de [A
dedicados unica e exclusivamente a ciberseguranca e a ciberdefesa conforme
regulamento;
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IT - direito a privacidade e a protecao de dados pessoais, em
especial os direitos dos titulares de dados nos termos da Lei n® 13.709, de 14
de agosto de 2018 e da legislacdo pertinente; e

III - direito a nao-discriminacao ilicita ou abusiva e a correcao de
vieses discriminatérios ilegais ou abusivos sejam eles diretos ou indiretos.

§ 1° A informacao referida no inciso I do caput deste artigo sera
fornecida com o uso de icones ou simbolos uniformizados facilmente
reconheciveis, sem prejuizo de outros formatos.

§ 2° Os sistemas de IA que se destinem a grupos vulneraveis
deverdo, em todas as etapas de seu ciclo de vida, ser transparentes e adotar

linguagem simples, clara e apropriada a idade e capacidade cognitiva, e
implementados considerando o melhor interesse desses grupos.

Secao 11
Dos Direitos da Pessoa e Grupos Afetados por Sistema de IA de Alto Risco

Art. 6° Pessoa ou grupo afetado por sistema de IA de alto risco
tem os seguintes direitos:

I - direito a explicagdo sobre a decisdo, recomendagao ou previsao
feitas pelo sistema;

I - direito de contestar ¢ de solicitar a revisdo de decisoes,
recomendagdes ou previsdes de sistema de [A; e

III - direito a revisao humana das decisoes, levando-se em conta o
contexto, risco ¢ o estado da arte do desenvolvimento tecnoldgico.
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§ 1° A explicagdo solicitada no ambito do inciso I, respeitando o
segredo comercial e industrial, incluird informacgdes suficientes, adequadas e
inteligiveis, nos termos do Regulamento.

§ 2° Os direitos previstos nesta se¢do serao implementados
considerando o estado da arte do desenvolvimento tecnologico, devendo o
agente do sistema de IA sempre implementar medidas eficazes e proporcionais.

Art. 7° O direito a explicagdo previsto nesta secdo serd fornecido
por processo gratuito, em linguagem simples, acessivel e adequada que facilite
a pessoa compreender o resultado da decisdo ou previsdo em questdo, dentro
de um prazo razodvel a depender da complexidade do sistema de IA e do
numero de agentes envolvidos.

Paragrafo unico. A autoridade competente disciplinard prazos e
procedimentos para o exercicio do direito a informacdo, incluindo
procedimento simplificado, considerando, entre outros, os seguintes critérios:

I - a complexidade dos sistemas de [A; e

IT - o porte do agente, em especial no caso de micro e pequenas
empresas € startups.

Art. 8° A supervisdo humana de sistemas de IA de que trata essa
se¢do buscard prevenir ou minimizar os riscos para direitos e liberdades das
pessoas ou grupos afetados que possam decorrer de seu uso normal ou de seu
uso em condi¢des de utilizagdo indevida razoavelmente previsiveis,
viabilizando que as pessoas responsaveis pela supervisdo humana possam, nos
termos do regulamento, compreender, interpretar, decidir e intervir nos
sistemas de IA, bem como priorizar o gerenciamento de riscos € impactos
irreversiveis.

Paragrafo unico. A supervisdo humana ndo sera exigida caso sua
implementacdo seja comprovadamente impossivel ou implique esforgo
desproporcional, hipdteses em que o agente do sistema de IA implementara
medidas alternativas eficazes.
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Art. 9° Os agentes de IA de que trata essa se¢do informardo, de
forma suficiente, objetiva, clara e acessivel, os procedimentos necessarios para
o exercicio dos direitos descritos neste Capitulo.

Art. 10. A autoridade competente estabelecera, no que couber e
sempre em cooperagdo institucional formal com as autoridades setoriais do
SIA, diretrizes gerais sobre a forma e as condi¢des de exercicio de direitos
perante cada um dos agentes de sistema de IA.

Art. 11. A defesa dos interesses e dos direitos previstos nesta Lei
podera ser exercida:

I - perante o 6rgao administrativo competente; e
IT - em juizo, individual ou coletivamente, na forma do disposto

na legislacdo pertinente acerca dos instrumentos de tutela individual, coletiva e
difusa.

CAPITULO II1
DA CATEGORIZACAO DOS RISCOS
Secao |
Avaliagdo preliminar

Art. 12. Antes de sua introducdo e circulagdo no mercado,
emprego ou utilizacao, o agente de IA podera realizar avaliacao preliminar para
determinar o grau de risco do sistema, baseando-se nos critérios previstos neste
Capitulo, de acordo com o estado da arte e do desenvolvimento tecnolédgico.

§ 1° A realizacdo da avaliagcdo preliminar serd considerada como

medida de boa pratica e podera resultar em beneficios para o agente de IA para
fins do disposto no art. 50, §1°, podendo, inclusive, receber tratamento
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prioritario em procedimentos para avaliacdo de conformidade, nos termos do
art. 34, desta lei.

§2° Caberd as autoridades setoriais definir as hipoteses em que a
avaliagdo preliminar serd simplificada ou dispensada, observadas as normas
gerais da autoridade competente.

§ 3° O agente poderd requerer junto aos demais agentes dos
sistemas de inteligéncia artificial informag¢des que o capacitem a efetuar
avaliagdo preliminar, nos termos da presente Lei, respeitados os segredos
comercial e industrial.

§ 4° Garantido o contraditério € a ampla defesa, a autoridade
competente podera, em colaboragdo com as autoridades setoriais do SIA,
determinar a reclassificacao do sistema de [A, mediante notificacao prévia, bem
como determinar, de forma fundamentada, a realizagao de avaliacdo de impacto
algoritmico.

§ 5° O resultado da avaliagdo preliminar poderd ser utilizado pelo
agente de IA para demonstrar conformidade com os requisitos de seguranca,
transparéncia e €tica previstos nesta lei.

§ 6° A autoridade competente e as autoridades setoriais, quando
houver, poderdo requerer a realizacdo ou o acesso a avaliagdo preliminar do

sistema de IA para fins de avaliagdo de risco do sistema, respeitados os
segredos comerciais ou industriais.

Secao II
Risco Excessivo

Art. 13. Sao vedados o desenvolvimento, a implementacao € o uso
de sistemas de IA:
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I - com o propésito de:

a) instigar ou induzir o comportamento da pessoa natural ou de
grupos de maneira que cause danos a saude, seguranca ou outros direitos
fundamentais proprios ou de terceiros;

b) explorar quaisquer vulnerabilidades de pessoa natural ou de
grupos com o objetivo ou o efeito de induzir o seu comportamento de maneira
que cause danos a saude, seguranca ou outros direitos fundamentais proprios
ou de terceiros;

c) avaliar os tracos de personalidade, as caracteristicas ou o
comportamento passado, criminal ou ndo, de pessoas singulares ou grupos, para
avaliacao de risco de cometimento de crime, infracdes ou de reincidéncia;

IT — pelo poder publico, para avaliar, classificar ou ranquear as
pessoas naturais, com base no seu comportamento social ou em atributos da sua
personalidade, por meio de pontuagdo universal, para o acesso a bens e servicos
e politicas publicas, de forma ilegitima ou desproporcional;

III - em sistemas de armas autobnomas (SAA);

IV - que possibilitem a produgdo, disseminacdo ou facilitem a
criagdo de material que caracterize ou represente abuso ou exploragdo sexual
de criangas e adolescentes;

V - em sistemas de identificagdo biométrica a distancia, em tempo
real e em espagos acessiveis ao publico, com excecdo das seguintes hipoteses:

a) instrugdo de inquérito ou processo criminal, mediante
autorizacdo judicial prévia e motivada, quando houver indicios razoaveis da
autoria ou participacdo em infragdo penal, a prova nao puder ser feita por outros
meios disponiveis e o fato investigado ndo constitua infragdo penal de menor
potencial ofensivo;
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b) busca de vitimas de crimes, de pessoas desaparecidas ou em
circunstancias que envolvam ameaca grave e iminente a vida ou a integridade
fisica de pessoas naturais;

c) flagrante delito de crimes punidos com pena privativa de
liberdade superior a 2 (dois) anos, com imediata comunicacdo a autoridade
judicial; e

d) recaptura de réus evadidos, cumprimento de mandados de
prisdo e de medidas restritivas ordenadas pelo Poder Judiciério.

§ 1° Os desenvolvedores de sistemas de [A devem adotar medidas
para coibir o uso de seus sistemas para as hipoteses descritas no caput deste
artigo.

§ 2° O uso de sistemas a que se refere o inciso V deste artigo
devera ser proporcional e estritamente necessario ao atendimento do interesse
publico, observados o devido processo legal e o controle judicial, bem como os
principios e direitos previstos nesta Lei e, no que couber, da Lei n° 13.709, de
14 de agosto de 2018 (Lei Geral de Protecao de Dados Pessoais), especialmente
a garantia contra a discriminacdo e¢ a necessidade de revisdo da inferéncia
algoritmica pelo agente publico responsavel.

Secao III
Alto Risco

Art. 14. Considera-se de alto risco o sistema de IA empregado
para as seguintes finalidades e contextos de usos, levando-se em conta a
probabilidade e a gravidade dos impactos adversos sobre pessoa ou grupos
afetados, nos termos da regulamentagao:

I - aplicacdo como dispositivos de seguranca na gestdo € no
funcionamento de infraestruturas criticas, tais como controle de transito e redes
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de abastecimento de agua e de eletricidade, quando houver risco relevante a
integridade fisica das pessoas e a interrupcao de servigos essenciais, de forma
ilicita ou abusiva, e desde que ndo sejam determinantes para o resultado ou
decisao, funcionamento ou acesso a servigo essencial;

IT - sistemas de IA utilizados como fator determinante na tomada
de decisoes de selegdo de estudantes em processos de ingresso a instituigdes de
ensino ou de formagdo profissional, ou para avaliacdes determinantes no
progresso académico ou monitoramento de estudantes, ressalvadas as hipoteses
de monitoramento exclusivamente para finalidade de seguranca;

IIT - recrutamento, triagem, filtragem, avaliagdo de candidatos,
tomada de decisdes sobre promocdes ou cessagdes de relacdes contratuais de
trabalho, avaliagao do desempenho e do comportamento das pessoas afetadas
nas areas de emprego, gestdo de trabalhadores e acesso ao emprego por conta
propria;

IV - avaliagdao de critérios de acesso, elegibilidade, concessao,
revisdo, reducdo ou revogacdo de servigos privados e publicos que sejam
considerados essenciais, incluindo sistemas utilizados para avaliar a
elegibilidade de pessoas naturais quanto a prestacoes de servigos publicos de
assisténcia e de seguridade;

V - avaliagdo e classificagdo de chamadas, ou determinacdo de
prioridades para servigos publicos essenciais, tais como de bombeiros e
assisténcia médica;

VI - administragdo da justica, no que toca o uso de sistemas que
auxiliem autoridades judiciarias em investigacao dos fatos e na aplicacao da lei
quando houver risco as liberdades individuais e ao Estado democratico de
direito, excluindo-se os sistemas que auxiliem atos e atividades administrativas;

VII - veiculos autonomos em espagos publicos, quando seu uso
puder gerar risco relevante a integridade fisica de pessoas;
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VIII - aplicagdes na area da saude para auxiliar diagnosticos e
procedimentos médicos, quando houver risco relevante a integridade fisica e
mental das pessoas;

IX - estudo analitico de crimes relativos a pessoas naturais,
permitindo as autoridades policiais pesquisar grandes conjuntos de dados,
disponiveis em diferentes fontes de dados ou em diferentes formatos, no intuito
de identificar padrdes e perfis comportamentais;

X - investigagdo por autoridades administrativas para avaliar a
credibilidade dos elementos de prova no decurso da investigagdo ou repressao
de infragdes, para prever a ocorréncia ou a recorréncia de uma infracao real ou
potencial com base na defini¢ao de perfis de pessoas singulares;

XI - sistemas de identificagdo e autenticagdo biométrica para o
reconhecimento de emogdes, excluindo-se os sistemas de autenticagao
biométrica cujo unico objetivo seja a confirmag¢ao de uma pessoa singular
especifica; e

XII - gestdo da imigracao e controle de fronteiras para avaliar o
ingresso de pessoa ou grupo de pessoas em territorio nacional; e

XIII - curadoria, difusdo, recomendacao e distribui¢ao, em grande
escala e significativamente automatizada, de conteudo por provedores de
aplicagdo de internet, com objetivo de maximizacdo do tempo de uso e
engajamento das pessoas ou grupos afetados, quando o funcionamento desses
sistemas puder representar riscos relevantes a liberdade de expressao e acesso
a informagao e aos demais direitos fundamentais.

Paragrafo unico. Ndo se considera uso de alto risco aquele no qual
o sistema de IA ¢ utilizado como tecnologia intermedidria que nao influencie
ou determine resultado ou decisdo ou quando desempenha uma tarefa
processual restrita.

Art. 15. Caberd ao SIA regulamentar a classificacao da lista dos
sistemas de IA de alto risco, bem como identificar novas hipéteses de aplicacao
de alto risco, levando em consideracdo a probabilidade e a gravidade dos
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impactos adversos sobre pessoa ou grupos afetados, e com base em, pelo
menos, um dos seguintes critérios:

I - o sistema produzir, de forma ilicita ou abusiva, efeitos juridicos
relevantes e impactar negativamente 0 acesso a servigos publicos ou essenciais;

IT - alto potencial danoso de ordem material ou moral, bem como
viés discriminatorio ilegal ou abusivo;

Il - o sistema afetar significativamente pessoas de um grupo
vulneravel;

IV - grau de reversibilidade dos danos;
V - historico danoso, de ordem material ou moral relevante;

VI - grau de transparéncia, explicabilidade e auditabilidade do
sistema de IA, que dificulte significativamente o seu controle ou supervisao;

VII - alto potencial danoso sist€émico, tais como a seguranga
cibernética, e violéncia contra grupos vulneraveis;

VIII - extensdo e probabilidade dos riscos do sistema de IA,
incluindo as medidas de mitigacdo adotadas e considerando os beneficios
esperados, de acordo com os principios e fundamentos desta lei;

IX - o sistema representar riscos significativos a satide humana
integral — fisica, mental e social - nas dimensdes individual e coletiva;

X - risco a integridade da informacao, liberdade de expressao, o
processo democratico e ao pluralismo politico; e

XI - o sistema puder impactar negativamente o desenvolvimento e
a integridade fisica, psiquica ou moral de criangas e adolescentes.
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Art. 16. A regulamentagdao da lista e classificacio de novas
aplicagdes de sistemas de IA de alto risco sera precedida de procedimento que
garanta participagdo social e de analise de impacto regulatorio, cabendo:

I - a autoridade competente garantir a aplicagdo harmonica desta
Lei, expedindo orientagdes normativas gerais em relacdo aos impactos dos
sistemas de IA sobre os direitos e liberdades fundamentais ou que produzam
efeitos juridicos relevantes e publicando a lista consolidada de todos os
sistemas de alto risco definidos pelas autoridades setoriais; €

II - as autoridades sectoriais, no ambito de suas atribuicdes € em
carater prevalente, dispor sobre os aspectos técnicos e especificos de aplicacdes
de IA no mercado regulado, devendo:

a) estabelecer listas sobre hipoteses classificadas ou nao
classificadas como de alto risco dentro das finalidades e contextos definidos no

Art. 14;

b) estabelecer, com precisao, o rol de sistemas de alto risco desta
Lei;

c) receber e analisar as avaliagdes de impacto algoritmico; e

d) indicar, em lista, casos de utilizacdo de sistemas ou aplicagdes
de sistemas de IA de alto risco ou nao.

§ 1° A autoridade competente e as autoridades setoriais deverao
considerar o estado da arte do desenvolvimento tecnoldgico e evolucao e
harmonizacdo das boas praticas setoriais € nao setoriais para fins de
monitoramento e reclassificagao continua dos sistemas de IA de alto risco.

§ 2° O desenvolvedor e aplicador que considerar que o sistema de
IA ndo se enquadra na classificacdo de alto risco podera apresentar peticao
fundamentada a autoridade competente e autoridades setoriais juntamente com
a sua avaliag¢do preliminar, nos termos do regulamento.
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§ 3° Os distribuidores deverdao assegurar que o sistema de TA
cumpra as medidas de governanca previstas nesta Lei, antes de ser colocado
em circulacao no mercado.

§ 4° A autoridade competente e as autoridades setoriais poderao
acreditar organismos de avaliacdo de conformidade que oferecam aos agentes
de IA servigos de identificacao e classifica¢dao de risco do uso de sistemas de
IA, em conformidade com normas técnicas nacionais € internacionais
aplicaveis.

§ 5° Na classificacao de novas aplicagoes de sistemas de 1A de alto
risco, a autoridade competente e as autoridades setoriais deverao:

a) indicar de modo expresso suas consequéncias juridicas e
administrativas e as condigdes para que a regularizacdo ocorra de modo
proporcional e equanime , ndo se podendo impor aos sujeitos atingidos 6nus ou
perdas que, em funcdo das peculiaridades do caso, sejam anormais ou
€XCEeSSIVOS;

b) considerar os obstaculos e as dificuldades reais dos agentes de
IA e as exigéncias das politicas publicas a seu cargo, sem prejuizo dos direitos
da pessoa e grupos afetados; e

c) prever regime de transicdo para que novas obrigagdes € deveres
sejam cumpridos de forma proporcional, equanime e eficiente e sem prejuizo
dos interesses da pessoa e grupos afetados por sistemas de TA.

CAPITULO IV
DA GOVERNANCA DOS SISTEMAS DE INTELIGENCIA ARTIFICIAL
Secao I

Disposicoes Gerais
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Art. 17. Os agentes de IA deverdo garantir a seguranca dos
sistemas e o atendimento dos direitos de pessoas ou grupos afetados, nos termos
do regulamento.

Secao II
Medidas de Governanga para Sistemas de Alto Risco

Art. 18. Além das medidas indicadas na Seg¢ao I deste Capitulo, o
desenvolvedor de IA de sistemas de alto risco e o aplicador no caso de
utilizagdo de alto risco, ao introduzir ou colocar em circulagao no mercado,
adotara, dentre outras, as seguintes medidas de governanca e processos
internos, de acordo com o estado da arte do desenvolvimento tecnologico e com
esforcos razoaveis:

I - Para o aplicador:

a) documentacdo em formato adequado, considerando todas as
etapas relevantes no ciclo de vida do sistema;

b) uso de ferramentas ou processos dos resultados da utilizagao do
sistema, de modo a permitir a avaliagdo de sua acuracia e robustez e a apurar
potenciais resultados discriminatorios ilicitos ou abusivos, € implementagao
das medidas de mitigagdo de riscos adotadas;

c) documentacdo da realizagdo de testes para avaliagao de niveis
apropriados de confiabilidade e seguranca;

d) documentacdo em formato adequado do grau de supervisdo
humana que tenham contribuido para os resultados apresentados pelos sistemas
IA;

¢) medidas para mitigar e prevenir vieses discriminatorios, quando
o risco a discriminagdo decorrer da aplicagdo do sistema de [A; e
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f) disponibilizacdo de informagdes adequadas que permitam,
respeitado o sigilo industrial e comercial de acordo com as suas capacidades
técnicas, a interpretagdo dos resultados e funcionamento de sistemas de [A
introduzidos ou colocados em circulagao no mercado

II - Para o desenvolvedor:

a) manutencao de registro das medidas de governanga adotadas no
desenvolvimento do sistema de inteligéncia artificial, para prestacdo das
informacgdes necessarias ao aplicador de modo que este Ultimo cumpra as
obrigacdes determinadas no inciso I, em conformidade com a relagao juridica
estabelecida entre as partes e ressalvado o sigilo comercial e industrial;

b) uso de ferramentas ou processos de registro da operagao do
sistema, de modo a permitir a avaliacao de sua acuracia e robustez;

c) realizagdo de testes para avaliagdo de niveis apropriados de
seguranca;

d) adogao de medidas técnicas para viabilizar a aplicabilidade dos
resultados dos sistemas de IA e o fornecimento de informag¢des adequadas que
permitam a interpretacdo dos seus resultados e funcionamento, respeitado o
sigilo industrial e comercial

¢) medidas para mitigar e prevenir vieses discriminatérios, quando
o risco a discriminagdo decorrer da aplicagdo do sistema de [A; e

f) transparéncia sobre as politicas de gestdo e governanga para
promocao da responsabilidade social e sustentdvel, no ambito de suas
atividades.

§ 1° Caberid as autoridades setoriais definir as hipoteses em que as
obrigagdes estabelecidas em regulamento serdo flexibilizadas ou dispensadas,
de acordo com o contexto de atuacdo do agente de IA na cadeia de valor do
sistema de IA.
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§ 2° Os distribuidores deverdo apoiar e verificar se o sistema de
IA cumpre as medidas de governanga previstas nesta Lei, antes do sistema ser
colocado em circulagdo no mercado, nos termos do regulamento.

§ 3° Os agentes de uma cadeia de valor de um sistema ou aplicagao
de IA devem cooperar entre si, disponibilizando as informagdes necessarias e
fornecendo o acesso técnico e a assisténcia razoavelmente esperados e
necessarios para o cumprimento das obrigacdes estabelecidas nesse artigo,
resguardado o sigilo industrial e comercial;

§ 4° As medidas de governanga e processos internos previstos
neste artigo, a serem adotadas pelos agentes, deverdo corresponder a respectiva
fase do ciclo de vida do sistema de IA que lhe compete, de acordo com o nivel
de conhecimento sobre o respectivo projeto, implementagao, aplicacio e uso.

§ 5° Caso o aplicador ou distribuidor realizem modificagao
substancial ou alterem a finalidade de um sistema de IA, sera considerado
desenvolvedor para os efeitos desta Lei.

Art. 19. Quando o sistema de A gerar conteudo sintético, devera
incluir, considerando estado da arte do desenvolvimento tecnoldgico e o
contexto de uso, identificador em tais conteudos para verificacdo de
autenticidade ou caracteristicas de sua proveniéncia, modificagdes ou
transmissdo, conforme regulamento.

§ 1° A presenca do identificador descrito no caput ndo supre outros
requisitos de informacao e transparéncia, bem como outros pardmetros a serem
definidos em regulamento.

§ 2° A autoridade competente, em colaboragdo com o CRIA,
disponibilizard uma biblioteca de softwares com vistas a facilitar o
cumprimento da obrigacdo de sinalizacdo, idealmente adotando padrdo
internacional amplamente reconhecido.

§ 3° O uso de conteudo sintético em obras com finalidade artistica,
cultural ou de entretenimento poderd, sempre que ndo representar risco de
disseminacdo de informagdes falsas, ser sinalizado por meios que nao
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comprometam a utilidade e qualidade da obra, tais como nos créditos ou nos
metadados associados a tal obra, preservando sua fruicdao pelo publico e seus
usos convencionais.

Art. 20. Os agentes de IA de alto risco devem garantir que seus
sistemas estdo de acordo com as medidas de governanga definidas em todo o
Capitulo IV desta Lei, assim como em outras legislacdes pertinentes em
especial do seu respectivo setor.

Secao III
Medidas de Governanga Aplicadas pelo Poder Publico

Art. 21. Ao desenvolver, contratar ou adotar os sistemas referidos
considerados de alto risco, o poder publico deve garantir:

I — 0 acesso aos bancos de dados e a plena portabilidade de dados
dos cidadaos brasileiros e da gestdo publica, nos termos da Lei n° 13.709, de
14 de agosto de 2018; e

Il — a padronizacdo minima dos sistemas em termos de sua
arquitetura de dados e metadados, a fim de promover interoperabilidade entre
sistemas e promover uma boa governanca de dados.

Art. 22. Adicionalmente as medidas de governanga estabelecidas
neste Capitulo, todos os entes da Administragdo Publica direta e indireta,
abrangendo O6rgdos dos Poderes Legislativo e Judicidrio, quando no
desempenho das fun¢des administrativas, e pessoas juridicas de direito privado
responsaveis pela gestdo ou execucdo de servigos publicos, quando afetas a
essas atividades, desenvolver ou utilizar sistemas de IA considerados de alto
risco, adotardo as seguintes medidas:
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I - defini¢ao de protocolos de acesso e de utilizagdo do sistema que
permitam o registro de quem o utilizou, para qual situagdo concreta, e com qual
finalidade;

IT - garantia facilitada e efetiva ao cidaddo, perante o poder
publico, de direito a explicagdo e revisdo humanas de decisdo por sistemas de
[A que gerem efeitos juridicos relevantes ou que impactem significativamente
os interesses do afetado, a ser realizada pelo agente publico competente;

IIT - publicizacdo em veiculos de fécil acesso, preferencialmente
em seus sitios eletronicos, das avaliagdes preliminares dos sistemas de IA de
alto risco desenvolvidos, implementados ou utilizados pelo poder publico da
Unido, Estados, Distrito Federal e Municipios.

§ 1° A utilizagdo de sistemas biométricos para fins de identifica¢ao
devera observar os principios e as medidas de governanga previstas nesta Lei e
serd precedida de avaliacdo de impacto algoritmico, observadas as garantias
para o exercicio dos direitos das pessoas ou grupos afetados e a protegao contra
a discriminagdo direta, indireta, ilegal ou abusiva;

§ 2° Na impossibilidade de eliminagdo ou mitigacdo substantiva
dos riscos associados ao sistema de IA identificados na avaliagdo de impacto
algoritmico prevista na Secao IV do Capitulo IV desta Lei, sua utilizagao sera
descontinuada.

§ 3° As medidas previstas no presente artigo aplicam-se
igualmente a sistemas de [A utilizados por empresas responsaveis pela gestao
ou execugao de servigos publicos.

§ 4° Sistemas de TA de alto risco ja implementados pelo poder
publico quando da publicagdo da presente Lei deverdo se adequar em prazo
razoavel, a ser definido pela autoridade competente.

Art. 23. Cabera ao Poder Executivo Federal fixar padrdes
minimos de transparéncia para os sistemas de [A utilizados por 6rgdos e
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entidades do setor publico federal, além de monitorar regularmente o
cumprimento dessas obrigacdes.

Pardgrafo Unico. O Poder Executivo Federal fomentara a
transparéncia nos sistemas de [A utilizados por 6rgaos e entidades publicas em
todos os niveis de governo, visando promover e consolidar praticas de
governanga responsavel e aberta.

Art. 24. Para buscar a mitigagao de riscos relacionados a produgao
e circulagdo de conteudo sintético, o poder publico, em conjunto com a
iniciativa privada, sociedade civil, profissionais de pesquisa e desenvolvimento
deverdo, na forma da regulamentacao, promover capacidades para identificar e
rotular contetido sintético produzido por sistemas de IA e estabelecer a
autenticidade e a proveniéncia do conteudo digital produzidos.

Secao IV
Avaliacao de Impacto Algoritmico

Art. 25. A avaliacdo de impacto algoritmico de sistemas de IA ¢é
obrigagdo do desenvolvedor ou aplicador que introduzir ou colocar sistema de
IA em circulacdo no mercado sempre que o sistema ou o seu uso for de alto
risco, considerando o papel e participacao do agente na cadeia.

§ 1° Os desenvolvedores de sistemas de IA de alto risco deverao
compartilhar com as autoridade competente e autoridades setoriais as
avaliacdes preliminares e de impacto algoritmico, nos termos do regulamento,
cuja metodologia considerard e registrard, ao menos, avaliacdo dos riscos e
beneficios aos direitos fundamentais, medidas de atenuacao e efetividade destas
medidas de gerenciamento.

§ 2° O agente de IA podera requerer junto aos demais agentes da
cadeia, respeitados os segredos industriais € comerciais, as informacoes
necessarias para realizacao de referida avaliagdo de impacto algoritmico
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§ 3° A avaliacdo devera ser realizada em momento prévio e de
acordo com contexto especifico da introduc¢do ou colocag¢ao em circulagdo no
mercado.

§ 4° Cabera as autoridades setoriais definir as hipdteses em que
avaliagdo de impacto algoritmico sera flexibilizada, levando em consideragao
o contexto de atuagdo e o papel de cada um dos agentes de IA e as normas
gerais da autoridade competente.

§ 5° A autoridade competente, a partir das diretrizes do Conselho
Permanente de Cooperacao Regulatoria (CRIA), estabelecera critérios gerais e
elementos para a elaboragdo de avaliagdo de impacto e a periodicidade de
atualizacdo das avaliagdes de impacto;

§ 6° Cabera as autoridades setoriais, a partir do estado da arte do
desenvolvimento tecnoldgico e melhores praticas, a regulamentacdo dos
critérios e da periodicidade de atualizagdo das avaliacdes de impacto,
considerando o ciclo de vida dos sistemas de [A de alto risco.

§ 7° Os agentes de IA que, posteriormente a sua introducdo no
mercado ou utilizagdo em servigo, tiverem conhecimento de risco ou impacto
inesperado e relevante que apresentem a direitos de pessoas naturais,
comunicardo o fato imediatamente a autoridade competente e as autoridades
setoriais € aos outros agentes na cadeia para que sejam tomadas todas as
medidas cabiveis, inclusive, quando necessario, notificar as pessoas afetadas
pelo sistema de IA.

§ 8° Cabera a autoridade competente e as autoridades setoriais
estabelecer as hipoteses em que a participagdo publica serd necessaria, assim
como as hipoteses em que podera ser realizada de maneira simplificada,
indicando os critérios para esta participacao;

Art. 26. A avaliagdo de impacto algoritmico sera realizada em
momento anterior a introdugdo ou colocag¢ao em circulacdo no mercado, bem
como consistird em processo interativo continuo, executado ao longo de todo o
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ciclo de vida dos sistemas de IA de alto risco, requeridas atualizagOes
periodicas.

Pardgrafo unico. Considerando eventual regulamentagdo setorial
existente, caberd a autoridade competente, em colaboracdo com as demais
entidades do SIA, definir:

I - parametros gerais acerca da periodicidade de atualiza¢do das
avaliagdes de impacto que deve, ao menos, ser realizada quando da existéncia
de alteragdes significativas nos sistemas, nos termos do regulamento; e

IT - definir as hipdteses em que a avaliacao de impacto algoritmico
serd simplificada, considerando o tipo de agentes de sistemas de [A.

Art. 27. Caso o agente de IA tenha que elaborar relatério de
impacto a protecao de dados pessoais, nos termos da Lei n° 13.709, de 14 de
agosto de 2018, a avaliagdo de impacto algoritmico podera ser realizada em
conjunto com o referido documento.

Art. 28. As conclusdes da avaliagdo de impacto serdo publicas,
observados os segredos industrial e comercial, nos termos do regulamento.

Secao V

Medidas de Governanca para Sistemas de Inteligéncia Artificial de Proposito
Geral e Generativa

Art. 29. O desenvolvedor de sistema de proposito geral e
generativa deverd, em adicdo a documentacdo pertinente sobre o
desenvolvimento do sistema, realizar avaliacao preliminar dos sistemas, a fim
de identificar os seus respectivos niveis de risco esperados, inclusive potencial
risco sistémico
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Pardgrafo unico. A avaliacdo preliminar devera considerar as
finalidades de wuso razoavelmente esperadas e os critérios previstos,
respectivamente, nos termos da Secao III deste Capitulo - Alto Risco

Art. 30. O desenvolvedor de sistema de 1A de proposito geral e
generativa com risco sistémico, deve, antes da disponibilizagdo ou introdugao
no mercado para fins comerciais, garantir o cumprimento dos seguintes
requisitos:

I - a descricdo do modelo de IA de finalidade geral;

II - documentar os testes e analises realizados, a fim de identificar
e gerenciar riscos razoavelmente previsiveis, conforme apropriado e
tecnicamente viavel,

IT - documentar os riscos ndo mitigdveis remanescentes apds o
desenvolvimento;

IIT - apenas processar e incorporar conjuntos de dados coletados e
tratados em conformidade com as exigé€ncias legais, sujeitos a uma adequada
governanca de dados, em especial, quando se tratar de dados pessoais, de
acordo com a Lei n® 13.709, de 14 de agosto de 2018 (Lei Geral de Protecao de
Dados Pessoais) e o Capitulo X desta Lei;

IV - publicar um resumo do conjunto de dados utilizados no
treinamento do sistema, nos termos da regulamentacao;

V - conceber e desenvolver recorrendo as normas aplicaveis para
reduzir, considerando o contexto de uso, a utilizacao de energia, a utilizacao de
recursos € os residuos, bem como para aumentar a eficiéncia energética e a
eficiéncia global do sistema;

VI - claborar documentacdo técnica e instrucoes de utilizacao
inteligiveis, a fim de permitir que os desenvolvedores, distribuidores e
aplicadores tenham clareza sobre o funcionamento do sistema.
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§ 1° O cumprimento dos requisitos estabelecidos neste artigo
independe de o sistema ser fornecido como modelo autdbnomo ou incorporado
a outro sistema de IA ou em produto, ou fornecido sob licengas gratuitas e de
codigo aberto, como um servico, assim como outros canais de distribuicao.

§2° Os desenvolvedores de sistemas de IA de proposito geral e
generativa poderdo formular e aderir a codigos de boas praticas para demonstrar
conformidade as obrigagdes estipuladas neste artigo.

Art. 31. O desenvolvedor de um sistema de [A generativa deve,
antes de disponibilizar no mercado para fins comerciais, garantir a ado¢ao de
medidas para identificacdo, andlise e mitigacdo de riscos razoavelmente
previsiveis no que tange a direitos fundamentais, o meio ambiente, a
integridade da informagao, liberdade de expressao e o acesso a informacgao.

Paragrafo unico. O desenvolvedor deverd tornar disponivel,
sempre que solicitado pelos agentes do SIA, no ambito de processo
administrativo especifico, material comprobatério das medidas mencionadas
no caput.

Art. 32. Os desenvolvedores de sistemas de propdsito geral e
generativa disponibilizados como recurso para desenvolvimento de servigos
por terceiros, como aqueles fornecidos por meio de interfaces de Programacgao
de Aplicagdes (API) ou outros modelos de integragdao, devem cooperar com 0s
demais agentes de sistemas de IA ao longo do periodo em que esse servigo €
prestado e apoiado, a fim de permitir uma mitigagdo adequada dos riscos e
cumprimentos dos direitos estabelecidos nesta Lei.

Art. 33. Cabera a autoridade competente, em colaboracdo com as
demais entidades do SIA, definir em quais hipoteses as obrigacdes previstas
nesta Secdo serdo simplificadas ou dispensadas de acordo com o risco
envolvido e o estado da arte do desenvolvimento tecnolégico.

Paragrafo unico. Aplica-se no que couber o disposto no Capitulo
VI - Boas Praticas e Governanga -, cabendo a autoridade competente a
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aprovacao de codigos de conduta e de autorregulacdo de sistemas de 1A de
proposito geral.

Secao VI
Da Acreditacao, Certificacao ¢ Avaliacdo de Conformidade

Art. 34. A autoridade competente e as autoridades setoriais
poderdo acreditar organismos de avaliacdo de conformidade nacionais ou
internacionais, especializados em governanga de sistemas de inteligéncia
artificial, para avaliar o cumprimento das medidas de governanga e processos
internos exigidos pelos 6rgaos reguladores.

§ 1° O SIA devera estabelecer o periodo de validade da acreditagao
€ 0s requisitos para sua renovagdo, em conformidade com normas técnicas
nacionais e internacionais aplicaveis.

§ 2° A avaliagdo da conformidade do uso de sistemas de
inteligéncia artificial deverd adotar procedimento eficiente e compativel com a
dindmica do mercado, sem comprometer a qualidade e a confiabilidade do
processo.

§ 3° Os critérios gerais para acreditagdo dos organismos de
avaliagdo da conformidade deverdo ser estabelecidos pela autoridade
competente e os critérios especificos, conjuntamente com as autoridades
setoriais, em consonancia com as normas técnicas internacionais ¢
considerando as especificidades dos sistemas de inteligéncia artificial.

§ 4° A autoridade competente manterd um registro publico e
atualizado dos organismos de avaliacio da conformidade acreditados,
incluindo o escopo de sua acreditacao.

§ 5° Os organismos de avaliagcdo da conformidade acreditados
estardo sujeitos a monitoramento continuo e reavaliagdes periddicas para

SF/24627.51192-48



45

assegurar a manuten¢ao de sua competéncia técnica e conformidade com os
requisitos de acreditacao.

§ 6° A avaliagdo da conformidade poderda ser realizada em
diferentes niveis, considerando a complexidade e o risco potencial dos sistemas
de inteligéncia artificial, conforme definido em regulamentagdo especifica.

§ 7° A autoridade competente e as autoridades setoriais poderao,
conjuntamente, estabelecer acordos de cooperacdo e reconhecimento mutuo
com organismos de acreditagdo internacionais, visando facilitar o
reconhecimento das avaliacdes de conformidade realizadas em outros paises.

CAPITULO V
DA RESPONSABILIDADE CIVIL

Art. 35. A responsabilidade civil decorrente de danos causados
por sistemas de A no ambito das relagdes de consumo permanecem sujeitas as
regras de responsabilidade previstas na Lei n® 8.078, de 11 de setembro de 1990
(Codigo de Defesa do Consumidor), e na legislagdo pertinente, sem prejuizo da
aplicacao das demais normas desta Lei.

Art. 36. A responsabilidade civil decorrente de danos causados
por sistemas de IA explorados, empregados ou utilizados por agentes de 1A
permanecem sujeitas as regras de responsabilidade previstas na Lei n® 10.406,
de 10 de janeiro de 2002 (Codigo Civil), e na legislacao especial, sem prejuizo
da aplicagao das demais normas desta Lei.

Pardgrafo unico. A defini¢do, em concreto, do regime de
responsabilidade civil aplicavel aos danos causados por sistemas de TA deve
levar em consideragdo os seguintes critérios, salvo disposi¢do legal em sentido
contrario:
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I — o nivel de autonomia do sistema de IA e o seu grau de risco,
nos termos disciplinados por esta lei; e

IT — a natureza dos agentes envolvidos e a consequente existéncia
de regime de responsabilidade civil proprio na legislacao.

Art. 37. O juiz inverterd o 6nus da prova quando a vitima for
hipossuficiente ou quando as caracteristicas de funcionamento do sistema de
IA tornem excessivamente oneroso para a vitima provar os requisitos da
responsabilidade civil.

Art. 38. Os participantes no ambiente de testagem da
regulamentacao da IA continuam a ser responsaveis, nos termos da legislacao
aplicavel, por quaisquer danos infligidos a terceiros em resultado da
experimentagao que ocorre no ambiente de testagem.

Art. 39. As hipdteses de responsabilizacao previstas por legislacao
especifica permanecem em vigor.

CAPITULO VI
BOAS PRATICAS E GOVERNANCA
Secao |
Codigo de Conduta

Art. 40. Os agentes de IA poderao, individualmente ou por meio
de associagdes, formular codigos de boas praticas e de governanca que
estabelecam as condi¢cdes de organizagdo, o regime de funcionamento, os
procedimentos, inclusive sobre reclamagdes das pessoas afetadas, as normas de
seguranga, os padroes técnicos, as obrigagdes especificas para cada contexto
setorial de implementacao, as agdes educativas, os mecanismos internos de
supervisdo e de mitigagdo de riscos e as medidas de seguranca técnicas e
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organizacionais apropriadas para a gestdo dos riscos decorrentes da aplicagao
dos sistemas no seu respectivo dominio de atividade.

§ 1° Ao se estabelecerem regras de boas praticas, serao
consideradas a finalidade, a probabilidade ¢ a gravidade dos riscos e dos
beneficios decorrentes e os possiveis impactos a grupos vulneraveis, a exemplo
da metodologia disposta na Se¢do IV, do Capitulo IV - Avaliagao de Impacto
Algoritmico.

§ 2° Os desenvolvedores e aplicadores de sistemas de IA, poderao:

I - implementar programa de governanca que, de acordo com o
estado da arte do desenvolvimento tecnologico:

a) demonstre o seu comprometimento em adotar processos e
politicas internas que assegurem o cumprimento, de forma abrangente, de
normas € boas praticas relativas a ndo maleficéncia e proporcionalidade entre
os métodos empregados ¢ as finalidades determinadas e legitimas dos sistemas
de IA;

b) seja adaptado a estrutura, a escala e ao volume de suas
operagdes, bem como ao seu potencial danoso e de beneficios;

c) tenha o objetivo de estabelecer relacdo de confianca com a
pessoa e grupos afetados, por meio de atuagdo transparente e que assegure
mecanismos de participagado, a exemplo do disposta na se¢do IV - Avaliagao de
Impacto Algoritmico, do Capitulo IV desta Lei;

d) esteja integrado a sua estrutura geral de governanca e estabeleca
e aplique mecanismos de supervisao internos e externos;

e) conte com planos de resposta para reversdo dos possiveis
resultados prejudiciais do sistema de [A;

f) seja atualizado constantemente com base em informagdes
obtidas a partir de monitoramento continuo e avaliagdes periddicas; e
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h) a existéncia de mecanismos e procedimentos internos de
integridade, auditoria e incentivo a denuncia de irregularidades e a aplicagao
efetiva de codigos de ética.

§ 3° A adesdo voluntaria a codigo de boas praticas e a elaboragao
de medidas de governanga podem ser consideradas indicativo de boa-fé por
parte do agente e serd levada em consideragdo pela autoridade competente e
demais autoridades setoriais para fins de aplicagcdo de san¢des administrativas.

§ 4° Cabe as autoridades setoriais:

I - a aprovagdo de codigos de boas condutas quanto a esfera de
competéncia outorgada por lei, devendo sempre informar a autoridade
competente; e

IT - observar as diretrizes € normas gerais para o procedimento de
analise, publicizacdo e atualizagcdo periddica do codigo de conduta emitidas
pela autoridade competente.

Secao II
Da Autorregulacao

Art. 41. Os agentes de IA podem associar-se voluntariamente sob
a forma de pessoa juridica de direito privado sem fins lucrativos para promover
a autorregulagcdo com o objetivo de incentivar e assegurar melhores praticas de
governanca ao longo de todo o ciclo de vida de sistemas de 1A.

§ 1° A autorregulaciao pode compreender as seguintes fungoes:

I - estabelecer critérios técnicos dos sistemas de IA aplicada,
inclusive de padronizacdo, prudenciais e de atuacdo concertada dos entes
associados, desde que nao impegam o desenvolvimento tecnologico € em
conformidade com esta Lei e as normas vinculantes do SIA;
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II - compartilhamento de experiéncias sobre o uso de IA, sendo
vedado o compartilhamento de informagdes concorrencialmente sensiveis, nos
termos da legislacdo pertinente;

IIT - definigdo contextual de estruturas de governanga previstas
nesta Lei;

IV - critérios para provocar da autoridade competente e demais
autoridades integrantes do SIA para o emprego de medida cautelar e canal de
recebimento de informacgdes relevantes sobre riscos do uso de IA por seus
associados ou qualquer interessado; e

V - a adogdo de padrdes, melhores praticas e modelos de
certificagdo reconhecidos internacionalmente.

§ 2° A associagdo entre agentes de IA para fins de autorregulacao
devera observar os preceitos da Lei n® 12.529, de 30 de novembro de 2011,
vedada qualquer atuaciao que possa restringir a livre concorréncia.

CAPITULO VII
DA COMUNICACAO DE INCIDENTE GRAVE

Art. 42. O agente de IA comunicard, em prazo a ser estabelecido,
a autoridades competentes a ocorréncia de grave incidente de seguranga,
incluindo quando houver risco a vida e integridade fisica de pessoas, a
interrup¢do de funcionamento de operacdes criticas de infraestrutura, graves
danos a propriedade ou ao meio ambiente, bem como graves violagdes aos
direitos fundamentais, a integridade da informacgao, liberdade de expressao e
ao processo democratico, nos termos do regulamento.

§ 1° A comunicagao serd devida, apds definigdo, pelas autoridades
competentes, do prazo e dos critérios de determinacdo da gravidade do
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incidente, observadas as caracteristicas dos sistemas de IA de acordo com o
estado da arte e o desenvolvimento tecnoldgico.

§ 2° As autoridades competentes verificardo a gravidade do
incidente e poderdo, caso necessario, determinar ao agente a adocdo de
providéncias e medidas para reverter ou mitigar os efeitos do incidente.

Art. 43. Os agentes de [A, adicionalmente as disposi¢oes desta lei,
permanecem sujeitos a legislagdo especifica relativa a ciberseguranga, prote¢ao
de infraestruturas criticas, protecdo a vida e a integridade fisica de pessoas,
danos a propriedade ou ao meio ambiente, protecdo aos direitos fundamentais
e a prote¢do ao processo democratico.

CAPITULO VIII

BASE DE DADOS PUBLICA DE INTELIGENCIA ARTIFICIAL DE
ALTO RISCO

Art. 44. Cabe a autoridade competente, em colaboracdo com as
autoridades setoriais, a criagao e manuten¢ao de base de dados de IA de alto
risco, acessivel ao publico, que contenha os documentos publicos das
avaliagdes de impacto, respeitados os segredos comercial e industrial, nos
termos do regulamento, em conformidade com a legislacdo pertinente, em
especial a Lei n° 13.709, de 14 de agosto de 2018, e a Lei n° 12.527, de 18 de
novembro de 2011.

Paragrafo unico. A criagdo da base de dados central ndo impede a
criacdo de bancos de IAs de alto risco setoriais, devendo ser mantidas em
formato interoperdvel e com dados estruturados para facilitar o uso
compartilhado.

CAPITULO IX
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DA SUPERVISAO E FISCALIZACAO
Secao |
Sistema Nacional de Regulagdao e Governanga de Inteligéncia Artificial

Art. 45. Fica estabelecido o Sistema Nacional de Regulagdo e
Governanga de Inteligéncia Artificial (SIA).

§ 1° Integram o SIA:

I - a Autoridade Nacional de Protecdo de Dados (ANPD),
autoridade competente que coordenara o SIA;

II - autoridades setoriais;

Il — o Conselho Permanente de Cooperacdo Regulatoria de
Inteligéncia Artificial (CRIA), observado e limitado ao disposto na Secao 111
do Capitulo IX desta Lei; e

IV — o Comité de Especialistas e Cientistas de Inteligéncia
Artificial (CECIA), observado e limitado ao disposto na Se¢ao IV do Capitulo
IX desta Lei.

§ 2° Ato do Poder Executivo Federal definira lista dos orgdos e
entidades que irdo integrar o SIA, em conformidade com os incisos II, IIl e IV
do §1° deste artigo.

§ 3° O SIA tem por objetivos e fundamentos:
I - valorizar e reforgar as competéncias regulatoria, sancionatoria
e normativa das autoridades setoriais em harmonia com as correlatas gerais da

autoridade competente que coordena o SIA;

IT - buscar a harmonizagao e colaboragao com 6rgaos reguladores
de temas transversais.
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§ 4° A autoridade competente coordenara o CRIA, conforme
disposto na Secdo III deste Capitulo, a fim de harmonizar e facilitar as
competéncias regulatorias, fiscalizatorias e sancionatorias.

Art. 46. Na qualidade de coordenadora do SIA e sem prejuizo das
competéncias previstas na Lei n® 13.709, de 21 de agosto de 2018, cabe a
autoridade competente:

I - atuar na representagdio do Brasil perante organismos
internacionais de IA, sob a coordenac¢ao do Poder Executivo;

IT - expedir, em colabora¢do com os demais integrantes do SIA,
normas vinculantes de carater geral sobre os seguintes temas:

a) forma e requisitos das informagdes a serem publicizadas sobre
a utilizagdo de sistemas de 1A, respeitados os segredos industriais € comerciais;

b) procedimentos e requisitos para elaboracdo da avaliacdo de
impacto algoritmico; e

c) procedimentos para a comunicagdo de incidentes graves,
notadamente quando afetarem direitos fundamentais;

III - expedir regras gerais sobre IA no pais, dando suporte aos
orgaos setoriais, aos quais cabem a edi¢ao de regras especificas;

IV - celebrar com os integrantes do SIA acordos regulatdrios para
definir regras e procedimentos especificos de coordenagao de competéncias;

V - exercer competéncia normativa, regulatoria, fiscalizatéria e
sancionatoria plena para desenvolvimento, implementagdo e uso de sistemas de
IA para atividades econdmicas em que ndo haja 6rgao ou ente regulador setorial
especifico;

VI - nos ambientes regulatorios experimentais (sandbox
regulatorio) que envolvam sistemas de IA, conduzidos por autoridades
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setoriais, a autoridade competente sera cientificada, podendo se manifestar
quanto ao cumprimento das finalidades e principios desta lei; e

VII - expedir orientagdes normativas gerais sobre certificados e
acreditagdo de organismos de certificagdo com o objetivo de incentivar e
assegurar melhores praticas de governanga ao longo de todo o ciclo de vida de
sistemas de IA.

VIII - incentivar a ado¢do de padrdes, melhores praticas e
certificagdes reconhecidas internacionalmente;

IX - recebimento e tratamento de denuncias andnimas,
estabelecendo mecanismos de reserva de identidade do denunciante.e

X - elaborar relatorios anuais acerca de suas atividades.

Art. 47. Na qualidade de regulador residual, a autoridade
competente exercera competéncia normativa, regulatoria, fiscalizatoria e
sancionatoria plena nas atividades econdmicas em que nao haja 6érgao ou ente
regulador setorial especifico.

Art. 48. Compete as autoridades setoriais:

I - o exercicio da sua competéncia regulatoria, fiscalizatoria e
sancionatoria para desenvolvimento, implementagdo e uso de sistemas de IA e
que se insere em sua esfera de competéncia outorgada por lei;

IT - expedir regras especificas para a aplicacdo de IA, incluindo
aspectos relacionados a atividades de alto risco, observadas as normas gerais
expedidas pela autoridade competente;

IIT - promover e incentivar o disposto no Capitulo VI - Boas
Préticas e Governanga - para sistemas de IA que se inserem em sua esfera de
competéncia outorgada por lei;
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IV — quanto a sua esfera de competéncia outorgada por lei,
incentivar a adocdo de padrdes, melhores praticas e modelos de certificacao e
acreditacdo reconhecidos internacionalmente; e

V - supervisionar as medidas de governanca adequadas a cada
aplicagdo ou uso de sistemas de A, que vier a classificar como de alto risco, de
forma a promover:

a) a harmonizacido com legislagdo nacional e normas
internacionais para permitir a interoperabilidade técnica e jurisdicional dos
sistemas e aplicacdes desenvolvidas e implementadas no pais;

b) a adogdo de instrumentos regulatorios que promovam a
inovagdo responsavel, como ambientes regulatorios experimentais (sandbox
regulatorios), autorregulacao e certificagdes de boas praticas e governanga;

VI - celebrar, a qualquer momento, compromisso com agentes de
IA para eliminar irregularidade, incerteza juridica ou situacdo contenciosa no

ambito de processos administrativos, de acordo com o previsto no Decreto-Lei
n°® 4.657, de 4 de setembro de 1942.

Secao II
Das Atribuicoes e Poderes da Autoridade Competente
Art. 49. Cabe a autoridade competente:

I - zelar pela protecao a direitos fundamentais e a demais direitos
afetados pela utilizacao de sistemas de IA;

IT - promover e incentivar o disposto no Capitulo VI - Boas
Praticas de Governancga;
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III - promover agdes de cooperacdo com autoridades de protecdao
¢ de fomento ao desenvolvimento ¢ a utilizacdo dos sistemas de IA de outros
paises, de natureza internacional ou transnacional;

IV - solicitar, a qualquer momento, as entidades do poder publico
que desenvolvam ou utilizem sistemas de IA, informe especifico sobre o
ambito, a natureza dos dados e os demais detalhes do tratamento realizado, com
a possibilidade de emitir parecer técnico complementar para garantir o
cumprimento desta Lei;

V - celebrar, em conjunto com as autoridades setoriais, a qualquer
momento, compromisso com agentes de [IA para eliminar irregularidade,
incerteza juridica ou situacdo contenciosa no ambito de processos

administrativos, de acordo com o previsto no Decreto-Lei n® 4.657, de 4 de
setembro de 1942;

VI - elaborar relatorios anuais acerca de suas atividades;

VII - realizar ou determinar auditorias de sistemas de A de alto
risco ou que produzam efeitos juridicos relevantes quando necessaria para a
afericdo de conformidade com esta Lei, garantido o tratamento confidencial das
informagdes em atengdo aos segredos comercial e industrial;

VIII - credenciar instituigdes, mediante critérios estabelecidos em
regulamento sujeito a consulta publica, para acesso a dados para fins de
auditorias e pesquisa, garantido a confidencialidade da informa¢ao em atengao
aos segredos comercial e industrial; e

IX - credenciar instituigdes de pesquisa, mediante critérios
estabelecidos em regulamento sujeito a consulta publica, para acesso a dados
para fins de pesquisa, observados os segredos comercial e industrial, a

anonimizacao € a prote¢do de dados pessoais conforme a Lei no 13.709, de 14
de agosto de 2018.

§ 1° Tanto a autoridade competente quanto eventuais entidades por
ela credenciadas para realizagao de auditoria ¢ para fins de pesquisa devem
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cumprir requisitos de seguranca e confidencialidade das informagdes e de
protecdo de dados pessoais, nos termos da Lei n°® 13.709, de 14 de agosto de
2018, em atencao aos segredos comercial e industrial.

§ 2° A autoridade competente, em conjunto com as autoridades
setoriais, poderdo realizar investigacdes conjuntas sobre os sistemas de 1A de
alto risco, em casos de suspeita de violagao aos principios, direitos e deveres
previstos nesta Lei ou na legislacdo setorial aplicavel.

§ 3° Os orgaos e entidades integrantes do SIA devem comunicar
imediatamente ao Conselho Administrativo de Defesa Economica (CADE)
quaisquer informagdes identificadas no decurso das atividades de fiscalizagao
que possam ter interesse potencial para a aplicacdo da Lei N° 12.529, de 2011.

§ 4° No exercicio das suas atribui¢des e sempre no limite do que
for pertinente e necessario a apuracao de indicios concretos de infragdes a
ordem econdmica, o CADE poderd ordenar aos desenvolvedores que seja
concedido acesso aos conjuntos de dados de treino, validacao e teste utilizados
para o desenvolvimento dos sistemas de A de alto risco.

Secao III
Das Sanc¢des Administrativas

Art. 50. Os agentes de IA, em razdo das infracdes cometidas as
normas previstas nesta Lei, ficam sujeitos as seguintes sancdes administrativas
aplicaveis:

I - adverténcia;

II - multa simples, limitada, no total, a R$ 50.000.000,00
(cinquenta milhdes de reais) por infragdo, sendo, no caso de pessoa juridica de
direito privado, ou de até 2% (dois por cento) de seu faturamento bruto, de seu
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grupo ou conglomerado no Brasil no seu ultimo exercicio, excluidos os
tributos;

Il - publicizagdo da infragdo apds devidamente apurada e
confirmada a sua ocorréncia;

IV - proibi¢do ou restricdo para participar de regime de sandbox
regulatdrio previsto nesta Lei, por até cinco anos;

V - suspensdo parcial ou total, temporaria ou definitiva, do
desenvolvimento, fornecimento ou operacao do sistema de [A; e

VI - proibi¢do de tratamento de determinadas bases de dados.

§ 1° As sang¢des serdo aplicadas apds procedimento administrativo
que possibilite a oportunidade da ampla defesa, de forma gradativa, isolada ou
cumulativa, de acordo com as peculiaridades do caso concreto e considerados

os seguintes parametros € critérios:

I - a gravidade e a natureza das infragdes e a eventual violacao de
direitos;

II - a boa-fé do infrator;

III - a vantagem auferida ou pretendida pelo infrator;
IV - a condicao econdmica do infrator;

V - areincidéncia;

VI - o grau do dano;

VII - a cooperacao do infrator;
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VIII - a adocao reiterada e demonstrada de mecanismos e
procedimentos internos capazes de minimizar riscos, inclusive a analise de
impacto algoritmico e efetiva implementacao de cddigo de ética;

IX - a adogdo de politica de boas praticas e governanca;
X - a pronta adog¢ao de medidas corretivas;

XI - a proporcionalidade entre a gravidade da falta e a intensidade
da sanc¢ao; e

XII - a cumulagdo com outras sangdes administrativas
eventualmente ja aplicadas em definitivo para o0 mesmo ato ilicito.

§ 2° Antes ou durante o processo administrativo do § 1° deste
artigo, podera a autoridade competente adotar medidas preventivas, incluida
multa cominatoria, observado o limite total a que se refere o inciso II do caput,
quando houver indicio ou fundado receio de que o agente de 1A:

I - cause ou possa causar lesdo irreparavel ou de dificil reparagao;
ou

IT - torne ineficaz o resultado final do processo.

§ 3° O disposto neste artigo ndo substitui a aplicacdo de sangdes
administrativas, civis ou penais definidas na Lei n°® 8.078, de 11 de setembro
de 1990, na Lein® 13.709, de 14 de agosto de 2018, e em legislacao especifica.

§ 4° No caso do desenvolvimento, fornecimento ou utilizacao de
sistemas de IA de risco excessivo haverd, no minimo, aplicacdo de multa e, no
caso de pessoa juridica, a suspensao parcial ou total, provisoria ou definitiva de
suas atividades.

§ 5° A aplicacao das sang¢des previstas neste artigo nao exclui, em
qualquer hipdtese, a obrigagdo da reparagdo integral do dano.
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§ 6° A autoridade competente definira, por meio de regulamento
proprio, o procedimento de apuracdo e critérios de aplicacdo das sangdes
administrativas a infracdes a esta Lei, que serdo objeto de:

I - consulta publica e de andlise de impacto regulatério, sem
prejuizo das disposi¢gdes do Decreto-Lei n® 4.657, de 4 de setembro de 1942,
Lein®9.784, de 29 de janeiro de 1999, e demais disposigoes legais pertinentes;
e

IT - publicacdao de metodologias que apresentara objetivamente as
formas e dosimetrias das san¢des, devendo conter fundamentacao detalhada de
todos os seus elementos e demonstrando a observancia dos critérios previstos
nesta Lei.

§ 7° O disposto nos incisos I, III, IV, V e VI do caput deste artigo
poderd ser aplicado as entidades e aos orgdos publicos, sem prejuizo do
disposto na Lei n°® 8.112, de 11 de dezembro de 1990, na Lei n° 8.429, de 2 de
junho de 1992, e na Lei n® 12.527, de 18 de novembro de 2011.

Art. 51. A autoridade competente e as autoridades setoriais,
poderdo realizar investigagdes conjuntas sobre os sistemas de A de alto risco,
em casos de suspeita de violagdo aos principios, direitos e deveres previstos
nesta Lei ou na legislacao setorial aplicavel.

Art. 52. Os orgdos e entidades integrantes do SIA devem
comunicar imediatamente ao Conselho Administrativo de Defesa Econdmica
(CADE) quaisquer informacdes identificadas no decurso das atividades de
fiscalizagdo que possam ter interesse potencial para a aplicagcdo da Lei 12.529,
de 30 de novembro de 2011.

Pardgrafo unico. No exercicio das suas atribuigdes e sempre no
limite do que for pertinente e necessario a apuragdo de indicios concretos de
infracdes a ordem economica, o CADE poderd ordenar aos desenvolvedores
que seja concedido acesso aos conjuntos de dados de treino, validagdo e teste
utilizados para o desenvolvimento dos sistemas de A de alto risco.
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Secao III
Conselho Permanente de Cooperacao Regulatoria de Inteligéncia Artificial

Art. 53. Fica criado o Conselho Permanente de Cooperagao
Regulatoria de Inteligéncia Artificial (CRIA) que terd como atribuicdo a
producdo de diretrizes e serd forum permanente de colaboragao, inclusive por
meio de acordos de cooperacao técnica, com as autoridades setoriais € com a
sociedade civil a fim de harmonizar e facilitar o exercicio das atribuigdes da
autoridade competente.

Paréagrafo unico. Compete ao CRIA:

I - sugerir agdes a serem realizadas pelo SIA;

IT - elaborar estudos e realizar debates publicos sobre IA; e

III - disseminar o conhecimento sobre IA.

Secao IV
Comité de Especialistas e Cientistas de Inteligéncia Artificial
Art. 54. Fica criado o Comité de Especialistas e Cientistas de
Inteligéncia Artificial (CECIA) com o objetivo de orientar e supervisionar

tecnicamente e cientificamente o desenvolvimento e aplicacao da [A de forma
responsavel, nos termos definidos por regulamento.

CAPITULO X
FOMENTO A INOVACAO SUSTENTAVEL

Secao |
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Ambiente regulatdrio experimental (sandbox regulatorio)

Art. 55. A autoridade competente e as autoridades setoriais que
compdem o SIA deverdo promover e autorizar o funcionamento de ambiente
regulatorio experimental para inovacdo em inteligéncia artificial (sandbox
regulatorio de IA) por conta prépria ou para as entidades que o requererem e
preencherem os requisitos especificados por esta Lei e em regulamentacdo,
inclusive em regime de cooperacao publico-privado.

§ 1° o sandbox tecnologico visa a facilitar o desenvolvimento, a
testagem e a validacao de sistemas novadores de inteligéncia artificial por um
periodo limitado antes da sua coloca¢do no mercado ou colocacdo em servigo
de acordo com um plano especifico, a fim de desenvolver negdcios inovadores
de maneira segura

§ 2° A autoridade competente e as autoridades setoriais poderdo,
individualmente ou em colaboragdo, no ambito de programas de ambiente
regulatorio experimental (sandbox regulatério e tecnoldgico), afastar a
incidéncia de normas sob sua competéncia em relacao a entidade regulada ou
aos grupos de entidades reguladas.

Art. 56. A autoridade competente e as autoridades setoriais que
compdem o SIA regulamentardo os procedimentos para a solicitagdo e
autorizacdo de funcionamento de sandboxes regulatérios, podendo limitar ou
interromper o seu funcionamento e emitir recomendagdes, levando em
consideracdo, dentre outros aspectos, a preservagao de direitos fundamentais,
de direitos dos consumidores potencialmente afetados e a seguranca e protecao.

§ 1° As autoridades setoriais deverdo proporcionar as micro €
pequenas empresas, startups € Instituicdes Cientificas Tecnologicas e de
Inovagdao (ICTs) publicas e privadas acesso prioritdrio aos ambientes de
testagem, na medida em que cumpram as condi¢gdes de elegibilidade, os
critérios de selecdo e demais regulamentos.
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§ 2° A autoridade competente podera criar mecanismos para
reduzir os custos regulatorios das entidades qualificadas na forma do § 1° do
caput.

Art. 57. Os participantes no ambiente de testagem da
regulamentacao da IA continuam a ser responsaveis, nos termos da legislagao
aplicavel, por quaisquer danos infligidos a terceiros em resultado da
experimentagao que ocorre no ambiente de testagem.

Secao II
Diretrizes para protecao ao trabalho e aos trabalhadores

Art. 58. A autoridade competente, as autoridades setoriais que
compdem o SIA e o Conselho de Cooperacdo Regulatéria de Inteligéncia
Artificial (CRIA), em cooperacdo com o Ministério do Trabalho, devera
desenvolver diretrizes para dentre outros objetivos:

I — mitigar os potenciais impactos negativos aos trabalhadores, em
especial os riscos de deslocamento de emprego e oportunidades de carreira
relacionadas a IA;

IT — potencializar os impactos positivos aos trabalhadores, em
especial para melhoria da satide e seguranca do local de trabalho;

IIT — valorizar os instrumentos de negociagdes € convengodes
coletivas; e

IV - fomentar o desenvolvimento de programas de treinamento e
capacitacdo continua para os trabalhadores em atividade, promovendo a
valorizagdo e o aprimoramento profissional.

Secao III

Medidas de Incentivos e Sustentabilidade
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Art. 59. A administragdo publica no ambito da Unido, dos Estados,
do Distrito Federal e dos Municipios poderd fomentar o desenvolvimento
produtivo e tecnoldgico e a inovagao em IA.

Paragrafo unico. As medidas de fomento de que trata o caput
serdo pautadas pelas seguintes diretrizes:

I - promog¢ao da inovagao nos setores produtivos, inclusive por
meio da contratagdo de solug¢des inovadoras pelo Estado e celebragdo de
parcerias publico-privadas nos termos da Lei n° 11.079, de 30 de dezembro de
2004;

IT - investimento em pesquisa para o desenvolvimento de 1A no
pais, voltadas ao contexto socioecondmico brasileiro, prezando pela autonomia
tecnologica e de dados do Pais e sua inser¢ao e competitividade no mercado
interno e internacional.

IIT - financiamento de recursos fisicos e tecnoldgicos de TA de
dificil acesso para pequenas ¢ médias empresas e centros de pesquisa que
promovam praticas sustentaveis; e

IV — incentivo a ampliacdo da disponibilidade de data centers
sustentaveis de alta capacidade de processamento de dados para sistemas de
Inteligéncia Artificial, com o adensamento dessa cadeia produtiva e dos
servigos digitais relacionados no Brasil, com o objetivo de apoiar o setor
produtivo e a pesquisa e desenvolvimento técnico-cientifico

VII - incentivo a criagdo de centros multidisciplinares de pesquisa,
desenvolvimento e inovac¢des em inteligéncia artificial.

Art. 60. Entidades publicas e privadas devem priorizar a utilizagao
de sistemas e aplicagdes de IA que visem a eficiéncia energética e
racionaliza¢ao do consumo de recursos naturais.

Art. 61. O CRIA, em cooperacdo com o Ministério do Meio
Ambiente ¢ Mudanca do Clima, fomentara pesquisa ¢ o desenvolvimento de
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programas de certificagdo para reducdo do impacto ambiental de sistemas de
IA.

Secao IV
Direitos de autor € conexos

Art. 62. O desenvolvedor de TA que utilizar conteudo protegido
por direitos de autor e conexos no seu desenvolvimento devera tornar publico
quais conteudos protegidos foram utilizados nos processos de treinamento dos
sistemas de IA, por meio da publicacdo de sumario em sitio eletronico de facil
acesso ou conforme disposto em regulamento.

Art. 63. Nao constitui ofensa aos direitos de autor e conexos a
utilizacdo automatizada de conteudos protegidos em processos de mineragao
de textos e dados para os fins de pesquisa ou desenvolvimento de sistemas de
IA por organizagdes ¢ instituicdes de pesquisa, jornalismo, museus, arquivos,
bibliotecas e educacionais, desde que observadas as seguintes condigdes:

I - o0 acesso tenha se dado de forma licita;
II - nao tenha fins comerciais;

IIT - a atividade ndo tenha como objetivo principal a reprodugao,
exibicdo ou disseminacao da obra original em si; €

IV - a utilizagdo de conteudos protegidos por direitos de autor e
conexos seja feita na medida necessaria para o objetivo a ser alcancado, ndo
prejudique injustificadamente os interesses econdmicos dos titulares e ndo
concorra com a exploragdao normal das obras e contetidos protegidos.

§ 1° Eventuais copias de contetidos protegidos por direitos de autor
e conexos utilizadas no treinamento de sistemas de IA deverao ser armazenadas
em condi¢des de seguranca, € unicamente pelo tempo necessdrio para a
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realizagdo da atividade ou para a finalidade especifica de verificacdo dos
resultados.

§ 2° Este artigo ndo se aplica a instituicdes vinculadas, coligadas
ou controladas por entidade com fins lucrativos que fornega ou opere sistemas
de TA ou que tenham, entre elas, participagdao aciondria.

§ 3° Aplica-se o disposto no caput deste artigo & mineracao de
dados, por entidades publicas ou privadas, quando utilizados exclusivamente
no contexto de sistemas de inteligéncia artificial para combate a ilicitos civis e
criminais, que atentem contra direitos de autor e conexos.

Art. 64. O titular de direitos de autor e conexos podera proibir a
utilizacao dos conteudos de sua titularidade no desenvolvimento de sistemas de
IA nas hipoteses ndo contempladas pelo art. 61 desta Lei, na forma do
regulamento.

Paragrafo unico. A proibicdo do uso de obras e contetdos
protegidos nas bases de dados de um sistema de IA posterior ao processo de
treinamento nao exime o agente de IA de responder por perdas e danos morais
e materiais, nos termos da legislagdo aplicavel.

Art. 65. O agente de 1A que utilizar contetidos protegidos por
direitos de autor e direitos conexos em processos de mineragao, treinamento ou
desenvolvimento de sistemas de IA deve remunerar os respectivos titulares
desses contetidos em virtude dessa utilizagao.

§1° A remuneracdo de que trata o caput deste artigo deve
assegurar:

I - que os titulares de direitos de autor e de direitos conexos tenham
condi¢des efetivas de negociar coletivamente, nos termos do titulo VI da Lei
9.610/1998, ou diretamente a utilizacdo dos contetidos dos quais sao titulares,
podendo fazé-lo de forma gratuita ou onerosa;
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IT - que o calculo da remuneracao a que se refere o caput considere
os principios da razoabilidade e da proporcionalidade e elementos relevantes,
tais como a complexidade do sistema de 1A desenvolvido, o porte do agente de
IA, o ciclo de realizagdo econdmica dos sistemas de A, o grau de utilizagao
dos conteudos, o valor relativo da obra ao longo do tempo e os efeitos
concorrenciais dos resultados em relagcdo aos contetidos originais utilizados;

III - a livre negociacdo na utilizagdo dos conteudos protegidos,
visando a promocdo de um ambiente de pesquisa e experimentagdo que
possibilite o desenvolvimento de praticas inovadoras, € que ndo restrinjam a
liberdade de pactuacdo entre as partes envolvidas, nos termos dos arts. 156,
157,421, 422, 478 e 479 do Codigo Civil Brasileiro - Lei n° 10.406, de de 10
de janeiro de 2002 e o art. 4° da Lei n°® 9.610, de 19 de fevereiro de 1998.

IV — que a remuneracdo serd devida somente nas hipoteses de
disponibilizagao comercial dos sistemas de A, em conformidade com o art. 62
¢ ressalvadas as hipoteses de usos permitidos previstos no art. 61.

V — que a remuneragdo a que se refere o caput deste artigo € devida
somente:

a) aos titulares de direitos de autor e de direitos conexos nacionais
ou estrangeiros domiciliados no Brasil;

b) a pessoas domiciliadas em pais que assegure a reciprocidade na
protecdo, em termos equivalentes a este artigo, aos direitos de autor e aos
direitos conexos de brasileiros, conforme disposto nos artigos 2°, paragrafo
unico, € 97, § 4°, da Lei n® 9.610, de 19 de fevereiro de 1998, sendo vedada a
cobranga nos casos em que a reciprocidade ndo estiver assegurada.

VI — o pagamento da remuneragdo prevista neste artigo podera ter
prazos diferidos para o desenvolvedor que se enquadrar na defini¢cdo do art. 4°
da Lei Complementar n® 182, de 1° de junho de 2021.
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§2° O titular do direito de remuneragao previsto no caput que optar
pela negociagdo e autorizagdo direta, nos termos do inciso I do §1°, podera
exercé-lo independentemente de regulamentacao posterior.

Art. 66. A utilizagdo de conteudos de imagem, dudio, voz ou video
que retratem ou identifiquem pessoas naturais pelos sistemas de TA devera
respeitar os direitos da personalidade, na forma prevista no Cédigo Civil e na
legislagdo pertinente.

Secao V
Do Incentivo a Microempresas, empresas de Pequeno Porte e Startups
Art. 67. As autoridades setoriais deverdao definir critérios
diferenciados para sistemas de IA ofertados por microempresas, empresas de

pequeno porte e startups que promovam o desenvolvimento da industria
tecnologica nacional.

Paragrafo unico. Critérios diferenciados devem considerar o

impacto concorrencial das atividades econOmicas correlatas, o nimero de
usuarios afetados e a natureza das atividades econOmicas exercidas.

CAPITULO XI
DA ATUACAO DO PODER PUBLICO
Secdo I
Disposigoes Gerais
Art. 68. Constituem diretrizes para a atuacdo da Unido, dos

Estados, do Distrito Federal e dos Municipios no desenvolvimento da IA no
Brasil:
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I - estabelecimento de mecanismos de governanga
multiparticipativa, multissetorial transparente, colaborativa e democratica, com
a participacdo do governo, do setor empresarial, do terceiro setor e da
comunidade académica, especialmente considerando os grupos vulneraveis;

IT - promog¢do da confianga nas tecnologias de IA, com
disseminacdo de informagdes e de conhecimento sobre seus usos éticos e
responsaveis;

IIT - estimulo & capacitacdo e a preparagao das pessoas para a
reestruturacao do mercado de trabalho;

IV - promog¢do da interoperabilidade entre sistemas de IA,
inclusive entre os diferentes ambitos federativos e diversos setores da sociedade
e com decisdes que busquem evitar a dependéncia tecnologica e propiciar a
continuidade do emprego dos sistemas desenvolvidos ou contratados;

V - publicidade e¢ disseminagdo de dados, de forma aberta,
estruturada e segura;

VI - prote¢do ao meio ambiente e o desenvolvimento sustentavel,

VII - promocao da cooperagdo internacional, mediante estimulo ao
compartilhamento do conhecimento sobre sistemas de [A, de modo a facilitar
a interoperabilidade regulatoria e tecnoldgica;

VIII - promogao de investimento em inteligéncia artificial voltada
para a solucdo dos problemas brasileiros, promovendo seu desenvolvimento
socioecondmico, cultural e ambiental, e para o desenvolvimento do sistema
produtivo nacional e regional, prezando pela autonomia tecnolégica do Pais e
sua inser¢do e competitividade no mercado interno e internacional.

Art. 69. As aplicacdes de 1A de entes do poder publico devem
buscar:

SF/24627.51192-48



69

I - acessibilidade das pessoas, independentemente de suas
capacidades fisico-motoras, perceptivas, sensoriais, intelectuais, mentais,
culturais e sociais, resguardados os aspectos de sigilo e restricoes
administrativas e legais;

IT - compatibilidade tanto com a leitura humana, quanto com o
tratamento automatizado das informagdes;

IIT - facilidade de uso dos servicos de governo eletronico que
utilizem sistemas de IA;

IV - garantia de transparéncia quanto ao uso de sistemas de [A;
V - promogdo da cultura e da lingua portuguesa; e

VI - estimulo ao desenvolvimento de sistemas de IA nacionais,
com especial atencdo para questdes nacionais € nuances culturais, de idioma e
contexto socioecondmico.

Secao II
Da Formagao, da Capacitacao e da Educacao

Art. 70. A administragdo publica. no ambito da Unido, dos
Estados, do Distrito Federal e dos Municipios, implementara programas de:

I - educagao, formagdo, capacitacao, qualificagdo e requalificagao
técnica e superior em IA alinhados as demandas do mercado e do setor publico;

IT - letramento digital para uso significativo, responsavel e com
equidade dos sistemas de IA disponiveis, priorizando-se a educagdo basica;

III - apoio para trabalhadores impactados e possivelmente afetados
pela adocdo da TA, com foco na promocdo do bem-estar, requalificacao,
adaptagdo as novas exigéncias do mercado de trabalho e reinser¢do
profissional;
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IV - conscientizagdo e capacitagdo em sustentabilidade no campo
das tecnologias digitais avangadas, com énfase em praticas responsaveis na
utilizagao de recursos; €

V - incentivo as instituicoes de ensino para incluir em seus
curriculos disciplinas sobre impacto ambiental e sustentabilidade no
desenvolvimento e operagdo de sistemas e aplicacdes de A e outras tecnologias
digitais avangadas.

§ 1° Os programas de que trata o caput buscardo reduzir as
desigualdades, sobretudo entre as diferentes regides do pais.

§ 2° As medidas de letramento de que trata o inciso Il do caput
incluirdo nogdes e competéncias basicas sobre os sistemas de [A e o seu
funcionamento, incluindo os diferentes tipos de produtos e utilizagdes, os seus
riscos € os beneficios.

Art. 71. O Estado deve, periodicamente, formular e fomentar
estudos, bem como fixar metas, estratégias, planos e cronogramas, referentes
ao uso ¢ desenvolvimento da IA no Pais.

CAPITULO XII

DAS DISPOSICOES FINAIS E TRANSITORIAS

Art. 72. Os direitos e principios expressos nesta Lei ndo excluem
outros previstos no ordenamento juridico patrio ou nos tratados internacionais
em que a Republica Federativa do Brasil seja parte.

Art. 73. A fim de promover o desenvolvimento tecnologico
nacional, o SIA regulamentard regimes simplificados, envolvendo
flexibilizagdo de obrigacdes regulatorias previstas nesta Lei, nos seguintes
casos:

I - padroes e formatos abertos e livres, com excecdo daqueles
considerados de alto risco ou que se enquadrarem na Se¢do V do Capitulo IV
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— Medidas de Governanga para Sistemas de Inteligéncia Artificial de Proposito
Geral e Generativas

II - fomento nacional;

IIT - incentivo a inovagao e a pesquisa cientifica e tecnoldgica no
ambiente produtivo, com vistas a capacitagdo tecnologica, ao alcance da
autonomia tecnoldgica e ao desenvolvimento do sistema produtivo nacional e
regional do Pais;

IV - projetos de interesse publico, e aos que atendam as prioridades
das politicas industrial, de ciéncia tecnologia e inovacdo e a solucdo dos
problemas brasileiros; e

V - projetos realizados em parceria publico privada, ou em
parcerias estratégicas, em Institui¢do Cientifica, Tecnoldgica e de Inovagao
(ICT), Nucleo de Inovacao Tecnoldgica (NIT), fundacdo de apoio; parques
tecnologicos, polos tecnoldgicos.

Paragrafo tinico. O Poder Executivo disporé acerca de incentivos
econdmicos nos casos previstos no caput.

Art. 74. Em conformidade com o Capitulo IX — Da Supervisao e
da Fiscaliza¢ao, o Poder Executivo:

I — fornecera, no prazo de dois anos, os recursos necessarios a
ANPD, inclusive para sua reestruturagdo administrativa, a fim de garantir
seguranga juridica e eficiéncia na supervisao e fiscalizacao desta Lei; ;

Il - definira a lista de o6rgdos e entidades que figurardo como
autoridades setoriais integrantes do SIA;

IIT - definira a composi¢ao detalhada do CRIA;

IV — definira a atuacdo da Camara de Mediacao ¢ de Conciliacao
da Administra¢ao Publica Federal; e
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V — definira a composi¢ao e as competéncias do CECIA.

Art. 75. O caput do art. 3° da Lei n° 14.533, de 11 de janeiro de
2023, passa a vigorar acrescido do seguinte inciso VI:

VI - letramento algoritmico critico e computacdo critica, que
envolve a leitura sobre as implicacdes sociais e humanas das
tecnologias, considerando especialmente a inteligéncia artificial.

Art. 76. O art. 12 da Lei n° 11.540, de 12 de novembro de 2007,
passa a vigorar acrescido do § 5°, com a seguinte redagao:

§ 5° Nas hipoteses do inciso I, alineas “a”, “b” e “d”, serd
priorizada a execugdo de pesquisas e projetos de inteligéncia artificial
por parte dos diversos atores no setor publico e privado, ou por meio de
parceria publico-privada." (NR)

Art. 77. A implementacdo desta Lei observara o ato juridico
perfeito, o direito adquirido e a coisa julgada.

Art. 78. Esta Lei entra em vigor 730 (setecentos e trinta) dias apos
a sua publicacao.

§ 1° Entram em vigor apds 180 (cento e oitenta) dias da publicacao
desta Lei:

I-oart 13;
IT - as regras previstas na Se¢cdo V do Capitulo IV - Medidas de

Governanga para Sistemas de Inteligéncia Artificial de Propdsito Geral e
Generativas; e
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IIT - as regras previstas na Secao IV do Capitulo X, salvo o artigo
62, que possui vigéncia imediata.

§ 2° Com excecgao do art. 50, as disposi¢oes do Capitulo IX — Da
Supervisao e da Fiscalizacao entram em vigor na data de publicag¢do desta Lei.

§ 3° Entram em vigor na data da publicagdo desta Lei as seguintes
Secdes do Capitulo X:

I - Secao III - Medidas de Incentivos e Sustentabilidade; e

IT - Secdo V - Do Incentivo a Microempresas, empresas de
Pequeno Porte e Startups.
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