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1 Server Overview r&&

\

The rp5400 family of servers are 1-way to 4-way servers based on the PA-RISC processor architecture. The
rp5400 family of servers accommodate up to 16GB of memory and internal peripherals including disks and
DVD ROM/Tape. High availability features include HotSwap fans and power supplies, and HotPlug internal

disk drives. The supported operating system is HP-UX.
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Server Unpacking and Installation
Factory Integrated rp54xx Cabinet Installation /

N, . -
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Factory Integrated rp54xx Cabinet Installation

A factory integrated server is one in which the rp54xx server and associated comnonents are pre-:
and shipped from the factory already installed in a Hewlett-Packard E-Series cal .et. Factory int
systems reduce the amount of time required to set-up and begin server operation.

1. Carefully remove the carton and anti-static bag from the pallet.

2. Remove the front two (2) L-brackets. Retain the 1/2-inch bolts for later use.

1. Shipping L-Bracket
2. Shipping Pallet
3. Cabinet (Top View)

%/

embled
‘ated

NOTE As viewed from the front, one bracket is located on each side ai 1e base of the ¢
the front.

net near
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Server Unpacking and Installation H (97 H 5
Install Stand-Alone Server in a Cabinet e L
N
N e

NS BT e
Step 15. Position the server on the trav alionino the nlunger nins Wwith-thHe aligt  ent holes in the chassis.

Step 16. Release the plunger pins to secure the server.
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Server Unpacking and Installation i 3.
Stationary L-Bracket Rail Assembly i

For installation of other qualified cabinet and rail combinations refer to the safety pfécautions and
instructions accompanying them.
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3 Installing Additional ~omponents
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Installing Additional Components / 2 }
Installing Memory TN L )
N e
N e

Step 4. Loosen the captive T-15 screws on the air baffle. Grasp the two handles on the baffle, an lift the
baffle remove it.

CAUTION Observe all ElectroStatic Discharge (ESD) precautions Do not touch internal
components. Failure to observe ESD precautions can cause damage to con  ments.

Step 5. Observe Electrostatic Discharge (ESD) precautions.

Step 6. Refer to the following graphic for memory slot locations.
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Installing Additional Components
Installing Peripheral Component Interconnect (PCl) Cards

PCI /O Card Installation Restrictions

Restrictions apply regarding the installation of PCI I/O cards which contain a PC to-PCI bridge:

f‘/‘/ 'r

"
B

LY

.

e HP-UX boot is currently not supported for cards that contain a PCI-to-PCI bridge.

e HP-UX patches are required when more than one card containing a PCI-to-PCI bridge is inste
non-Turbo slots.

PCI I/O Card Installation Order

The following table shows a standard factory PCI card installation that begins w
a guideline for installing PCI I/O cards in the field.

NOTE

1 slot 12. Use tl

o e,

-

3.

\ ,

B g -
s e

~
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table as

A system shipped from the factory may have a different configurai 1 than the same system
built in the field. For example: The factory will install the graphics card in slot 12 and add
other cards below. In the field, slot 12 may already be occupied by another PCI card. It is
acceptable for the graphics card to be installed in any available Turbo slot.

E::;:: Description (all are PCI cards) Max | Boot (I)J;?;' N:;l{)ter Notes

A6150A Graphics, Graphics Card 1 No 1 A4982-66501 3,8

A5838A Combo No 3 A5838-60001 |9

A5483A ATM 622Mbps MMF Adapter 10 No 4 A5483-60001 | 10

A49_26A 1000Base SX PCI LAN Adapter 10 No 5 A4926-60001

A4926A 1000Base TX PCI LAN Adapter 10 No 6 A4926-60001

A6092A HYPERFabric No 7 A6092-60001 | 11

AB5158A FC Taclite Y 8 A5846-60001

Ab5486A Praesidium Speed Card 10 No 9 A5486-60001

A5506A 4 Port 100Base TX LAN Adapter 7/10 | No 10 A5506-60101 1,2,6

A5506B 4 Port 100Base TX LAN Adapter 7/10 | No 10 A5506-60102

A5150A Dual Port Ultra 2 SCSI adapter 10 Yes 11 A5150-60001 | 4

A5149A Single Port Ultra 2 SCSI HBA 10 Yes 12 A5149-60001

J3526A High Perf 4 Ports Synchronous Adapter | 10 No 13 5063-1322 7,5

A4800A FWD SCSI-2 adapter 10 Yes 14 A4800-67002

A5230A 100Base-T LAN Adapter 10 No 15 B5509-66001

A3738A 10/100Base-T LAN Adapter 10 No 16 A3738-60001

A3739A Dual FDDI LAN Adapter 10 No 17 A3739-60001

Ab5783A Token Ring 4/16/100 Hardware Adapter | 10 No 18 A5783-60101
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Installing Additional Components < o
Installing Peripheral Component Interconnect (PCI) Cards / Va

P, 139
3
Step 9. For deskside enclosure configurations, replace the deskside enclosure cove ! L
Step 10. Power the server on. ,’\__M,

Step 11. Use the server firmware in iocommand to verify the PCI cards are recognized by the server. If
AUTOBOOT is ON, it will be necessary to interrupt the boot process tc :t to the server ‘mware
Main Menu: Enter command or menu > prompt.

Step 12. Boot HP-UX and run the ioscan utility to verify the system recognizes 1e new PCI card.

On" e Addition/Replacement (OLA/R) of PCI I/O cards

Beginning with HP-UX 11i (11.11) rp54xx servers support the on-line addition and replacement o  CI I/O
" In order for this high availability feature to be fully implemented, the follc ng server requirements

)€

e rp5400A/rp5450A firmware must be later than 40.26 (rp5400B/rp5450B/rp54 A firmware will support
C™ */R upon its release).

e HP-UX operating system must be 11i (11.11) or later.

There is a bit that the HP-UX operating system examines to determine if the server hardware and firmware
is capable of OLA/R. This bit is controlled by server firmware. If the bit is ON, OLA/R is possible ( en
requirements have been met). The bit was mistakenly set to ON for all rp5400 and rp5450 revision A
(rp5400A and rp5450A) servers. As a result, HP-UX may incorrectly identify the models as being OLA/R
capable. In order to avoid this confusion, verify that the correct level of server firmware is installed.

36 o ' Chapter 3
























installing Additional Components i
Installing Disk Drives [ 3. L
VY L

I
R

Installing Disk Drives

rp54xx servers support up to four optional internal hard drives. These drives must be installed in
following sequence:

o .
Path 0/0/2/0.0.0 9 ; sl | ¥ Y7 2 pathonn020
RSN 0 V
T [T :
Path 0/0/1/1/1.0.04 L e 0 1 Path 0/0/1/1.2.0
\\l L~\l 'U/
o Q

Rhrr006a

LS
b

It is not necessary to shutdown the HP-UX operating system or power off the se1 r to installan: disk.
Follow this procedure to add internal hard disk drives to your rp54xx server.

Step 1. Ifa front bezel is installed on the face of the server, open the right-har panel to gain access to the
disk slots.

Step 2. Remove the disk drive slot cover.

Step 3. Insertthe new disk drive into the slot until the rear connectors snap in place in the ca:  juide. As
shown in the following graphic, the notches at the top of the disk drive nust snap ove: e small
brackets in the disk bay to ensure a firm connection.
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Installing Additional Components
Installing Disk Drives
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Cable Connections
Core 1/0 Connections

1.10/100-T T~~~ (RJ-45) Connector. Y 1o
GSP LAN. w4
2. Green/Red (Upper LED). \\*«w /

Green = GSP Power On.
Red = Guardian Support Processor Test Failed.

3. Green/Yellow, (Lower LED).
Green = 100 Base-T Link OK.
Flashing Green = 100 Base-T LAN Activity.
Yellow = 10 Base-T Link OK.
Flashing Yellow = 10 Base -T LAN Activity.

4, Consnle/TTPS/Remote Connector (D-Type 25-Pin female).
001 “M’

5. 10/100 Base-T = Primary LAN (RJ-45) Connection.
Path 0/0/0/0.

6. Green/Yellow (Upper LED).
Green = 100 Base-T Mode.
Green Blinking = 100 Base-T Receiving.
Amber = 10 Base-T Mode.
Amber Blinking = 10 Base-T Receiving.

7. Green (Lower LED).
Green = Link OK (10/100 Base-T Mode indicated by LED #6).

Green Blinking = Transmitting.

8. Ultra-2 SCSI Connector (68-Pin VHDCI SCSI).
Path 0/0/1/0.

9. 5CSI Mode (Green, Upper LED)
On = Low Voltage Differential (LVD) Mode.
Off = Single Ended Mode.

10. SCSI Terminator Power (Amber, Lower LED)
On = Terminator power present
Off = Terminator power Not present.

50 Chapter 4
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Cable Connections o BO
Configure Sys 1 Consoles // 5
.
*\ Jj\i/f)'
HP 700 Series System Console Configuration \;m_, . .
T ’

The following describes the steps required to configure the HP 700 series terminal for VI-100 m(;&ETGF/
operation with an rp54xx server.

Although any terminal capable of operating in VI-100 mode can be used, the HP700 series terminal is used
here as an example because it is fairly common and it’s configuration is typical of many terminals currently in
use.

HP700 VTI-100 Mode Configuration The following procedure outlines the steps to configure the HP700
series terminal for VT'100 oper: ** 1.

NOTE You may use either the arrow keys or the tab key to move between the setting optio: n the
screen.

. Press [config keys] function key. {f8]

. Press [terminal config] function key. [f5]

. Move to Terminal ID and enter “vt100”.

. Move to Set TermMode and, using the [Prev] and [Next] keys, select “EM100”.
. Press the [config keys] function key. [f8]

. Press the [ansi config] function key. [f6]

=1 O Gt AW N =

. Move to “multipage” and, using the [Prev] and [Next] keys, select “yes”.
(Enables screen scrolling).

. Move to Backspace Del and, using the {Prev] and [Next] keys, select “Backs; :e/Del”.
9. Move to EM100 ID and, using the [Prev] and [Next] keys, select “EM100”.

[o ]

Conﬁgure the Asynchronous Values of the GSP

After the ASCII console has been configured and physical connections made, mal iny necessary changes to
the asynchronous values of the GSP.

1. Access the GSP with the ctrl+b entry. The GSP will respond with a GSP> pror t.
2. At the GSP prompt, enter the Configure Asynchronous (ca) command:

The ca command will start a series of prompts. Respond to each prompt with the appropriate infor ition.

Example 4-1 CA command

Leaving Console Mode - you may lose write access. When Console »o5de returns, type
“Ecf to get console write access.

GSP Host Name: fesrhapgsp

GSP> ca

CA This command allows you to modify the local and remote modem serial
portconfigurations.

Current configuration settings:
Local Console Serial Port bit rate: 9600 bits/s

Local Console Serial Port Flow Control: Software

56 Chapter 4






Cable Connections
Configure System Consoles

Configure Remote Console

The remote console allows console access via modem connections. Below is an illt ration of th:é‘REM.OTE ‘
console.

GSP Bulkhead
{Same for Rev A & B)
ASCII
Remote Console Terminal
‘W or ‘M’ Rev A & B GSP
Cable E“’ — I
(‘% :
i 3

Modem §

‘REMOTE’ ] cable Or...
connector

Phone ‘ y

Line

Cable

Terminal
Ex  tor

The GSP>ca command is used to configure asynchronous settings for the REMOTE console. Baud: es and
emulations should match between the modems, remote ASCII terminal and the GSP. Refer to, “Cc  igure

RS232 Console” for information about setting these values.
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3 I Removing and Replac:  >omponents

W! ¢’ Individual Comp¢ nt Remove/Repla  nstructions
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Ho\t\S'vT’;p Chassis Fan Cover Replacement

The power to the server does not have to be off to remove or replace a HotSwap Chassis Fan cover. Fan
number 0 is located in the front of the server and fan number 1 is located at the rear of the server.

To replace a chassis fan cover, perform the following tasks:

1. Insert the cover into position in front of the fan.
2. Tighten the captive T-15 screws on each side of the cover.

The following graphic shows a HotSwap Chassis Fan Cover.

153






























. LT "?\‘

~

:“l ‘/‘ . \\ \».
FAA023
o i Removing and Reple g Components

P o
N .}V\-\A"""L Individual Component Remove/Replace Instructions

PCI Card Separator/Extractor Replacement

PCI card separator/extractors are located in the Side Service Bay on the PCIE kplane, betwee PCI cards.
PCI card separator/extractors are plastic cards with two tab handles and two1 Ds.

To replace a PCI card separator/extractor, perform the following steps:

1. Insert the PCI card separator/extractor into the available slot and slide iti o the l __ backplane
connector.

2. Be sure the two hook tabs on the PCI card separator/extractor insert into the connector blocks on either
side of the PCI backplane.

Once you have completed replacement of the PCI card separator/extractor into the server, perfo  the
follov * ’

¢ Replace the PCI card, if necessary.

e Power up the server.
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Individual Component Remove/Repl
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Front Bezel Removal (Two Piece)

The rp54xx server front bezel is divided and hinged on the right (facing the front of the server) si
a door for Disk Media Bay access. The server does not have to be turned off to open the access dc
¢ letely remove the bezel.

Opening the door provides access to the following components:
¢ HotPlug Disks (A0, Al, and B0, B1).
e Removable Media (CD-ROM drive, etc.).

Removing the entire bezel provides access to the components listed above and{  following:

RN
&QQ 43/ ; Removing and Replacing Components

Instructions

to provide
or to

HotSwap Chassis Fan cover.
HotSwap Chassis Fan 0.
HotSwap Power Supplies (up to three).

To open the Disk Media access door, grasp the right edge of the door and pull o0 The door will
from the chassis, exposing the Disk Media Bay.

To remove the entire bezel, perform the following steps:

ing away

1. Open the Disk Media access door, exposing the plastic bezel pins inserted in the clips at the top and

bottom of the Disk Media bay on the left side.
2. Grasp the left side of the bezel and pull it loose.

CAUTION DO NOT try to pull the bezel off of the server at this point. The plastic pins h¢ ing the
bezel on the right side are inserted in metal clips on the Disk [edia bay and i e plastic
pins are bent, they will break off.

3. Grasp the bezel with both hands and carefully slide the bezel to the left until both plastic pi clear the

metal clips on the Disk Media bay.
4. Pull the bezel away from the server and set it aside.
The following graphic shows the front bezel.
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Fror;tmﬁezel Removal (Single Piece)

The rp54xx server front bezel is hinged on the left (facing the front of the server). The server doe:
be turned off to open or to completely remove the bezel.

Opening the door provides access to the following components:
¢ HotPlug Disks (A0, Al, and B0, B1).
e Removable Media (CD-ROM drive, etc.).

e HotSwap Chassis Fan cover.
¢ HotSwap Chassis Fan 0.
e Hc¢ vapPower 1pplies(uptoth ).

To open the front bezel, grasp the right edge of the bezel and pull out. The bezel will swing away
chassis.

To remove the entire bezel, perform the following steps:
1. Open the front bezel and swing it to the left as far as possible.
2. Pry the hinge cover, located on the left side of the server, off the chassis.

Somponents
nstructions

st have to

m the

3. While supporting the bezel, remove the screws that secure the bezel hinge to the left side of the server.

4. Grasp the left side of the bezel and pull it loose.
The following graphic shows the front bezel.
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IR AN Removing and Replacing Components
Llst of\Chahgeable Parts witt 'move and Replar omponents

Processor Support Module

Extend the Server out the Front (If Racked)

Stand-alone Server Cover Removal (If Not Racked)

Top Cover Removal

Processor Support Module Removal

Processor Support Module Replacement

Top Cover Replacement

Stand-alone Server Cover Removal (If Not Racked)
F

125






Disk Drive
Front Bezel Removal (Single Piece)
Front Bezel Remow * Two

HotPlug Disk Drive Removal

HotPl' ~ Disk Drive Replacement
Front Bezel Replacement (Single Piece)
Front Bezel Replacement (T'wo Piece)

Display Board

Front Bezel Removal (Single Piece)
Front Bezel Removal (Two Piece)
HotSwap Chassis Fan Cover Removal
HotSwap Chassis Fan Removal
Display Board Removal

Display Board Replacement

HotSwap Chassis Fan Replacement
HotSwap Chassis Fan Cover Replacement
Front Bezel Replacement (Single Piece)
Front Bezel Replacement (Two Piece)

[l

Front Bezel

Front Bezel Removal (Single Piece)
Front Bezel Removal (Two Piece)

Front Bezel Replacement (Single Piece)
Front Bezel Replacement (Two Piece)

One Piece Bezel Install

Memory DIMM

Extend the Server out the Front (If Racked)
Stand-alone Server Cover Removal (If Not Racked)
Top Cover Removal

Memory DIMM Removal

Memory DIMM Replacement

Top Cover Replacement

Stand-alone Server Cover Removal (If Not Racked)
Insert the Server from the Front (If Racked)

Re  wing and Replacina Components
List of Changeable Parts with Remove and Replace _ mponents
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7 Removing and Replacing Comp« nents

The following list of parts can be changed when required to keep the system rui  ng properly. T
remove/replace components shown under each part indicates the path required - access to each.

) a
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Troubleshooting

Fan, Power Supply, and Disk LED States
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GSP - Revision B

[ Type [ Status [State
State:
Onge:n 0 GSP Power OK
State:
GSP Upper raseroen | 0 GSP LAN receive
State:
gd 0 GSP Failure

GSP Lower

-

On Green

State:
__) o0 10 Base-T Link
On Amber OK
State:
o0 10 Base-T
Flashing Amber Activity
State:

10 Base-T Link
OK

Flashing Green

State:

10 Base-T
Activity

M

G

bleshooting
LED States

\apter 6
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ubleshooting
Expansior  LED States

Power |Attention State
(green) |(amber)
State:
J
%’ ot 0 Slot available
Power |Attention
(green) |(amber) State
State:
u J 0 Fault detected
Off Flashing 0 Power off

Chapter & 115






Power |Atten!’
(green) [(amber)

1

{
l.,.ate
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Otf Flashing

State:

0 Fault detected
o0 Power off

|

o J

State:

0 Slot available

PC!

ubleshooting
LED States

hap
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. M /:‘: ubleshooting
L _ Chassis Code  ‘RU Decode

Example 6-1 Chassis Log: Reporting Entity Type = System Firmware

Log Entry # 0 :SYSTEM NAME: fesrhapgspDATE: 12/08/2000 TIME: :46:22ALERT LEVEL: 6
= Boot possible, pending failure - action requiredSOURCE: 3 = PDHSOURCE DE' L: 0 =
unknown, no source stated SOURCE ID: 3PROBLEM DETAIL: 0 = no problem det: .CALLER
ACTIVITY: 1 = test STATUS: OCALLER SUBACTIVITY: 71 = implem tation
dependentREPORTING ENTITY TYPE: 0 = system firmware REPORTI! ENTITY ID:
030x0000306030031710 00000000 O0OO0OOFE type O = Data Field Unused0x5800386030031710
0000640B 08172E16 type 11 = Timestamp 12/08/2000 23:46:22Type ¢ for next entry, Q CR

to quit.

Using the example above:

Step 1. Thelast4d _  are 1710.

Step 2. This is an rp5450 so use Appendix B in the Interpreting Chassis Logs  Detail guide.

Step 8. Using the FIND feature to look up 1710 in Appendix B, we learn the definition is
CC_BOOT_INVALID_SPHYR_SETTINGS.

Step 4. The appropriate action in this example would be to verify the switch ¢ tings on the sy m board
are set correctly for the installed CPU’s.
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Interpreting System Alerts
Do one of the following:

1. No response: the alert will time out and the system will continue operating.

2. A - Responding with the letter A will inform the Service Processor that you have seen the en 1. The
system will continue to operate.

3. X - Responding with the letter X will inform the Service Processor to disable all future alert messages.
This can be re-enabled with a Service Processor command.

Sample System Alert

Hhkk kR k kR AR ARk kN kR A Rk *WGYSTEM ALERT* *kkkkkw ke ke ek ko kb ke de ke ek bbbk e o
ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required
PROBLEM DETAIL: 4=fan failure - SOURCE ID: 04

SYSTEM NAME: fesrhapgsp

MODEL NAME: MODEL STRING: S/N:
SPU POWER: ON

ACTIVITY/COMPLETION LEVEL: 0%
SYSTEM BOOT IS PENDING

LEDs: RUN ATTENTION FAULT REMOTE
FLASH OFF OFF ON

CALLER ACTIVITY: 4=monitor - CALLER SUBACTIVITY: 05=fan

REPORTING ENTITY TYPE: 2=power monitor - REPORTING ENTITY ID: 00

SOURCE: 6émplatform - SOURCE DETAIL: 3=cabinet fan
0x002008646304405F-00000000 00000000 - type 0 = Data Field Unused
0x582008646304405F 00006303 0F151D08 - type 11 = Timestamp 04/15/1999 21:29:!
A: ack read of this entry - X: Disable all future alert messages

Anything else skip redisplay the log entry
-»Choice:a

Key FRU Identification Fields for System Alerts
The following fields are used for FRU identification.

Alert Level: How the problem has affected the system op ition.

Source: What major part of the system the alert is referring to (i.e, pli orm,
memory, processor, etc...).

Source Detail: What sub-part of the system the alert is referring to (i.e, cabii  fan,
DIMM, high voltage DC power, etc...).

Source ID: Specific FRU referred to in Source and Source Detail (i.e, cab: t fan #4).

Problem Detail: Specific problem information (i.e, power off, functional failure, etc...).

Timestamp: When the problem occurred.

The above sample system alert shows the following:
1. The problem does not affect system boot.
2. The problem is with platform cabinet fan #4.
3. The problem is a fan failure. Replace fan #4 to correct the problem.
4. The fan failed on April 15, 1999 at 9:29 PM. f
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Power Supi)ly Failure Example

G8pP> 8l

SL

wWhich buffer are you interested in :

Incoming, Activity, Error, Current boot or Last boot ? (I/A/E/C/L) e

e

Do you want to set up filter options on this buffer ? (Y/[N]) n

n

Type + CR and CR to go up (back in timej,

Type - CR CR to go down (forward in time},

Type Q to escape.

Log Entry # 0

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required
REPORTING ENTITY TYPE: 2=power monitor - REPORTING ENTITY ID: Q0

CALLER ACTIVITY: 4=monitor - CALLER SUBACTIVITY: 04=low voltage power supply
SOURCE: 4=power - SOURCE DETAIL: 4=high voltage DC power - SOURCE ID: 02
PROBLEM DETAIL: A=unexpected - ACTIVITY STATUS: F

Data 0 : Low=00000000 : High=00000000 - type 0 = Data Field Unused
Data 1 : Low=0F152A28 : High=00006303 - type 11 - Timestamp 04/15/1999 21:42:40

Problem Analysis
Step 1. Find the Source value. In this example, it is SOURCE: 4=power.
Use the Power row of the Error Chassis Log-to-FRU Decoder table.
Step 2. Find the Source Detail value. In this example, it is SOURCE DETAIL: 4=high voltage DC power.
: Use the High Voltage DC Power row of the table.
Step 3. Find the Source ID value. In this example, it is SOURCE ID: 02.
The failing power supply is Power Supply #2.
Step 4. The Problem Detail for this row is not applicable.
Step 5. The FRU column of the table identifies the FRU as the Power Supply.
The correct action would be to replace Power Supply #2, located in the front of t| system.

Processor Failure Example

Log Entry # 1

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required
REPORTING ENTITY TYPE: O=system firmware - REPORTING ENTITY ID: 01

CALLER ACTIVITY: 1=test - CALLER SUBACTIVITY: 62=implementation dependent

SQURCE: l=processor - SOURCE DETAIL: l=processor general - SOURCE ID: 00

PROBLEM DETAIL: 3=functional failure - ACTIVITY STATUS: 0

Data 0 : Low=00000003 : High=F7000000 - type 0 = Data Field Unused

Data 1 : Low=0F160920 : High=00006303 - type 11 - Timestamp 04/15/1999 22:09:32

Problem Analysis

Step 1. Find the Source value. In this example, it is SOURCE: I=processor.
Use the Processor row of the Error Chassis Log-to-FRU Decoder tab

93

lapterG‘ T
- X
























6 Troubleshooting

=

85



utiliti
Configuring t

84




































',”‘. (i%?\\
b 5 i Cable Connections
_&u/\/‘*“ / GSP Configurable Parameters

Y

“

Return%t.l{e GSP to Default Configurations

The Default Configuration (dc) command is used to reset all or some of the GSP v  ues to the default values.
To return GSP values to default configurations, perform the following steps:

1. Access the GSP with the ctrl+b entry.
2. At the GSP prompt, enter the Default Configuration (dc¢) command:

GSP> dc
3. Follow the prompts for the dc ¢ i 1be sure to have the change info; ation available.
CAUTION When the Security configuration is reset, all users are removed, i 7 the GSP

administrator. It also disables the remote. Remote must be re-enabled through the main
console using the Enable Remote (er) command.
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Removing and Replacing Components .
ol e

Individual Component Remove/Replace Instructions

PCI /O Card Removal

The side service bay contains card slots for ten PCI I/O cards (slots 3 through 12) and two Core I/O cards

(slots 1 and 2).

Perform the following tasks prior to removing PCI I/O cards:
e Power down the server.

e Detach all power cords from the server.

To remove a PCI I/O card from the server, perform the following steps:

NOTE Record the location of all PCI cards as they are removed. Replacing them in a difffere:

will require system reconfiguration and could cause boot failure.

location

1. Disconnect the I/O cable attached to the I/O card at the rear PCI bulkhead.
2. Disconnect any ribbon cable connectors attached to the I/O card in the side service bay.
3. Grasp the edge of the I/0 card and pull it out of the server.

The following graphic shows an I/O card being removed.
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Format conventions

Convention

Cavution

Note

bold font

Denotes

A condition or situation that
could damage Storage Area
Manager, the storage network, or
data stored on the network

Important or clarifying
information, including
exceptions, interdependencies,
and _ :cial situations

An action that will streamline the
current procedure

Text to be entered exactly as

shown; fore.  iple, commands,

path names, filenames, and
ctory1  1es

Buttons and tabs to click; for
example, the Save button

Menu and command names

Keys on the keyboard

courier font Text displayed on the screen
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1. From the Tools menu, select Configure.

2. In the Configuration window's navigation tree, select Discovery.

2 Contacts
=
<> Addilional SAN Hosts

rouurary
% Proxy Devices
{> SNMP Discovery Ranges

| & Kes, run discovery]

|
> Storage Domain | € No, do not run discovery.

i

d=s i e

£ Timeouts
= O Events
% Hourly Cleanup
& Timing
Q Triggers
< Licensing 0
& Manage HostAgent )
2 Client |
£ Server i
2 Performance Charts
<y Performance Data Collection
= 2 Reports
£ File-Details
& JunkFile
% Largest N-Directories
£ LargestN-Files
< staleFiles
Scheduling
< Capacity Collection
© Capaclty Summarization
9 Performance Archiving
- © Storage Accountant Billing Cycle .
< Thresholds & Alerts
& Capacity

o}

' Discovery is idie.
Discovery Interval (HH:MM:SS)

P fs b

m
o

[0

Hep |

OK I Cancsll Apply

3. Modify the hours, minutes, and seconds fields to the settings you prefer.

4. Click the OK button to save changes and close the window.

8 Monogir-wg}devicre discovery
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Using the layout manag r

As Storage Area Manager discovers your storage network, it places devices in device maps.
While placing devices in the map, Storage Area Manager also links them using information

offered by the devices.

Storage Area Manager uses a default layout wl s idevi~~~ however,
the Layout Manager offers additional pre-conl.ou: o d .y e 2o , v n -ViCE MApPS:

Spring Embedder: s~'~ct to position devices in a manner which minimizes link
Crossings.

Uniform Length Edges: select to position devices so links are of equal length.

Radial ..ee: select to position devicesinat 1 nches are determined by device
links.
Circular: select to position devices in a circle.

Hierarchical: select to position device ty— -~ (host, interconnect, and storage) together
and in a hie chy (top-to-bottom, left-to it, etc.).
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Managing ev nts

As Storage Area Manager monitors t*~ ~*~~~-e network, it displays events in the event
panel. Each entry in the event panel displays a corresponding event severity level, the date
and time the event occurred, the source of the event, and a brief description of the event.
In addition to severity level, events are also defined by their event category.

Once events are displayed in the event panel, S _e Area Manager offers many features
that tble you to work with the information displayed.
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5. Select which event severities you want to include in the Threshold box.

Events for this trigger include the selected severity and above.l rexample, if
select INFORMATIONAL, all event severities are included. However, if you select
MAJOR, only events with severity levels of Major and Critical are included.

6. Check the checkbox for each event you want to include in the Events box.

Available events depend on the Category you select. You can check more than one
event checkbox.

7. Select which action to initiate for this trigger in the Action box. e parameters
displayed in the table below the Action box is based on the actii  you select. The
StoreAction action does not have any parameters associated wi  it.

8. Click the Value cell next to each Parameter, and enter the appropriate information.

For example, if you selected ForwardTrapAction in the Action box, click the cell next
to HOSTS, and enter the IP address of the host to which you wz  to forward events.

9. Click the OK button to add the event trigger to the list and close the Add Trigger
window.

10. Click the OK button to save changes and close the Events: Trigger window.

Adding constraints to event triggers

You can constrain an event trigger in order to prevent it from initiating based on certain
event criteria. You can also configure exceptions to the constraint based on count and
duration of the constraint.

For example, if you configure an event trigger for a source type of interconnect devices, the
trigger will initiate for all interconnect devices discovered by Storage Area Manager.
However, if you do not want the trigger to act on events contributec y a particular
interconnect device (Device A), you could add a constraint that pre  1ts the trigger H»m
acting on events contributed by Device A.

26 Managing events
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Enter the folder's name in the Name box.
Enter a description for the folder in the Description box.

If you want to add “clones” of this folder in other Resource tree nodes, continue with
step 4. If you want to create this folder only, continue with the next section, “Ac ng
members to folders”.

Click the Cloning tab.
Check the Enable Folder Cloning checkbox.
Check all boxes that represent nodes under which you wantto ar  a clone of this folder.

Check the Replicate Description Fields checkbox if you want to copy the desc  ition
you entered on the Properties tab to all cloned folders.

Adding members to folders

Click the Membership tab.
Click the Add Members button.

Use the Look in drop-down box and Up button to display the node that contains e
resource you want to add to the folder's membership.

Select the resource you want to add from the Member list. You 1 select multiple
resources.

Click the OK button to add the resource as a member of the folder and close the Add
Members window.

Click the OK button to add the folder and close the New Folder window.

1ging folders
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Defining an organization’s properties

1.

32

Select the Organizations node in the Resources tree to view the Organizations ew

panel.

Click the New Organization button. The New Organization window appears.

#:\New Organizatiol

[Propertes|| Membership |
{ Properties;

Ovganziation Iformation -~ - - e

F Automatically Generats ID

Organization ID*

Organization Name

N .

LS

| SRR

[New Organizalion

- Contact
ContactName
Contact Phone Number
Contact Fax Number
Contact Email Address

Address 1

Address 2

City

State/Province/Region
: ZIPfPostal Code

Country

*Required Field

OK ' cancel]

P

Hetp |

If you want to modify the automatically generated organization ID, uncheck the
Automatically Generate ID checkbox, and enter the ID. you want in the Organization [D

box.

Enter a name for this organization in the Organization Name box.

Complete the Contact Information section for this organization's primary contact. This
is an optional step.

Managing organizations
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Implementina in cluster environments

Refer to the following subsection when implementing Storage Area  anager in MSCluster
and AIX cluster environments.

Implementing in MSCluster environment

1. Install MS Cluster on both Windows 2000 management servers (servers A and B).

2. Format a share disk for both servers.

3. Install Storage Area Manager 3.0 onto the share disk server A (s¢ rer B pause). See the
hp OpenView storage area manager 3.0 installation guide for complete instru  ons
on installing Storage Area Manager.

4. Start MSCluster Admin.

5. Select Disk Group, right-click the Share disk, then select move group from the
shortcut menu.

6. Install Storage Area Manager 3.0 onto the share disk of server B.

Note Storage Area Manager must be installed in the same directory on server isit

is on server A.

7. Use MSCluster Admin to create general service resources for Storage Area Man: 1’s

services, including:

— HP OpenView SAM Bridge

— HP OpenView SAM Embedded DB

— HP OpenView SAM ManagementServer
8. Start Storage Area Manager on server B.
34 Implementing in cluster environments






How hp OpenView storage area manager operai s in
AIX cluster environments

Requirements

Storage Area Manager requires the following to operate in a clustt environment.

e  Each host in the cluster must have one static, non-migrating I iddress.

® The IP Address must be accessible by the Storage Area Mana; :management :ver.

These requirements necessitate that each AIX host contain a minimum of two and possibly
three NIC cards.

Description

Before Failowver After Failover
AIXH#A LAN AIX#D AXAA AN PR

15.32.74.107 ,} k \ ,
(15.32.74,100) 15.32.74.100 Primary IP 153274400 4 153274100

— ]
1533.X.X l 15.33.XX Secondary IP 1538 XX r 153274107

LAN LAN

Figure T AIX cluster example

From Storage Area Manager’s perspective, an AIX cluster is a group of hosts with each host
containing a floating IP address in addition to its static IP address. One host in the cluster is
a master for the clustered resource. In this example, AIX #A is the master with flc  ing IP
address 15.32.74.107.

In addition, AIX clusters require a heartbeat to be transmitted between hosts (illus ited by
I[P address 15.33.X.X). This heartbeat can be sent by serial connection although tI  is not
recommended.

36 implemenﬂng in cluster environments



Failover

During a failover, the floating IP address assumes ownership of a NIC card, wl
consunied IP address and exposes the old NIC card’s IP address on the host t.
(after it is rebooted).

In figure 1, the IP address 15.32.74.100 is not accessible to Storage Area Manag
failover and the subsequent reboot occur, at which time the floating address 1
enables the old IP address to resume ownership of the NIC card.

This example reflects a single resource failover. In some environments, multiy
may be simultaneously monitored (for example, a web server on AIX #A and a
AIX #B). In these configurations, each host acts as a primary and secondary f
Failover can potentially occur in either direction.

: )mmendati _n

In order for the cluster illustrated in figure 1 to satisfy Storage Area Manager’s
requirements, we recommend that a separate NIC be ¢ _ )lied, which cannot |
1did:

Add the IP address of this separate NIC to the AIX host’s commlIpAddr.txt file,
located in the /etc/opt/saningr/hostagent/config directory. Storage Area Manag
identify each host by this new, non-migrating IP address.

>
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Billing basics

Bills are summaries of storage charges to organizations. Bills are produced in two formats:

e Text that is displayed in the Bill Viewer window

®  An exportable file that is automatically saved at the end of each billing period

How charges are calculated

Storage Accountant charges are based on the size and price of the . Ns that a Storage
Accountant user attaches to an organization’s accounts. The price of a LUN depends on its
associated service level. The amount charged in a monthly bill is the product of the LUN

size and price per GB per hour and the number of hours that the LUN belonged to the

account during the billing period.
Charge = LUN size in gigabytes (GB) x price per GB per hour x hours

For example, if organization A has an account with an attached 9-G  .UN whose p1
cents per GB per hour, the charge after 20 hours would be 9 GBx $ /GB/hour x 2(
or $9.00.

Storage Accountant records day-to-day changes in the factors that make up the cha:
sums up the charges at the end of the billing period.

How charges become bills

At the end of each day, Storage Accountant records all of the day’s transactions tha
storage charges; for example, a LUN is added or removed from an account, the serx
level price is changed, or the LUN is resized. Once a month, these ¢ ly records are
compiled into a single binary file of usage information, such as LUN 01 used by Accao

218 H
ours,

rand

ffect

t AA

from October 1, 2001, 09:27:54, to October 30, 2001, 23:59:59, at a price of $.07/GB/hr. The

information in this file is sorted by organization and account to dis; y requested b

in

the Bill Viewer and to produce specially formatted files that can be ported by a third-

party billing application.
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Deleting servire levels

Use this procedure to discontinue an obsolete service level. Any LUNSs in the service level
will be freed for placement in other service levels. Affected LUNs must be removed from
accounts before the service level can be deleted. You cannot delete a service level that has

LUNSs in use.

1. Inthe Applications tree, expand Storage Accountant and Service Levels to reveal
the specific service level.

2. If the service level contains LUNs that are in us., .@move the LUNs from the accounts
that are using them (see page 50).

3. Right-click the service level and select Delete from the shortcut menu. A confirmation
window shows the name of the service level, the number of affected accounts, and the
number of LUNs that will be freed by deleting the service level.

4. Click OK to delete the service level and close the window. The service level no longer
appea inthe Applications tree or the Serv - Levels view panel.

¥
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Account setup and administration

Storage is billed by the accounts that belong to organizations. An organization can have
many accounts, but must have at least one account to accumulate storage charges.

Adding accounts to organizations

Use this procedure to define an account for an existing organization. If you need to: ate
the organization, complete the procedure “Adding organizations,” de ribed in online Help,
and then return to this procedure.

1. In the Resources tree, expand Organizations.

2. Right-click the organization name and select New Account from the shortcut menu. A
New Account window shows the organization ID and name and provides places to enter
account information. The only required information is the accor tID, which St ge
Accountant generates for you.

3. Ifyou want to change the automatically generated account ID, clear the Automatically
Generate ID check box and enter the desired ID in the corresponding text box. The ID
must be unique among all accounts in the storage domain.

4. Optionally, enter a name for the account. Account names must! unique within the
organization. If you do not enter a name, the account will be identified in the Res  rces
tree by its ID.

5. Click OK to add the account and close the window. The new account appears wr  rits
respective organization in the Resources tree and in the Accounting tab of the
Organizations view panel.

Note The organization will not be charged until you attach 1.UNs to one of its

accounts.
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Note Moving large numbers of LUNs will increase the time it takes to apply the

changes, about a minute for every 2000 LUNs. During this time, a messa
window shows the progress of the changes. There will be a short delay 1 ‘ore
the view panel is updated with the changes.

For best performance, HP recommends limiting the tota umber of LUNs in an
account to 2000. If you want to assign more than 2000 LUNSs to the same
organization, assign the LUNs to multiple accounts, anc 1en assign the
accounts to the organization.

4. Click OK to save the LUN placements and close the window.

Removing LUNs from accounts

Use this procedure to discontinue billing for specific LUNs. Billed h irs will stop
accumulating at the moment that the LUNs are removed, and the LUNs will be freed for use
by other accounts.

1. Inthe Resourcestree, expand Organizations and the individual organization that owns
the desired account.

2. Right-click the account name and select Add/Remove LUNs from the shortcut  2nu.
A new window lists all unattached LUNs on the left and, on the right, all LUNs that are
currently attached to the selected account.

3. In the list of LUNs in the account, select the LUN(s) to be removed from the account.

4. Click the Remove button. The selected LUNs are dimmed in the list on the right and
added in blue to the Remove List on the left. A green left arrow appears inthe «  amn
beside the moved LUNs in each list, indicating that the remova ; pending.

You can continue selecting LUNs and clicking Remove. You can also select anc  1d
LUNSs from the list on the left. All actions remain pending until you click the Apply or
OK button.
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Setting a billing event trigger

After a bill has been generated and exported into the specified directory, an event is
generated and recorded in the audit log. This event can be associated with a trigget

will invoke a script to import the newly generated bill into a third-party application. To set

this trigger:

1. From the Tools menu, select Configure.

Select Triggers under Events in the Configuration tree.

Click the Add button.

Enter a name for the event trigger in the Name box. The name cannot include ¢
Select Storage Accountant in the Category box.

Select Informational in the Threshold box.

S A R

Select Bill_Exported in the Events list.

at

ces.

Caution Do not select Bill_Generated, because this event is generated at the beg
of bill generation, and an incomplete or corrupt bill cot  be imported.

1ing

8. Select Run Command Action in the Action box.
9. Select COMMAND in the Parameter list.

10. Enter a command (including the path) in the Value box next to the COMMAND
parameter, for example:
C:\script.cmd

11. Click the OK button to add the trigger to the list and close the Add Trigger winu

12. Click OK to save the changes and close the Configuration window.
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Settin~ th- ~--it retention period

Use this procedure to specify the maximum age of entries in Storage Accountant's audit
log. Entries older than the days specified are automatically deleted from the log.

1. Select Configure from the Tools menu.

Note You can also open the Configuration window from the S rage Accountz
Reports view panel.

2. Find Scheduling in the Configuration tree and select Storage # :ountant Bil g
Cycle.

3. In the Purge audit log records older than box, enter the number of days that you ant
to keep entries in the audit log. The default is 365 days.

4. Click OK to save the changes and close the window.

Archiving and restoring bills

Use this procedure to make duplicate monthly bills that you can save indefinitely and
restore when needed. When you restore a bill that you have archived, you can view, print,
or export it just like any other bill.

To archive monthly bills

Once a month, copy the entire contents or just the newest file from the
<installdirectory>\managementserver\data\accountant\exporter directory to a secure
backup location. Files are named with the start and end times of the illing period
separated by an underscore (_); for example, 20010201230000_20010228230000.xml for the
month of February 2001.

Note The audit log lists the files that are deleted and the files that will be delete  with
the next bill.
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Setting currency preferences

Use this procedure to change the default settings for the number of digits shown to tl
right of the decimal place in the Accountant user interface. You can change the display
settings for cost per hour totals of billed and unbilled storage, service level price, and cost
per hour of individual LUNs.

Note The currency settings in this window apply only to the u - interface, and do
not affect billing calculations or the Bill Viewer.

1. Inthe Applications tree, select Storage Accountant and clickt Accounting

no

Click the Configure number of currency digits button.

3. Usethe drop-down lists to specify the number of digits displayed for total costspe:  pur
billed and unbilled, service level price, and cost per hour for individual LUNs.

4. Click OK to apply the changes and close the window.
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hp OpenView storage builder features

Storage Builder monitors and reports storage capacity in a storage . twork. It routinely
discovers the physical capacity of storage devices and the logical capacity of hosts and
NAS devices, and analyzes the information for current usage, past and future usage trends,
and threshold notification. You must install and license Storage Builder to use these
features.

Storage Builder adds the following features to Storage Area Manager:

® (Capacity views of hosts, NAS devices, storage devices, and the domain. For hosts and
NAS devices, view panels show used and free file space. For storage devices, vi
panels show the disk space that is visible to hosts, still unformatted, and spent i
overhead.

e Lists of directories, disks, users, volumes, and volume groups on each host. Click any of
these labels in the Resources tree to view corresponding capacity data, includin 1ile
system and logical volume metrics. Select a specific resource to view more infor1  tion
about the individual directory, disk, user, volume, and so on.

* Correlated views of physical and logical space. At the storage device view, you ¢ (see
how LUN space is distributed to hosts and volumes. At the host view, you can see the
LUNs where volumes reside. When logical volume managers are present or whe 1P-
UX volumes map directly to LUNs, a graphical map shows the relationships between
volumes and LUNSs.

® Past and future usage trends. Click the graph % button in Capacity view pane 0
view a line graph of past and future capacity. Storage Builder predicts future ca; :ity
by identifying trends in past capacity. You can turn this feature on or off, and you can
select from a wide range of predictive models.

® (Capacity thresholds and threshold events. Storage Builder monitors the current  d
predicted capacity of individual resources for capacity thresholds. If measured capacity
exceeds or falls below a specified limit, Storage Builder sends ¢ 1reshold notification
to Storage Area Manager’s event panel. Administrators can set thresholds and cor  gure
event triggers.
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hp OpenView storage node mai iger
features

Storage Node Manager is a device status monitoring tool for your storage network. You
must install and license Storage Node Manager in order to use the features. Amc !other
features, Storage Node Manager provides:

® Application linking. You can link device-specific applications  Storage Area Manager
and then start them from the user interface. An application may be linked to ¢ Hecific
device or device model. Many default device-specific application links are prc  led
with Storage Node Manager.

® Device status monitoring. Storage Node Manager monitors and graphically dis s the
status of each discovered device in your storage network. De e status is displayed
wherever the device is referenced in the user interface, including the Resourc tree,
device map, and event panel. ”

Based on its status inquiries of the storage network, Storage : :a Manager generates
and displays status-related events as they occur in your storage network.

R S . _— -
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3. Select the Device radio button, and click the Next button. The wizard’s Asso  ted
Device panel appears.
Associated Device
Select the device to which you want to link the application.
Device Class: e L10S10HD | [
Interconnect Devices j ;HPIBrocade16 Port }
HP/Brocade 8 Port
HPfQLogic 16 Part |
iHP:‘QL\:Igi!: B8 Pont ’
< Back I Next > I Cancel I B I Help |
4. Select the type of device (interconnect, storage, NAS, bridge, host)inthe L ice
Class box that represents the device to which you want to link the application.
5. Select the specific device to which you want to link the applic ionin the list x, and

click the Next button to continue the wizard. The wizard’s Application Properties panel

appears.

4 Add Application Link
Appiication P -
Type the |abel you want to use for the linked application and specify the type.

Application Name:

¢ S|

| Application Type-

" Remote Application

<Back | Next » | Cancel l

Help |

£ Enter the application's name in the Application Name box.

Select the Local Application radio button if the application you are linking is installed
on the host from which you are running Storage Area Manager; otherwise, sel:

Remote Application radio button.

rv \,u....guringid-evice-specific application links
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hp Op 1Vi w lorage optimizer f ature

Storage Optimizer monitors and reports the performance of stor:  network reso :es.
Performance metrics vary by resource, but typical metrics are re  ind write rates, byte
transfer rates, average queue depths, various errors, invalid CRC:  d transmission words,
link failures, signal losses, received and transmitted bytes and frames, read and write
operations, read and write cache hits, and blocks requested. Storage Optimizer can display
any metric that a resource supports. You must install and license ! rage Optimizer to use
its features.

Storage Optimizer adds the following features to Storage Area Manager:

Performance views of host disks, voluimes, HBAs, interconnect devices, storage
devices, LUNs, and controllers.

The ability to view devices in the order of their performance on a common metric. This
allows you to compare performance across like devices and to easily identify the top (or
bottom) performers. You can limit long lists to the first 5, 10, 15, and so on, up to 100 or
all devices.

Line charts of the performance data that was collected for individual devices « >r
selectable periods oftime. You can define your own charts to supplement the ¢l tsthat
Storage Optimizer provides.

Performance trends. Line charts can show you where performance is likely to  in the
near and distant future based on current trends. Using sophisticated statistical models,
Storage Optimizer identifies trends that can account for such influences as se:  nal
variation. You can turn this feature on or off, and you can select from the simple  to the
most sensitive predictive models.

Baselining and automatic thresholds. Using the most sophisticated statistical analysis,
Storage Optimizer can establish an extremely accurate baseline of expected
performance. At your option, Storage Optimizer will send a th shold event w  1ever
actual performance deviates significantly from the baseline.
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Select the host or device that needs a collection change.
Click the Edit button. The Collection/Baselining window opens.
Click the Collection tab if it is not already selected.

Click the Collect Metrics check box to toggle collection on  off for the selected
resource. When the box is checked, collection is enabled and the window shows the list
of metrics being collected. No collection is the default.

If collection is enabled (step 6), select the Collect Common etrics or Col :t All
Metrics button to set the scope of metrics collected. The default is to collect common
metrics for all resources but hosts. The list in the bottom half of the window shows
which metrics are collected at the selected scope. Any comm¢« metricsthattl device
does not support are not listed.

Click OK to apply your selections and close the Collection/Baselining window.

Select another resource and repeat steps 4 through 8, or click K to apply the changes
and close the Configuration window.

Performance data collection
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In the upper text box, enter the number of days that performan  iata will be saved. You
ren the 1 orclicktl upand downarrov 0it ea odJrdeci sethe value
one day at a time. Click the Restore Default Charts button.

In the lower text box, enter the number of days that collected data will be kept before
it is summarized. Valid values are 1 to the number of days performance data is kept (see
step 3). The default is 7 days.

Click OK to apply the values and close the Configuration winc w.

Yerformance data archiving












P-rf~rmance charts

Performance charts are line graphs showing the changes in a perf mance metric (y axis)
over time (x axis). The chart in figure 5 shows the number of read operationsona lected
LUN between October 4 and October 9, 2002 (the day that the chart was generated), and
the number of read operations projected for October 9 to October 13, 2002. The s{  ight
line from about October 7 to midday October 8 shows a lapse in the collection of :a.

/) Top-N LUN Query Chart - hp OpenView storage area manag m‘; . =101 x|
Device Total Operations I Device Total Operations | Device Ti Operations
Top-N LUN Query Chart Device Total Operations |  Entera Charttite | Device Total Operations
‘M1 & i ? L E) Avoscale[” DisplayAs Rate [ X
Top-N LUN Query Chart
PN | nge
6,000 / r
L1
4,000
2,000 - :
1L l/ 1
el e | o WY
10/04/02 00:00 10/06/02 00:00 10408/02 00:00 10/10/02 ﬁUZDD 10412402 00:00
Anayisis Model: Best Fit with 95% confidence
Mefric Name Line Style Trend Line Trend Range | Resource Name| Resource Type | Scale Muitiplier ]
LunReadOperati. j—t—t—os |- — — — 1313 3 LogicalUnit ] 1.0i

= . m
I‘— Hourly Data >!< Projected Dotc—PI

Figure 5  Sample performance chart
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Restoring defavlt charts

Use this procedure to undelete factory-defined charts for interconnect o1
Any default charts that were previously deleted will retuin to the list.

Note An administrator can restore all default charts in one action
Configuration tool.

Expand Storage Devices or Interconnect Devices in the Resource

1.
on which devices the default charts describe.
2. :lect an individual device in the expanded tree.
3. Cl
4. Click the Restore Default Charts button.

Perfor

1971wdo aboaoyg
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Associated LUN groups

Associated LUN groups are used for any set of LUNs that needs to be assigned ar
unassigned as a unit; for example, stripe sets, mirror sets, and ser  f LUNs that ¢ tain
parts of the same database. When a LUN is assigned to an associated LUN group, ann
be assigned or unassigned as a separate item until it is removed from the associated LUN
group. Associated LUN groups use the following rules:

Tip

118

When you assign an associated LUN group to a host or share oup, all of the LUNs i
the associated LUN group are assigned to the single host oral {theshare grc  host
If all of the LUNs are not successfully assigned, the assignment of the associzc 1LU!
group will fail.

When you unassign an associated LUN group from a host or sh e group, all of the LU
in the associated LUN group are unassigned from the affected hosts. If all of t LUN
are not successfully unassigned, the unassignment of the associated LUN group will fa

If you add a LUN to an associated LUN group while the assoc ted LUN group is
assigned to a host or share group, the newly assigned LUN is  tomaticallyas nedt
the single host or the hosts in the share group. If the new LUN is not successtully
assigned, the assignment of the LUN to the associated LUN group will fail.

If you unassign a LUN from an associated LUN group thatisa gned to a host or shar
group, the unassigned LUN is automatically unassigned from the affected hos  If th
LUN is not successfully unassigned, the unassignment of the LUN from the associate
LUN group will fail.

For detailed rules for using share groups and associated LUN groups, see the
“About share groups” and “About associated LUN groups” topics in the Storag
Area Manager online help system.

Groups






Managina assignments

Assignment types

There are three types of assignments in Storage Allocater.

e When you assign items to host groups and LUN groups, the it s become part of an
organizational structure that is displayed in the Storage Area Manager userin face.

*  When you assign storage to a host or share group, the individual or grouped h s are
granted read-write access to the assigned storage.

¢  When LUNs are grouped into an associated LUN group, they are bound together and
must be assigned and unassigned as a unit.

In general, unassignments work the same way as assignments. When you unassigr ems
from an organizational structure, they are removed from that stru ire, and when you
unassign storage from a host or share group, the storage is no lon - available to t
affected host(s).

Note For instructions on editing Storage Allocater assignments, see the Stor 2 Are:
Manager online help system.

i ...anaging assignments
















































always listed by their hardware path. In the following example, there are no assigned

Lo

10180 HEP Tachyon TL/TS Fibre Channel Mass Storage Adapt
10/1/74/0.8 fcp FCP Protocol Adapterx
16/1/470.8.0.255.0 ext_bus FCP Device Interface
10/1/4/0.8.0.255.0.0 target

10/1/4/0.8.0.255.0.2 target

10/1/4/0.8.0.255.0.3 rarget

10/1/4/0.8.0.255.0.4 target

10/1/4/0.8.0.255.0.5 target

10/1/4/0.8.0.255.0.6 target

10/1/4/0.8.0.255.0.7 target

10/1/4/0.8.0.255.0.8 target

10/1/4/0.8.0.255.0.9 target

Assigning storage to an HP-UX host

In the Storage Area Manager user interface, assign storage to an H

UX host.

Note See the Storage Area Manager Online Help system fori tructionsona: gning
storage.

Listing newly assigned LUNs

To list the newly assigned Fibre Channel LUNS, type ioscan -k and press Enter.

Note When you use the ioscan -k command, newly assignec UNs are listed 1t the
HP-UX system does not scan for LUNs that have been ded to the stc  ge

network since the last ioscan.
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Moving a host from one management server to
another

If you want to move a Storage Allocater host from one management server to anol T, you
must uninstall the Host Agent software from the host, and then reinstall the Host . :nt
software and activate Storage Allocater from the new management server. This step is
required because the Host Agent software is tied to an individual 1 nagement ser rthat
is configured during the installation of the Host Agent software.

1. Unassign all storage from the host and remove the host from : yshare groups.
Detach the host from the storage network.

Uninstall the Host Agent software from the host.

=W N

In the Storage Area Manager Resources tree, right-click the host and select Delete
<host name> on the shortcut menu.

5. If necessary, connect the host to the same LAN as the new ma gement server, but dc
not attach it to the storage network.

6. Install the Host Agent software from the new management server and activate orage
Allocater as described in the 2p OpenView storage area manager installatior wide.

7. Attach the host to the storage network.
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Viewing or modifying logical unit information
Use this procedure to view or edit information about a logical unit (LUN).
1. Inthe Resources tree, expand Storage Devices and then a particular storage device.

2. Select Logical Units and click the LUN Allocation tab.

3. Select a LUN and click the Edit Selected button. The Logical Unit Information  ndow

appears.
=
r Logical Unit information R B
: Logical Unit Name [U |
Manufacturer & Model  Hewlett-Packard C7200
Firmware Revision 1.30.0
wWorld Wide Name NA
Device 15.29.170.69
Size 0 Bytes
Type Tape Store
Assignment Not Assigned
} LUN Group Not in a Group '
|
Description: .

OK l Cancel I
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Guidelines: HP-UX Hosts

e  When an FC60 is used with Storage Allocater and HP-UX hosts, the syslog file: each
HP-UX host will contain entries for FC60 LUNs that are not assigned to that ho
System Administrators should monitor this file and clear entries as needed.

e Jfthe Universal Xport LUNs and all control/controller LUNs are not assigned t« e
host(s) that manage the array, Storage Optimizer will not be able to collect perfo ance
data from the FC60.

With AIX cfgmgr

When Storage Allocater is installed on an AIX host, cfgmgr is affected in the follow
ways:

e A backup copy of /usr/sbin/cfgmgr is copied to /usr/sbin/LMcfgmgr. Do not delete the
backup copy of cfgmgr.

® Storage Allocater’s version of cfgmgr is copied into /usr/sbin/cfgmgr, replacing the
original version.

® The system database /etc/security/sysck.cfg is updated.

Storage Allocater’s version of cfgmgr is required in order to preserve LUN security . AIX
hosts. If you need to install a system patch that will change cfgmgr, do the following:

1. Enter /opt/sanmgr/hostagent/sbin/trlmcheck -prepatch
Install the system patch that affects cfgmgr.

Enter /opt/sanmgr/hostagent/sbin/trlmcheck -postpatch

- W

Verify that Storage Allocater’s version of cfgmgr is running by e 2ring the follo ng
command: strings /sbin/cfgmgr | grep StorageAllocater

— If this command produces output, then the Storage Allocater version of cfgr  -is
present, and this procedure is complete.

— If this command does not produce output, the Storage Allocater version of cfgingr is
no longer in the /usr/sbin/cfgmegr directory. Start again with  >p 3.
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e The RUID-based tape device files created for tape LUNs seen by the tape driver! /e the
same characteristics as the standard /dev/st[0-32] and /dev/nst[0-32] tape driver
device files.

Since the RUIDs are lengthy for certain LUNs, Storage Allocater uses a compressed form o
the RUID to create device file names that fit within 2566 characters torage Allocater’s
RUID-t  :d device fi s present under three Storage Allocater ecific directories:
/dev/trdisk, /dev/trgen, and /dev/trtape. These directories contai he device files for the
disk driver, the generic driver, and the tape driver, respectively.

e Any LUN that is seen by the disk or tape driver will also be seen by the generic driver.

® The generic driver may see LUNs that are not seen by the disk or tape driver, {
example, media changers.

Device file names: Disk LUNs

For the disk LUNs seen by the disk driver, the /dev/trdisk directory contains RUID-based
device files in the format <COMPRESSED_RUID>-<PATH_NO>-<PARTITION_NO> where
COMPRESSED_RUID is the RUID-based file name, PATH_NO differentiates betwe
multiple paths to the same LUN, and PARTITION_NO is a specific partition on the . k.

If you run the Is command under the /dev/trdisk directory, 15 part ons and a

representation of the entire disk are listed for each Fibre Channel « k. For examp
[root@sb-iso4 trdisk]# 1s
7541202F001R8C001020100500608R500092519002DRO1006C-0
7541202F001R80001020100500608R500092519002BR01006C-0-1
7541202F001R80001020100500608R500092519002DR01006C-0-10
7541202F001R80001020100500608BR500092519002DR0O1006C-0-11
75412025001R8000102010050060BR5000925190020R01L0C6C-0-12
75412..7001K8000102010050606CBR500092519002DR010C6C-0-13

. 7541202F001RB0001020106500608R500092519002DR01006C-0-14

7541202:001RE0CC162C100500608BRE000925190C2DXKE1006C-0-15

75412025001 RBOGALICECICOS0CS0RBRE00082519002DR010068-0-2
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With Solaris tape and nondisk devices

Storage Allocater’s filter driver does not handle tape and other nondisk devices. Tc  se
these devices, you must configure the filter driver to allow nondisk devices to be handled
by the appropriate drivers when these LUNs are assigned to Solaris hosts.

1. Open the /kernel/drv/sd_fcst.conf file.

If LUNs have been assigned to the host, the file will be similar  the following:

RUIDS = "dummy"
,"'6828047500280000000102020D55535341303830323339363348502020- 0202
04135323336412020202020202020202048503036"
"765901A200080000000102010D50060B000005A87B"
"061E1AE7000800000001020100200000203718E626"
"111E1AFD0O00800000001020100200000203718FC31™
"211E1AF9000800000001020100200000203718F801™"
"361E1AEDO0O0800000001020100200000203718EC16™"
"381E1AFD0O00800000001020100200000203718FC18"
"571E1AFA000800000001020100200000203718FB77"
"961E1AE6000800000001020100200000203718E7B6™"
"091EBFF00008000000010201002000002037BDF129"
"OF1EBFF80008000000010201002000002037BDF92F"
"151EBFF00008000000010201002000002037BDF135™"
"171EBFF00008000000010201002000002037BDF137"
"221EBFF90008000000010201002000002037BDF802"
"651EBFF60008000000010201002000002037BDF745"
"851EBFF80008000000010201002000002037BDF9A5"
"AD1EBFF80008000000010201002000002037BDF98D"
"CF1EBFF10008000000010201002000002037BDFOEF"
"F31EBFFB0O008000000010201002000002037BDFAD3™
"C21E1AFD000800000001020100200000203718FCE2™"

~

~

~

~

~

~

~

~

~

~

~

~

~

~

~

~

14
max_luns per target=256;
name="sd_ fcst" class="tran scsi"
ta = 255 1lun=0;
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Possible values include:

00h SBC Direct-access device (magnetic disk)

01h SSC Sequential-access device (magnetic tape)

02h SSC Printer device

03h SPC Processor device

04h SBC Write-once device (some optical disks)

05h MMC CD-ROM device

06h SCSI-2 Scanner device

07h SBC Optical memory device (some optical disks)
08h SMC Medium changer device (jukeboxes)

09h SCSI-2 Communications device

0Ah — 0Bh Defined by ASC I'T8 (graphic arts prepress devices)
0Ch SC-2 Storage array controller device (RAID)

0Dh SES Enclosure services device

OEh RBC Simplified direct-access device (magnetic disk)
0Fh OCRW Optical card reader/writer device

If you install a driver for a class of devices that does not have a standard driver, you
must add the driver to this list and reboot the host.

3. Inorderto allow anondisk device’s driver to handle an assignec UN, forcethe ndisk
driver to load before Storage Allocater’s filter driver by editing the /etc/system  2; for
example, if a tape drive is assigned to the host, add the lines:

forceload: drv/st
forceload: drv/sd_fest

This will cause the system to load st, the tape device driver, before sd_fest, the
Storage Allocater filter driver.

Note If there are no forceload entries in the file, enter the ap; H>priate information at.
the end of the file. If the forceload: drv/sd_fcst entry already exists, enter the
nondisk driver’s information above it. If the nondisk driver’s entry alre.
exists, enter the sd_fecst information after it.

4. Save the file and reboot the host.
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3. In order to allow the nondisk device drivers st and sst to handle an asc*~~ed t >
library, edit the /etce/system file to force the drivers to load be re Storage Alle  ter’s
filter driver (sd_fest). The forceload commands can be added to any section of the
/etc/system file, but they must be in the following order:

forceload:drv/st
forceload:drv/sst
forceload:drv/sd_fcst

4. Save the file and reboot the host.

With Solaris SecurePath

After Storage Allocater is active on a Solaris host, if you need toru he SecurePath
configuration utility (necessary when adding new storage arrays), complete the following
procedure:

1. Open the /kernel/drv/sd_fest.conf file.

2. Using the following values, modify the existing DriverSwitchTable. If no
DriverSwitchTable exists, add one after the semicolon that foll /s the list of RUIDs,
and before the max_luns_per_target entry:

RUIDS = "dummy"

DriverSwitchTable =
"0C","cpgcel”;
max_luns per target=256;
name="sd fcst" class="tran_ scsi"”
target=255 1lun=0;

The first entry corresponds to a LUN type as reported by the LUN’s inquiry page, and
the second entry is the installed driver that handles this type o evice. In Step 2, 0C
(SCSI processor device) is the LUN type, and e¢pqecl is the Sec  ePath driver {1 SCSI
processor devices.
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LUNSs greater than 7

Windows NT’s SCSIPORT driver has a limit of eight LUNs per targ numbers 0-7), which
prevents Storage Allocater and other applications and drivers from seeing devices th
LUNs greater than 7.

To configure SCSIPORT to support LUNs greater than 7, use the LargeLuns registr;  tting

Caution Editing the registry incorrectly may cause serious problc s that will require you
to reinstall Windows NT. For more information about editing the registry, see
your Microsoft documentation.

Path: t HKEY_LOCAL_MACHINE\SYSTEM\CurrentCont1  Set\Services\ '
, | <HBA driver name>\Parameters\Device[N] :
. Value Name: LargeLuns
| Value Type: REG_DWORD
{ Implicit Default: 0
' Recommended Value: | 1

: Purpose: Modifies SCSIPORT device scan logic: Set this value to 1 to scan for LUNs i
| greater than 7. ;

[ Note The number N appended to the device name is optional.
’ identifies the SCSIPORT device instance (adapter) that t
' setting applies to. Omitting the number applies the settir
to all adapters controlled by the HBA driver.

The <HBA driver name> corresponds to the file name of
! your HBA driver.
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Capacity data collection

Storage Builder collects capacity information about storage devices, NAS devices, hosts,
volumes, volume groups, directories, files, and users. All this inforr :ion is typically
collected several times a day and saved for as long as past data is needed, or as long as
there is space for the growing database.

Storage Builder collects capacity information about storage devices, NAS devices, hosts,
volumes, volume groups, directories, files, and users. Information about storage de* esis
collected by Storage Area Manager during the discovery cycle. All other capacity
information is collected by three Storage Builder collectors deployed with Storage Area
Manager Host Agents:

¢ The volume data collector collects the used and free space in a volume's file sy: ms,
the size of the volume, and the association of logical volumes with LUNs and volume
groups on the selected host.

® The file data collector collects the size and activity of the files and directories ¢ he
selected host. File data must be collected to manage directories, report files, m  itor
user consumption, and determine the space needed for backups.

Note File data cannot be collected for NAS devices on Windows NT and Windows
2000 systems. NAS device capacity is reported only for volumes that are
mounted on UNIX hosts.

®* The user data collector identifies the users on the selected host. If the host is a domain
controller or NIS (Network Information Name Service) server, all users are ider fied.
Otherwise, only the local users are identified. The capacity associated with user
accounts is collected by the file data collector.
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Note Whenever you want to return the settings to the factory defaults, click the
Restore Defaults button.

9. To change another capacity collection schedule for the same host, click its tab .d
repeat steps 6 through 8.

10. When you are satisfied with the volume, file, and user data schedules, click OK in the
Edit Collection Schedules window.

11. Click the Apply button in the Capacity Collection scheduling panel to impleme  your
schedule changes and continue scheduling collection for other osts, or click OK to
apply your changes and close the Configuration window.

Collecting interim capacity data

Use this procedure to pre-empt the collection schedule and collect capacity data
immediately on a selected host. The procedure displays the Start Hostagent Data
Collection window and allows you to choose which type of data to collect:

Data will appear in Capacity view panels after it is collected and stored in the database.
Depending on the amount of data requested and other factors, this may take awhile.

Note If the host or Host Agent is unavailable, or if the capacity data collector is busy
when you attempt to start collection, a Storage Builder event will alert you that
data collection failed to start. You should check the status of the Host Ag  tand
the Storage Builder data collectors on the specified host.

1. Select Configure from the Tools menu.

2. Select Capacity Collection under Scheduling in the Configuration tree. The Capacity

Collection scheduling panel displays a list of hosts and the next scheduled coll  jons
on each. You can filter the list by selecting an organization in t|  Show Organization
box.

3. Select the host(s) that you want to collect data from. (Use the Shift or Control  y to
select multiple hosts.)
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hp OpenVi~w storage area manage bridge

hp OpenView Storage Area Manager Bridge, called the Bridge in the rest of this ¢hapter, is
an HTTP server that gives other applications access to Storage Area Man: - data and
functions (see figure 6). It is automatically installed with Storage Area Manager and runs
continuously with other Storage Area Manager services on the managemer server. You
can see the Bridge in Windows’ list of services accessed from Control Pan

With this release (Storage Area Manager 3.0), the Bridge handles requests for consolidated
Storage Area Manager data from the following applications:

® hp OpenView Operations (UNIX and Windows)
e hp OpenView Reporter
* hp OpenView Service Desk

Data is returned to the requesting application in XML format.

b3

hp OpenView hp OpenView hp OpenView
Operations Reporter Service Desk

HTTP /XML

P20 OV SAM Bridge ] |

)penView
Irea manager

Management Server

Figure 6  hp OpenView storage area manager Bridge topology
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SSL

The Bridge supports SSL (Secure Sockets Layer) for applications that require encrypted
communications. - _.ese applications will obtain a server certificate from the ..idge before
they trust the Bridge with encrypted information. Configuring the Bridge to use SSL
involves the following steps:

1. Create a server keystore and server certificate.

2. Modify the Bridge configuration file. The SSL key must be activated to enable encrypted
communication.

3. Establish a method of providing the certificate to external applications.

These steps are described below.

Creating a server keystore and certificate

A script for creating server keystores and certificates is installed with Stor: : Area
Manager. These certificates are valid for one year, after which they can be modified for an
extended period or replaced. Refer to the Java “keytool” documentation at
http://java.sun.com/j2se/1.3/docs/tooldocs/win32/keytool.html for Windows 2000.

The script takes four parameters when run and prompts for SSL passwords in progress.
The result is a server keystore and server certificate, the latter exported and saved as
“bridgeServerCertificate.cer.”
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Sample run

The following example uses the same password for the keystore and keypass.

C:\sanmgr\bridge\sbin>createServerCertificate sb-apollo Santa-Barbara CA
Us

When prompted, enter a keystore password and a keypass. The keypass will
protect the private key in the keystore.

Make a note of the keystore and keypass passwords. You will be prompted to
enter the keystore password in order to export the public-key certificate
from the keystore. Both passwords are needed when configuring “Bridge” to

use SSL.
Please wait...
Creating keystore and certificate

Enter keystore password: poseidon

Enter key password for <bridgeserver>

. ( RETURN if same as keystore password):
E;borting the certificate...

You will be prompted to enter the keystore password.

Enter keystore password: poseidon

Certificate stored in file <..\config\certs\bridgeServerCertificate.cer>

Modifying the Bridge configuration file
1. On the primary management server, select Windows Control Panel and open
Services.

2. Select HP OpenView SAM Bridge in the list of services and then select Stop from the
Actions menu.

3. Open the file <installdirectory>\sanmgr\bridge\config\SAMBridge.cfg.

4. Find the key 551 and enter the value on, to activate SSL, or off, to postpone the
implementation of the remaining SSL options. Values are case sensitive.
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Changing the default port

The default port for external applications connecting to the Bridge is 8041. your
environment requires it, you can change the port in the Bridge configuration file.

1. On the management server, select Windows Control Panel and open Services.

2. Select HP OpenView SAM Bridge from the list of services, and then select Stop from
the Actions menu.

3. Open the file <installdirectory>\sanmgr\bridge\config\SAMBridge.cfg.

4. Find the key pORT and enter the number of the port where the Bridge will be monitoring
third-party requests.

5.  Return to Control Panel and restart the HP OpenView SAM Bridge se ce.
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hp Op nVi w storag accountant

When the management server stops

Use this procedure to determine if the management server was not running at any time
during a specified billing period. Billing information is not collected while a anagement
server is down, and Storage Accountant fills in gaps between data collections based on the
previous state. Although no billing transactions can occur while a management server is
down, external events can affect an organization’s access to billed storage with no
corresponding indication in the bill.

A stopped management server may also explain the absence of expected entries, including
data collection cycles, in the audit log.

1. On the management server, navigate to <install directory>\sanmgr\
managementserver\logs.

2: Look in the logs directory for a series of files named ConJCoreMain0.log and
" ConJCoreMain0_x.log, where “x” indicates the numerical sequence of the file. A
ConJCoreMain0_x.log was created each time the management server st: ed or
restarted. ConJCoreMain0.log is the most recent instance, that is, the file that was
created when the management server last started.

Note The loggers.prp file specifies the maximum number of ConJCoreMain0_x.log
files that will be maintained concurrently. The default is 4.

3. Using Notepad or another basic text editor, open the ConJCoreMain0.log or
ConJCoreMain0_x.log file that was created in the specified billing period and examine
the beginning of the file for the date and time of Logger Started. This is the date and time
that the management server started. For example, “2001.08.17 at 09:41:31.295 Logger
Started” indicates that the management server started on August 17, 2001, at 9:41 and 31
seconds am.
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Events do not appear in the event panel

Symptom Cause/Solution

Storage Accountant By default, Storage Accountant does not display evi s in the
events are not event panel. Define an event trigger specifying the even  hat you
displayed in the event  want to display in the event panel.

panel.
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Old bills are missing in the bill and report vi wers

Symptom Cause/Solution

O1d bills are missing The old bills were deleted according to your bill retention
from the bill and schedule e the online help topic “Archiving and restoring bills”
report viewers for instructions on restoring old bills.
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hp OpenView storage builder

A m-—naged directory has zero used space

Symptom

A managed directory
erroneously appears
with 0 (zero) used
space or size in the
Managed Directories
view panel.

Cause/Solution

The directory was added using the CLUI but the name was
entered with a different case than was used when the
directory was created. Add the directory using the GUI. (See
“Adding managed directories” in chapter 3 of this guide.)

When you use the CLUI to add the directory, first run dir (or its UNIX
equivalent) in a command window on the affected host and verify the
case that was used when the directory was created. Then add the
directory, being careful to match upper and lowercase letters.
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There is no Capacity tab

Symptom

The view panel for
collective or specific
hosts, storage devices,
NAS devices, or
organizations contains
no Capacity tab.

Cause/Solution

hp OpenView Storage Builder was not purchased or installed.
Verify that Stora;  3uilder is installed. Click the Help m¢ . and
select About hp OpenView storage area manager. Make sure that
the cuitent Storage Builder version is listed with the other Storage
Area Manager applications.

The Storage Builder license is out of compliance. Verify that the
license to use Storage Builder is current. Click the Tools :nu and
select Configure, and then select Licensing from the Cc  guration
tree. The Licensing view panel lists the current licenses and their
expiration dates.

Storage Builder does not support the selected resov :e. Verify
that Storage Builder supports the specific resource(s). Click the
Help button and select Installation Guide Online to vi

supported devices in the hp OpenView storage area manager 3.0
installation guide.
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There is no Performance tab
Symptom Cause/Solution
The view panel for hp OpenView Storage Optimizer was not purchased or
collective or specific installed. Verify that Storage Optimizer is installed. Clic] e Help
hosts, interconnect menu and select About hp OpenView storage area manager.
devices, or storage Make sure that the current Storage Optimizer version isli :d with
devices contains no the other Storage Area Manager applications.

Performance tab. -

The Storage Optimizer license is out of compliance. Verify that
the license to use Storage Optimizer is current. Click the " >ls menu
and select Configure, and then select Licensing from the
Configuration tree. The Licensing view panel lists the current
licenses and their expiration dates.

Storage Optimizer does not support the selected resource.
Verify that Storage Optimizer supports the specific resource(s). Click
the Help button and select Installation Guide Online to view
supported devices in the ip OpenView storage area manager 3.0
mnstallation guide.
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LUN Allocation and LUN Discovery do not app ar in
the user interface

When you right-click a host in the Storage Area Manager user interface, the LUN Allocation
and LUN Discovery commands are not in the shortcut menu.

Symptom Cause/Solution

When youright-clicka  Storage Allocater is not active on the selected host. ‘tivate

host, LUN Allocation Storage Allocater on the host. For instructions, see the hy  penView

and LUN Discovery do  storage area manager installation guide.

not appear in the L

shortcut menu. After the createnewdb.cmd command was run, the Host Agent
service (Windows NT, Windows 2000) and processes Jnix)
were not restarted. You must restart the Host Agent services and
processes on each host after using the createnewdb command.

Note If this problem occurs after migrating from St ge
Area Manager 2.1 or later, see chapter 4 of the kp
OpenView storage area manager installation guide.
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Assigned LUNs are not available on a host

If an assigned LUN is not visible to a host, find the cause below that best describes the

situation, and then attempt the solution. When this occurs, the following me¢ age appears

in the event panel: Host <host name> has one or more LUNs enabled which are not
e from t. . it

Symptom Cause/Solution

Assigned LUNs The host bus adapter (HBA) or driver are not installed. Install the HBA
are not available or HIBA driver.
on a host. B

SAN-attached storage or other network hardware is turned off. Turn on
the drives or network hardware.

Network cables are not connected properly. Verify all cable connections.

There is a failure within the Fibre Channel loop. Turn off the Fibre
Channel hardware, and then turn on the hardware to reset the Fibre Channel
loop.

The Fibre Channel card has become unseated in the computer. Shut
down the computer, and remove and reseat the card.

The Fibre Channel card, hub, switch, or storage controller is bad. Run
device- and vendor-specific diagnostics and replace any bad cor  onents.

The host has not discovered the LUN. Try the following solutions:

— Verify that there is a physical path between the host and the storage.

— Verify that the storage network is not intentionally configured (with
Storage Allocater, fabric zoning, or storage device security) to prevent the
host from accessing the LUN.

— Inthe Storage Area Manager user interface, right-click the st and select
LUN Discovery on the shortcut menu.
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A multiple writer situation is detected

If Storage Allocater detects multiple hosts with access to the same LUN the following
message is posted in the event panel: Logical Unit <logical unit name> is enabled

on Host <host name>. Yet the Logical Unit indicates that it is assigned to

<host or group name>. This possibly is a multiple writer situation.

Storage Area Manager will try to unassign the Logical Unit from the Host.

Symptom

Storage Area
Manager detects a
multiple writer
situation.

Cause/Solution

Storage Allocater has detected a multiple writer situation.
This occurs in the following situation:

1. A host (Host 1) with assigned LUNs is deleted in the Storage Area Manager

user interface and detached from the storage network. Any  Nsthat were
assigned to the host are now available for assignment.

. You assign one of the LUNs to a second host (Host 2).

. Host 1, which still has the Host Agent software installed, is attached to

the storage network and rebooted. At this point, Storage Allocater tries to
unassign the LUN from Host 1. One of the following messages is displayed
in the event panel:

— <logical unit name> has been removed from <host name>. The
multiple writer situation has been resolved. If this message
appears, the LUN has been unassigned from Host 1 and will be
assigned to Host 2.

- <logical unit name> has not been removed from <host name>.
The multiple writer situation still exists!
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hp OpenView storage allocater: Windo' s

A'"""™ -~qr-tLt---r—==~p-< from a Window host

If a LUN cannot be unassigned, a failure message will appear in the Configw ion Status
window and in the event panel on the management server.

Symptom

A LUN unassignment
fails.

Cause/Solution

There are open files or folders, or volumes on the LU Shut down
any applications, services, or third-party drivers that may be holding open
files, folders, or a volume.

The file server is sharing a volume or folder on the LUN. Log off
remote clients and stop sharing the volume or folder.

On a Windows NT host, Ftdisk is running. Try the following solutions:

— Use the Special Mode Unassign conunand to unassign the LUN,
and restart the host.

~ Use the Windows Control Panel (Devices) to disable . isk and
reboot the host. Note that stripe- and volume-sets wil >t be
accessible with Ftdisk disabled.

A disk filter is running. Try the following solutions:

— Use the Special Mode Unassign command to unassign the LUN,
and restart the host.

— Determine which disk filters are running and deactivate them if they
are not being used. Restart the host after deactivating any disk
(lters.
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An assigned disk is not accessible

When a LUN is assigned to a Windows host, the volumes on the LUN are listed with drive
letters in Windows Explorer or mount points (Windows 2000 only). If a volume is not
formatted, one of the following messages appears when you try to access the volume in
Windows Explorer.

0 G:\ is not accessible.
The volume does not contain a recognized fle system.
Please make sure that all requited file system drivers are loaded and that the
volume is not corupt

Windows NT
) The disk in drive G is not formatted.
& The volume mountsd an Foider L:\vokumesipayroll is not Formatted. H
Do you want to Format it now?

, Yes I No

Windows 2000 Windows 2000

Symptom Cause/Solution
One of the dialog The volume is not formatted (does not contain a rect nizable
boxes shown here file system). Format the volume.

appears when you try
to access a volume on For instructions on formatting volumes in Disk Administrator or

an assigned LUN. Windows 2000 Disk Management, see your Windows docu  ntation.
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The SCSI Adapters control panel lists no LUNs
(Windows NT)

Symptom Cause/Solution

The SCSI Adapters The system SCSIPORT driver has not updated its list of devices and LUN [o
Control Panel does trigger a refresh, close the SCSI Adapters control panel, run Disk Administrator on the
not list any storage host, or use the management server to run the LUN Discovery command on the host,
network devices. and then reopen the control panel.

There is a Fibre Channel network or storage device prob  n. The following
are possible solutions:

— Check all Fibre Channel cable connections. If copper cables are used, check the
length and possible earth plane differential potentials.

— Check the hub/switch status.

— If a RAID is connected, check the LUN status and ensure that there are LU?
created on the RAID.

— If a switch is connected, verify that the correct port types are being used. Mt
RAIDs and HBAs use an F port. JBOD drives and some HBAs use an FL port.

— If you are using JBODs on a switch, and devices repeatedly go missing, upd
the drive firmware to the latest public loop-capable version. JBOD drives have
exhibited poor recovery behavior after hot-pluggingona itched network.

Caution
drives.

The SCSI Adapters control panel can only list 32 devices per adapter. If an
adapter has more attached devices than the control panel can list, the adapter will
disappear from the adapters list in the control panel. This does not prevent youfi 1
using assigned storage.

Note This is a Windows NT limitation.
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An assigned LUN is not accessible to an HP-U host

Symptom Cause/Solution

An assigned LUN  The LUN is outside the HP-UX addressing ability. If a device is in

is not accessible peripheral device LUN addressing mode and its LUN is gr« er ~ 7,

to an HP-UX host. HP-UX hosts will be unable to access the LUN. If possible, put the device
into a different addressing mode, for example, volume set addressing mode.

Note Sorme arrays call volume set addressing mode “HP-U  node.”

A hardware addressing conflict exists between devices on loop. Set all
devices on loops to unique hard address IDs.

The assigned LUN is not on the same storage network seg 2nt as the
HP-UX host. Unassign the LUN or move it to the same storage network Eaey
segment.

o
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A LUN cannot be unassigned from an HP-UX ost

Symptom

ALUN

unassignment fails.

206
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Cause/Solution

The LUN contains a mounted file system that is in use. Stop any
processes that are using the file system, and unmount the file system.

The LUN is configured to be used with storage management
software such as LVM or VERITAS Volume Manager. Storage
Allocater cannot notify a third-party storage management apy :ation
that a particular device needs to be removed from its configuration. To
unassign a LUN that is being used with third-party storage management
software, manually remove it from the control of third-party storage
management software.

The LUN is in use by an application that accesses it directly.
Storage Allocater cannot determine which application is using the disk
in question, or how to stop the application’s access without i1 rTupting
what may be a critical process. To unassign this type of LUN, shut down
the program that is using the LUN.

Note If you are using HP AutoPath, uninstall AutoPath,
unassign the LUN, and then reinstall AutoPath (if
desired).
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A LUN cannot be unassigned from a Solaris h st

Symptom Cause/Solution

A LUN unassignment The LUN contains a mounted file system that is in use. Stop
fails. any processes that are using the file system, urunount the LUN, and
then unassign it.

The LUN is configured to be used with third-party sto e
management software, such as Solstice DiskSuite or 1 RITAS
Volume Manager. Storage Allocater has no way of telling a
third-party storage management application that a particular
LUN needs to be removed from its configuration. Befc
unassigning the LUN, manually remove it from the control of third-
party storage management software.

The LUN is in use by an application that accesses it directly.

Storage Allocater has no way of knowing what program is

using the disk in question, or how to make it stop wit. at

interrupting what may be a critical process. Before unassigning
t this type of LUN, shut down the program that is using it.

The LUN you are trying to unassign is a tape drive or other
nondisk LUN. To unassign a nondisk LUN from a Solaris host, you
must use the Special Unassign command (page 122).
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Assigned LUNs are suddenly unavailable

Symptom Cause/Solution

Assigned LUNs that The HBA driver’s configuration utility has replaced S rage
were previously Allocater’s settings in the /kernel/drv/<driver_name>.conf file
available on a Solaris (where driver_name is the name of your HBA driver). pen
host become the backup file that you saved during installation and compare
inaccessible. the backup file to the current version. Re-enter any changes that

were made when you ran the HBA configuration utility. For more
information, see page 159.
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A LUN cannot be unassigned from a Linux host

Symptom Cause/Solution

The operation fails The LUN contains a mounted file system that is in use. Stop
when you try to any processes that are using the file system and unmount t  file
unassign a LUN froma  system. Use the fuser command to identify the PIDs of processes
Linux host. using the specified files or file systems.

The LUN is configured to be used with third-party storage
management software, and it cannot be unassigned b 1iuse
Storage Allocater cannot remove it from the third-pa -
software’s configuration. Manually remove the LUN from the
control of third-party storage management software.

The LUN is in use by an application that accesses itd :ctly.
Storage Allocater has no way of knowing what progr: is
using the disk in question, or how to make it stop without
interrupting what may be a critical process. Before unassigning
this type of LUN, shut down the program that is using it.
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A Linux hc t cannot se LUNs

Symptom Cause/Solution

When a cat operation If Storage Allocater is active on the host, and no LU  are listed

3( w] L per " on/proc/ icsi, n "z
Proc/scsyscsl, no driver is not installed. Install the appropriate HBA driver.
LUNs are listed.

When installing the HBA driver, note the following:

1. The driver object module needs to be present in the
/lib/modules/<kernel_version>/drivers/scsi directory.

2. To insert the HBA driver, perform an insmod operation.
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The boot process hangs on a Linux host

Symptom Cause/ Solution

The boot process Storage Allocater failed to load. Try the following solutions:
hangs on a Storage

Allocater Linux host. 1. Storage Allocater was installed with a non-SMP kernel, and the

system is being restarted with an SMP kernel. Restart with the kernel
on which Storage Allocater was activated. Deactivate Storage Allocater,
restart with the SMP kernel, and then activate Storage Allocater. If the
boot process hangs after completing this step, continue w.  step 2.

Note For instructions on activating and deactivating Storage
Allocater, see the hp OpenView storage area manager
installation guide.

2. The kernel was recompiled, but the HBA driver was ni recompiled
to support the new kernel version. Recompile the HBA driver to
support the appropriate kernel version. If the boot process hangs after
completing this step, continue with step 3.

3. Storage Allocater was activated with a kernel thats jorted
12-byte CDBs, and you are booting with a kernel that has been
patched to use 16-byte CDBs. Restart with the kernel on which Storage
Allocater was activated. Enter the command
/opt/sanmgr/hostagent/sbin/trlminstall.sh -postpatch, and reboot
with the 16-byte CDB kernel. For more information about 16-byte CDB
support, see page 158.

218 hp OpenView storage allocater: Linux







A LUN cannot be unassigned from an AIX hos

Symptom Cause/Solution
The operation fails The LUN contains a mounted file system that is in use. p any
when you try to processes that are using the file system, and unmount the file  stem.

unassign a LUN. Cl —

The LUN is configured to be used with storage management
software such as LVM. Storage Allocater cammot notify a thi party
storage management application that a particular device neec o be
removed from its configuration. To unassign a LUN thatisbe  used
with third-party storage management software, manually remove it from
the control of third-party storage management software.

The LUN is in use by an application that accesses it directly.
Storage Allocater cannot determine which application is using the disk
in question, or how to stop the application’s access without interrupting
what may be a critical process. To unassign this type of LUN, shut down
the program that is using the LUN.
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Configu

IP Routing Pr

I 1P Routing Protocol-Independent Configuration Examples

A

Note

It is not nccessary to include definitions of all areas in an OSPF autonomous syste
configuration of all routers in the autonomous system. You must only define the di

areas. In the example that follows, routes in Area 0 are learned by
Router B) when the ABR (Router C) injects summary LSAs into

pender

e

1€,
cont

routers in area 1 (Router

al.

Autonomous system 109 is connected to the outside world via the BGP link to the external p

address 11.0.0.6.

Following is thc cxample configuration for the general network nr

Router A Configuration—Internal Router

interfare ethernet 1
ip 8 ..108.1.1 5 0

router ospf 109

network 131.108.0.0 0.0.255.255 area 1

Router B Configuration—Internal Router

interface ethernet 2
ip address 131.108.1.2 255.255.255.0

router ospf 109

network 131.108.0.0 0.0.255.255 area 1

Router € Configuration—ABR

interface ethernet 3
ip address 131.108.1.3 255.255.255.0

interface serial 0
ip address 131.108.2.3 255.255.255.0

router ospf 109
network 131.108.1.0 0.0.0.255 area 1
network 131.108.2.0 0.0.0.255 area 0

Router D Configuration—Internal Router
inte ce ethernet 4

ip address 10.0.0.4 255.0.0.0

interface sgerial 1
ip address 131.108.2.4 255.255.255.0

router ospf 109
network 131.108.2.0 0.0.0.255 area 0

network 10.0.0.0 0.255.255.255 area 0

Router E Configuration—ASBR

interface ethernet 5
ip address 10.0.0.5 255.0.0.0

interface serial 2
ip address 11.0.0.5 255.0.0.0

router ospf 109

network 10.0.0.0 0.255.255.255 area 0
redistribute bgp 109 metric 1 metric-type 1

mm  (Cicrn I0S IP Confiouration Guide

shown in Figure 61.
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interface ethernet 0

ip address 192.42.110.201 255.255.255.0
ip ospf authentication-key abcdefgh

ip ospf cost 10

i

interface ethernet 1

ip address 131.119.251.201 255.255.255.0
ip ospf authentication-key ijklmnop

ip ospf cost 20

ip ospf retransmit-interval 10

ip ospf transmit-delay 2

ip ospf priority 4

t

interface ethernet 2

ip address 131.119.254.201 255.255.255.0
ip tication-key abcdefgh

ip ospt cost 1O

|
interface ethernet 3

ip address 36.56.0.201 255.255.0.0

ip ospf authentication-key ijklmnop

ip ospf cost 20

ip ospf dead-interval 80

In the following configuration, OSPF is on network 131.119.0.0:

router ospf 201

network 36.0.0.0 0.255.255.255 area 36.0.0.0
network 192.42.110.0 0.0.0.255 area 192.42.110.0
network 131.119.0.0 0.0.255.255 area 0

area 0 authentication

area 36.0.0.0 stub

area 36.0.0.0 authentication

area 36.0.0.0 default-cost 20

area 192.42.110.0 authentication

area 36.0.0.0 range 36.0.0.0 255.0.0.0

area 192.42.110.0 range 192.42.110.0 255.255.255.0
area 0 range 131.119.251.0 255.255.255.0

area 0 range 131.119.254.0 255.255.255.0

redistribute igrp 200 metric-type 2 metric 1 tag 200 subnets
redistribute rip metric-type 2 metric 1 tag 200

In the following configuration IGRP autonomous system 200 is on 131.119.0.0:

router igrp 200

network 131.119.0.0

'

{ RIP for 192.42.110
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