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QuickSpecs hp Ultrium 400GB Data Cartridge 

M ODELS 

HP Ultrium 400 GB Data Cartridge 

C7972A, Worldwide 

Feature Llst 
• 200GB nativa capacity at 2:1 compression 
• Unique red cartridge shell to assist wilh identification in mixed media vaults 
• Superior 'smart grabber' mechanism and mechanical interlock to preveni lhe leader pin from being pulled inside lhe tape housing (a key weakness 

of DL T media). Sensors detect proper connection and preveni leader loss lha! would ruin lhe tape. 
• Simplified tape palh to reduce wear and tear. 
• Lowest media cosi per GB a! launch of any tape technology. 
• L TO cartridge memory in media to improve access time and provida enhanced media monitoring. 
• lmproved cartridge robustness and durability 

Ü VE RVI E W 

Backed by HP's exhaustive media qualification process, lhe C7972A HP Ultrium 400GB data cartridge supports lhe launch of lhe HP StorageWorks 
Ultrium 460 Tape Drive. Building on lhe class~eadership of lhe Linear Tape Open standard, HP Ultrium 2 cartridges provide exceptional reliability wilh 
best-in-dass high performance; lhe new formal minimizes network interruption by being capable of protecting nearly 216 GB/hour of data (88% faster lhan 
SDL T 320) and storing up to 400GB on one piece of media (double lhe capacity of Ultrium 1 tapes). 

Customer Benefit& lnclude: 
• high-{;(lpacity: supports capacities up to 400 GB 
• high-performance: wilh HP StorageWorks Ultrium 460 tape drive delivers up to 60 MB/sec compressed transfer rale 
• reliable: combines lhe best of proven technologies to offer users improvements in capacity and performance. 
• open standard: for use in ali HP and non-HP L TO Ultrium 2 products 
• easy to use: possessas a distinctive red cartridge shell 

K E Y F EATURES 
• Tested to extremes in HP's media laboratory, to a levei of specification unique to Hewlett-Packard. Many of lhe test procedures required for HP 

Brand qualification (e.g. load/unload, shoeshine, drop testing and lhermal aging) are no! required for lhe Ultrium logo. 
• 200GB (nativel. 400GB (2:1) 

Supports transfer speeds of 30 MB. s (nativa), 60 Mas (2 1) 
• Unique red cartridge shell 
• Compatible wilh ali HP and non-HP L TO Ultrium tape products 
• L TO CartJidge Memory 
• Superior mechanism, tape palh and tape engagement 
• Durable cartridge designed to minimize wear and debris (important in automation) 

PR O DUC T HIG H L I GHTS 

1um 2 Tape Technology 

Ultrium 2 tape drive technology uses a linear formal of 512 tracks, writing eight (8) tracks simuttaneously. The data is written in a serpentina pattem; lhe 
tape reverses direction after each sei of eight tracks is written. 
Ultrium formais are open standards. This means that data written on any HP StorageWorks Ultrium 460 tape drive for Proliants can be interchanged 
direcUy with Ultrium 2 tape drives from olher vendors. 
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QuickSpecs hp Ultrium 400GB Data Cartridge 

PRODUCT HIGHLIGHTS (continued) 

Hlgh Rellablllty 

HP ensures the highest levei of quality with media specifications that far exceed industry standards. 
• HP has 20 custom-built testing chambers that are in use 24 hours per day, 365 days per year. 

• lt is doubtful if any other media supplier carries out such exhaustive qualification of the drive and media as é<i in the field. This is 
because no media supplier is exposed to support of hardware in the field and has a vested interest in reducing media-induced hardware issues. 

• In 2001, 170,000 different media tests were performed, accounting for 1.3 million test hours. 
• HP testing includes procedures like drop testing, load/unload, environmental stress tests and archival simulation that are not required to gain the 

Ultrium logo. 
LTO Ultrium 100/200 GB tape technology uses a 'best of breed' technology approach, taking the best features from other tape technologies anel 
r.omhinina lhAm into a sina IA nAw IAChnoloov without lhA nAAd for dAsion r.omnromisAs to ar.mmmodatA IAOar.v r.omnatihilitv rAotJirAmAnts. DAsianAd fo1 
lhe demanding environme-nt of large· scale iibraries, Ultrium 400 GB media is eertified for 1 million passes o r 100 full back ups arid h as a 30 year -archival 
storage life. 

Compresslon 

L TO-DC is an enhanced version of Advanced Lossless Data Compression (ALDC) hardware compression. Compression is automatically tumed 'off' if the 
compressed data would cause an overall expansion in data size. 

Compatlblllty Testlng 

HP Ultrium 400 GB data cartridges are fully supported and compatible with HP StorageWorks Ultrium tape products. Because HP Ultrium media is 
Ultrium 2 logo compliant, it may be used with any other non-HP device that bears the Ultrium 2 logo. 

Backward Read Compatible 

HP Ultrium 400 GB media cannot be read or used to write new data in an Ultrium 1 drive or automation product. 

HP Branded Media Speclfication 

HP believes that its test program for HP Ultrium media is the mos! thorough and comprehensive in the industry. In arder to carry the HP Brand, 
designated cartridges must satisfy an exhaustive battery of additional procedures that relate directly to how the product is used in reallife situations when 
real data and real businesses are at stake. Some of these procedures- e.g. 'five comer' environmental interchange, load/unload for automation, ageing 
simulation and drop testing are not found in the standard logo test. Over 1 million test hours on media and drives per year ensures that HP Ultrium media 
will always offer maximum reliability even in the mos! extreme conditions. 

WhyBuyLTO? 

lf you h ave no! yet standardized on a large-tape formal then L TO Ultrium tape technology is the preferred choice offering 

• Highest reliability through no compromise design and innovative features like Data Rale Matching. 
• High capacity to meet the challenges of data deluge 
• High performance- even on slower hosts 

• An industry standard - Linear Tape Open formal 
• lnvestment protection- with a four generation roadmap with plans to deliver an 800GB (native) tape drive by lhe year 2006 

Servlce and Support 

lncludes a limited lifetime warranty, fully supported by a worldwide network of resellers and service providers and toll-free 7 x 24 technical phone support 
during lhe warranty period. 

Warranty 

Limited lifetime warranty. 

~ '• ..... ' .. 
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/,-~ 
/ ;..--~.,\ \ 

~S~P_E~C_IF_I~C_A~T_IO~N_S ____ ~~----------------------------------+(~r~?~\~~ \1\ 
Dimensl ons (H x W x O) Shipping \\ 1

\
0 

; L 
1

/ ) 

HP Ultrium 400 GB Data Cartridge (single pack) 1.8 x 4.45 x 4.37 in/2.1 x 11 .3 x 11 .1 em \" ,., • ._ __ / C.· /f 
~w~e~lg~h~t------------------~S"'h~ip~p~l n~g~----------------------------------------------------~~,~--~~~~~/ 

UPC Code 

Capacity 

Tape Format 

Media Type 

Media Durabll ity 

Basefllm Type 

t •e Thlckness 

Magnetic Layer Coercivity 

Tape Life 

Environmental Deta lls 

(Media should no! be used oulside of 
!hese parameters) 

HP Ultrium 400 GB Data Cartridge (single pack) 

HP Ultrium 400 GB Data Cartridge (single pack) 

200 GB native/400 GB compressed (2: 1) 

512 tracks with a track pitch o f 20.17 um 

Recording Method 

Recording Fonnat 

0.63 lb/285.2 g 

8 08736-39584 7 

Linear 1/2" tape, 8 track parallel recording. 

Ultrium Generation 2 

Ultrium 2 media- 609m, 1/2" tape, Metal Particle (MP++) fonnulation with 4K Cartridge Memory 

1,000,000 passes on any area oftape, equates to over 20,000 end-t<Hlnd passes/100 full tape backups 

6 um Metal particle PEN 

8.9um ± 0.3um 

2,350 Oe 

30 years archival storage 

Operating Temperatura 

Day to Day Storage Temperatura 

Long T enn Storage T emperature - Ambient 

Maximum Wet Bulb T emperature 

Non Condensing Relative Humidity 

50 to 113°F/10to45°C 

60 to 90 o F/16 to 32 o C 

41 to73•F/5to23°C 

79°F/26°C 

10 to 80% 

CONFIGURATION INFORMATION 

RELATED ÜPTIONS 

Media HP Ultrium 400GB* data cartridge ** (recommended) 

HP Ultrium 200GB* data cartridge** (*assumes 2:1 compression ratio) 

C7972A 

C7971A 

HP Ultrium Universal cieaning cartridge** C7978A 
- Customers and partners can arder additional LTO media (par! no.: C7971A and C7972A) and L TO cleaning cartridges (par! no.: C7978A) as HP th ird-party 
products through traditional Major Account Direct, Partner Direct, and Compaq Direct processes. This is the same method lha! HP printers are ordered via 
C"mpaq direct systems today. 

L002 Hewlett-Packard Company 

Hewlett-Packard, lhe Hewlett-Packard logo, and StorageWorks are trademarks of Hewlett-Packard Company in lhe U.S. and/or o!her countries. Ali other 
product names mentioned herein may be trademarks of their respectiva companies. 

Hewlett-Packard shall no! be liable for technical or editorial errors or omissions contained herein. The infonnation is provided 'as is' without warranty of any 
kind and is subject to change without notice. The warranties for Hewlett-Packard producls are se! forth in lhe express limited warranty statemenls 
accompanying such producls. Nothing herein should be construed as constituting an additional warranty. 
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Legal N otices 
The information in this document is subject to change without notice. 

Hewlett-Packard makes no warranty of any kind with regard to this manual, including, but not limited to, the 
implied warranties of merchantability and fitness for a particular purpose. Hewlett-Packard shall not be held 
liable for errors contained herein or direct, indirect, special, incidental or consequential damages in 
connection with the fumishing, performance, or use of this material. 

Restricted Rights Legend. Use, duplication or disclosure by the U.S. Govemment is subject to restrictions 
as set forth in subparagraph (c) (1) (ii) of the Rights in Technical Data and Compu ter Software ela use at 
DFARS 252.227-7013 for DOD agencies, and subparagraphs (c) (1) and (c) (2) ofthe Commercial Computer 
Software Restricted Rights clause at FAR 52.227-19 for other agencies. 

HEWLETT-PACKARD COMPANY 3000 Hanover Street Paio Alto, Califomia 94304 U.S.A. 

Copyright Notices. ©copyright 1983-2002 Hewlett-Packard Company, ali rights reserved. 

Windows", Windows NT", Windows 95", Windows 2000", and Windows XP" are registered trademarks of 
Microsoft in the U.S. and other countries. 

Reproduction, adaptation, or translation ofthis document without prior written permission is prohibited, 
except as allowed under the copyright laws. 
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Preface 

Printing History 
The Printing History below identifies the edition dates ofthis manual. Updates are made to this publication 
on an unscheduled, as needed, basis. The updates will consist of a complete replacement manual and 
pertinent on-line or CD-ROM documentation. 

First Edition November 2002 

What'sNew? 
The, Upgrade Guide, rp5400 Family of Servers, is new and was developed to provide customers with system 
maintenance information for those components called customer replaceable units (CRUs). Maintenance of 
CRUs does not require HP customer engineering services, except when specifically cautioned. The cautions 
are shown primarily to protect customer product warrantees. 
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1 Server Overview ~ 
\ 

The rp5400 family of servers are 1-way to 4-way servers based on the PA-RISC processor architecture. The 
rp5400 family of servers accommodate up to 16GB of memory and internai peripherals including disks and 
DVD ROMfl'ape. High availability features include HotSwap fans and power supplies, and HotPlug internai 
disk drives. The supported operating system is HP-UX. 
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2 Server Unpacking and Installation 

Chapter 2 
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Server Unpacking and lnstallation 

Factory lntegrated rp54xx Cabinet lnstallation 

Factory lntegrated rp54xx Cabinet Installation 

A factory integrated server is one in which the rp54xx server and associated components are pre-assembled 
and shipped from the factory already installed in a Hewlett-Packard E-Series cabinet. Factory integrated 
systems reduce the amount oftime required to set-up and begin server operation. 

4 

1. Carefully remove the carton and anti-static bag from the pallet. 

2. Remove the front two (2) L-brackets. Retain the 1/2-inch bolts for later use. 

NOTE 

1. Shipping L-Bracket 

2. Shipping Pallet 

3. Cabinet (Top View) 

As viewed from the front, one bracket is located on each side at the base ofthe cabinet near 
the front. 

.. ... Chapter 2 



Server Unpacking and lnstallation 
Factory lntegrated rp54xx Cabinet lnstallation 
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3. At the rear ofthe cabinet: 

a . Open the door. \\ L / ; 
\ , I 

b. Remove the anti-tip foot by removing and retaining the two (2) 1/2-inch bolts. \ "- ./ '/. 
' ''-.}__~~=; >'/ 

Bolts 

For Shipping: 
L-brackets are 
mounted behind 
anti-tip foot. 
Same bolts 
secure both. 

c. Remove the two (2) L-brackets (revealed by removing the anti-tip foot). 

4. Remove the two ramps from the pallet and carefully place them into the slots at the front ofthe pallet. 

WARNING 

( 

Chapter 2 

Use extreme care when rolling the racked system down the ramps. A rack 
containing one rp54xx can weigh up to 418 lbs. Do not stand in front of the ramps 
when rolling the cabinet off the pallet or injury may occur. Ali but the smallest 
configurations require two persons to safely remove the rack from the pallet. 

H anti-tip feet or ballast are not installed or are improperly installed the cabinet 
can tip. Failure to follow this precaution can cause injury to personnel or damage 
to equipment. 

Fls: 
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Server Unpacking and lnstallation 

Factory lntegrated rp54xx Cabinet lnstallation 
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5. Straighten the rollers on the cabinet base, if needed, and carefully roll it down the ramps. --~---

WARNING After removing the server from the pallet, Do not move the cabinet unless the 
anti-tip feet are installed! The cabinet can tip if care is not used. Dueto their low 
ground clearance the feet may catch on irregularities on the floor, thresholds, or 
ramps. 

Do not move the cabinet without first installing the anti-tip feet. The cabinet may 
tip if moved without the anti-tip feet or ballast installed. 

Do not move the cabinet after installing the anti-tip feet unless they are in the 
fully-raised position. Once installed, the anti-tip feet must be fully raised to allow 
ground clearance. 

Beca use of their low ground clearance, the fully-raised anti-tip feet may need to 
be removed temporarily to clear some obstacles such as door jambs, ramps, and 
other large irregularities or obstructions on the floor. 

If you must temporarily remove the anti-tip feet to clear an obstacle, use extreme 
caution when moving the cabinet. Always reinstall the anti-tip feet as soon as the 
obstacle has been cleared. 

Lower and secure both the anti-tip feet and the cabinet leveling/stabilizer feet 
once the cabinet is in place. 

Failure to follow these precautions can result in equipment damage or p ersonal 
injury. 

6. 1:nstall the front and rear anti-tip feet using the 112 inch bolts provided. Ensure that the anti-tip feet are 
installed in the fully up position in the mounting slots. This will provide maximum ground clearance 
while moving the cabinet to its final position. 

7. Carefully move the cabinet to its installation location. 

8. Lower the anti-tip feet to the fully down position and adjust the cabinet leveling feet for best cabinet 
stability. 
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Server Unpacking and lnstallation 

Receive and Unpack A Non-lntegrated Server 

Receive and Unpack A Non-Integrated Server 

WARNING The typical rp54xx system can weigh up to 68kg (150lbs). HP recommends using an 
an approved lifting device. Lift and move the server in accordance with ali local 
safety regulations. Failure to follow this precaution can cause injury to personnel or 
damage to equipment. 

Unpackingtheserver 

The following procedure describes the steps involved in unpacking the server, whether to function as a 
stand-alone Deskside unit, or to be integrated into a cabinet. 

Step 1. Remove the shipping carton and anti-static bag from the server as depicted below. 

Chapter 2 



Server Unpacking and lnstallation 

Receive and Unpack A Non-lntegrated Server 

. f- - "' 

NOTE The packaging for rp7 4xx and rp54xx servers is the same, rp74xx is shown. 

Step 2. lfyou are moving the server manually, use three people to lift the server from the packing material 
and pallet. Carefully move the server to the selected location. 

Step 3. lfyou are moving the server by an approved lifting device (such as Genie Lift ™), remove the tear 
flap from the front lip ofthe carton bottom to allow access to the server, as illustrated below. 
Remova! ofthe tear flap will reveal a slot between the bottom ofthe server and the inside bottom of 
the cardboard box. 

8 Chapter 2 
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Server Unpacking and lnstallation 

Receive and Unpack A Non-lntegrated Server 

Step 4. Carefully raise the lift's platform so that it will slide in to the slot located under the center ofthe 
server, but o ver the top of the pallet. 

NOTE 

Lifting Device 
Platform. 

The server's center of gravity will vary with the hardware configuration, but it is 
generally located slightly behind the middle of the server. 

Step 5. Raise the lifting device platform enough for the server to clear the pallet and packing materiais, as 
show below. 

• \.,.oli 
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Server Unpacking and lnstallation 

lnstall Deskside Server 

Install Deskside Server 

The following section describes the installation of a server in to a Deskside enclosure for installation in an 
office environment. 

WARNING The typical rp54xx system can weigh up to 68kg (150lbs). HP recommends u sing an 
approved lifting device. 

• Lift and move the server in accordance with ali local safety regulations. 

• Do not attempt to lift the server by the plastic handles on the top and side covers. 

Failure to follow these precautions can cause injury to p ersonnel or dam age to 
equipment. 

Step 1. Unpack the server. 

Step 2. Unpack the deskside enclosure. 

10 

Enclosure 
Outside 
Cover 
(Skin) 

NOTE 

Server 

Wheeled 
Enclosure 
Base 

Ensure that the positioning spring pins in the enclosure base align with the 
alignment holes in the bottom of the server. 

Chapter 2 
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Alignment Spring Pins 

Server Unpacking and lnstallation 

lnstall Deskside Server 

Captive Fastener 

'tep 3. Position the server on the wheeled enclosure base. 

Step 4. Tighten the two captive screws in the enclosure base to secure the server to the base. 

Step 5. Position the enclosure cover (outside skin) over the server and install and tighten the screws to 
secure it to the base. 

NOTE 

WARNING 

The perforations and the lip ofthe outside skin should be toward the rear ofthe 
server. 

Stacking rp54xx servers in deskside enclosures is not supported. 

Stacking rp54xx servers in deskside enclosures can damage equipment, 
may cause injury to personnel, and may void your warranty or service 
contract. 

Step 6. lnstall the Front Bezel. 

Step 7. Locate the two pull-tabs. One pull-tab is longer than the other. The shorter pull-tab is blank on both 
sides. The back of the shorter pull-tab providas a writable surface for Customer use. / 

Chapter 2 
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lnstall Deskside Server 

Step 8. Locate the plastic bag containing the label sheet (taped to the server). "'-~~-- - -_.... · 
Step 9. Remove the label containing serial number, base product, processar product, and model information 

from the label sheet and apply to the back ofthe longer pull-tab. 

NOTE Pull-tab and label shown above is for an rp74xx server. rp54xx uses the same style 
label and similar pull-tab. 

Step 10. Insert the pull-tabs into the front bezel. Install the longer pull-tab in the left side plastic window in 
such a way that the rp54xx logo is visible. Install the shorter pull-tab in the right side plastic 
window with either surface visible. Refer to the diagram above for pull-tab locations. 
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Server Unpacking and lnstallation 

Instai! Stand-Aione Server in a Cabinet 

Install Stand-Alone Server in a Cabinet 

The following describes how to install the A5556A slide-tray assembly in to an approved HP cabinet in 
preparation for installing an rp54xx server. 

This slide-tray assembly can be installed in an HP E-Series cabinet or other HP cabinets approved for rp54xx 
system installation. To install the A5556A slide-tray assembly in an approved HP equipment cabinet, proceed 
as follows: 

Step 1. Determine what type of cabinet you are installing the slide-tray assembly in to. 

a. E-Series cabinets have: 

• Parchment white, plastic, sectional, side panels 

• Black painted vertical frame posta with a partial retum flange. 

h. Approved, non-E-Series, cabinets have: 

• Single piece metal side panela 

Vertical, 
Rectangular, 

--------- Mounting Slots 

• Gray painted verticle frame posta with full retum flanges. 

Vertical, 
Rectangular, 
Mounting Slots 

Step 2. Note the vertical, rectangular, slots in the return flanges on the vertical mounting posts. Determine 
into which ofthese vertical slots the slide/tray kit will be installed. This is done by counting down 
eight rectangular slots from the top ofthe cabinet or the bottom ofthe equipment above. 

Chapter 2 
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Server Unpacking and lnstallation ( 3 ,,,_ \ 
lnstall Stand-Aione Server In a Cabinet 

\' ·. L I 

Step 3. 
""'> ,· ! 

On the front vertical mounting posts only, slide M5 sheet metal nuts onto the posts"ov.er .. the·fíoles 
immediately adjacent to the vertical slots determined in the previous step. Also place M5 sheet 
metal nuts on the holes directly above these. Orient the sheet metal nuts so that the threaded 
portion faces towards the outside ofthe cabinet. There should now be a total offour (4) sheet metal 
nuts installed. 

Step 4. Ifthe cabinet is a non-E-Series cabinet, discard the left hand and right hand aluminum spacers and 
two ofthe M5 x 16 screws with cress-cup washers and proceed to step 12. 

Step 5. Ifthe cabinet is an E-Series cabinet, place the hook ofthe aluminum spacer marked "L" (5183-1864) 
in to the appropriate vertical, rectangular slot on the front, left hand mounting post. The hook 
points downward. Similarly, place the spacer marked "R" (5183-1863) into the appropriate slot on 
the right hand 

rrr 
~::; 

~-
.. ~· . 

Step 6. Use one M5 x 16 screw with cress-cup washer to attach each spacer to it s vertical post. Do this by 
inserting the screw through the top hole in the spacer, through the mounting rail and tightening it 
into the sheet metal nut located at that position. 

Step 7. Take the left hand slide/bracket assembly (marked 337079-1L) and install it into the left hand 
vertical mounting posts. This is done by inserting the pin at the rear ofthe slide's mounting bracket 
into the 23rd hole in the rear vertical mounting post and inserting the hook at the front ofthe 

14 Chapter 2 



Server Unpacking and lnstallation 

lnstall Stand-Aione Server in a Cabinet 

bracket in to the vertical, rectangular slot in the aluminum spacer. The slide should be positioned in 
the cabinet so that it is horizontal and levei. 

Step 8. Securely fasten the rear ofthe slide's mounting bracket to the rear vertical mounting post by 
installing and tightening two ofthe M5 x 16 screws with cress-cup washers thorough the mounting 
post, through the slides mounting bracket and into the threaded nuts attached to the mounting 
bracket. 

Chapter 2 
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Server Unpacking and lnstallation 

lnstall Stand-Aione Server In a Cabinet 

Step 9. Fully extend the slide so that it is locked in the fully open position. 

Step 10. Use an M5 x 30 screw with a cress cup washer to attach the front ofthe slide to the vertical 
mounting post. Insert the screw through the slide, through the center hole ofthe aluminum spacer, 
through the vertical mounting post, and tighten into the sheet metal nut located at that position. 

~ .. '· 

Step 11. Use a procedure similar to steps 7 through 10 to install the right hand slide/bracket assembly 
(marked 337079-lR) and then proceed to step 12. 
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lnstall Stand-Aione Server in a Cabinet 

Step 12. Take the tray and place it onto the pins that extend from the slides' inner members. The slots with 
wide lead-in guides on the side ofthe tray fit down onto the slides' pins. The flat part ofthe tray will 
be on top, and the mounting holes in the top of the tray will be located to the right of the center of 
the tray. Slide the tray ali the way down on both sides so that the pins reach the top of the slots in 
the si de o f the tray. 

Step 13. Use six, M5 x 12 screws (without washers) to attach the tray to the slides. Three screws are used to 
attach each slide. Insert the screws through the slides, through the tray and tighten into the 
threaded nuts located on the inside ofthe sides ofthe tray. 

Step 14. From the bottom ofthe 

3 Pan Head 
M5x12 T25 screws 
on each side 

it a 1/4 turn to hold it in place. 

' 'JCV' 
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aligning the plunger pins mth·tlíe alignment holes in the chassis. 

Step 16. Release the plunger pins to secure the server. 
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Stationary L-Bracket Rail Assembly 

Stationary L-Bracket Rail Assembly 

rp54xx servers may be installed into E-Series and approved Non- E-Series cabinets using stationary 
L-bracket rail assembly kits listed below. 

NOTE rp54xx servers are supported in Hewlett-Packard E-series and approved Non- E-series 
Hewlett-Packard cabinets, and approved rail kits. 

For information on additional qualified 3rd party cabinets and rail kits, contact the nearest 
Hewlett-Packard Response Center. 

Cabinet Type Rail Kit Product Number 

E-Series HP Cabinet A5575A 

Other Approved HP Cabinet A5562A 

Identifying Approved Non-E-Series HP Cabinets 

Approved Non- E-Series cabinets have black frames, one piece outside sheet metal skins, a partial return 
flange, and requires the installation ofthe aluminum spacer blocks, supplied with the rail kits. 

Approved Non- E-Series cabinets include the following product numbers: A1883A, A1884A, A1896A, A1897A, 
C1897A, C2785A, C2786A, and C2787A. 
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E-Series cabinets have light gray frames, sectioned, plastic outside "skins", a full return flang;:· and does not 
require the installation of the aluminum spacer block supplied, with the rail kits. 

E-Series cabinets include the following product numbers: A5134A, A5136A, A5136A, A4900A, A4901A, 
A4902A, J1500A, J1502A, and J1502A. 

Identifying Static Rail Kit 

HevH~tt-Packard has currently approved two static rail kits for use in cabinet mounting the rp54xx server. 
They are illustrated below. 

A5562A Kit Rail A5575A Kit Rail 
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Server Unpacking and lnstallation 

Stationary L-Bracket Rail Assembly 

The installation of stationary rails is similar for most cabinet and rail combinations. 
The key considerations to are: ' · 

• Ensure that ali safety precautions are read, understood, and observed 

• Follow ali installation instructions provided with the cabinet and rail kits, and 

• Ensure that the rails extend out from the cabinet posts sufficiently to properly and safely support the 
equipment being installed. 

To install an rp54xx server on stationary rails in an approved cabinet proceed as follows: 

Step 1. Locate the rail mounting height in the cabinet. Allow for the following space requirements: 

• For each rp54xx server, allow 31.8cm (12.5 inches) vertically (7 ElAs or Rack Units (RUs). 

• Ifinstalling the A5575A rail kit, allow an additional vertical4.45cm (1.75 inches (1 ElA) each 
set of rails. 

inches 

Inches 

rp54xx 
Server 

rp54xx 
Serve r 

3 .8cm 
(14.25 
inches 

A5575A Rail Kit 
in approved 
Non- E-Series 
cabinet shown 

Step 2. Install sheet metal nut(s) in the vertical cabinet posts at the required height for the kit being 
installed: 

• Install the first nut either: 

4.45 em (1. 75 Inches) above the top, or 

31.8 em (12.5 inches) below the bottom ofthe last server. 

• If installing a A5562A rail kit, install the second nut in the next frame hole below the first. 

Step 3. Hold the rail in place and insert and tighten the screws. 
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For installation of other qualified cabinet and rail combinations refer to the saf~;e~:~tions and 
instructions accompanying them. 
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lnstalling Additional Components 

Additional Components 

Additional Components 

Some internai components are too delicate to be installed in the server prior to shipping. These internai 
components are shipped with the server, but are packed separately. They can be installed after the cabinet 
has been unpacked and positioned. 

Some ofthe internai components that are packed separately are not user-installable. To maintain warranty 
validation, these items must be installed by a Hewlett-Packard Customer Engineer. 

Ifyou received either (or both) ofthe components listed below, contact your Hewlett-Packard provider to 
arrange for installation. 

• Central Processing Units (CPUs) 

• Power Distribution Units (PDUs) 

,#> • . . .. .... .... . , •• 
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Installing Memory 

Memory Configuration Rules 

rp54xx servers have 16 slots (8 DIMM pairs) for memory DIMMs. These slots are numbered Oa/b, 1a/b, ... 7a/b. 
8 ofthese slots (4alb- 7a/b) are disabled on rp5400 servers. rp5450 servers can access all slots. rp5400 and 
rp5450 servers have DIMM slots located on the System Board. 

rp5470 servers install DIMMs using Memory Carriers. The Memory Carriers fit into slots on the System 
Board. 

The following rules govern the installation of memory DIMMs for rp5400, rp5450, and rp54 70 servers: 

• Memory must be installed in DIMM pairs. 

• The capacity ofDIMMs within a pair must be the same. 

( Install DIMMs with the greatest capacity in the lowest slot numbers. 

• Install DIMMs the following slot order: Oa/b, 1a/b, 2a/b, 3a/b, and so on. 

Installing rp5400 and/or rp5450 DIMMs 

Step 1. Power down and unplug the rp54xx server. 

CAUTION DC voltages are present when the server is connected to AC power. Do not install or 
service rp54xx internai components while DC voltage is present. Failure to observe 
this precaution can result in damage to the server. 

Step 2. Loosen the captive T-15 screws that hold the top cover in place, then grasp the strap handle, raise 
the cover slightly, and pull the cover toward the front of the server to free the cover tabs from the 
slots in the chassis. The air baftle will be exposed. 

Step 3. Make the top ofthe server accessible for service. 

r 
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lnstalling Memory 

Step 4. Loosen the captive T-15 screws on the air baffie. Grasp the two handles on the baffie, and lift the 
baffie remove it. 

CAUTION Observe ali ElectroStatic Discharge (ESD) precautions Do not touch internai 
components. Failure to observe ESD precautions can cause damage to components. 

Step 5. Observe Electrostatic Discharge (ESD) precautions. 

Step 6. Refer to the following graphic for memory slot locations. 

I ~ 
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lnstalling Memory 

\ \.. ' / 
'"-· -~_câfu the correct DIMM pair slots. Insert the DIMM connectors into the guides until the card 

snaps firmly in place. It may be necessary to apply downward force using the palm ofyour hand on 
the DIMM. Observe the top of the DIMM to make sure one side is not higher than the other. 

NOTE It may be necessary to remove PSM 1 when installing a DIMM in slot Oa and PSM O 
when installing a DIMM in slot lb. If either PSM is removed to instai! memory, 
ensure it is re-installed. 

Step 7. Replace the air baffie. Tighten the four captive screws to secure the air baffie in place. 

Step 8. Replace the top cover. Tighten the four captive screws to secure the top cover in place. 

lep 9. For rack configurations, insert the rp54xx server back into the rack. 

Step 10. For deskside enclosure configurations, replace the deskside enclosure cover. 

Step 11. Power the rp54xx server on. 

Step 12. Use the BCH command in me to verify the system recognizes the memory that you havejust 
added. 
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Installing rp5470 DIMMs 

DIMMs for the rp5470 system are installed in memory carriers instead ofthe system board, as are the other 
rp54xx systems. However, rp54 70 memory carriers are also located on the system board, so the method for 
opening and closing the system is the same. Procedures for removing and replacing the server top and baftle 
are listed below, without the pictures shown in the section titled, "Installing rp5400 and/or rp5450 DIMMs." 
Ifyou wish to reveiw the pictures, please refer to the aforementioned section. 

Step 1. Power down and unplug the rp54xx server. 

NOTE DC voltages are present when the server is connected to AC power. Do not attempt to 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI I/0 cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server. 

Step 2. Make the top ofthe server accessible for service. 

Step 3. Loosen the captive T-15 screws that hold the top cover in place, then grasp the strap handle, raise 
the cover slightly, and pull the cover toward the front of the server to free the cover tabs from the 
slots in the chassis. The air baftle will be exposed. f 

Step 4. Loosen the four (4) captive T-15 screws on the air baftle. Grasp the two handles on the baftle, and 
lift and remove the baftle. 

Step 5. Observe Electrostatic Discharge (ESD) precautions. 

Step 6. Refer to the following graphic for Memory Carrier locations. 

Memory Carrier Assemblies 

® ® 
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·~~tJi./' Locate the Memory Carrier and pull up on the extractor levers on each end ofthe Memory 

Carrier to unseat the Memory Carrier from its socket. 

b. When the Memory Carrier unseats from the socket, pull it away from the System Board. 

c. Loosen the captive screws that secure the DIMM Clip and remove the DIMM Clip from the 
Memory Carrier. 

d. Seat the memory DIMM into its socket on the Memory Carrier. 

e. Press the extractor levers on each end ofthe memory DIMM slot inward until the levers snap 
into place. 

f. Attach the Memory Clip to the Memory Carrier with the DIMM slot markings on the top ofthe 
Memory Clip aligned with the DIMM slot markings on the Memory Carrier. 

g. Secure the Memory Clip using the captive screws. 

h. Seat the Memory Carrier into the appropriate slot on the System Board. 

i. Push down on the extractor levers and snap them into place. 

( 'tep 7. Replace the air baffie. Tighten the four captive screws to secure the air baffie in place. 

Step 8. Replace the top cover. Slide the cover tabs into the slots in the chassis and close the cover. Tighten 
the two captive screws to secure the top cover in place. 

Step 9. For rack configurations, insert the rp54xx server back into the rack. 

Step 10. For deskside enclosure configurations, replace the deskside enclosure cover. 

Step 11. Power the rp54xx server on. 
' Step 12. Use the BCH command in me to verify the system recognizes the memory that you have just 

added. 

( 
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Installing Peripheral Component Interconnect (PCI) Cards .... 

rp54xx servers have a total of 12 PCI I/0 slots. Slots 1 and 2 are reserved for the LAN/SCSI and GSP Core I/0 
cards, leaving 10 PCI I/0 slots available for Customer use. 

rp5400/rp5450 PCI Card Slots 

For rp5400 and rp5450 models, 10 PCI I/0 slots consist ofTurbo and non-Turbo slots. Server PCI slots are 
shown below. 

Frout. 

rp5400/rp5450 PCI Card Slots 

R e ar 

Turbo 
;:::::.-slots 7 - 12 

Non-Turbo 
>-- slots 3 - 6 

Core 1/0 
slots 1- 2 

• Slots 1 and 2 are reserved for the rp54xx LAN/SCSI and GSP (Guardian Service Processar) Core I/0 
cards, respectively. Slots 1 and 2 are non-Turbo slots. Non-Turbo slots share a single 250MB/s PCI bus 
andare incapable ofHotPlug functionality. The server must be turned offprior to removing or installing 
the LAN/SCSI or GSP cards in these slots. 

• Slots 3-6 are non-Turbo slots. These four Non-Turbo slots share a single 250MB/s PCI bus, run at 33MHz 
and support 32 and 64-bit PCI cards. Non-Turbo slots are incapable ofHotPlug functionality. The server 
must be turned off prior to removing or installing PCI cards in these slots. 

• Slots 7 - 12 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz a nd support 
32 and 64-bit PCI cards. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card 
separator. The PCI card separator has two LEDs and a pull tab on the outer edge. The LED's provide 
power and status for the slot. The pull tab allows the PCI card to be easily removed. 

rp5400 servers have access to slots 1, 2 and 8-12 while rp5450 servers have access to ali (1-12) slots. 

NOTE Slot 3 will become enabled on rp5400 servers with server firmware versions !ater than 40.48. 

A slot 3 enabled label (A5576-84009) is available for rp5400 systems. 
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For rp5470 models, the 10 PCI 1/0 slots consist ofTwin Turbo, Turbo, and non-Turbo slots. The following 
illustration shows the PCI card slot layout. 

rp54 70 PCI Slots 

Twin Turbo 
slots 11 ,12 

Turbo 
slots 5 - 10 

Non-Turbo 
slots 3,4 

Core I/0 
slots 1,2 

• · · Slots 1 and 2 are reaerved for the rp54xx LAN/SCSI and GSP (Guardian Service Processar) Core 1/0 
cards, respectively. Slots 1 and 2 are non-Turbo alots. Non-Turbo alots share a single 250MB/a PCI bus 
andare incapable ofHotPlug functionality. The aerver must be turned offprior to removing or installing 
the LAN/SCSI or GSP carda in theae alots. 

• Slots 3 and 4 are non-Turbo alots. Theae two Non-Turbo alots share a single 250MB/a PCI bus, run at 
33MHz and support 32 and 64-bit PCI carda. Non-Turbo alots are incapable ofHotPlug functionality. The 
server muat be turned off prior to removing or installing PCI cards in these alota. 

• 

c 
• 

Slots 5 - 10 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz and support 
32 and 64-bit PCI carda. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card 
separator. The PCI card separator has two LEDs and a pull tab on the outer edge. The LED's provide 
power and status for the alot. The pull tab allows the PCI card to be easily removed. 

Slots 11 and 12 are Twin Turbo alots. Each Twin Turbo slot has a dedicated 500MB/S PCI bus, runs at 66 
MHz, and supports 32- and 64-bit PCI cards. Twin Turbo slots are HotPlug capable. Below each Twin 
Turbo slot is a plastic PCI card separator. The PCI card separator has two LEDs and a pull tab on the 
outer edge. The LED'a provide power and status for the slot and the pull tab allows the PCI card to be 
easily removed. 

rp5470 servers have acceas to all (1-12) slots. 
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PCI 110 Card Installation Restrictions \ \'··,,_ 
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Restrictions apply regarding the installation ofPCI 110 cards which contain a PCI-to-PCI bridge: 

• HP-UX boot is currently not supported for cards that contain a PCI-to-PCI bridge. 

• HP-UX patches are required when more than one card containing a PCI-to-PCI bridge is installed in 
non-Turbo slots. 

PCI 110 Card Installation Order 

The following table shows a standard factory PCI card installation that begins with slot 12. Use this table as 
a guideline for installing PCI 110 cards in the field . 

NOTE 

Product 
Number 

A6150A 

A5838A 

A5483A 

A4.926A 
,• 

A4926A 

A6092A 

A5158A 

A5486A 

A5506A 

A5506B 

A5150A 

A5149A 

J3526A 

A4800A 

A5230A 

A3738A 

A3739A 

A5783A 

'.; 

A system shipped from the factory may have a different configuration than the same system 
built in the field. For example: The factory will install the graphics card in slot 12 and add 
other cards below. In the field, slot 12 may already be occupied by another PCI card. It is 
acceptable for the graphics card to be installed in any available Turbo slot. 

Load 
Part 

Description (ali are PCI cards) Max Boot Order 
Number 

Notes 
• 

Graphics, Graphics Card 1 No 1 A4982-66501 3,8 

Combo No 3 A5838-60001 9 

ATM 622Mbps MMF Adapter 10 No 4 A5483-60001 10 

1000Base SX PCI LAN Adapter 10 No 5 A4926-60001 

1000Base TX PCI LAN Adapter 10 No 6 A4926-60001 

HYPERFabric No 7 A6092-60001 11 

FC Taclite y 8 A5846-60001 

Praesidium Speed Card 10 No 9 A5486-60001 

4 Port 100Base TX LAN Adapter 7/10 No 10 A5506-60101 1,2,6 

4 Port 100Base TX LAN Adapter 7/10 No 10 A5506-60102 

Dual Port Ultra 2 SCSI adapter 10 Yes 11 A5150-60001 4 

Single Port Ultra 2 SCSI HBA 10 Yes 12 A5149-60001 

High Perf 4 Ports Synchronous Adapter 10 No 13 5063-1322 7,5 

FWD SCSI-2 adapter 10 Yes 14 A4800-67002 

100Base-T LAN Adapter 10 No 15 B5509-66001 

10/100Base-T LAN Adapter 10 No 16 A3738-60001 

Dual FDDI LAN Adapter 10 No 17 A3739-60001 

Token Ring 4/16/100 Hardware Adapter 10 No 18 A5783-60101 
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Load 
Product Part 
Number 

Description (ali are PCI cards) Max Boot Order Number Notes 
* 

J3525A Dual Port Synchronous Adapter 10 No 19 J3525-60001 

J3593A 64 port Serial MUX system card 10 No 20 J3593-60001 

J3592A 8 Port PCI Serial MUX card 4 No 21 J3592-60101 

A6150A Graphics, USB Card 1 No 22 A6150-60001 

A6150BX Pinnacle 2 Graphics 1 No 1 A6150-60003 12,13 

A6386A Hyper Fabric 2 Interconnect 

A5506A Quad Port 10/100B-TX LAN 

A6749A 3.3v 64 Port Terminal MUX 

A6748A 3.3v 8 Port Terminal MUX 

"'In top down order. 

Notes: 

1. Card contains a PCI-to-PCI bridge. 

10 

10 

10 

10 

No 6 A3686-60001 

No 10 A5506-60102 

No 24 A6749-60001 

No 25 A6748-60001 

2. Requires PHKL_20123, PHKL_20629 and PHNE_19826 or their superseded equivalents. 

3. Not supported in non-Turbo slots. Install in Turbo slots only. 

•4. Requires server firmware revision 39.46 or !ater. 

5. Requires HP-UX 11.1 

14 

6. Maximum is 7 for HP-UX versions prior to 11.0. Maximum is 10 for HP-UX version 11.1 and !ater. 

7. Requires PHKL_19543 and PHKL_19544 or their superseded equivalents. 

8. Requires HP-UX 11.0 Support Plus (IPR) 0006, June 2000 or !ater. This product to be released 6/00. 

9. Not supported in a shared slot (slots 3-4 for rp54 70, slots 3-6 for rp5450, not applicable for rp5400). 

10. Ifyou are installing ATM 622 cards in an rp5470 configuration, do not install them in slots 3 and 4 
(shared slots). 

( · .. Requires 768MB for first card and 512MB for each additional card. 

12. Not supported in shared slots. 

13. Max of 1. Needs USB card for keyboard and mouse. 

14. Contains PCI bridge. 
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Installing a PCI Card 

Follow these procedures to install a PCI card. 

Step 1. Power down and unplug the rp54xx server. 

\ 
\ 

\ 
··-jl 

: I 
/ 

I 

NOTE DC voltages are present when the server is connected to AC power. Do not attempt to 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI 110 cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server. 

Step 2. Make the right si de of the server accessible for service. 

Step 3. Using a Torx 15 screwdriver, loosen the captive screws on the right side panel. This panel has a 
label which shows which PCI 110 slots are available and the corresponding paths. The PCI 110 slot 
paths for rp5400, rp5450, and rp5470 are shown below. 

rp5400 rp5450 rp5430/rp54 70 

Slot SlotType Path Slotll'ype Path Slot Type Pa th 

12 Turbo 0/410 Turbo 0/4/0 Twin Turbo 0/10/0 

11 Turbo onto Turbo 0/7/0 Twin Turbo 0/1210 

10 Turbo 0/3/0 Turbo 0/3/0 Turbo 018/0 

9 Turbo 0/6/0 Turbo 0/6/0 Turbo 0/9/0 

!8 Turbo 0/2/0 Turbo Of2/0 Turbo 0/3/0 
...... 

7 Not Available Turbo 0/5/0 Turbo a 0/110 

6 Not Available Shared 01110 Turbo a 0/5/0 

5 Not Available Shared 0/1/1 Turbo a 0/2/0 

4 Not Available Shared 0/1f2 Shareda 0/410 

3 Not Shared 0/1/3 Shared 0/4/2 
Availableb 

2 GSP GSP GSP 

1 LAN/SCSI LAN/SCSI LAN/SCSI 

a . Slot is NOT AVAILABLE for rp5430. 
b. Slot 3 becomes available with server firmware versions la ter than 40.48. 

Step 4. Remove the PCI slot cover from the slot that will receive the PCI card. To remove the PCI slot cover, 
slide the PCI slot cover away from the server. 

34 Chapter 3 

, . 

' 
~· 



lnstalling Additional Components 
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Step 5. Slide the PCI card connectors into the slot, snapping firmly in place. For fulllength (cards that 
extend to the left side card guides) PCI cards, use the UPPER card guide. 

c 

Step 6. At the rear of the chassis, connect the I/0 cable to the card just installed. 

Step 7. Replace the right side panel and tighten the captive screws. 

Step 8. For rack configurations, insert the rp54xx server back into the rack. 
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Step 9. For deskside enclosure configurations. replace the deskside enclosure cove\ 1 \ .;'-J.~ 
Step 10. Power the server on. ~-----/ 
Step 11. Use the server firmware in io command to verify the PCI cards are recognized by the server. If 

AUTOBOOT is ON, it will be necessary to interrupt the boot process to get to the server firmware 
Ma in Menu : Ente r command or menu > prompt. 

Step 12. Boot HP-UX and run the ioscan utility to verify the system recognizes the new PCI card. 

Online Addition/Replacement (O LA/R) of PCI 110 cards 

Beginning with HP-UX lli (11.11) rp54x:x servers support the on-line addition and replacement of PCI 1/0 
cards. In order for this high availability feature to be fully implemented, the following server requirements 
must be met: 

• rp5400A/rp5450A firmware must be !ater than 40.26 (rp5400B/rp5450B/rp5470A firmware will support 
OLAIR upon its release). 

• HP-UX operating system must be lli (11.11) or !ater. 

There is a bit that the HP-UX operating system examines to determine ifthe server hardware and firmware 
is capable ofOLAIR. This bit is controlled by server firmware. Ifthe bit is ON, OLAIR is possible (when 
requirements have been met). The bit was mistakenly set to ON for ali rp5400 and rp5450 revision A 
(rp5400A and rp5450A) servers. As a result, HP-UX may incorrectly identify these models as being O LA/R 
capable. In order to avoid this confusion, verify that the correct levei of server firmware is installed. 

~ . 
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Installing Graphics 

This section explains how to install rp54xx 2D graphics hardware. For a complete graphics solution, three 
products are required. The products listed below are the only products supported on rp54xx servers. 

• A6150A rp54xx Graphics Package 

Includes PCI graphics card 

Includes PCI USB (Universal Serial Bus) card 

• A4983B Keyboard and Mouse Kit 

Includes mouse with 114" cable 

Includes keyboard with 109" cable 

• D8910W (19") or D2847W (21)" Monitor 

- Includes localized power cord and 75" 15-pin video cable 

NOTE rp54xx graphics requires HP-UX 11.0 Support Plus (IPR) 0006, June 2000 or later. 

The photo below includes the A6150A, A4983B and D8910W products. The video cable for the monitor is not 
shown. Black ESD mat not included. 
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rp54xx servers have a total of 12 PCI I/0 slots. Slots 1 and 2 are reserved for the LAN/SCSI and GSP Core I/0 
cards, leaving 10 PCI I/0 slots available for Customer use. These 10 PCI I/0 slots consist ofTurbo and 
non-Turbo slots. 

rp54xx PCI Slots 

Frout. R e ar 

N ou-Ttu·bo 
:::::--- slots :3 - 6 

Core 1/0 
slots 1- 2 

• Blots 1 and 2 are reserved for the rp54xx LAN/SCSI and GSP (Guardian Service Processar) Core I/0 
cards, respectively. Slots 1 and 2 are non-Turbo slots. Non-Turbo slots share a single 250MB/s PCI bus. 
Non-Turbo slots are incapable ofHotPlug functionality, The server must be turned offprior to r emoving 
or installing the LAN/SCSI or GSP cards in these slots. 

• Slots 3-6 are non-Turbo slots. These four Non-Turbo slots share a single 250MB/s PCI bus, run at 33MHz 
and support 32 and 64-bit PCI cards. Non-Turbo slots are incapable ofHotPlug functionality. The server 
must be turned off prior to removing or installing PCI cards in these slots. 

• Slots 7 - 12 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz and support 
32 and 64-bit PCI cards. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card 
separator. The PCI card separator has two LEDs and a pull tab on the outer edge. The LED's provide 
power and status for the slot. The pull tab allows the PCI card to be easily removed. 

rp5400 servers can access PCI slots 1,2 and 8-12. rp5450/3000 servers can access ali PCI slots. 

Follow these procedures to install graphics cards. 

Step 1. Install HP-UX 11.0 Support Plus (IPR) 0006, June 2000 or later. This step ensures the appropriate 
HP-UX drivers are installed. 

Step 2. Power down and unplug the rp54xx server. 
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DC voltages are present when the server is connected to AC power. Do not attempt to 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI 110 cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server. 

Step 3. Make the right side ofthe server accessible for service. 

Step 4. Using a Torx 15 screwdriver, loosen the captive screws on the right side panel. This panel has a 
label which shows which PCI 1/0 slots are available and the corresponding paths. The label shown 
below is for an rp5400. 
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Step 5. Grasp the handle on the right rear panel and remove the panel from t~ídE:i~(ifthe-<!'has sis. The 12 
PCI slots, numbered 1-12 from bottom to top, will be in view. -·- ··--··-

Step 6. Remove the PCI slot cover from the slot that will receive the PCI card. To remove the PCI slot cover, 
slide the PCI slot cover away from the server. 

Step 7. 

40 

Center the graphics card within the space created by removing the PCI 110 slot cover. Slide the card 
toward the edge connectors. Ensure the edge connectors on the card are in alignment with the 
connectors ofthe slot. Apply pressure to the card until it snaps firmly in place. Repeat process for 
USB card. 

NOTE The graphics card must be installed in any Turbo slot while the USB will work in any 
slot. To reserve Turbo slots for high performance 110 cards, install the USB card in a 
non-Turbo slot 

Chapter 3 



( 

/ I 
I : 

I ,2.7 
I, i ,:S. 
'' L-

lnstalling Additional Components 
lnstalling Graphics 

Step 8. At the rear ofthe chassis, connect the keyboard and mouse cables to the USB card. It does not 
matter which connector is used for the keyboard or mouse. 
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Step 9. 

Step 10. Replace the right side panel and tighten the captive screws. 

Step 11. For rack configurations, insert the rp54xx server back into the rack. 

Step 12. For deskside enclosure configurations, repalce the deskside enclosure cover. 

Step 13. Power the server on. 
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Step 14. Use the server firmware in i o command to verify the graphics cards are recognized by the server. 
If AUTOBOOT is ON, it will be necessary to interrupt the boot process to get to the server firmware 
Main Menu: Enter command or menu > prompt. 

Step 15. Boot HP-UX and run the ioscan utility to verify the system recognizes the new PCI card. 

Step 16. Logon as root and install X/CDE/Motififnot already installed. 

Graphics Troubleshooting 

This section describes how to troubleshoot common problems encountered during installation or attempted 
use of graphics. The following system utilities can be used to display or set the graphics configuration: 

• I opt/ graphics/ common/bin/ graphinfo allows you to display the current graphics configuration and the 
graphics drivers that are being used. 

• /opt/graphics/common/bin/setmon allows you to reconfigure the monitor type. 

• The display menu ofthe HP-UX System Administration Manager (SAM) utility allows you to configure 
the X-Server and set the monitor type. 

On-line diagnostics provide information, verify and diagnose coverage for the graphics and USB 
cards.Off-line diagnostics do not exist for either the graphics or USB card. 

• The HP-UX ioscan utility can be used to verify the HP-UX operating system recognized the hardware. 

Symptom: COE will not come up. 

Step I. Ensure /dev/crt was created. If not created, .;,_se insf -e to create. 

Step 2. Ensure the system is at run level3. Use who -r to determine run levei. Use init 3 to change to 
run level3. 

Step 3. Ensure dt is enabled. Use /usr/dt/bin/dtconfig -e to enable dt. 

Step 4. Ensure /etc/dt/config/Xservers exists. Ifnot, use /usr/dt/config/dtrc .d/20_graph_conf to 
create. 

Step 5. Ensure the line: * Locallocal@console /usrlbin/Xll/X :0 is not commented out ofthe 
/etc/dt/config/Xservers file. 

( ;ep 6. Reboot HP-UX. 

Symptom: HP-UX does not recognize the graphics cards. unlmown appears in the loscan output for these 
cards 

Step 1. Examine the output ofthe swlist command to ensure the correct version ofHP-UX is installed. 

Step 2. Update HP-UX as necessary 
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Installing Disk Drives 

rp54xx servers support up to four optionai internai hard drives. These drives must be installed in the 
following sequence: 

2 Path 0/0/2/0.2 .O 

Path 0/0/1/1/1.0.0 1 Path 0/0/1/1.2.0 

Rhrr006a 

It is not necessary to shutdown the HP-UX operating system or power offthe server to install a new disk. 
Follow this procedure to add internai hard disk drives to your rp54xx server. 

Step I. If a front bezei is instalied on the face of the server, open the right-hand panel to gain access to the 
disk slots. 

Step 2. Remove the disk drive slot cover. 

Step 3. Insert the new disk drive in to the siot untii the rear connectors snap into piace in the card guide. As 
shown in the following graphic, the notches at the top ofthe disk drives must snap over the small 
brackets in the disk bay to ensure a firm connection. 
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Step 4. Secure the connection by pushing the blue release lever closed. 

Step 5. Refer to HP-UX documentation to configure the new disk. 
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The following paragraphs describe the indicators and connections ofthe rp54xx Core 110. Cor;--uo-êó"nsists of 
a LAN/SCSI card in slot 1 (lower slot in graphic) anda Guardian Service Processor (GSP) in slot 2 (upper slot 
in graphic). There are two versions of GSP, revision A and revision B. 

Revision A GSP 

The following graphic shows the indicators and connectors for the revision A GSP and LAN/SCSI Core 110 
boards. 

1 

5 

1. 10-Base-T LAN (RJ-45) Connector 
GSPLAN. 

2. Green/Red (Upper LED) 
Green = GSP Power On. 
Flashing Green = LAN Receive. 

2&3 

6&7 

Red = Guardian Support Processor Test Failed. 

3. Green/Red, (Lower LED) 
Green = Link OK. 
Flashing Green = LAN Transmit. 
Red = Guardian Support Processor Test Failed. 

4. Console/UPS/Remote Connector (D-Type 25-Pin female). 
Requires an A5191-63001 "W" adapter cable 

5. 10/100 Base-T = Primary LAN (RJ-45) Connection 
Path 01010/0 
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6. Green/Yellow (Upper LEP) · . ~"' 

Green = 100 Base-T Mod;---~--
Green Blinking = 100 Base-T Receiving 
Amber = 10 Base-T Mode 
Amber Blinking = 10 Base-T Receiving 

7. Green (Lower LED) 
Green = Link OK (101100 Base-T Mode indicated by LED #6) 
Green Blinking = Transmitting 

8. Ultra-2 SCSI Connector (68-Pin VHDCI SCSI) 
Path O I O 11 I O 

9. SCSI Mode (Green, Upper LED) 
On = Low Voltage Differential (LVD) Mode. 
Off = Single Ended Mode. 

10. SCSI Terminator Power (Amber, Lower LED) 
On = Terminator power present 
Off = Terminator power Not present. 

_levision B GSP 

Cable Connections 

Core 1/0 Connections 

The following graphic shows the indicators and connectors for the revision B GSP and LAN/SCSI Core 110 
boards. 

I 
1 2&3 4 
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Core 1/0 Connections 

1. 10/100-Base-T LAN (RJ-45) Connector. 
GSPLAN. 

2. Green!Red (Upper LED). 
Green = GSP Power On. 
Red = Guardian Support Processor Test Failed. 

3. Green/Yellow, (Lower LED). 
Green = 100 Base-T Link OK. 
Flashing Green = 100 Base-T LAN Activity. 
Yellow = 10 Base-T Link OK. 
Flashing Yellow = 10 Base -T LAN Activity. 

4. Console!UPS/Remote Connector (D-Type 25-Pin female). 
Requires an A6144-63001 "M" adapter cable. 

5. 10/100 Base-T = Primary LAN (RJ-45) Connection. 
Path 0/0/0/0. 

6. Green/Yellow (Upper LED). 
Green = 100 Base-T Mode. 
Green Blinking = 100 Base-T Receiving. 
Amber = 10 Base-T Mode. 
Amber Blinking = 10 Base-T Receiving. 

7. Green (Lower LED). 
Green = Link OK (10/100 Base-T Mode indicated by LED #6). 
Green Blinking = Transmitting. 

8. Ultra-2 SCSI Connector (68-Pin VHDCI SCSI). 
Path O/OI 110. 

9. ~.ÇSI Mode (Green, Upper LED) 
On = Low Voltage Differential (LVD) Mode. 
Off = Single Ended Mode. 

10. SCSI Terminator Power (Amber, Lower LED) 
On = Terminator power present 
Off = Terminator power Not present. 
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Guardian Service Processor (GSP) Overview 

This section provides an overview ofthe Guardian Service Processar (GSP). The GSP is an always on, 
dedicated service processar that monitors system power, cooling and configuration, and provides console 
communications. Power and cooling information is obtained via an interface to the platform monitor card. 
Configuration information is obtained via connection to the Serial Presence Detect (SPD) bus. The GSP can 
only be installed in slot 2 and must be present for the server to power up. 

The GSP has downloadable firmware which can be updated independent ofthe HP-UX operating system. 
GSP firmware updates can occur anytime the GSP is active. If the DC power switch is OFF, the GSP is still 
operational and GSP firmware updates can still occur. GSP firmware updates may be performed by 
customers. 

lfthe GSP becomes hung, it is possible to reset the GSP without impacting the server. The GSP may be reset 
via the GSP RESET button on the right side ofthe card. The PCI cover panel (right side pane!) must first be 
removed to allow access to the right side if the GSP card. 

The GSP has two connectors on the bulkhead. An RJ-45 for LAN connections anda female DB25 connector for 
RS-232 connections. Attach either a "W" or an "M" cable to the DB25 connector to provide individual output 
)r CONSOLE, REMOTE and UPS. 

To access the GSP from the local ASCII console, type control b and the GSP> prompt will appear. lt may be 
necessary to type control Ecffrrst. To exit the GSP, type GSP>co. 

The GSP was originally a core component ofthe revision A rp5400 (A5576A) and rp5450 (A5191A) servers. 
Beginning with introduction ofthe revision B rp5400 (A5576B), rp5450 (A5191B), and rp5470 servers the 
GSP became a separate, must order product (A6696A). 

There are two revisions ofrp54xx GSP: rev A (A6696A) and rev B (A6696B). Both GSPs must be installed in 
~rder for the server to power up. 

GSPLAN 

This LAN is exclusively for LAN console access and is not configurable via HP-UX. The LAN is configured via 
GSP commands. Hostname, IP, gateway and subnet mask parameters may be set via the GSP>lc command. 
The GSP may also initiate ping via the GSP>xd command. 

GSPRS-232 

The DB25 connector on the GSP is used for RS-232 communications to a local console (via CONSOLE 

C-mnector), a remote console via modem (REMOTE connector), anda UPS (UPS connector). The baud rate, 
..erm type, etc., ofthe CONSOLE and REMOTE ports are configured via GSP>ca command. 

The GSP supports VTlOO and HPTERM terminal emulation. For correct communications, the GSP and 
RS-232 device must use the same terminal emulation and baud rates. 

GSP Features 

The revision A GSP provides a 10 base-T LAN connector for LAN console access anda DB-25 connector to 
which the A5191-63001 W-cable connects. The W-cable providês REMOTE, UPS, and CONSOLE DB-9 
connectors. 

Features ofthe revision A GSP are: 

• 10 Base-T LAN connector for revision A GSP 
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Guardian Service Processar (GSP) Overview 

• 10/100 Base-T LAN connector for revision B GSP 

• On-board processor dedicated to GSP functions 

• Error logging and notification 

• Display of system alerta and selftest chassis codes 

• Powered by 15 VDC housekeeping power that is present when the front pane! switch is off 

• Power and configuration monitoring 

• RS-232, LAN, REMOTE and WEB console access 

• Administrator and user security 

• Alphanumeric paging. 

There are two revisions ofrp54xx GSP: revision A (A6696A) and revision B (A6696B). Dueto significant 
hardware differences between the revision A and B GSP, each GSP requires it's own firmware. Revision A 
GSP firmware can only be installed in a revision A GSP and revision B GSP firmware can only be installed in 
a revision B GSP. The hardware differences are necessary to incorporate the embedded web access, 10/100 
Base-t LAN, and faster GSP processor. 

The GSP provides four types of console access: RS-232, Remote, LAN and Web. Console information is 
mirrored to ali four console types. Refer to Configure System Console for more information. 

The GSP was originally a core component ofthe revision A rp5400 (A5576A) and rp5450 (A5191A) servers. 
Beginning with introduction ofthe revision B rp5400 (A5576B), rp5450 (A5191B), and rp5470 servers the 
GSP became a separate, must order product (A6696A). 

Revision A GSP 

The revision A GSP is identified by product number A6696A and part numbers: A5191-60012, A5191-69012, 
and~A5191-69112 . . , ... 

The revision A GSP requires a "W" cable to be attached to the DB25 connector. The part number ofthe "W" is 
A5191-63001. The "W" cable provides female DB9 connectors for CONSOLE, REMOTE and UPS. The 
maximum supported baud rate for the CONSOLE and REMOTE connectors is 19200 baud and 1200 baud for 
the UPS. 

The paths for the CONSOLE, UPS, and REMOTE are 0/0/4/0.0,0/0/4/0.1, and 0/0/4/0.2 respectively. 

For the rev A GSP, the web console is accomplished by shipping one J3591A Secure Web Console with each 
rp54xx server. The Secure Web Console can be used in place of an ASCII console to provide console access via 
a web connection. lfyou are installing an rp54xx server that does not have an ASCII console, you may use the 
Secure Web Console as the console. However, you must first configure the Secure Web Console. Refer to 
Secure Web Console Installation and Configuration for more information on SWC Installation/Configuration. 

Revision B GSP 

The revision B GSP is identified by product number A6696B and part numbers: A6144-60012, A6144-69012, 
and A6144-69112. 

The revision B GSP requires an "M" cable to be attached to the DB25 connector. The part number of the "M" 
cable is A6144-63001. The "M" cable provides female DB9 connectors for CONSOLE, REMOTE, and UPS. 
The maximum supported baud rate for the CONSOLE and REMOTE connectors is 38400 baud and 1200 
baud for the UPS. 

The paths for the CONSOLE, UPS, and REMOTE are 0/0/4/1.0, 0/0/4/1.1 and 0/0/4/1.2 respectively. 
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Configure System Consoles 

rp54xx servers provide RS-232, REMOTE, LAN and WEB console access. All console access involves the 
Guardian Service Processar (GSP). rp54xx servers use either a revision A or revision B GSP. Below is an 
illustration of the console access provided by the revision A GSP. 

c 

Revision A GSP Console Access 

Si te 
LAN 

LAN 

Remote 
CoJL~ole 

RS·232 

The revision B GSP has embedded web access, eliminating the need for an externai Secure Web Console 
(SWC). Below is an illustration ofthe console access provided by the revision A GSP. 

c· 
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Configure System Consoles 

GSP Cables 

Re\"ision B GSP Console Access 

Site 
LAN 

LAN 
Connector 

Remote 
CoJLçole · 

RS-232 
Connector 

Both the revision A and B GSPs provide a DB-25 connector for RS-232 communications. Connect the 
A5191-63001 W- cable to the revision A GSP DB25 connector or connect the A6144-63001 M-cable to the 
revÍaion B GSP DB25 connector. These cables provide individual DB9 connectors for REMOTE, UPS and 
CONSOLE. 

NOTE Use the A5191-63001 W-cable with revision A GSP and A6144-63001 M-cable with r evision B 
GSP only . Failure to use the right cable can result in reduced functionality. 

The W and M-cables are slightly different. The W-cable has full RS-232 capability on the REMOTE and 
CONSOLE connectors and partial RS-232 capability on the UPS connector. The M-cable has full RS-232 
capability on the REMOTE and UPS connectors and partial RS-232 capability on the CONSOLE connector. 
The cable change isto be consistent with rp54xx functionality. The cables are different colors to easily tell 
them apart. The W-cable is gray and has part number A5191-63001. The M-cable is black and has part .r 
number A6144-63001. · ''" 

Configure RS-232 Console 

The physical connections for an RS-232 console include attaching the correct cable to the GSP. Next, connect 
the 24542G cable (supplied) to the CONSOLE connector and the serial port ofthe ASCII console. A personal 
compu ter (PC) running terminal emulation software may be used in place of an ASCII console. Refer to the 
illustration below for RS-232 console. 
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Configure System Consoles 

Step 1. The GSP is located in slot 2 of the rp54xx' rear card cage. Connect the 25-pin end of: 

• the A5191-63001 W-cable to the 25-pin connector on the revision A GSP card (A5191-60012) OR 

• the A6144-63001 M-cable to the 25-pin connector on the revision B GSP card (A6144-60012) 

Step 2. Connect the 9-pin "Console" connector of either the W or M-cable to the 9-pin D-type connector of a 
24542G RS-232 cable. 

Step 3. Connect the 25-pin end of the 24542G serial cable to the serial/RS232 port on the ASCII console. 
(RS232 Serial Port labeling may vary depending on manufacturer.) 

Step 4. Connect the System Console to input AC power. 

Step 5. Tum the System Console AC power switch to ON. 

After the physical connections have been made, configure the ASCII console. When using the C1099A 

C 1rminal Console, the default settings are recommended. Refer to the C1099A Terminal Console operating 
111anual for instructions on how to obtain default settings. 

The HP 700 series console may also be used as an ASCII console. Both the C1099A Terminal Console and 
S700 consoles support HPterm and VTlOO emulations. The emulation ofthe GSP and ASCII console need not 
match for communications between them to occur. However, to ensure proper communications, HP 
recommends the ASCII console and GSP use the same emulation. HP also recommends that other 
configurable parameters on the GSP match those ofthe ASCII console. Baud rate, startlstop bits, etc ... The 
default emulation of the GSP is VTlOO. 

Below is a procedure to configure a HP 700 serial console for VTlOO emulation. 
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HP 700 Series System Console Configuration t ~--· .. . 

The following describes the steps required to configure the HP 700 series terminal for VT-100 ~'i-ror/,. 
operation with an rp54xx server. 

Although any terminal capable of operating in VT-100 mode can be used, the HP700 series terminal is used 
here as an example beca use it is fairly common and it's configuration is typical ofmany terminais currently in 
use. 

HP700 VT-100 Mode Configuration The following procedure outlines the steps to configure the HP700 
series terminal for VT100 operation. 

NOTE You may use either the arrow keys or the tab key to move between the setting options on the 
screen. 

1. Press [conflg keys] function key. [f8] 

2. Press [tennlnal conflg] function key. [f5] 

3. Move to Terminal ID and enter "vt100". 

4. Move to Set TermMode and, using the [Prev] and [Next] keys, select "EM100". 

5. Press the [config keys] function key. [f8] 

6. Press the [ansi config] function key. [f6] 

7. Move to "multipage" and, using the [Prev] and [Next] keys, select "yes". 
(Enables screen scrolling). 

8. Move to Backspace Del and, using the [Prev] and [Next] keys, select "Backspace/Del". 

9. Move toEMlOO ID and, using the [Prev] and [Next] keys, select "EM100" . . 
Configure the Asynchronous Values of the GSP 

After the ASCII console has been configured and physical connections made, make any necessary changes to 
the asynchronous values of the GSP. 

1. Access the GSP with the ctrl+h entry. The GSP will respond with a GSP> prompt. 

2. At the GSP prompt, enter the Configure Asynchronous (ca) command: 

The ca command will start a series of prompts. Respond to each prompt with the appropriate information. 

Example 4-1 CAcommand 

Leaving Console Mode - you may lose write access . When Console Mode returns, type 
AEcf to get console write access . 

GSP Host Name: fesrhapgsp 

GSP> ca 

CA This command allows you to modify the local and remate modem serial 
portconfigurations. 

Current configuration settings: 

Local Console Serial Port bit rate : 9600 bits/s 

Local Console Serial Port Flow Control : Software 
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Local Consõle- Serial Port Terminal Type: vtlOO 

Remote Console Serial Port Modem Protocol: CCITT Remote Console Serial Port Modem 

bit rate: 19200 bits/s 

Remate Console Serial Port Modem Flow Control: Software 

Remote Console Serial Port Modem Transmit Configuration Strings: Enabled 

Remote Console Serial Port Modem Presence: always connected 

Do you want to modify the Local Console Serial Port settings? (Y/[N]) 

Do you want to modify the Remote Console Serial Port Modem settings? (Y/[N]) 

GSP Host Name: fesrhapgsp 

Ifnecessary, use the GSP help facility by typing GSP>he. Once in the help facility, type the command need 
help with. Use LI for a list of commands. 

The following baud rates are recommended for the revision A GSP: 

• Console: 19200 

Remote: 19200 

• UPS: 1200 

The following baud rates are recommended for the revision B GSP: 

• Console: 38400 

• Remote: 38400 

• UPS: 1200 
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The remote console allows console access via modem connections. Below is an illustration of the'REMOTE · 
console. 

'W ' or'M' 
Cable 

('W' •!.>Wll) 

GSP Bulkhead 
(Some for Rov A&: B) 

Remote Console 
Rev A&B GSP 

O r ... 

The GSP>ca command is used to configure asynchronous settings for the REMOTE console. Baud rates and 
emulations should match between the modems, remote ASCII terminal and the GSP. Refer to, "Configure 
RS~3.2 Console" for information about setting these values. 
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The LAN console allows you to access the console from the LAN using TelNet or http (revision B GSP only) 
protocols. Below is an illustration ofthe LAN console. 

., 

LAN Console 
Rev A&B GSP 

~ ''""·-· -~·· r.~ l. ' .i, .;; i . 
~ -~·. - -

LAN 

~ 
~ 

Site LAN 

GSP Bulkhead 
(•ame for rev A C!r B) 

...... • • .l · ·-

The configuration ofthe LAN console ofboth the revision A and B GSPs may be done from either an ASCII 
éonsole or the externai Secure Web Console. For the revision B GSP, an IP may be assigned via LAN by 
pinging the LAN from a PC or workstation. 

Configuring the GSP LAN Port via an ASCII console 

The LAN port ofthe GSP allows connection via TelNet or http connections. Once the LAN parameters are 
configured, the console may be accessed via a TelNet connection or via a web browser (revision B GSP only). 
The default IP ofthe GSP LAN is 127.0.0.1. 

NOTE The GSP has a separa te LAN port from the system LAN port. It will need a separa te LAN drop, 
IP address, and networking information from the port used by HP-UX. 
Before starting this procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 

• Gateway address 

• Hostname (this is used when messages are logged or printed) 

To configure the GSP LAN port, perform the following steps: 

1. Access the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the LAN Configuration (lc) command: 

GSP> lc 
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The lo oommand will start a series of prompts. Respond to eaoh prompt with the appropriate ~!~, · _________ .... 

Example 4-2 LC command 

Leaving Console Mode - you may lose write access. When Console Mode returns, type 
AEcf to get console write access. 

GSP Host Name: fesrhapgsp 

GSP> lc 

LC This command allows you to modify the LAN configuration. 

Current configuration: 

MAC Address: Ox00306e050a63 

IP Address: 15.8.133.185 

GSP Host Name: fesrhapgsp 

Subnet Mask: 255.255.248.0 

Gateway: 15.8.128.1 

Web Console Port Number: 2023 

Do you want to modify the LAN configuration? (Y/[N]) 

GSP Host Name: fesrhapgsp 

The revision B GSP introduces a configurable Web Console Port Number parameter. The default value is 
2023. Once the GSP LAN is configured, it is accessible via either TelNet or web connections. 

Configuring the GSP LAN Port via LAN 

The:revision B GSP LAN port can be assigned an IP address without using the LAN Configuration (lc) 
comihand via an ASCII console. This section describes how to assign the IP address allowing web access. Once 
web access is accomplished, use the lc command to configure remaining network parameters. 

NOTE The GSP LAN port is separate from the system LAN port. It will need a separate LAN drop, IP 
address, and networking information from the port used by HP-UX. 
Before starting this procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 

• Gateway address 

• Hostname (this is used when messages are logged or printed) 

To configure the GSP LAN port via LAN, perform the following steps: 

NOTE The GSP must be on the same subnet as the system being used to remotely configure 
the LAN port. Ifit is not, the remote configuration will be unsuccessful. 

Step 6. Determine the MAC address of the revision B GSP by examining the GSP MAC address label on 
the rear of the server. 

Step 7. Use the route add command to add the I.P address ofthe GSP and remote system to the router. 
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Cable Connections 

Configure System Consoles 

Step 8. Use the arp command to add an ARP entry for the IP address using the GSP MAC address. 

• For HP-UX systems, the format ofthe MAC address is 00:30:6e:05:0a:ea 

• For MS DOS systems, the format o f the MAC address is 00-30-6e-05-0a-ea 

Step 9. Use the ping command to assign the I.P address for the GSP. 

Step 10. The revision B GSP is now accessible via LAN. Access the GSP and configure remaining network 
parameters using the LAN Configuration (lc) command: 

GSP> lc 

The lc command will start a series of prompts. Respond to each prompt with the appropriate information. 

Example4-3 LAN Configuration from a PC 

Configure the Web Console 

For the revision A GSP, the web consoleis accomplished via the J3591A Secure Web Console. Below is an 
illustration of the web console for the revision A GSP. 
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Cable Connections 

Configure System Consoles 

Refer to, "Install a Secure Web Console" for more information on Secure Web Console installation and 
configuration. 
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For the revision B GSP, the web console is an embedded feature. The steps to configure a web console are the 
same as configuring a LAN console. Refer to, "Configure the LAN Console." 
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Once the LANhas been configured, access the web console by pointing a web browser, on the same subnet, to 
the IP of the GSP LAN. 
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Removing and Replacing Components 
Individual Component Remove/Replace lnstructions 

Processor Support Module Remova! 

Processor Support Modules (PSMs) reside on the System Board and are accessed via the Top Service Bay. 
Looking into the Top Service Bay from the front, PSMs are located on either side ofthe server, at the front. 
There can be two PSMs, numbered O and 1 

To remove a PSM from the server, perform the following steps: 

1. Loosen the two captive mounting screws that hold the PSM in place. 

NOTE For the rp54 70, the mounting screws have been replaced by posts and the air baffie is used 
to secure the PSM's. 

2. Grasp the two captive mounting screws and lift the PSM out of the server. 

The following graphic shows a PSM in the server. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The power to the server does not have to be off to remove or replace a HotSwap Power Converter fan. Fans 
numbered 6 and 7 are located in the rear ofthe server. 

To replace a fan into the server, perform the following steps: 

1. Orient the fan assembly so that the electrical plug will connect, then grasp the extended screw-heads (or 
the fan grill) and gently push the fan assembly in to its housing. The fan assembly plug will connect with 
the electrical outlet in back of the housing. 

2. Tighten the captive T-15 screws located diagonally across the face ofthe fan (upper left, lower right sides). 

The following graphic shows where HotSwap Power Converter Fans are located. 
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Individual Component Remove/Replace lnstructions 

\l\ ' -~ ' 
HotSwap Power Converter Fan Removal \ \ ....!J'-L 

The power to the server does not have to be offto remove or replace a HotSwap Power&~~er'f~n. Fans 
numbered 6 and 7 are located in the rear ofthe server. 

To remove a fan from the server, perform the following steps: 

NOTE When one fan has failed (or is removed from the server), the system automatically puts the 
remaining fan in to high speed mode. The noise levei ofthe server will increase. 

1. There are four screws attached to each comer of each fan. Loosen only the captive Torx-head screws 
located diagonally across the face ofthe fan (upper left, lower right sides). 

2. Grasp the extended screw-heads (or the fan grill) and gently pull toward you. The fan assembly will 
unplug from the electrical outlet and slide out of the server. 

CAUTION 

( 

Running the server for extended periods of time with a cooling fan removed may create hot 
spots inside the server and possibly shorten component life. 

Ifthe other fan fails when one fan is removed, the system will halt. 

The following graphic shows where HotSwap Power Converter Fans are located. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

HotSwap Power Supply Replacement 

Up to three power supplies (O through 2), located across the bottom front ofthe server, can be installed in the 
server without removing power. 

To replace a power supply, perform the following steps: 

CAUTION Be careful when putting the power supply into the server. It is heavier than it appears. 

1. Grasp the handle in one hand and support the power supply with the other. Slide the power supply into 
the server. The Power Supply LED should illuminate immediately. 

2. Replace the T-15 mounting screw located to the right ofthe handle near the top ofthe power supply. 

The following graphic shows a front and rear view of a HotSwap Power Supply. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

HotSwap Power Supply Remova! 
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Up to three power supplies (O through 2), located across the bottom front ofthe server, c~ltoêinstalled in the 
server without removing power. 

To remove a power supply from the server, perform the following step: 

L Remove the T-15 mounting screw located to the right ofthe handle near the top ofthe power supply. 

CAUTION Be careful when pulling the power supply out ofthe server. It is heavier than it appears. 

2. Grasp the handle and pull the power supply out ofthe server. 

The following graphic shows a front and rear view of a HotSwap Power Supply. 
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HotSwap Card Cage Fan Replacement 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The power to the server does not have to be off to remove or replace a HotSwap Card C age fan. Fans 
numbered 2, 3, 4, and 5 are located in a four-fan assembly housing located on the left side ofthe server's side 
service bay. 

To replace a fan in the server, orient the replacement fan into its slot in the Side Fan Assembly Housing and 
carefully push it in until it connects with its electrical outlet on the 110 Backplane. 

The following graphic shows a card cage fan being removedlreplaced. 
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Removing and Replacing Components 
Individual Component Remove/Replace lnstructions 

HotSwap Card Cage Fan Remova! 

The power to the server does not have to be off to remove o r replace a HotSwap Card Cage fan . Fans 
numbered 2 , 3, 4, and 5 are located in a four-fan assembly housing located on the left side ofthe server's side 
service bay. 

CAUTION Running the server for extended periods oftime with a cooling fan removed may create hot 
spots inside the server and shorten component life. 

If other fans fail when one fan is removed, the system will halt. 

To remove a fan from the server, perform the following step: 

Identify the fan to be removed and pull it out of the Side Fan Assembly Housing. It will automatically 
disconnect from its electrical outlet on the 110 Backplane. 

NOTE When one fan has failed (or is removed from the server) during operation, the system 
automatically puts the remaining fans into high speed mode. The noise levei ofthe server will 
increase. 

The following graphic shows a card cage fan being removed/replaced. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The power to the server does not have to be offto remove or replace a HotSwap Chassis fan. Fan number Ois 
located in the front of the server and fan number 1 is located at the rear of the server. 

To replace a fan, perform the following steps: 

1. Orient the fan assembly to ensure that the chassis outlet connects with the fan assembly. Ifthe fan power 
connector is covered by the protective cover (see item 1 in the graphic), slide it down to remove it and slide 
it over the power connection on the other side of the fan. Push the fan firmly in to the housing. The fan 
assembly will plug in to the electrical outlet automatically. 

2. Check the LED located on the fan. 

• When the fan is functioning normally, the LED is OFF. 

• When the fan fails, the LED is ON. 

NOTE when one fan has failed (or is removed from the server), the system automatically puts the 
remaining fan in to high speed mode. The noise levei of the server will increase. 

3. Replace the HotSwap Chassis fan cover. 

The following graphic shows a HotSwap Chassis Fan. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

HotSwap Chassis Fan Removal 

The power to the server does not have to be offto remove or replace a HotSwap Chassis fan. 
in the front ofthe server and fan number 1 is at the rear ofthe server. 

To remove a fan from the server, perform the following steps: 

1. Check the fan LED located on the fan . Ifthe LED is illuminated, the fan has failed. 

NOTE When one fan has failed (or is removed from the server), the system automatically puts the 
remaining fan into high speed mode. The noise levei ofthe server will increase. 

2. Grasp the fan grill and gently pull toward you. The fan assembly will unplug from the electrical outlet 
and slide out ofthe server. 

CAUTION Running the server for extended periods oftime with a cooling fan removed may create hot 
spots inside the server and possibly shorten component life. 

If the other fan fails when one fan is removed, the system will halt. 

"1:.~ following graphic shows a HotSwap Chassis Fan. 
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Hotsw~p Chassis Fan Cover Replacement 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The power to the server does not have to be off to remove or replace a HotSwap Chassis Fan cover. Fan 
number Ois located in the front ofthe server and fan number 1 is located at the rear ofthe server. 

To replace a chassis fan cover, perform the following tasks: 

1. Insert the cover into position in front ofthe fan. 

2. Tighten the captive T-15 screws on each side ofthe cover. 

The following graphic shows a HotSwap Chassis Fan Cover. 
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Removing and Replacing Components 
Individual Component Remove/Replace lnstructions 

HotSwap Chassis Fan Cover Removal 

Power to the server does not have to be offto remove or replace a HotSwap Chassis fan cover. Fan number Ois 
in the front of the server and fan number 1 is at the rear of the server. 

To remove a fan cover from the server, perform the following steps: 

1. Loosen the captive T-15 screws from the sides ofthe cover. 

2. Gently pry the cover away from the server and set it aside. 

The following graphic shows a Chassis Fan Cover in place. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

g. Verify that the mirroring is set up properly. 

For example: 
# vgdisplay -v /dev/vgOO 
# lvdisplay /dev/vgOO/loll - lvolS 
# lvlnboot -v /dev/vgOO 

Both disks should list as "Boot Disk" and both should appear in the luollists. 

At this point the system will be fully functional. 

Hot Swap Procedure for Unattached Physical Volumes 

The following steps are an example ofhow to replace a HotPlug disk drive for unattached physical volumes. 
This example assumes the disks are mirrored. 

NOTE HP often uses different manufacturers for disks, but assigns the same product number. The hot 
swap manual procedure will not update disk driver internai information to that of the replaced 
disk drive. 

Step 1. Perform an ioscan on the replaced disk drive to ensure that it is accessible (claimed), to double 
check that it is a proper replacement, and that the device files are present. Refer to the above note. 

For example: # ioscan - fnC disk 

Step 2. Restore the LVM configurationlheaders onto the replaced disk drive from your backup of the LVM 
configuration with the following entry: 
# vgcfgrestore -n <volume group name> /dev/rdsk/cXtxdX 

Forexample: # vgcfgrestore -n /dev/vgOO /dev/rdsk/cXtxdX 

Step 8. Attach the new disk drive to the active volume group with the following ugchange command: 

# vgchange -A y <volume group name> 

For example: # vgchange -A y /dev/vgOO 
'. 

Step 4. Use the mkboot command to make the device bootable. 

For example: # mkboot /dev/rdsk/cXtxdX 

Step 5. Use the mkboot command again to add the HP-UX auto-file-string.For example: # mkboot -a 
"hpux'" /dev/rdsk/cXtxdX 

Step 6. Run lulnboot with the following command: # lvlnboot -R 

Step 7. Resynchronize the mirrors ofthe replaced disk drive with the following command. It may take 
several minutes to copy ali the data from the original copy ofthe data to the mirrored extents. The 
logical volume(s) are still accessible to users' applications during this command. 

# vgsync <VG name> 

For example: # vgsync /dev/vgOO 

At this point the system will be fully functional. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Hot Swap Software Procedure for Attached Physical Volumes 

The following procedure is an example ofhow to recover from replacing a disk that was recognized as an 
attached physical volume. Be sure that ali the software procedures in the Disk Drive Remova[ section have 
been completed prior to starting these steps. This example assumes that the disk was mirrored. 

NOTE HP often uses different manufacturers for disks, but assigns the same product number. The hot 
swap manual procedure will not update disk driver internai information to that ofthe replaced 
disk drive. 

Step 1. Perform an ioscan on the replaced disk drive to ensure that it is accessible (claimed), to double 
check that it is a proper replacement, and that the device files are present. Refer to the above note. 

For example: # ioscan - fnC disk 

Step 2. Use the following procedure to mirror the root disk: 

c 
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a. C reate the new physical volume using the pvcreate command. 
For example: # pvcreate -B /dev/rdsk/cXtXdX 

b. Extend the volume group to include the new physical volume using the vgextend command: 
Forexample: # vgextend /dev/vgOO /dev/dsk/cXtXdX 

c. The mkboot command must be run to make the device bootable. 
For example:# mkboot /dev/rdsk/cXtxdX 

d. Use the mkboot command again to add the HP-UX auto-file-string. 
For example: # mkboot -a "hpux'" /dev/rdsk/cXtXdX 

e. Run lvlnboot with the following command: # lvlnboot -R 

f Run lvextend to put a mirror in to the replaced disk drive. It may take severa! minutes to copy 
the original copy ofthe data to the mirrored extents. The logical volume(s) will still be 
accessible to user applications during this operation. 

For example: 
# lvextend -m 1 <LV name> /dev/dsk/cXtXdX 
OR 
# lvextend -m 2 <LV name> /dev/dsk/cXtXdX (for 3 way mirroring) 

For example: 
# lvextend -m 1 /dev/vg00/lvol4 /dev/dsk/cXtXdX 
OR 
# lvextend -m 1 /dev/vgOO/lvolS /dev/dsk/cXtXdX 

Repeat this for each logical volume to be mirrored. 

Verify that the mirror is bootable and AUTO fileis correct. 

For example: 
# lifls -1 /dev/rdsk/cXtxdX 
OR 
# lifcp /dev/rdsk/cXtxdX:AUTO -
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 
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HotPlug Disk Drive Replacement 

The internai disk drives (up to four) are located at the front right side ofthe server (as you are facing it). 
When proper software and hardware procedures are followed, internai disk drives can be removed and 
replaced while the server is running. 

CAUTJON Disk Drives can be removed or installed with the server still powered on. This is referred to as 
a "manual HotPlug". 

However, DO NOT replace a HotPlug disk drive until a controlled shutdown ofthe operating 
system has been performed. 

Hardware HotPlug Procedure 

To replace a disk drive in the server, grasp the tab at the bottom ofthe cam latch on the selected disk drive, 
push the button inside the cam latch, and pull the cam latch out and up. The disk drive will unlock . Pull 
gently until it slides completely free. 

The following graphic shows disk features. 

A bezel handle 

B cam latch 

c carrier trame 

D standoffs 

E circuit board 

F insertion guide 

G capacity label 

The next graphic depicts disk removaVreplacement. 
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Grasp the tab at the bottom ofthe cam latch on the selected disk drive, then push the button'ipside the ca_m 
latch and pull the cam latch out and up. The disk drive will unlock. Pull gently until it slides c~mpletely free. 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The following graphic shows disk features . 

A bezel handle 
B cam latch 
c carrier frame 
D standoffs 
E circuit board 
F insertion guide 

(_ 
G capacity label 

The next graphic depicts disk removal/replacement. 

_, ..... "'\ 
' .} 

148 

-. -

Fls: O O 51 
f - -~~-

? t 1~ 1 11 
Doe: 



OR 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

# lvreduce -m 1 -A n -k <LV name> /dev/dsk/cXtXcX <pvkey#>& 

(for 2way mirroring) 

For example, enter: 

# lvreduce -m O -A n -k /dev/vg00/lvol4 /dev/dsk/c2t4d0 1& 

The following message will appear: 

Logical volume /dev/vgOO/lvol4 has been successfully reduced. 
lvlnboot: Logical Volume has no extents. 

NOTE It is important to include the ampersand (&) at the end ofthe command line. 
Otherwise, the lvreduce process will hang, and you will need terminal control to 
negate the command. Once the 'successfully reduced' message has been generated, 
manually end the process using the kill -9 command. 

Step 1. Use the ps command to find the PID for the lvreduce process. 

# ps -ef I grep lvreduce 

Step 2. Manually end the process with the Kill -9 command (lt may take several minutes for the process to 
end.). 

# kill -9 <PID> 

Step 3. Repeat steps 4 and 5 for alllogical volumes. 

Step 4. With alllogical volumes reduced, now reduce the volume group using the vgreduce command. For 
example: · 

# vgreduce /dev/vgOO /dev/dsk/c2t6d0 

CAUTION The vgreduce procedure may take a long time to complete. Do NOT terminate this 
process. 

Step 5. Update the disk BDRA using the lvlnboot command. 

# lvlnboot -R 

Step 6. Proceed to the HotPlug Hardware Procedure to remove the bad disk drive from the server. 

HotPlug Hardware Procedure 

CAUTION Disk Drives can be removed or installed with the server still powered on. This is referred to as 
a "manual HotPlug". 

To remove a disk drive from the server, perform the following step: 

Chapter 7 ,.. - 147 



Removing and Replacing Components 
a~;Jo '\ 
\\Í ~')"Á Individual Component Remove/Replace lnstructions 
\ \.,~ 

~- . 

c 

00003 o 
00004 o 
00005 o 
00006 o 
00007 o 
00008 o 

(etc.) 

00003 
00004 
00005 
00006 
00007 
00008 

current 
current 
current 
current 
current 
current 

1 

1 

1 

1 

1 

1 

# lvdisplay 
--- Logical 
LV Name 

-v /dev/vgOO/lvol1 
volumes ---

VG Name 
LV Permission 
LV Status 
Mirror copies 
Consistency Recovery 
Schedule 
LV Size (Mbytes) 
Current LE 
Allocated PE 
Stripes 
Stripe Size (Kbytes) 
Bad block 
Allocation 
IO Timeout (Seconds) 

/dev/vgOO/lvoll 
/dev/vgOO 
read/write 
available/syncd 
1 

MWC 
parallel 
256 
64 
128 
o 
o 
off 
strict/contiguous 
default 

--- Distribution of logical volume 
PV Name LE on PV PE on PV 
/dev/dsk/c1t6d0 64 64 
/dev/dsk/c2t6d0 64 64 

--- Logical extents ---
LE PVl PE1 Status 1 PV2 
00000 /dev/dsk/c1t6d0 00000 current /dev/dsk/c2t6d0 
00001 /dev/dsk/c1t6d0 00001 current /dev/dsk/c2t6d0 
00002 /dev/dsk/c1t6d0 00002 current /dev/dsk/c2t6d0 
00003 /dev/dsk/clt6d0 00003 current /dev/dsk/c2t6d0 
00004 /dev/dsk/c1t6d0 00004 current /dev/dsk/c2t6d0 
00005 /dev/dsk/c1t6d0 00005 current /dev/dsk/c2t6d0 
00006 /dev/dsk/clt6d0 00006 current /dev/dsk/c2t6d0 
00007 /dev/dsk/clt6d0 00007 current /dev/dsk/c2t6d0 
00008 /dev/dsk/c1t6d0 00008 current /dev/dsk/c2t6d0 

'-..:' .. ... 
o o àõ'3 ·:-cü~~en t 
00004 current 
00005 current 
00006 current 
00007 current 
00008 current 

PE2 Status 2 
00000 current 
00001 current 
00002 current 
00003 current 
00004 current 
00005 current 
00006 current 
00007 current 
00008 current 

The pukey stuatus (O or 1 in this example) shown in the first command, maps to the device file 
names (/deu I dsk I clt6d0 or I deu I dsk I c2t6d0) in the second command under columns PVl and 
PV2, respectively. 

Step 5. Reduce any logical volumes that have mirror copies on the faulty disk drive so that they no longer 
mirror onto that disk drive (note the -A n option): 

# lvreduce -m O -A n -k <LV name> /dev/dsk/cXtXcX <pvkey#>& 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

VGDISPLAY: WARNING: COULDN'T QUERY PHYSICAL VOLUME "/DEV/DSK/cXtXdX" 
THE SPECIFIED PATH DOES NOT CORRESPOND TO PHYSICAL VOLUME ATTACHED TO THE 
VOLUME GROUP . 

VGDISPLAY: WARNING: COULDN'T QUERY ALL OF THE PHYSICAL VOLUMES. 

If you see these messages, the disk was defective at the time the volume group was activated. 
Remove the bad disk as described in step 9 of this procedure, then follow the instructions in for 
replacing the disk and perform the HotSwap Procedure for Unattached Physical Volumes described 
there. 

Otherwise, the disk drive became defective after ugchange was run. Proceed to Step 2. 

Step 2. Display the names of all the logical volumes on this volume group with the ugdisplay command. For 
example: 

#vgdisplay /dev/vgOO 

Step 3. Determine which logical volumes have mirrors with the ludisplay command. For example: 

#lvdisplay /dev/vgOO/lvol# I grep -ie "LV Name" -e "Mirrar" 

Step 4. Determine the pukey command status for the mirrored logical volume, again using the ludisplay 
command with the -k option. Compare the output to the ludisplay command with the -u option to 
determine the device file to pukey mapping. For example, 

Chapter 7 

# lvdisplay 
--- Logical 
LV Name 

-v -k /dev/vg00/lvol1 
volumes ---

VG Name 
LV Permission 
LV Status 
Mirrar copies 
Consistency Recovery 
Schedule 
LV Size (Mbytes) 
Current LE 
Allocated PE 
Stripes 
Stripe Size (Kbytes) 
Bad block 
Allocation 
IO Timeout (Seconds) 

/dev/vgOO/lvoll 
/dev/vgOO 
read/write 
available/syncd 
1 

MWC 
parallel 
256 
64 
128 
o 
o 
off 
strict/contiguous 
default 

--- Distribution 
PV Name 
/dev/dsk/clt6d0 
/dev/dsk/c2t6d0 

of logical volume 
LE on PV PE on PV 
64 64 
64 64 

--- Logical extents 
LE PV1 PE1 Status 1 PV2 
00000 o 00000 current 
00001 o 00001 current 
00002 o 00002 current 

11 

'• r· : 

1 
1 
1 

PE2 Status 2 
00000 current 
00001 current 
00002 current 
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HotPlug Disk Drive Removal ,\~~.·~. J 
The internai disk drives (up to four) are located at the front right side ofthe server ~ ~-are·f?cji{g it). 
When proper software and hardware procedures are followed, internai disk drives c~~-!'~ov~'á and 
replaced while the server is running. 

The procedures in this section are in two parts, a HotSwap Software Procedure and a HotPlug Hardware 
Procedure, for removing the disk from the server. 

Before starting these procedures, you must have an up-to-date configuration backup file . Configuration 
backup is performed by default each time an LVM command changes the LVM configuration. The default 
backup files path is: 

/etc/lvmconf/base_vg_name . conf . 

The replacement disk drive must be the same product ID as the disk drive that is being replaced. 

NOTE HP often uses different manufacturers for disks that have the same product number. The 
HotSwap and HotPlug procedures will not update the disk drive's internai information to that 
of the replaced disk drive . 

.-eplacement disk drive will have the same capacity and blocksize as the defective disk because they have 
the same product number. The only field that can be incorrect is the string specifying the vendor's name. This 
will not affect the behavior ofthe LVM. Ifyou desire to update the manufacturer's name, the disks volume 
group must be deactivated and reactivated. 

HotSwap Software Procedure 

Perform these software procedural steps to replace a HotPlug disk drive device: 

Ste,p 1. Determine whether LVM found the physical volume to be defective when the volume group was 
activated. 
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Ifthe volume was defective when the volume group was activated, vgchange will generate the 
following message to the console: 

WARNING 

VGCHANGE: WARNING: COULDN'T ATTACH TO THE VOLUME GROUP PHYSICAL 
VOLUME "/DEV/DSK/cXtXdX" 

VGCHANGE: WARNING: COULDN'T ATTACH TO THE VOLUME GROUP PHYSICAL 
VOLUME "/DEV/DSK/cXtXdX" 

THE PATH OF THE PHYSICAL VOLUME REFERS TO A DEVICE THAT DOES NOT 
EXIST, OR IS NOT CONFIGURED INTO THE KERNAL. 

Ifyou are unsure ofthe status ofvgchange, check it with the vgdisplay command: 

#vgdisplay <VG name> 

For example: 

# vgdisplay /dev/vgOO 

Ifthe disk was defective when the vgchange command was entered, the following message will be 
printed one or more times: 

Fls: 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

PCI Card Separator/Extractor Replacement 

PCI card separator/extractors are located in the Side Service Bay on the PCI Backplane, between PCI cards. 
PCI card separator/extractors are plastic cards with two tab handles and two LEDs. 

To replace a PCI card separator/extractor, perform the following steps: 

1. Insert the PCI card separator/extractor in to the available slot and slide it into the PCI backplane 
connector. 

2. Be sure the two hook tabs on the PCI card separator/extractor insert into the connector blocks on either 
side of the PCI backplane. 

Once you have completed replacement ofthe PCI card separator/extractor into the server, perform the 
following tasks: 

• Replace the PCI card, if necessary. 

• Power up the server. 

Chapter 7 
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PCI Card Separator/Extractor Removal \~,~ _, 

PCI card separator/extractors are located in the Side Service Bay, between the PCI cards. PCI card'-------· 
separator/extractors are plastic cards with two tab handles and two LEDs. 

Before removing a PCI card separator/extractor from the server, perform the following tasks: 

• Shut down the server. 

• Remove the corresponding PCI card. 

To remove a PCI card separator/extractor, perform the following steps: 

1. Carefully slide a long shaft, medium width, flat blade screw driver (item 1) into the Side Service Bay 
along the side ofthe PCI card separator/extractor, and insert it into the slot in the hook tab (item 2). 

(_ 

~-
2. At the point where the PCI card separator/extractor inserts into the PCI backplane connector (item 2), 

there are two slotted, hook tab connectors on the PCI card separator/extractor, one on either side of the 
PCI Backplane connector. Press one then the other to disengage the card from the backplane. 

3. With the two connection points pressed, slide the PCI card separator/extractor out ofthe PCI card cage. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

1. Orient the VO card in its guide and push it in to the server until the card connector seats in the VO 
Backplane card slot. 

2. Connect the VO cable attached to the VO card at the rear PCI bulkhead. 

3. Connect any ribbon cable connectors attached to the VO card in the side service bay. 

The following graphic shows an VO card being replaced. 
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Core 110 Replacement 

rp54xx Core 110 functions are contained on the GSP and LAN/SCSI cards. Both cards are located on the PCI 
Backplane in the side service bay. The LAN/SCSI card is in 110 slot 1 and the GSP card is in slot 2. 

Before replacing either ofthe Core 110 cards, perform the following tasks: 

• Power down the server. 

• Detach ali power cords from the server. 

NOTE For revision B GSP only, remove one ofthe MAC address labels and place on the rear ofthe 
server as shown in the following graphics. 

c 

( " 

To replace a Core 110 card, perform the following steps: 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

rp54xx Core I/0 functions are contained on the GSP revision A/B and LAN/SCSI cards. Both cards are located 
on the PCI Backplane in the side service bay. The LAN/SCSI card is in I/0 slot 1 and the GSP revision A/B 
card is in I/0 slot 2. 

Before removing either ofthe Core I/0 cards from the server, perform the following tasks: 

• Power down the server. 

• Detach all power cords from the server. 

To remove a Core I/0 card from the server, perform the following steps: 

1. Remove all cables attached to the Core I/0 card at the rear bulkhead. 

NOTE Be sure to label the cables before removing them. 

2. Disconnect any ribbon cable connectors attached to the Core I/0 card in the side service bay. 

3. Grasp the edge of the Core I/0 card and pull it out of the server. 

The following graphic shows both Core I/0 cards in the side service bay. 

.. ; . 
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Individual Component Remove/Replace lnstructions 

Front Bezel Replacement (Two Piece) 

The rp54xx server front bezel is divided and hinged on the right (facing the front of the server) si de to provi de 
a door for Disk Media Bay access. The server does not have to be turned off to open the access door or to 
completely remove the bezel. 

The Disk Media Bay door encloses the following components: 

• HotPlug Disks (AO, Al, and BO, Bl). 

• Removable Media (CD-ROM drive, etc.). 

The left side ofthe front bezel encloses the following components: 

• HotSwap Chassis Fan cover. 

• HotSwap Chassis Fan O. 

• HotSwap Power Supplies (up to three). 

To attach the bezel, perform the following steps: 

1. Swing the Disk Media access door open so that the plastic pins that go in to the metal clips on the Disk 
( '\fedia bay are exposed. 

CAUTION The plastic pins holding the bezel on the right side are inserted in to metal clips on the Disk 
Media bay. DO NOT bend the plastic pins or they will break off. 

2. Holding the bezel with both hands, align the bezel pins with the metal clips on the Disk Media bay and 
carefully slide the bezel pins into the clips. 

3. Attach the left side ofthe bezel to the server chassis by aligning the bezel pins with the chassis clipsand 
~press the bezel into the chassis until the pins snap into the clips. 

The following graphic shows the front bezel. 

rhrr002 

4. Swing the Disk Media access door closed and attach it to the right side ofthe server chassis. 
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Individual Component Remove/Replace lnstructions 

Front Bezel Remova! (Two Piece) 

The rp54xx server front bezel is divided and hinged on the right (facing the front ofthe server) side to provide 
a door for Disk Media Bay access. The server does not have to be turned off to open the access door or to 
completely remove the bezel. 

Opening the door provides access to the following components: 

• HotPlug Disks (AO, AI, and BO, Bl). 

• Removable Media (CD-ROM drive, etc.). 

Removing the entire bezel provides access to the components listed above and the following: 

• HotSwap Chassis Fan cover. 

• HotSwap Chassis Fan O. 

• HotSwap Power Supplies (up to three). 

To open the Disk Media access door, grasp the right edge ofthe door and pull out . The door will swing away 
from the chassis, exposing the Disk Media Bay. 

To remove the entire bezel, perform the following steps: 

1. Open the Disk Media access door, exposing the plastic bezel pins inserted in the clips at the top and 
bottom of the Disk Media bay on the left si de. 

2. Grasp the left side ofthe bezel and pull it loose. 

CAUTION DO NOT try to pull the bezel off of the server at this point. The plastic pins holding the 
bezel on the right side are inserted in metal clips on the Disk Media bay and if the plastic 
pins are bent, they will break off. 

3. Grasp the bezel with both hands and carefully slide the bezel to the left until both plastic pins clear the 
metal clips on the Disk Media bay. 

4. Pull the bezel away from the server and set it aside. 

The following graphic shows the front bezel. 
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Individual Component Remove/Replace lnstructions 

Front Bezel Replacement (Single Piece) 
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The rp54xx server front bezel is hinged on the left (facing the front ofthe server). The server does not have to 
be turned offto open or to completely remove the bezel. 

The bezel encloses the following components: 

• HotPlug Disks (AO, Al, and BO, Bl). 

• Removable Media (CD-ROM drive, etc.). 

• HotSwap Chassis Fan cover. 

• HotSwap Chassis Fan O. 

• HotSwap Power Supplies (up to three). 

To attach the bezel, perform the following steps: 

1. Screw the bezel hinge to the threaded inserts on the left side of the server. 

2. Install the hinge cover by aligning the notch in the top of the cover with the top of the assembly cover and 
press firmly into place. 

( 'he following graphic shows the front bezel. 

!. 
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Individual Component Remove/Replace lnstructions 

The rp54xx server front bezel is hinged on the left (facing the front ofthe server). The server does not have to 
be turned offto open or to completely remove the bezel. 

Opening the door provides access to the following components: 

• HotPlug Disks (AO, Al, and BO, Bl). 

• Removable Media (CD-ROM drive, etc.). 

• HotSwap Chassis Fan cover. 

• HotSwap Chassis Fan O. 

• HotSwap Power Supplies (up to three). 

To open the front bezel, grasp the right edge of the bezel and pull out. The bezel will swing away from the 
chassis. 

To remove the entire bezel, perform the following steps: 

1. Open the front bezel and swing it to the left as far as possible. 

2. Pry the hinge cover, located on the left side of the server, off the chassis. 

3. While supporting the bezel, remove the screws that secure the bezel hinge to the left side ofthe server. 

4. Grasp the left si de of the bezel and pull it loose. 

The following graphic shows the front bezel. 
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lr]dividual Component Remove/Replace lnstructions 

Side Cover Replacement 

The power to the server does not have to be off to replace the side cover. However, operation of the server 
without the side cover in place can make it susceptible to EMI problems. 

Replace the side cover according to the following steps: 

1. Grasp the strap handle and insert the tabbed end ofthe cover into the server chassis slots on the right 
side of the si de service bay. 

2. Push the cover into the side service bay opening and fasten the captive T-15 screws that hold the side 
cover in place. 

The following graphic shows the side cover with captive screw locations. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The Side Cover protects the side service bay. The power to the server does not have to be offto remove the side 
cover. However, operation of the server without the si de cover in place can make it susceptible to EMI 
problems. 

Loosen the captive T-15 screws that hold the side cover in place, then grasp the strap handle and pull the 
cover away from the server., 

The following graphic shows the side cover with captive screw locations. 
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Top Cover Replacement 

The power to the server does not have to be off to remove or replace the top service bay cover and air baffle. 
However, operation of the server without the top cover in place can make it susceptible to EMI problems. 

Set the air baffie in place over the opening for the top service bay and tighten the captive T-15 screws. 

Follow the steps listed below to replace the top cover: 

1. Align the tabs on the end of the top cover with the corresponding slots in the chassis and seat the tabs 
fully into the slots. 

2. Seat the top cover in the top ofthe service bay and tighten the captive T-15 screws that hold the cover in 
place. 

The following graphics show the air baffie and the top service bay cover. The first graphic shows the air baffie. 

c 

ThE!_ second graphic shows the top service bay cover. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Top Cover Remova! 

The power to the server does not have to be off to remove the top cover and air baffie. However, operation of 
the server without the top cover in place can make it susceptible to EMI problems. 

Follow the steps listed below to remove the top cover: 

1. Loosen the captive T-15 screws that hold the top cover in place. 

2. Grasp the strap handles, raise the cover slightly, and pull the cover toward the front of the server to free 
the cover tabs from the slots in the chassis. The air baffie will be exposed. 

Loosen the captive T-15 screws that hold the air baffie in place then lift the air baffie off ofthe server. 

The following graphics show the top service bay cover and the air baffie. The firs t graphic shows the top 
service bay cover. 

The second shows the air baffie. 

Chapter 7 131 

.; 

I_) 



Removing and Replacing Components 
Individual Component Remove/Replace lnstructions 

Stand-alone Server Cover Replacement 

The rp54xx server can be ordered as a stand-alone unit. In this configuration, the server has a one-piece 
protective cover over it and sits on a platform with locking wheels attached. 

To place the server on its wheeled platform, perform the following procedure: 

WARNING The stand-alone server weights 69 kg (150 lbs). Placing the stand-alone server on its 
platform requires three people or a suitable lifting device. Failure to heed this 
precaution can result in serious personal injury or destruction of the server. 

1. Lift the platform and turn both ofthe spring-loaded, flat-headed pins (item 1) a quarter turn to the right 
to lock them out of the way before placing the server on the platform. 

2. Using a lifting devise ora minimum ofthree people, lift the server onto the platform. Align the server and 
platform so that the pins willlock. 

3. Reach under the platform, locate the spring-loaded, flat headed pins and turn them one quarter turn to 
the left to unlock them. Gently slide the server around on the platform until the spring-loaded flat-head 
oins snap into their holes. 

Jnce again, reach under the platform on the right side and fasten both front and back knurl-knobbed, 
spring-loaded pins (item 2). 

To place the cover on a stand-alone server, perform the following procedures: 

1. Set the protective cover on the server and align the holes located near the bottom edge ofboth sides ofthe 
server cover. 

r asten the screws (with captive washers) through the cover, into the platform. 

Tlréfollowing graphic shows the protective cover. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Stand-alone Server Cover Removal 

The rp54xx server can be ordered as a stand-alone unit. In this con:figuration, the server has a one-piece 
protective cover over it and sits on a platform with locking wheels attached. 

To remove the cover from a stand-alone server, perform the following procedures: 

1. Unfasten and remove the screws (with captive washers) located near the bottom edge ofboth sides ofthe 
server cover. 

2. Lift the protective cover off of the server and set it aside. 

WARNING The stand-alone server weights 69 kg 050 lbs). Removing the stand-alone server from 
its platform requires three people or a suitable lifting device. Failure to heed this 
precaution can result in serious personal injury or destruction of the server. 

To remove the server from its wheeled platform, perform the following procedure: 

1. Facing the front ofthe server, reach under the platform on the right side and unfasten the knurl-knobbed, 
spring-loaded pin (item 1). The pin will retract when it is free. Perform the same step at the rear of the 

'rver. The rear knurl-knobbed, spring-loaded pin is aligned behind the front pin, but at the rear ofthe 
erver. 

CD 

2. From the back ofthe server, reach under the platform, behind the knurl-knobbed, spring-loaded pin, and 
locate the flat head ofthe second spring-loaded pin (item 2). This pin is spring-loaded to stay up and keep 
the server from sliding on the platform. Pull the pin down and twist one quarter turn to the left to lock the 
pin down and out ofthe way. Perform the same step at the front ofthe server. 

3. The server is now free from its wheeled platform and can be removed from it. 
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The stand-alone server weights 69 kg (150 lbs). Removing the stand-alone server from 
its platform requires three people or a suitable lifting device. Failure to heed this 
precaution can result in serious personal injury or destruction of the server. 
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Insert the Server from the Front ------- -- -···· 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

rp54xx servers are available in two housings: rack-mounted or stand-alone. Access to servers mounted in an 
HP-supported rack is covered in this section. 

To return the server in to the rack, press the rail clips on either side ofthe server in and push the server into 
the rack until it stops. 

The following graphic shows the server extended and indicates the rail clip location. 
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Removing and Replacing Components 
Individual Component Remove/Replace lnstructions 

Individual Component Remove/Replace Instructions 

Each component has instructions for remova} followed by instructions for replacement. 

Extend the Server out the Front 

rp54xx servers are available in two housings: rack-mounted or stand-alone. Access to servers mounted in an 
HP-supported rack is covered in this section. 

NOTE 

WARNING 

Ensure that there is enough area (Approximately 1.5 meters (4.5 ft) to fully extend the server 
out the front and work on it. 

Ensure that ali anti-tip features (front and rear anti-tip feet installed; adequate 
ballast properly placed, etc.) are employed prior to extending the server. 

·.tend the server, perform the following steps: 

1. Remove the four T-25 screws that fasten the server to the rack. 

2. Grasp the server chassis and slowly pull forward . The server is fully extended when the rail clips are 
locked in place. When fully extended, the top and side service bays are fully accessible. 

The following graphic shows the server extended and indicates the rail clip location . 
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/:_ :· ~_:.:~, Removing and Replacing Components 

' / List ofc{la~geable Parts with Remove and Replace Components 

Processor Support Module 

Extend the Server out the Front (lf Racked) 

! ~?J o L{ { \ ; ~ 
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Stand-alone Server Cover Remova! (lf Not Racked) 

Top Cover Remova! 

Processar Support Module Remova! 

Processar Support Module Replacement 

Top Cover Replacement 

Stand-alone Server Cover Remova! (IfNot Racked) 

Insert the Server from the Front (If Racked) 
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Removing and Replacing Components 
Llst of Changeable Parts wlth Remove and Replace Components 

PCI 1/0 Card 

Extend the Server out the Front (lf Racked) 

Stand-alone Server Cover Remova! (lfNot Racked) 

Side Cover Remova! 

PCI I/0 Card Remova! 

PCI Card Separator/Extractor Remova! 

PCI Card Separator/Extractor Replacement 

PCI I/0 Card Replacement 

Side Cover Replacement 

Stand-alone Server Cover Replacement (IfNot Racked) 

Insert the Server from the Front (lf Racked) 

Power Supply 

t Bezel Remova! (Single Piece) 

Front Bezel Remova! (Two Piece) 

HotSwap Power Supply Remova! 

HotSwap Power Supply Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 

' HotSwap Power Converter Fan 

HotSwap Power Converter Fan Removal 

HotSwap Power Converter Fan Replacement 

Platform Monitor 

Extend the Server out the Front (lf Racked) 

Stand-alone Server Cover Removal (lfNot Racked) 

':::over Remova} 

Platform Monitor Remova} 

Platform Monitor Replacement 

Top Cover Replacement 

Stand-alone Server Cover Replacement (IfNot Racked) 

Insert the Server from the Front (lf Racked) 
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Disk Drive 

Front Bezel Remova} (Single Piece) 

Front Bezel Removal (Two Piece) 

HotPlug Disk Drive Removal 

HotPlug Disk Drive Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 

Display Board 

Front Bezel Removal (Single Piece) 

Front Bezel Removal (Two Piece) 

HotSwap Chassis Fan Cover Removal 

HotSwap Chassis Fan Removal 

Display Board Remova} 

Display Board Replacement 

HotSwap Chassis Fan Replacement 

HotSwap Chassis Fan Cover Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 

FrontBezel 

Front Bezel Remova} (Single Piece) 

Front Bezel Removal (Two Piece) 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 

One Piece Bezel Install 

MemoryDIMM 

Extend the Server out the Front (lf Racked) 

Stand-alone Server Cover Remova} (lfNot Racked) 

Top Cover Removal 

Memory DIMM Remova} 

Memory DIMM Replacement 

Top Cover Replacement 

Stand-alone Server Cover Remova} (lfNot Racked) 

Insert the Server from the Front (lf Racked) 
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Removing and Replacing Components 
Llst of Changeable Parts with Remove and Replace Components 

List of Changeable Parts with Remove and Replace Components 

NOTE When viewed in PDF format, component remove/replace instructions may be accessed directly 
by clicking on the component title listed under each part. 

Cardcage Fan 

Extend the Server out the Front (lfRacked) 

Stand-alone Server Cover Remova! (lfNot Racked) 

Side Cover Remova! 

HotSwap Card Cage Fan Remova! 

HotSwap Card Cage Fan Replacement 

Side Cover Replacement 

{ .d-alone Server Cover Replacement (lfNot Racked) 

Insert the Server from the Front (If Racked) 

Core 110 

Extend the Server out the Front (If Racked) 

Stand-alone Server Cover Remova! (lfNot Racked) 

Side. Cover Remova! 
•\ ' . 

Core I/0 Remova! 

Core I/0 Replacement 

Side Cover Replacement 

Stand-alone Server Cover Replacement (lfNot Racked) 

Insert the Server from the Front (If Racked) 

HotSwap Chassis Fan 

t Bezel Remova! (Single Piece) 

Front Bezel Remova} (Two Piece) 

HotSwap Chassis Fan Cover Remova! 

HotSwap Chassis Fan Remova! 

HotSwap Chassis Fan Replacement 

HotSwap Chassis Fan Cover Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 
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7 Removing and Replacing Components 

The following list of parts can be changed when required to keep the system running properly. The 
remove/replace components shown under each part indicates the path required for access to each. 
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Troubleshooting 

Fan, Power Supply, and Disk LED States 
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Troubleshooting 

Fan, Power Supply, and Disk LED States 

Fan, Power Supply, and Disk LED States 

Type 

Fan 

Power Supply 

Disk Activity 

Disk Attention 

' ~ ~ • 't . ~ ' . • 

Chapter6 

.... 

Status ·- - ·- [State 

o 
On Amber 

Off 

On Green 

• Off 

~"~'-
• Off 

On Amber 

Off 

,-------------------- 1 
State: 

D Fan Failure 

State: 

D Normal operation 

State: 

D Normal operation 

State: 

[] Power Supply 
Failure 

State: 

[] Normal Activity 

,--------------------
State: 

D No Activity - Normal 

State: 

D Ready for HotPiug 

State: 

. D Normal 
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Troubleshooting 

LAN/SCSI LED States 

LAN/SCSI LED States 

Type / Status /State 

~-[ /Sta:e: 1 OObT Mode 
~ O~reen I Flashing Green 

LAN Upper ~F ~S-ta-te-: - -----1 

- or- [] 10bT Mode 
On Amber Flashing Amber 

c F rar: Sta:e: LAN Transmit 
~O~n ,. ur- Flashing Green 

State: 

On Green 
D LVD Mode 

SCSI Upper ;--------rri:~~-
• . ngle Ended Mode 

011 

State: o D Termpower Present OnAmber 

c SCSILower ~-------------~S~ta~te_: ____________ __ 

011 D Termpower Absent 
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GSP - Revision B 

Type I Status lstate 

jj,~ State: 

D GSP Power OK 

State: 

GSP Upper • [] GSP LAN receive 
Flashing Green 

I! 
State: 

D GSP Failure 

State: 

o [] 1 O Base-T Unk 
OnAmber OK 

State: 

o [] 10 Base-T 
Flashing Amber Activity 

GSP Lower 
State: 

• [] 10 Base-T Unk 
On Green OK 

State: 

• [] 10 Base-T 
Flashing Green Activity 

Troubleshooting 

GSP LED States 

/ 
117 



Troubleshooting 
GSP LED States 

GSP LED States 

c 

c 

116 

GSP - R·evision A 

í1YP_e __ T 8tatús- - lstate ____ - -

~~State 
, D GSP Power OK 

I 
State: 

GSP Upper • [] GSP LAN 
Flashing Green receive 

~ 
State: 

D GSP Failure 

l 
~State 

D Link OK 
n 

GSP Lower • 
IState: 

D GSP LAN 
Flashing Green transmit 

------

• State: 

[] GSP Failure 
On Red 

-
CPMI -CORREIOS -h 

0067 
Fls : ------

'Doe: 31 O l 



Chapter .6 . 

jstate 

Troubleshooting 

Expansion 1/0 LED States 

I'I'~S-ta-:e_:_s_lo_t_av_a_il-ab-le ______ 

1 

• Off Flashing 

jstate 

State: 

D Fault detected 
D Power off 

115 



Troubleshooting 

Expansion 1/0 LED States 

Expansion 110 LED States 

• On 

c 

On 

Attention 
(amber) 

State: 

D Slot selected <Or> slot located 
D Power on 

Action: 

D Not ready for OLRAD 

istate 
r----

Attention 
Jstate .. (amber) 

State: 

• D Fault detected 
On Flashing D Poweron 

Attention 
Jstate c, (amber) 

-- - ------

State: 

D Slot selected <Or> slot located 

• D Power is off 

Off On Action: 

D Ready for OLRAD 

114 
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Power Attention 
jstate (green) (amber) 

State: 

• o D Fault detected 
011 Flashing D Poweroff 

I I 

• o Slot available 
I'I' State 

011 

- · - ·. ·~-:- ~ · ....... .. . 

Chapter 6 

" 

Troubleshooting 

PCI I/0 LED States 
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Troubleshooting 
PCII/0 LED States 

PCI 110 LED States 

• c On 

!-
~-~· -

• Off 

c. 
• On 

112 

On 

On 

Flashing 

- -----
State: 

ll Slot selected <Or> slot 
located 

ll Poweron 

Action: 

ll Not ready for OLRAD 

' -"~, 

State: 3 

ll Slot selected <Or> slot 
located 

ll Power is off 

Action: 

ll Ready for OLRAD 

State: 

ll Fault detected 
ll Poweron 

0069 
Fls : ------

L., :. 3 7 o 1 
Doe: ------



Troubleshooting 

Run/Attention/Fault LED States 

Off 

Fault /Description 
(Red) 

~~~- ~------------------------------------------

• State: 

Flashing On 

I 

D Boot failed 
o OS not up and running, PDC has detected a 

failure that is preventing boot from occurring. 
o Non-critical error detected (ie. fan failure, power 

supply failure) 

Action: 

o 1. Check chassis logs 
o 2. Read console messages for indications of 

problems ie. warnings from PDC 

~r-o-~· This is an invalid indication. Check the server's LEDs 
I ~ I =g Flashing and try agam. - - - . i 

I -
~~ Q I Any combination with amber on is an invalid indicalion · 
I on I smce amber 1s neve r on sohd. , 

Chapter 6 
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Troubleshooting 

Run/Attention/Fault LED States 

Run Attn Fault /Description 
~--- ·---· 

(Green) (Amber) (Red) 

• • • State: 

Off 011 On 
[] Boot failed 
[] OS not up and running, PDC has detected a 

failure that is preventing boot from occurring. 

Action: 

[] 1 . Check chassis error logs 
[] 2. Read console messages for indications of 

problems ie. warnings from PDC 

c ~ 1 I I lfl • • This is an invalid indication. Check the server's LEDs 
011 Flashing and try agaln. 

I 
l • g •• State: 
I 

' 011 Flashlng Off 
[] No code is executing (PDC, OS or Diagnostics) 
[] Non-critical error detected (ie. fan failure, power 

I supply failure) (Double fault situation) 

! 
Action: 

i 
[] Cannot execute PDC. lf more than one processar i 

I 

' installed, the problem is most likely a failed I 
I system board. lf only one processar installed, 

problem could be either the processar o r system 

I board. 
I [] Check chassis error logs to determine the source 

of non-critical error. 

r--·--

110 
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Troubleshooting 

Run/Attention/Fault LED States 

' Rurr-/l Attn 1

1

Fault IDescription 
(Green) (Amber) (Red) 

• • • State: 

Off Off Off 
[] A) lf Power LED Off 
[] B) lf Power LED Flashing 
[] C) lf Power LED On 

Action: 

[] A) Check Power Supply switches and LEDs I 

[] Power supply switches should be 
on and LEDs should be on to 
indicate presence of AC. lf Power 

I 

Supply LEDs are on and the Front 
I 

Panel LED is off, replace Power I 

Monitor. i 
[] Check AC power at source I 

i 
I 

[] B) Turn Front Panel Power Switch on - LED i 

should be on solid 
: 

[] lf LED continues to flash, system 
has been remotely powered off by 
the service processar or the power ' 

monitor has failed. 
[] Execute service processar PC 

command: type CTRL B, log into 
the service processar, and type PC ~ 

at the prompt. 
[] lf this doesnlt cause the LED to go 

on solid, problem is most likely with 
the power monitor. 

[] C) Cannot execute PDC. lf more than one 
processar installed, the problem is most likely a 
failed system board. lf only one processar 
installed, problem could be either the processar 
or system board. 

Chapter 6 109 



Troubleshooting 

Run/Attention/Fault LED States 

Run Attn 
(Green) (Amber) 

• o 
Flashing Flashing 

·-c ' 

• g 
' Flashing Flashing 

i 
! 

! 
! 

: 

; 
: 

108 

I 

Fault 'Description 
(Red) 

• State: 

On 
D Boot failed 
D Executing non-OS code. 
D Non-critical errar detected (ie. fan failure, power 

supply failure) 

Action: 

D 1 . Check chassis errar logs 
D 2. Read console messages for indications of 

prablems ie. warnings from PDC 

• State: 

Flashing 
D Unexpected reboot/system recovering. 
D Executing non-OS code. 
D Non-critical errar detected (ie. fan failure, power 

supply failure) 

Action: 

D 1 . Check chassis errar logs 
D 2. Read console messages for indications of 

problems ie. warnings from PDC 

Fls: ------... 

E; ~ Goc: 3 7 O 1 
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\ 
30s o \ .\ 

f · 1 r 

~/ /i \__ ' ' 

Run Attn 
(Green) (Amber) 

• • Flashing Off 

I 

• • Flashing Off 

I 

• o 
Flashing Flashing 

Chapter 6 -' 

Troubleshooting 

Run/Attention/Fault LED States 

Fault /Description 
(Red) 

• State: 

On 
[] Boot failed 
[] Executing non-OS code. 

Action: 

[] 1. Check chassis errar logs 
[] 2. Read console messages for indications of 

problems ie. warnings from PDC 

• State: I 
I 

Flashing 
[] Unexpected reboot occurred 
[] Executing non-OS code. 

Action: 

[] 1 . Check chassis errar logs 
[] 2. Read console messages for indications of 

prablems ie. warnings from PDC 

• State: 

011 ' 
[] Executing non-OS code. 
[] Non-critical errar detected (ie. fan failure, power 

supply failure) 

Action: 

[] Read chassis errar logs starting at entry O to 
determine cause of flashing amber LED and fix 
problem. 

107 



Troubleshooting 

Run/Attention/Fault LED States 

Run Attn Fault /Description 
(Green) (Amber) (Red) .-.-. State: 

Flashing Off Ofl 
[] Executing non-OS code - no problems detected 
[] System may be hung or waiting for BCH 

response 
[] Potential causes could be PDC never executed 

(problem with fetching code from PDH), HPMC 
while PDC was configuring system. 

Action: 

[] Check console for pending responses 
[] lf system appears to be hung, execute TC from 

c GSP prompt and check Last Boot Log for details 
of previous boot attempt. Pay attention to time 
stamps to ensure Last Boot Log reflects last boot 
attempt. 

[] lf necessary, bring system down to minimum 
configuration, processors, memory, 1/0, and 
troubleshoot. 

106 
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Troubleshooting 

Run/Attention/Fault LED States 

j, Run Attn ~Fault IDescription 
(Green) (Amber) (Red) " o 1• This is an invalid indication. Check the server's LEDs 

Flashing On and try agam. 

• o • State: 

On Flashing Flashing 
ll System running, and 
ll A) unexpected reboot occurred, and 
ll B) a non-critical error has been detected 

Action: 

ll A) Check chassis error logs to determine 
probable cause of system crash ( either H PMC o r 
HP-UX System Panic) 

ll A) Check GSP console logs for potential error 
messages from the OS (ie. Panic messages) 

ll B) Check chassis error logs to determine 
probable cause of non-critical error 

ll B) Check Sentinel logs for probable cause of 
non-critical error 

/ 
\ 

/ 
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Troubleshooting 

Run/Attention/Fault LED States 

Run/Attention/Fault LED States 

Off 

' , .. 

104 

- - ~- - - - --·-- - 1 

o System running normally. You should expect an 
OS prompt, if not, system may be hung. 

Action: 

o Attempt to get system prompt to determine if 
system is hung. 

o Talk to customer to determine reason for call . 

is an invalid indication. Check the server's LEDs 
nd try again. 

The system crashed and rebooted itself 
successfully 

11 Check chassis errar logs to determine probable 
cause of system crash (either HPMC or HP-UX 
System Panic) 

11 Check service processar console logs for 
potential errar messages from the OS (ie. Panic 
messages) 

o There was a system interruption that did not take 
the system down 

on: 

o Check chassis errar logs to determine probable 
cause 

11 Check Sentinel logs for probable cause 

--
Fls: -

0013 
~--......-...........,.,._ 
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,.... ____ .__ __ o~s_•:-:--'-rp543-0 --..Jir _!(2_5_4}_9[70 _1/0 8 !o_çk _pjag_rªr:!l- _ Updated 11/6101 

LMMIO Range 

C1l ;I 
~ 

~I N 

8~, 
gl §E, 
:t::: ~§ 8 =' c I 
o c( O 

~ 
~§ 

c: 
w2 

(ij li:: .. 

·~ 
::::.g 

...J 

>- 9Cti .c <.2 c. to"' 
'E (/)~ 

tiS a.. 
o 
co 
E 
Q) 

~ 
(/) 

I L _______ J 

I 1/0 Backplane physicallocation 00ff_ff00_02ff_ff69 
I 

Rope 3--l-

1 
I 
I 

Rope1T 

I 

I 
I 
I 
I 
I 

Elroy 10 
HPA 9fff_4000 
Physlcal Locatlon 0000_00ff_ff0c_ff83 
LMMIO Space OOOO_OOff_ll<IOO_OOOO 

Elroy 12 
HPA 9fff_8000 
Phyalcal Locatlon OOff_IIOb_ll83 
LMMIO Space 0000_0011_9800_0000 

Elroy 8 
HPA 9fff_OOOO 
Physlcal Locatlon 0011_110a_ll83 
LMMIO Space 0000_0011_9000_0000 

Elroy 9 
HPA 9fff_2000 
Physlcal Locatlon 0011_1109_1183 
LMMIO Space 0000_0011_9200_0000 

Elroy 3 
HPA 9ffe_6000 
Phyalcal Locatlon 0011_1108_1183 
LMMIO Space 0000_0011_8600_0000 

Elroy 1 
HPA 9ffa_2000 
Physlcal Locatlon 0011_1107 _ff83 
LMMIO Space 0000_0011_8200_0000 

Elroy 5 
HPA 9ffa_aooo 
Physlcal Locatlon OOII_ff06_1183 
LMMIO Spaca 0000_001f_8a00_0000 

Elroy 2 
HPA 911e_4000 
Physlcal Locallon 00ff_II05_1f83 
LMMIO Space 0000_0011_8400_0000 

Elroy 4 
HPA 911e_8000 
Physlcal Locatlon 0000_00ff_II04_1183 
LMMIO Space 0000_0011_8800_0000 

Shared Slot 66MHz/Mb 
SI oi 4 P ath 014/10 

'''Shared Siot 68MHz/64b 
Slot 3 Path 01412 

Slot2 1 Elroy o 
HPA 9ffe_OOOO I 

Elroy 
o 11_8000_0000- lf_81ff_lffl 
1 11_8200_0000 - ff_83ff_lffl 
2 11_8400_0000 - ff_85ff_lffl 
3 ff_8600_0000 - lf_87ff_lffl 
4 ff_8800_0000 - ff_89ff_lffl 
5 tt_8aoo_oooo - tt_8ctt_tttt 
8 ff_9000_0000 - ff_91 ff_lffl 
9 11_9200_0000 - lf_93ff_lffl 
10 ff_9 400_0000- lf_9711_ffff 
12 ff_9800_0000 - lf_99ff_ffff 

CORE 10 (Siots 1 and 2) 
path base address descriptlon 
0/0/0/0 ffffffflf87f7000 PCI Ethemet 
0/0/1/0 llfflffff871d000 Ultra2 Wlde SCSI 
0/0/1/1 fffffffff8020000 Ultra2 Wlde SCSI 
0/01210 fflffffff8718000 Uhra Wlde SCSI 
0/0/2/1 fflflfflf871a000 Uhra Wlde SCSI 
0/0/4/0 fffffffff8000000 PCI Serial 
0/0/5/0 fflffffff87fc000 PCI Serial 

---------, 
~~~ ~c~o_:1~s .:_-~ J 

LAN 10/100BT 
SCSI- 2 x dual 

LVD 

GSP LAN 
0/0/5/0 

I Phyalcal Locatlon OOOO_OOff_ff01_ff83 Slot 1 
I LMMIO Space 0000_0011_8000_0000 I L------' 

SCSI 
0/0/1/X.X 
0/0/2/X.X 
LAN 
0/0/0/0 

______________________ J • ••Enabled forlntemaiRald. Other 

supported cards may bo used In sto; 

o 
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-
Mcmory ~arrlcr U Mlõll1"'4:, 

f'p54JIJ"""' HW Piath 
~...--&Gil I 8.DI:I!Ms I 192 I 8.DL1v!Ms I 

~=- 0~~ @][ill[ill 
Mcmory ~arrlcr l 

~~~~====l~j ai 

T 
I A.l!l; I SMC o 
'rr--==--r--' Phyloc : 

.. _ .. ll.lwi' ~ flff_ff71 .._ ... olbd :. 

~~~+--R~1:J~~--~~f~--~~ 
lr---~L--u~~~~;L--L~--~1 ~ 

t DE . 
Path 100 Path 96 

HPA led64000 HPA led60000 I 
DEIN 

Path 36 Path 32 
HPA led24000 HPA led20000 

~-----'~~~r~----, r-----~~~~~----, 

r HP~:'.~.~oo l HP~:'.~ .. ~oo 111 HP~~~•~oo I HP~:'.~.,~oo I 
HW Palh 101 HW Palh 97 H'K Pjth 37 HW Palh 33 

Phvloc t103 lt11 Phvlocff02 1111 Phvlocff01 ft11 PhvlocttOO tt11 

r·Power POD ~ 

SYSTEM 
BOARD 

I'Power PODO I DILLON 
I SCANIIF I 

f--i Scratch RAM 

FLASH EPROM f--f--i REGISTERS 

1'2C CONTROLLER, RALPH f--f--i PDH MONITOR 

I NON·VOLATILESRAM 1--'---iRoal Tlmo Cloclt 

~ ELROY 10 1 H PA 9111_ 4000 

~ 1~ ELROY 12 
H PA 9111_8000 

H ELROYI 1~ H PA 9HI 0000 

H 1 ELROY9 
H PA 9HI 2000 

~ ELROY3 r H PA 911e 6000 

~ ELROY1 H HPA 911e 2000 

~ ELROY 5 H H PA 9ffe_a000 

~ ELROY2 1~ H PA 911e 40 00 

ELROY4 H H PA 911 e_8000 

ELROY O H HPA 9ffe _0000 
Path 0/0 

I DC/DC Conv.l 

1/0 Backplane 

POWER ~ lFRONT PANEL 

AC ---? CONVERTER PSO FRONT END rp!í!ilHU1!!. :iystem 
DC ---? PS1 FRONT END Bl!.u:.li DillgJ:li.Jll 

~--------------------~P~S~2~F~R~ON~T~E~N~D~ 

' For 550MHZ ust 2.0Vdc Power POD 
For 650,750MHZ ust 1.6Vdc Powtr POD 

~sabled forrp54301 

n 
'"" "n•ln' 

TWIN TURBO PCI 
slot12 Palh 0110/0 

TWIN TURBO PCI 
slot11 Path 0/12/0 

TURBO PCI 
s lot 1 O Pai h 0/8/0 

TURBO PCI 
s lo t 9 Path 0/9/0 

TURBO PCI 
s lo! 8 Path 0/3/0 

TURBO PCI 
slot 7 Path 0/110 

TURBO PCI 
slot 6 Path 0/5/0 

TURBO PCI 
slol 5 Path 012/0 

PCI 
slo l 4 Path 0/4/0 

· ·pct 
slot 3 Path 0/4/2 

CORE 1/0 PCistot 2 CONSOLE 0/01411 .0 

GSP UPS 0/0/4/1.1 

I GSP LAN 01015/0 I Remoto 0/01411 .2 

LAN 
CORE 1/0 PCislot 1 Path 010/0/0 

ANIS C_, 

Dual Ult r <~ SC SI,Dual Ul tra2 SCSI Ext . SCSI 
f- P at h 0/0/1.1l.X 

DISK 
MEDIA 

Backplane 

f-- HotPiug SE DISK 
~-~P~a~t~h~0~/0~1 1~M~.~O-~ 

L- Hopt:.'~~ ~~~~gi~K 
Ho tPi ug SE OISK 

f' J t h 0 /0/2!0 .0 

HotPiu g SEDIS K 
P a th 0 /0/210 .2 

DVD -ROM I DAT 0101211 X 

**Enabltdfor lnttmal Raid. 
Othu supporttd cards may bt 
ustd in slot 

~ 
C1 
~ 
~ 
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~ 
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r -s;te~ ;;a;;; I 
I physicallocation 
1 ff_IIOO_o1ff_ll69 I 

I I 
I I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

o 

~ 
C/) 

I I 
I 
~-----1 

rp5400/rp5450 1/0 Block Diagram 
----------------------, 

11/0 Backplane Slot 1 

I physicallocatlon ff 1100 0211 1169 - - - I 
I Elroy O Slot 2 

HPA fl!l_fed3_0000 I 
Physicallocation 001!_1101_1183 1 

LMMIO Spece 1800_0000 5v PC! Slot 33MHz/64b 

Elroy 1 
HPA fl!l_fed3_2000 

Physicallocation 001!_1106_1183 
LMMIO Spece 1880_0000 

Elroy 5 
HPA fl!l_fed3_a000 

Physicallocation 0011_1107 _1183 
LMMIO Space ll_fa80_0000 

Elroy 2 
HPA fl!l_fed3_ 4000 

Physicallocation 001!_1108_1183 
LMMIO Spece 11_1900_0000 

Elroy6 
HPA fi!! fed3 cOOO 

Physlcallocatiõn OÕII_1109_1183 
LMMIO Spece ll_lbOO_OOO 

Elroy 3 
HPA fi!! fed3 6000 

Physlcallocatiõn OÕII_110a_ll83 
LMMIO Spece 11_1980_0000 

Elroy 7 
HPA fl!l_fed3_a000 

Physicallocation 001!_f!Ob_ll83 
LMMIO Spece 11_11>80_0000 

Elroy4 
HPA fl!l_fed3_8000 

Physicallocation 001!_110c_1183 
LMMIO Space ll_faOO_OOOO 

Slot 3 Path 01113 

5v PC! Slot 33MHz/64b 
Slot 4 Path 0/112 

5v PC! Slot 33MHz/64b 
Slot 5 Path 011/1 

5v PC! Slot 33MHzl64b 
Slot S Path 011Kl 

L _____________________ ~ 

o 

.---------, 
SCSI 
OI0/1fX.X 
OI0/2fX.X 
LAN 
0101010 

Console 
010/4/0.0 
UPS 
0/014/0.1 
Remo te 
0101410.2 
GSPLAN 
0101510 

LMMIORange 
Elroy 

o ff f800 0000 - ff f87f ffff 
1 ff- f880-0000 - ff- f8ff -ffff 
2 ff -1900-0000- ff -f97f ffff 
3 ff-1980-0000 - ff- f9ff -ffff 
4 ff -faOO -0000- ff -fa7f ffff 
5 ff-a800 0000 - i faff-ffff 
6 ff-fbOO 0000- ff -fb7f-ffff 
7 (fbso=_oooo- tt=_fbtCffff 

CORE 10 (Siots 1 and 2) 
peth base address description 
OKJ/0/0 ft'l!llllf87f7000 PC! Ethemet 
OKJ/1/0 ft'l!llllf87fd000 Ullra2 Wode SCSI 
OKl/1/1 ft'l!llllf8020000 Ultra2 Wide SCSI 
OKJ/2/0 ft'l!llllf8718000 U~ra Wode SCSI 
OKl/2/1 ft'l!llllf87fa000 Ultra Wode SCSI 
0/0/4/0 ft'l!llllf8000000 PC! Serial 
0/0/510 ft'l!llllf87fc000 PCI Serial 

Dlsabled for rp5400 

---------, 
~H~~g ~C~O_!I~s !.._-~ J 

Updated 09124/02 

.... 
-c 
UI 
~ o 
o 
D> 
::l 
c. 
.... -c 
UI 
~ 
UI 
o 

o 
m =;I 
õ o 

c: n o-:><" ro c cn o;- ::r 
o CC !2. ii.l ::;· 

3 c:c 



~ 

o 11 o ~ 
~ 

~ 

~ ~ 

o ~ 

""'-1 -a. c..rp 

• 

.... 
o 
o 

o 

(') 
o 
;u 
;u 
m 
õ 
(/) 

rp5400/rp5450 
Block Diagram 
1 Disabled tor rp5400 I 

I SHOTGUN I 

SYSTEM BOARD 

n 

Astm 

HOTSWAP 
SEDISKS 

mi:O~oo I r ffffl~'i ~oo 1-!--+--.---r-~~ Zo; ~ . 
L-----""'-'-'"'-""""""""----' I BOARD 

L.._--,---'1 -

Memo<y Slots 

I 
I 
I 
LJ_ Elroy1 
I fffflod3_2000 

I 
I 
I 
I 
I 
I 
I 
I -------------------1 

PCIInterface Path Example (taken from ERS document) I 
Dual SCSI l/F is in slot 12 on lhe bus below PPB lhat impfements a SCSI 

Contmller as fundion O, oonnecting a dlsk as target 4, LUN 2· lhe pa1h is: I 
0/4/ott4.2 I 
I I I 111 
I I I I I LLUNNo., 2 I 
I I I I L_ SCSI Target addresss , 4 
I I I L__ Device Number on PCI bus of SCSI PCI Caril I 
1 1 L____ Furcllev Number of PCI -PC I Bridge(PPB) below Rope I 
I Rope, 4(slot 12) 
c__ ___ Astm. o I 

~ 

l...!_";'tl_:... H Omversal PCI Slot 66MAZ/64b 
. ""'"" """" . . Slot S Palh 01210 

I Elroy 6 H Omversal PCI Slot 66MAZ/64b 
ffllled3_COOO Slot9 Palh 01611) 

I Elroy 7 H Omversal PCI Slot 66MHZ/64b 
llllfeci3_EOOO Slot 11 Path 017/0 

I 
I 
I 

GSP lAN 0/0/510 
Console 0/0/411l.O 
UPS 0/0/411l.1 
Remoto 0/0/411l.2 

t------· 

0101211 

I 
I 

~I 
~I 

1/0 BACKPLANE I 

I 
I 
I 
~ 

LAN/SCS I CORE 
1/0 BOARD 

Updated 0912411l2 
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Example 6-1 Chassis Log: Reporting Entity Type = System Firmware 

Troubleshooting 

Chassis Code to FRU Decode 

Log Entry # O :SYSTEM NAME : fesrhapgspDATE: 12/08/2000 TIME: 23 : 46:22ALERT LEVEL: 6 
= Boot possible, pending fai1ure - action requiredSOURCE: 3 = PDHSOURCE DETAIL: O = 
unknown, no source stated SOURCE ID: 3PROBLEM DETAIL: O = no problem detai lCALLER 
ACTIVITY: 1 = test STATUS: OCALLER SUBACTIVITY: 71 = implemen tation 
dependentREPORTING ENTITY TYPE: O = system firmware REPORTING ENTITY ID: 
030x0000306030031710 00000000 OOOOOOFE type O =Data Field Unused0x58003860 30031710 
00006408 08172E16 type 11 = Timestamp 12/08/2000 23:46 : 22Type CR for next entry, Q CR 
to quit. 

Using the example above: 

Step 1. The last 4 digits are 1710. 

Step 2. This is an rp5450 so use Appendix B in the Interpreting Chassis Logs in Detail guide. 

Step 3. Using the FIND feature to look up 1710 in Appendix B, we leam the definition is 
CC_BOOT _INVALID_SPHYR_SETTINGS. 

Step 4. The appropriate action in this example would be to verify the switch settings on the system board 
are set correctly for the installed CPU's. 
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2. The problem is with fan #4. 

3. The problem is a fan failure. 

4. The fan failed on April15, 1999 at 9:29 PM. 

In this example, fan #4 should be replaced to correct the problem. 

Interpreting Chassis Logs Using the chassis_code.codes File 

For chassis logs generated by system firmware (Reporting Entity Type 0), use the chassis_code.codes file for 
chassis code definitions. Each revision of system firmware (AKA Processar Dependent Code or PDC) has a 
unique chassis_code.codes file. This fileis not part of either the PF _Cxxxxx or PHSS_xxxxx server firmware 
patches. The chassis_code.codes files appear in the appendices ofthe Interpreting Chassis Logs in Detail 
guide. 

The definition of a PDC reported chassis code is determined by locating either the last four digits of a chassis 
log or the last three digits of a selftest chassis code in the appropriate chassis_code.codes file. Refer to the 
Interpreting Chassis Logs in Detail guide for definition and examples of selftest chassis codes. 

Be sure to use the appropriate appendix as the PDC for rp5400/rp5450 is different than PDC 
for rp5470. Using the wrong appendix may result in a mis-interpretation ofthe chassis code. 

To quickly learn the definition of a PDC reported chassis code, follow these four steps: 

Step 1. Determine either the last 4 digits of the hex chassis code or the last 3 digits of the selftest chassis 
code. 

Step 2. Go to the appropriate appendix in the Interpreting Chassis Logs in Detail guide. 

Step 3. Locate the chassis code that matches the last 3 or 4 digits. Ifviewing via web browser or Adobe 
Acrobat, use the FIND feature to locate the chassis code. 

Step 4. Take action as appropriate. 

c 
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HP Guardian Service Processor Command Interface 
Type HE to get the list of available commands 

fesrhapgsp: 
ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required 
SOURCE: 6~platform - SOURCE DETAIL: 3=cabinet fan 
PROBLEM DETAIL: 4=fan failure 
GSP> sl 

SL 

Which buffer are you interested in : 
Incoming, Activity, Error, Current boot or Last boot ? (I/A/E/C/L) e 
e 

Do you want to set up filter options on this buffer? (Y/[N]) n 
n 

Type + CR and CR to go up (back in time), 
Type- CR and CR to go down (forward in time), 
Type Q CR to escape. 

Log Entry # O : 
ALBRT LBVBL: 6•Boot possible, pending failure or environmental problem - action required 
REPORTING ENTITY TYPE: 2•power monitor - REPORTING ENTITY ID: 00 
CALLER ACTIVITY: 4•monitor - CALLER SUBACTIVITY: OS~fan 

SOURCB: 6•platform - SOORCB DBTAIL: l•cabinet fan - SOURCB ID: 04 
PROBLBM DBTAIL: 4•fan failure - ACTIVITY STATUS: F 
Data o Low-oooooooo High~oooooooo - type o ~ Data Field Unused 
Data 1 : Low-OF151DOB : High=00006303 - type 11 = Timestamp 04/15/1999 21:29:08 

q 

fesrhapgsp: 
ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required 
SOURCE: 6•platform - SOURCE DETAIL: 3~cabinet fan 
PROBLEM DETAIL: 4•fan failure 
ÔSP> co 

co 

You are now leaving the Guardian Service Processor Command Interface 
and returning to the console mode. Type Ctrl B to reactivate it. 

Main Menu: Enter command or menu > 

Key FRU Identification Fields for Error Chassis Logs 

The following fields are for FRU identification. 

Alert Level: 

Source: 

Source Detail: 

Source ID: 

Problem Detail: 

Timestamp: 

How the problem has affected the system operation. 

What major part ofthe system the alert is referring to (i.e., platform, 
memory, processor, etc.). 

What sub-part ofthe system the alert is referring to (i.e., cabinet fan, 
DIMM, high voltage DC power, etc.). 

Specific FRU referred to in Source and Source Detail (i.e., fan #4). 

Specific problem information (i.e, power off, functional failure, etc.). 

When the problem occurred. 

The above sample system alert message shows the following: 

1. The problem does not affect booting of the system. 
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Interpreting Service Processor Error Chassis Logs 

Accessing the Service Processor Error Chassis Logs will turn the ATIENTION LED, blinking on the front 
pane!, OFF. 

Chassis Logs (located in the Service Processot) contain low levellogging information related to the foliowing 
5 categories: 

• Incoming log: Contains ali chassis logs coming into the Service Processor. 

• Activity log: Contains ali chassis logs related to system activity. 

• Error log: Contains ali error chassis logs. 

• Current boot log: Contains ali chassis logs associated with the current boot. 

• Last boot log: Contains ali chassis logs associated with the last boot. 

The Error Chassis Logs are the ones you need to look at. 

Accessing Error Chassis Logs 

Execute the foliowing steps to access the Error Chassis Logs. 

c _t the system console prompt, type CTRL B 

2. Enter the Service Processor Login and Password 

3. The screen will display: GSP> 

At the GSP> prompt: type SL and press enter 

4. The screen will display: 

Which buffer are you interested in: 
,.Incoming, Error, Current boot, Last boot? ( I/A/E/C/L) , type E, and press enter 
•.\ ., .. 

5. The screen will display: 

Do you want to set up filter options on this buffer? (Y/(NJ), type N, and press enter 

6. The most recent Error Log Entry (Log Entry #O) will be displayed. A carriage return after this will display 
the next log entry. Type Q to stop displaying the log entries. The screen will display: GSP> 

7. At the GSP> prompt: type CO, and press enter to return to the console screen. 

Example of Accessing Error Logs 

!f?~ is an example of accessing the Error Logs from the Boot Console Handler (BCH) Main Menu prompt. 
~ input is shown in ITALICS. 

Main Menu: Enter command ar menu > type CTRL B 
Service Processar login : System Operator 
Service Processar password: ****** (password hidden) 

fesrhapgsp: 

Welcome to HP Guardian Service Processar 
System Name: fesrhapgsp 

ALERT LEVEL: 6=Boot possible, pending failure ar environmental problem - action required 
SOURCE : 6=platform - SOURCE DETAIL : 3=cabinet fan 
PROBLEM DETAIL: 4=fan failure 
GSP> 

96 

Fls: - O O f f 
----- --

Doe: 3701 



Interpreting System Alerts 

Do one of the following: 

1. No response: the alert will time out and the system will continue operating. 

Troubleshooting 

Chassis Code to FRU Decode 

2. A - Responding with the letter A will inform the Service Processar that you have seen the entry. The 
system will continue to operate. 

3. X- Responding with the letter X will inform the Service Processar to disable ali future alert messages. 
This can be re-enabled with a Service Processar command. 

Sample System Alert 

******************** * **** SYSTEM ALERT***** * * * ************ ** ** * ******** * ***** 
ALBRT LBVBL: 6•Boot possible, pending failure or environmental problem - actio n required 
PROBLBM DBTAIL: 4•fan failure - SOURCB ID: 04 
SYSTEM NAME : fesrhapgsp 

MODEL NAME : MODEL STRING : 
SPU POWER: ON 
ACTIVITY/COMPLETION LEVEL : 0 \ 
SYSTEM BOOT IS PENDING 

S/N : 

LEDs : RUN 
FLASH 

ATTENTION 
OFF 

FAULT 
OFF 

REMOTE 
ON 

CALLER ACTIVITY: 4=monitor - CALLER SUBACTIVITY: 05=fan 
REPORTING ENTITY TYPE : 2 =power monitor - REPORTING ENTITY ID: 00 
SOURCB: 6•platform - SOURCB DBTAIL : l•cabinet fan 

Ox002008646304405F · OOOOOOOO 00000000 - type O =Data Field Unused 

Ox582008646304405F 00006303 OF151D08 - type 11 = Timestamp 04/15/1999 21:29 : 0 8 
A: ack read of this entry - X: Disable all future alert messages 
Anything else skip redisplay the log entry 
- >Choice:a 

Key FRU ldentification Fields for System Alerts 

The following fields are used for FRU identification. 

Alert Leve[: 

Source: 

Source Detail: 

How the problem has affected the system operation. 

What major part of the system the alert is referring to (i. e, platform, 
memory, processar, etc ... ). 

What sub-part ofthe system the alert is referring to (i.e, cabinet fan, 
DIMM, high voltage DC power, etc ... ). 

Source ID: 

Problem Detail: 

Timestamp: 

Specific FRU referred to in Source and Source Detail (i.e, cabinet fan #4). 

Specific problem information (i.e, power ofl: functional failure, etc ... ). 

When the problem occurred. 

The above sample system alert shows the following: 

1. The problem does not affect system boot. 

2. The problem is with platform cabinet fan #4. 

3. The problem is a fan failure. Replace fan #4 to correct the problem. 

4. The fan failed on April 15, 1999 at 9:29 PM. 
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Chassis Code to FRU Decode 

Step 2. 
""' --···- ''· / 

The Source Detail, the Source ID, and the Problem Detail values are all not appll'càbie·for the 
Processor row of the table. 

Step 3. The FRU column of the table identifies the FRU as a failing processar. 

Step 4. The Action column ofthe table instructs us to use the Info Menu and PR command ofthe BCH 
Main Menu to identify the failing processar. 

c 

Here is the output of Step 4 in our example: 

Main Menu : Enter command or menu > in 

Information Menu 

Command 

ALL 
BootiNfo 
CAche 
ChipRevisions 
COprocessor 
FRU 
FwrVersion 
IO 

Description 

Display all system information 
Display boot-related information 
Display cache information 
Display revisions of major VLSI 
Display coprocessor information 
Display FRU information 
Display firmware version 
Display I/0 interface information 
Display Core LAN station address 
Display memory information 
Display processar information 

LanAddress 
MEmory 
PRocessar 
WArnings Display selftest warning messages 

Information Menu: Enter command > pr 

PROCESSOR INFORMATION 

HVERSION 
Processar Speed Model 
-------- - -------- --------

1 440 MHz Ox05c4 
3 440 MHz Ox05c4 

Central Bus Speed (in MHz) 
Software ID (dec) 
Software ID (hex) 
Software Capability 

Information Menu: Enter command > 

SVERSION 
Model/Op CVERSION 
--- - ---- --- - --- -

Ox0491 
Ox0491 

82 
1635329341 
Ox6179253d 
OxOllOOOOOfO 

2. o 
2 . o 

Processar 
State 

-------------
Active 
Stopped:Nonresponding 

Processar #3 is Stopped:Nonresponding. Replace Processar #3. 

Interpreting System Alerts 

C m Alerts are reported to the system con~~le when a problem is detected by the Service Processar. These 
alerts are stored in the Service Processar Error Logs. When this new alert is added to the log file, it will cause 
the front panel ATI'ENTION LED to blink. 

' L Vvv - vi'< 
94 ~~~ORREIOS 

00 78, 
Fls: 
---=~-......~~ 

.. 
Doe: 37 01 

-,. 



Troubleshooting 

Chassis Code to FRU Decode 

,/ 

Power Süpply Failure Example 

GSP> sl 

SL 

Which buffer are you interested in 
Incoming , Activity, Error, Current boot or Last boot ? (I/A/E/C/L) e 
e 

Do you want to set up filter options on this buffer? (Y/[N]) n 
n 

Type + CR and CR to go up (back in time) , 
Type- CR and CR to go down (forward in time), 
Type Q to escape. 

Log Entry # O : 
ALERT LEVEL : 6=Boot possible, pending failure or environmental problem - action required 
REPORTING ENTITY TYPE: 2=power monitor - REPORTING ENTITY ID: 00 
CALLER ACTIVITY : 4 • monitor - CALLER SUBACTIVITY: 04 =low voltage power supply 
SOURCE: 4•power - SOURCE DETAIL: 4=high voltage DC power - SOURCE ID : 02 
PROBLEM DETAIL: A• unexpected - ACTIVITY STATUS: F 
Data O Low• OOOOOOOO High• OOOOOOOO - type O = Data Field Unused 
Data 1 : Low=OF152A28 : High=00006303 - type 11 - Timestamp 04/15/1999 21 : 42 : 40 

Problem Analysis 

Step 1. Find the Source value. In this example, it is SOURCE: 4=power. 

Use the Power row ofthe Error Chassis Log-to-FRU Decoder table. 

Step 2. Find the Source Detail value. In this example, it is SOURCE DETAIL: 4=high voltage DC power. 

Use the High Voltage DC Power row ofthe table. 

Step 3. Find the Source ID value. In this example, it is SOURCE ID: 02. 

The failing power supply is Power Supply #2. 

Step 4. The Problem Detail for this row is not applicable. 

Step 5. The FRU column of the table identifies the FRU as the Power Supply. 

The correct action would be to replace Power Supply #2, located in the front of the system. 

Processor Failure Example 

Log Entry # 1 : 
ALERT LEVEL : 6 • Boot possible, pending failure or environmental problem - action 
REPORTING ENTITY TYPE : O=system firmware - REPORTING ENTITY ID: 01 
CALLER ACTIVITY : l • test - CALLER SUBACTIVITY : 62=implementation dependent 
SOURCE: l • processor - SOURCE DETAIL : l=processor general - SOURCE ID: 00 
PROBLEM DETAIL : 3•functional failure - ACTIVITY STATUS: O 
Data O Low=00000003 High=F7000000 - type O = Data Field Unused 
Data 1 : Low-OF160920 : High=00006303 - type 11 - Timestamp 04/15/1999 22:09:32 

Problem Analysis 

Step 1. Find the Source value. In this example, it is SOURCE: l=processor. 

Use the Processor row ofthe Error Chassis Log-to-FRU Decoder table. 
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Table 6-2 Chassis Log Error to FRU Decoder (Continued) 

Chassis Log Field Values and Descriptions from 
LogEntry 

Source Source Detail Source Problem 
ID Detail 

3-PDH Not Applicable N/A NIA 
(N/A) 

4- Power 1- AC Mains N/A 9- Power 
Off 

4- Power 3 - Low Voltage CPU NIA 
DC Power Support 

Module# 

~~ower 4 - High Voltage Power N/A 
DC Power Supply # 

6 - Platform 3 - Cabinet Fan Fan# N/A 

• ·. , .. 
6- Platform 6- Service NIA N/A 

Processar 

6- Platform 7- Power NIA NIA 
Monitor 

7- Memory 1 - Controller NIA NIA 

C \femory 4- SIMM or N/A N/A 
DIMM 

8- I/0 6- Disk N/A Various 
Values 

92 

FRU 

System 
Board 

AC Power 

CPU 
Support 
Module 

Power 
Supply 

Fan 

Core I/0 

Power 
Monitor 

System 
Board 

Memory 
DIMM 

Disk 
Subsyste 
m 

Action to Take 

Replace the System 
Board. 

Check that AC is 
being supplied to ali 
power supplies. 

Replace the 
Processar Support 
Module (on the 
System Board) 
referenced in the 
Source ID. 

Replace the Power 
Supply (in the front 
ofthe system behind 
the bezel) referenced 
in the Source ID. 

Replace the Fan 
referenced in the 
Source ID. 

The Service 
Processar is on the 
GSP I/0 board. 
Replace the GSP 

Replace Platform 
Monitor card. 

Replace the System 
Board. 

Isolate to failing 
DIMM using BCH 
(IN, ME) and ODE 
memory diagnostic. 

Use BCH commands 
and ODE 
diagnostics to check 
disk subsystem. 
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Chassis Code to FRU Decode 

This is a guide to identify failing FRUs from System Alerts and Error Chassis Logs. The guide includes the 
following information: 

• Cross-Referencing Chassis Log Errors to rp54xx FRUs 

• Interpreting System Alerts 

• lnterpreting Service Processar Error Chassis Logs 

There is a detailed interpretation of Chassis Logs and System Alerts in the Interpreting Chassis Logs in 
Detail guide. 

Cross-Referencing Chassis Log Errors to rp54xx FRUs 

Use the following table to identify the failing FRU from the Chassis Log information. You can also use the 
online Error Chassis Log-to-FRU Decoder utility. 

1. Read the Chassis Log entry. 

2. Match the SOURCE, SOURCE DETAIL, SOURCE ID, and PROBLEM DETAIL values (see table 
below) in the Chassis Log entry with the appropriate values in the table. 

3. Read the table from left to right. 

Use these examples to understand how to identify failing FRUs with the table: 

• Power Supply Failure Example 

• Processar Failure Example 
o 

Table 6-2 Chassis Log Error to FRU Decoder 

Chassis Log Field Values and Descriptions from 
LogEntry 

Source Source Detail Source Problem 
FRU Action to Take 

ID Detail 

1 - Processar N ot Applicable N/A N/A Processo r From BCH Main 
{N/A) Menu go to the Info 

Menu and execute 
the PR command to 
determine which 
processar is not 
functioning. 

2 - Processar Not Applicable N/A N/A Processar From BCH Main 
C ache {N/A) Menu go to the Info 

Menu and execute 
the PR command to 
determine which 
processar is not 
functioning. 
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Troubleshooting and FRU identification 

Table 6-1 Problem Symptoms and Repair Actions (Continued) ......... ___ ·~ ·· ""'"~ 

Problem or Problem 
Normal 

Symptom Indicators 
Functioning Troubleshooting Steps Potential FRUs 
Indicators 

Can't boot to Console • Console 1. Use BCH commands • Disk Drive 
ISL. messages messages and to verify 1/0 and 

Disk Media • indicating prompt presence of valid LIF 
Backplane problems indicating you devices. 

booting from are at ISL. • LAN/SCSI 
the primary or 2. Use BCH 

Board 
alternate boot "Wam"command to 

determine if Boot is • l/O path. 
disabled. Backplane 

3. Check for IODC 
tombstones. 

4. Check SP chassis 
error logs. 

} t boot HP-UX boot • HP-UX:boot 1. Check SP chassis • Processor 
BP-UX. erro r messages. error logs. • Disk Drive messages. • HP-UX 2. Run ODE • Disk Media RUNLED prompt. diagnostics. 

backplane BLINKING. • RUNLEDon • LAN/SCSI SOLID. 
• Corrupt 

HP-UX 
' 

c 
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Table 6-1 

Problem or 
Symptom 

NoBCHMain 
Menu prompt. 

Chapter 6 
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Problem Symptoms and Repair Actions (Continued) 

Problem 
Normal 

lndicators 
Functioning Troubleshooting Steps Potential FRUs 
Indicators 

Front Panel • Flashing RUN 1. Check for red LED on • Core 1/0 
RUNLEDis LED. GSP. Iflit red, the Processors • not Forward 

problem is with the • FLASHING. GSP. • Processor 
progress Support 

There is no chassis codes. 2. Check that the 
forward console is properly 

Modules 
• BCHMain 

progress connected and can • Memory 
chassis codes 

Menu prompt. 
communicate with • System 

at the console. the Service Processor 
(CTRL B should get Board 

There is no you the SP login • Console 
BCHMain 
Menu prompt 

prompt). 

at the console. 3. Check Service 
Processor Error logs. 
Look for entries 
related to: 

• Processors 

• Processor 
Support Modules 
(known as low 
voltage DC 
supplies in 
chassis codes. 
Also known as 
power pods). 

• Memory 

4. Reduce to minimum 
configuration and 
troubleshoot from 
there. 
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Table 6-1 Problem Symptoms and Repair Açtions (Continued) 
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Troubleshooting and FRU ldentification 

Problem or Problem 
Normal 

Symptom Indicators 
Functioning Troubleshooting Steps Potential FRUs 
Indicators 

System won't Front Pane! • Power switch 1. Check for remote • Power 

power on when Power LED On. power shutdown via Supplies 

Front Pane! stays PowerLEDon 
GSP>PC command. CPU • • 

Power switch BLINKING SOLID. 2. Check Error Chassis Support 
is turned on. when Power 

Switch is 
Logs. Look for Erro r Module 

tumed on. 
Chassis Log with a • Platform 
Source Detail = Low Monitor 

A'ITENTION Voltage DC Power. 
LED maybe This indicates a • System 

FLASHING. failure of one of the Board 
CPU Support 
Modules. The failing 
CPU support module 

c is indicated in the 
Source ID field. 

3. Ensure there are 2 
working power 
supplies (1 supply for 
rp5400). The LED on 
each supply should 
be lit. 

4. Check to see if GSP 
!-
~- can communicate 

with platform 
monitor. Execute the 
following GSP 

! 

command: 

GSP>PC 

You should get power 
monitor status 
information. 

c 5. Housekeeping 1 
voltage present 
indication. Check 
that platform 
monitor power LED 
is lit. 

6. Platform Monitor 
functioning. Check 
platform monitor 
heartbeat LED is lit. 
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Troubleshooting and FRU identification 

Troubleshooting and FRU identification 

Once you have determined the current system state, you must troubleshoot the system to determine what the 
problem symptoms are and what repair actions to take. 

Problem Symptoms and Repair Actions 

Use this guide to assist you in repairing the system by matching the problem symptom with the appropriate 
troubleshooting step. 

Table 6-1 Problem Symptoms and Repair Actions 

Problem or Problem Normal 

Symptom Indicators Functioning Troubleshooting Steps Potential FRUs 
Indicators 

No indication Front Panel • Power switch 1. AC must be present. • NoAC 
o f PowerLED Off. Check that PDU is present 
Housekeeping OFFwhenAC 

Front Panel plugged in. 
Power • • voltage present is plugged in to 

POWERLED 2. Ensure there are 2 Supplies whenAC system. 
should be working power connected and • Power 

power switch FLASHINGto supplies (1 supply for 
Converter 

in Standby indica te rp5400 ). The LED on 
presence of each supply should • System position. 
Housekeeping be lit. Board 
voltage. 

3. Check for Service • Display 
• PowerLEDon processor prompt Board 

GSPboard (CTRL B at console). 
should be lit 
solid green. 
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Determine Current System State 
To determine the current system state of an rp54xx server, first note the state of all LED indicators on the 
front pane!. Processing this information using the decoders provided can greatly reduce the amount of time 
required to repair a suspected system fault . 

The following procedure lists the tools available to aid you in determining the current system state. 

Step 1. Determine if you can get a system prompt and if so, what kind of prompt. 

Software System Screen Prompt 

Boot Console Handler (BCH) Ma in Menu: Enter command o r 
menu> 

Guardian Service Processar (GSP) GSP> 

Initial System Loader (ISL) ISL> 

c HP UNIX (HP-UX) Prompt varies depending on UNIX state 

Step 2. Decode the Run/Attention/Fault LED States. 

Step 3. Decode the PCI I/0 LED States. 

Step 4. Decode the Fan, Power Supply, and Disk LED States. 

Step 5. Decode the GSP LED States. 

Step 6. Decode the LAN/SCSI LED States. 

c 
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Removing Users 

Utilities 

Configuring the Rev B Guardian Service Processor (GSP) 

You can removedisable) a G8P user with the same 8ecurity options and access control (80) command used to 
add a user. 

To remove a user, perform the following steps: 

1. Go into the G8P with the ctrl+h entry. 

2. At the G8P prompt, enter the 8ecurity options and access control (80) command: 

GSP> so 

3. The first prompt you will see with the so command is for G8P wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes. 
Number of password Faults allowed: 3 

Flow Control Timeout: 5 minutes. 

Do you want to modify the GSP wide parameters? (Y I [N]) __ 

At this point you can modify the G8P wide parameters, or continue with removing a user. To remove o 
users, respond N for no. 

NOTE You will have to step through each user number until you reach the user to be removed. 

4. When you access the number ofthe user to be removed, you must change the data in the prompts for that 
number. 

It is important that, ata minimum, you need to modify the User's state to Disabled. 

Changing the Default GSP Configuration 

This section describes the process of changing G8P default configurations. To change the G8P default 
configuration, perform the following steps: 

1. Go into the G8P with the ctrl+h entry. 

2. At the G8P prompt, enter the Default Configuration (de) command: 

GSP> de 

3. Follow the prompts for the de command, and be sure to have the change information available. 

CAUTION 

· Chapter ·s · 
: .' 

When the 8ecurity configuration is reset, ali users are removed, including the G8P 
administrator. It also disables the remote. Remote must be re-enabled through the main 
console using the Enable Remote (er) command. 
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Utilities 

Configuring the Rev 8 Guardian Service Processor (GSP) 

To add a user, perform the following steps: 

1. Go into the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Security options and access control (SO) command: 

GSP> so 

3. The first prompt you will see with the so command is for GSP wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes . 
. Number of password Faults allowed: 3 
. Flow Control Timeout: 5 minutes. 
Do you want to modify the GSP wide parameters? (Y / [N]) 

At this point you can modify the GSP wide parameters, or continue with adding users. To add users, 
respond N for no. 

NOTE If this is the first time users are being added, the first user added will be the GSP 
administrator. 

c Ifthis is not the first time you are adding users (you are adding additional users), you will 
need to step through ali current users to reach the next available user prompt. 

4. The next prompt that appears will ask the following question: 

Do you want to modify the user number 1 parameters? (Y/[N]/Q to quit) _ 

Follow the series of prompts to enter ali the required fields for adding a user. 

Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry could deny entry to that user. 

An example of an added users information would be: 

User's Name: Joe Smith 
Organization's Name: IT Support 
Dial-back configuration: Disabled 
Access Level: Operator 
Mode: multiple 
User's state: enabled 

~r the number 1 user, the Access level is administrator. 
o~ allows entry for that user one time, then access will 
multiple allows unlimited entries into the GSP. 
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Configuring the Rev B Guardian Service Processor (GSP) 

The Rev B Guardian Service Processar (GSP) is a resident processar within the system that allows the local or 
remote system administrator to monitor and perform administrator functions .. This section provides 
configuration procedures that will instruct you to: 

• Configure the LAN port 

• Add or delete users (maximum of 20) 

• Change the default GSP configuration 

Go to the appropriate section for the task that you wish to accomplish. 

Configuring the GSP LAN Port 

Perform the LAN configuration from the systems local port (either console or the HP secure web console). 

NOTE The GSP has a separate LAN port from the system LAN port. It will need a separa te LAN drop, 
IP address, and networking information from the port used by HP-UX. 
Before starting this procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 

• Gateway address 

• Hostname (this is used when messages are logged or printed) 

To configure the GSP LAN port, perform the following steps: 

1. Go into the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the LAN Configuration (lc) command: 

GSP> lc 

The lc command will start a series of prompts. Respond to each prompt with the appropriate information. 

Adding Users 

The GSP can only have a maximum of20 users (one administrator and 19 operators). By design, the first user 
added to the GSP becomes the GSP administrator. Only the GSP administrator can add or remove users or 
change the GSP configuration. 

NOTE Before starting this procedure, you will need to know the following information: 

• User's name 

• Organization's name 

• Login name 

• U ser's password 
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Utilities 

Configuring the Rev A Guardian Service Processo r (GSP) 

Removing U sers 

You can remove (disable) a G8P user with the same 8ecurity options and access control (80) command used to 
add a user. 

To remove a user, perform the following steps: 

1. Enter the G8P with the ctrl+b entry. 

2. At the G8P prompt, enter the 8ecurity options and access control (80) command: 

GSP> so 

3. The fir st prompt you see with the so command is for G8P-wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes. 
Number of password Faults allowed: 3 
Flow Control Timeout: 5 minutes. 

Do you want to modify the GSP wide parameters? (Y / [N]) 

At this point you can modify the G8P-wide parameters, or continue with removing a user. To remove 
c '3ers, enter N for no. 

NOTE You must step through each user number until you reach the user to be removed. 

4. When you access the number ofthe user to be removed, you must change the data in the prompts for that 
number. 

It is necessary that, ata minimum, you modify the User's state to Disabled. 

Chnnging the Default GSP Configuration 

This section describes the process of changing G8P default configurations. To change the G8P default 
configuration, perform the following steps: 

1. Enter the G8P with the ctrl+b entry. 

2. At the G8P prompt, enter the Default Configuration (de) command: 

GSP> de 

3. Follow the prompts for the de command, and have the change information available. 

~11T-IO_N ___ Wh_e_n-th_e_8_e_c_u_ri_t_y_c_o_n_fi_gu_r_at_i_o_n_i_s_r_e_se_t_,_a_ll_u_s_e_r_s_a_r_e_r_e_m_o_v_e_d_,_in-cl-u-d-in-g-t-h-e-G-8-P-----

80 

administrator. The remote is disabled. The remote must be re-enabled through the main 
console using the Enable Remote (er) command. 
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Utilities 

Configuring the Rev A Guardian Service Processar (GSP) 

1. Enter the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Security options and access control (80) command: 

GSP> so 

3. The first prompt you see with the so command is for GSP-wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes . 
. Number of password Faults allowed: 3 
. Flow Control Timeout: 5 minutes . 
Do you want to modify the GSP wide parameters? (Y I [N)) 

At this point you can modify the GSP-wide parameters or continue adding users. To add users, enter N for 
no. 

NOTE If this is the frrst time users are being added, the first user added will be the GSP 
administrator. 

If this is not the first time you are adding users (you are adding additional users), you will 
need to step through all current users to reach the next available user prompt. 

4. The next prompt that appears will ask the following question: 

Do you want to modify the user number 1 parameters? (Y/[N]/Q to quit) _ 

Follow the series of prompts to enter all the required fields for adding a user. 

CAUTION Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry will deny entry to that user. 

The following is an example of an added users information: 

User's Name: Joe Smith 
Organization's Name: IT Support 
Dial-back configuration: Disabled 
Access Level: Operator 
Mode: multiple 
User's state: enabled 

For the number 1 user, the Access level is administrator. The Mode entry of single ~ 

only allows entry for that user one time, then access will be denied. A Mode e ntry of 
multiple allows unlimited entries into the GSP. 
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Configuring the Rev A Guardian Service Processor (GSP) 

Configuring the Rev A Guardian Service Processor (GSP) 

The Rev A Guardian Service Processar (GSP) is a resident processar within the system that allows the local or 
remote system administrator to monitor and perform administrator functions. This section provides 
configuration procedures that will instruct you to: 

• Configure the LAN port 

• Add or delete users (maximum of20) 

• Change the default GSP configuration 

Go to the appropriate section for the task that you wish to accomplish. 

Configuring the GSP LAN Port 

Perform the LAN configuration from the systems local port (either console or the HP secure web console). 

The GSP has a separa te LAN port from the system LAN port. It will need a separate LAN drop, 
IP address, and networking information from the port used by HP-UX. 
Before starting this procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 

• Gateway address 

• Hostname (this is used when messages are logged or printed). 

To éonfigure the GSP LAN port, perform the following steps: 

1. Go into the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the LAN Configuration (lc) command: 

GSP> lc 

The lc command will start a series of prompts. Respond to each prompt with the appropriate information. 

Adding Users 

r 'tSP can only have a maximum of20 users (one administrator and 19 operators). By design, the first user 
aL~d to the GSP becomes the GSP administrator. Only the GSP administrator can add or remove users or 
change the GSP configuration. 

NOTE Before starting this procedure, you will need to know the following information: 

• U ser's name 

• Organization's name 

• Login name 

• U ser's password 

-------------------------------------------------------------r---CPMI-CORR~g§ 
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Step 4. When the initial power-up boot process completes in approximately o~~v.e.mip~té·~, the BCH 
main menu will be displayed: ~~ .... ./ 

c 

Hnin Menti ---------------------------------------------------------------

Commilml Oe5CI'i pt i 011 

nnut [PIHifll TI <p<~lh>] 
Pllth [PflllrlLTI Cmll KEY] [ <path>] 
SEili'Ch [OlsplayiiPL] [<path>] 

r:nnf i !.Jill'a ti 011 menu 
Ifl frwmilt i 011 mnm1 
m: flv i CC menu 
DcOuy menu 
l1íG nw11u 

!H:.p lny 
li E I p [<menu> I <com:n :111d >] 
flESrT 

:1a i n l·l r: nrr: Fnt c r' cnr:wmnrl OI' menrr > 

nnnl ff'fllll ~ipm: i fi crt p<!lh 
Di sp I ay OI' mo di fy a pat h 
Search for boot devices 

Oispla)'S DI' ~; Hts hnnt valw~s 

IH sp I ny;, lwr' rlr rm'c i nfor-rn at i nn 
Oi sp I ny s ser-vi c e co:~u:JG IHI :-i 

Disploys dcbug comm ands 
Di sp I u~'S lllilllU f<Jct til' i 11[1 comnmnrJs 

Jlr:fii:-;plil~1 th r: r:IIITCI1t lllCilll 

Di sp I nv h c I p f or• mc n11 or' cm:·,Jand 
ncs téwt tlw sy s t cm 

Step 5. To start the boot process using the primary boot path, enter BO PRI, at Boot Console Handler BCH 
main menu prompt and press <ENTER>. 

NOTE Booting a system to a UNIX login prompt from BCH main menu can take 20 minutes 
or longer depending on your software and hardware configuration. 

Step 6. Once the system reaches the UNIX login prompt the following will be displayed on the console 
screen:. 

c 
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rp54xx Server Boot Process 
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Step 3. Several 'self-test boot progress screens will be displayed and will scroll r apidly up the screen. Some 
tests may pause for up to one minute while the test completes. 
The following examples ofthe forward progress screens are typical ofthe screens displayed. 

Brief 

Verbosa 
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Cable Connections 

rp54xx Server Boot Process 

Initial Power-up 

The following section describes the process of applying power to the rp54xx server and booting the system to 
the UNIX Login prompt. The amount of time it takes to go through self-test then boot the system will vary 
widely depending on hardware configuration. The following provides a "typical" procedure. Yours may vary 
depending on software and hardware installed: 

Step 1. Apply AC Power to the system console. 

Step 2. Apply power to the rp54xx server by tuming the front pane! switch to ON. 

c 
,L!ClASS 

~. 
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Power Switch 
(Under Cover) 

--- ---- --- ---- - ------
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\ I{unng the,.Bo,ot process a variety of errors or problems can occur as shown below: 
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Potential Boot Problems 

Front Pane! Power Switch 

Yes 

Yes 

Yes 

Yes 

Boot Console Handler 

Yes 

Yes 

Yes 

Yes 

UNIX Login Prompt 
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rp54xx Server Boot Process 

The length of time an rp54xx server will require to complete the boot process depends on the number of 
processors and the amount ofRAM installed. Average configurations can take more than 20 minutes. 

The boot process consists ofthe following main steps: 

c 

c 
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Typical Boot Process 

Front Pane i Power Sw~ch 

/ 

/ 

System M essages 
denoting forward progress 
* Est. 1-5 minutes 

System M essages 
denoting forward progress 
• Est. 10.20 minutes 

The duration ofthe full boot processcan vary depending on: 
• Number of CPUs installed 
• Amount of memory installed 
• UNIX version installed 
• State of lhe network 
Ali times approximo.te 
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Cable Connections 

GSP Configurable Parameters 

Return the GSP to Default Configurations 

The Default Configuration (de) command is used to reset all or some of the GSP values to the default values. 
To return GSP values to default configurations, perform the following steps: 

1. Access the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Default Configuration (de) command: 

GSP> de 

3. Follow the prompts for the de command, and be sure to have the change information available. 

CAUTION 

Chapter 4 

When the Security configuration is reset, all users are removed, including the GSP 
administrator. It also disables the remote. Remote must be re-enabled through the main 
console using the Enable Remote (er) command. 

71 



I 
Cable Connections I 

GSP Configurable Parameters \ 
\, 

r; 
I ''. 
\ ' \" · .. ,. 

'-.. _______ ... / 

CAUTION Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry could deny entry to that user. 

The following is an example of an added user's information: 

User ' s Name: Joe Smith 
Organization's Name: IT Support 
Dial-back configuration: Disabled 
Access Level: Operator 
Mode : multiple 
User's state: enabled 

For the number 1 user, the Access level is administrator. The Mode entry of single 
only allows entry for that user one time, then access will be denied. A Mode entry of 
multiple allows unlimited entries into the GSP. 

Removin g Users 

~~an remove (disable) a G8P user with the same 8ecurity options and access contrai (80) command used to 
~l user. 

To remove a user, perform the following steps: 

1. Access the G8P with the ctrl+h entry. 

2. At the G8P prompt, enter the 8ecurity options and access control (80) command: 

GSP> so 

3. The first prompt you will see with the 80 command is for G8P-wide parameters: 

:GSP wide parameters are: 
Login Timeout: 1 minutes. 
Number of password Faults allowed: 3 
Flow Control Timeout: 5 minutes . 

Do you want to modify the GSP wide parameters? (Y / [N]) __ 

At this point you can modify the G8P wide parameters, or continue with removing a user. To remove 
users, respond N for no. 

~OTE You will have to step through each user number until you reach the user to be removed. 

4. When you access the number ofthe user to be removed, you must change the data in the prompts for that 
number. 

It is important that, ata minimum, you need to modify the User's state to Disabled. 

~--: .~~ -""';--,_ - · 
-..:_._ __ -~-
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Cable Connections 

GSP Configurable Parameters 

GSP Configurable Parameters 

Once a system console is configured, additional GSP parameters may be set. For a complete list use the 
GSP>he command to access the on-line help facility. 

Examples of three configurable parameters follow. 

Adding Users 

The GSP provides a maximum of 20 users (one administrator and 19 operators). By design, the first user 
added to the GSP becomes the GSP administrator. Only the GSP administrator can add or remove users or 
change the GSP configuration. 

NOTE Before starting this procedure, you will need to know the following information: 

• U ser's name 

• Organization's name 

• Login name 

• User's password 

To add a user, perform the following steps: 

1. Access the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Security options and access control (80) command: 

GSP> so 

3. The first prompt you will see with the so command is for GSP wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes . 
. Number of password Faults allowed: 3 

. Flow Control Timeout: 5 minutes. 
Do you want to modify the GSP wide parameters? (Y I [N]) 

At this point you can modify the GSP wide parameters, or continue with adding users. To add users, 
respond N for no. 

NOTE If this is the first time users are being added, the first user added will be the GSP 
administrator. 

lf this is not the first time you are adding users (you are adding additional users), you will 
need to step through ali current users to reach the next available user prompt. 

4. The next prompt that appears wili ask the foliowing question: 

Do you want to modify the user number 1 parameters? (Y/[N]/Q to quit) _ 

Foliow the series of prompts to enter ali the required fields for adding a user. 
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Cable Conneclions 

Secure Web Console lnstallation a;rvl,> \ 
Step 8. 

I !,_AV'Y 1) 
\ \ \ j()./\--v. 

Connect the 9-pin end of the RS-232 cable (Supplied) to the connector labeled CONS'QL'K_on the . ' '···-·· · _... / A5591-63002 "W-type" adapter cable. "-~. r· . · ;._/ 
-·~---·-

CAUTION To prevent unauthorized access to your rp54xx system, do not connect the other end of the serial 
cable to the Secure Web Console until both the server and the Web Console have both been fully 
configured. 

Step 9. Connect one end of a LAN cable to RJ-45 connector labeled 10-Base-T on the Secure Web Console. 

Step 10. Connect the other end ofthe same LAN cable to your site LAN. 

Step 11. Configure the Secure Web Console in accordance with the documentation that was provided with it 
or refer to http://www.docs.hp.com 

Step 12. Once the Web Console has been properly configured, the remaining end ofthe serial cable between 
the server and the Web Console may be connected. 

c 
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Cable Connections 

Secure Web Console lnstallation 

·., · ~ .......... : :·~·· -:-·· _·· \.// . 

St~p- 2:-Place the Secure Web Console power supply into the bottom portion ofthe wire mounting bracket 
as shown. 

Step 3. Connect one end ofthe power cable to the power supply where indicated. 

Step 4. Position the Secure Web Console unit in the mounting bracket. 

Step 5. Connect the DC out cable from the power supply to the Secure Web Console. 

Step 6. Connect one end ofthe AC power cord (supplied) to the Secure Web Console power supply. 

Step 7. Connect the other end of the AC power cord to an available receptacle. 
On a PDU ifin a cabinet. 
In an available wall outlet ifin a Deskside enclosure. 
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Cable Connections 

Secure Web Console lnstallation 

Secure Web Console Installation 

The following section describes installation of the HP Secure Web Console on inside of the rear door of a 
rack-mounted rp54xx server. 

For technical, installation, and configuration instructions for the Secure Web Console, refer to the following 
URLs on the Internet: 

General information: 
http://www.hp.com/ 

Documentation: 
http://www.docs.hp.com 

NOTE Either the system console (HP series 700 terminal) or the HP Secure Web Console may be 
installed on an rp54xx server, but not at the same time. Both console types use the same DB9 
type LAN Console connector. 

c 

To install the HP Secure Web Console on an rp54xx server, refer to the previous figure and the HP Secure 
Web Console documentation, then proceed as follows: 

Step 1. Install the wire mounting bracket by carefully inserting the two top prongs through the vent grill in 
the rear door of the cabinet as shown above. Position the bracket toward the hinge side of the door. 
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Example 4-6 Combined GSP Browser Window 

n v e n t 

Cable Connections 

Configure System Consoles 

There is nota separate administration "layer" when using the embedded web access ofthe revision B GSP. 
Web console access via the externai Secure Web Console required that you first logon to the SWC, then click 
on ACCESS CONSOLE. User configuration was also performed at the Secure Web Console. However, the 
revision B GSP web console does not require this additional step. When you point the web browser at the IP of 
the GSP LAN, you are directly connected to the GSP. The web console part ofthe GSP employs the same users 
as the GSP. 
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Cable Connections 

Configure System Consoles 

Example 4-5 GSP Web Browser Help Screen 
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GSP Help 
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When the separate GSP window is closed, it appears in the HP invent window with Zoom In/Out above it. 
Click on the Zoom In/Out bar to generate a separate GSP window. 
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Two brows·er window; will appear: a window with a white background and the HP invent logo and a separate 
GSP window with a black background. 

Use the SETTINGS menu bar to configure web browser emulation. The GSP window also has its own HELP 
facility. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Platform Monitor Removal 

The Platform Monitor resides on the System Board and is accessed via the Top Service Bay. 

Removing rp5400 and/or rp5450 Model Platform Monitors 

Looking into the Top Service Bay from the front, the rp5400/rp5450 model Platform Monitor is located on the 
left si de at the front of the serve r. 

To remove the rp5400/rp5450 model Platform Monitor, perform the following steps: 

1. Pull up on the extractor levers on each end ofthe Platform Monitor to unseat it from its socket. 

2. When the Platform Monitor unseats from the socket, pull it up and away from the System Board. 

The following graphics show a Platform Monitor board followed by a display of Platform Monitor 
removallreplacement. 

c 

~- ' 

c 
Removing The rp5470 Model Platform Monitor 

Looking in to the Top Service Bay from the front, the rp54 70 model Platform Monitor is located on the right 
side at the front ofthe server. 

To remove an rp5470 model Platform Monitor, perform the following steps: 

1. Pull up on the extractor levers on each end ofthe Platform Monitor to unseat it from its socket. 

2. When the Platform Monitor unseats from the socket, pull it up and away from the System Board. 
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Display Board Replacement 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The Display Board contains the server's ON/OFF switch and five LEDs that indicate server status when 
power is applied. 

CAUTION The Display Board is not a HotSwap or HotPlug unit. Ensure that it is powered-down prior to 
remova!. 

To replace the Display Board, perform the following tasks: 

1. Reconnect the ribbon cable to the Display Board. 

2. Carefully push the Display Board up through the top of the Chassis Fan cavity and insert the LEDs and 
On/Off switch in to their respective chassis openings. 

3. Replace three T-10 screws. 

The following graphic shows the Display Board location (item 1) (looking up from the bottom ofthe front of 
the server). 

'· 

The next graphic shows the Display Board module. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Display Board Removal 

The Display Board contains the server's ON/OFF switch and five LEDs that indicate server status when 
power is applied. 

CAUTION The Display Board is not a HotSwap or HotPlug unit. Ensure that the server is powered-down 
prior to remova!. 

To remove the Display Board, perform the following tasks: 

1. Remove the three T-10 screws that hold the Display Board in place near the top ofthe chassis front. 

2. Remove the two T-15 screws that hold the front Chassis Fan in place and extract the fan from the server. 

3. Reach up through the top ofthe Chassis Fan cavity and carefully pull the Display Board back to free the 
LEDs and the On/Off switch from their chassis openings. Pull the Display Board down through the 
Chassis Fan cavity. 

4. Disconnect the ribbon cable from the Display Board, and place the display board on a suitable work 
surface. 

C 1e following graphic shows the Display Board access location (item 1) (looking up from the bottom of the 
front ofthe server). 

~-
·~· . 

The next graphic shows the Display Board module. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Memory DIMM Replacement 

Memory DIMMs reside in slots located on the System Board (up to eight). They are loaded in DIMM pairs of 
equal size. 

Replacing rp5400 and/or rp5450 Memory DIMMs 

To replace a memory DIMM, perform the following steps: 

1. Seat the memory DIMM in to its socket. 

2. Press the extractor levers on each end ofthe memory DIMM slot inward until the levers snap int o place. 

The following graphics show a memory DIMM anda display ofDIMM removallreplacement. 

~· 
·..:.·. 

Replacing rp5470 Memory DIMMs 

To replace an rp54 70 memory DIMM, perform the following steps: 

1. Seat the memory DIMM into its socket on the Memory Carrier. 

2. Press the extractor levers on each end ofthe memory DIMM slot inward until the levers snap in to place. 

3. Attach the Memory Clip to the Memory Carrier with the DIMM slot markings on the top ofthe Memory 
Clip aligned with the DIMM slot markings on the Memory Carrier. Secure the Memory Clip using the 
captive screws. 

4. Seat the Memory Carrier into the slot on the System Board. 

5. Push down on the extractor levers and snap them in to place. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Memory DIMM Removal 

Memory DIMMs reside in slots (up to eight) located on the System Board. They are loaded in DIMM pairs of 
equal size. 

Removing rp5400 Memory DIMMs 

To remove an rp5400 memory DIMM, perform the following steps: 

1. Press down on the extractor levers on each end ofthe selected memory DIMM to unseat the DIMM from 
its socket. 

2. When the memory DIMM unseats from the socket, pull it up and away from the System Board. 

The following graphics show a memory DIMM, followed by a display of a DIMM being removed/replaced. 

c 

( _, emoving rp5470 Memory DIMMs 

To remove an rp5470 memory DIMM, perform the following steps: 

1. Pull up on the extractor levers on each end ofthe Memory Carrier to unseat the Memory Carrier from its 
socket. 

2. When the Memory Carrier unseats from the socket, pull it up and away from the System Board. 

3. Loosen the captive screws that secure the DIMM Clip and remove DIMM Clip from the Memory Carrier. 

4. Press down on the extractor levers on each end ofthe selected memory DIMM to unseat the DIMM from 
its socket. 

5. When the memory DIMM unseats from the socket, pull it up and away from the Memory Carrier. 
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Processor Support Module Replacement 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Processar Support Modules (PSMs) (there can be two PSMs, numbered O and 1) reside on the System Board 
and are accessed via the Top Service Bay. Looking into the Top Service Bay from the front, PSMs are located 
on either side ofthe server, at the front. 

To replace a PSM, perform the following steps: 

1. Seat the PSM into its socket. 

2. Tighten the two captive mounting screws that hold the PSM in place. 

NOTE For the rp5470, the mounting screws have been replaced by posts and the air baffie is used 
to secure the PSM's. 

The following graphic shows a PSM in the server. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The following graphics show a Platform Monitor board followed by a display ofPlatform Monitor 
removal/replacement. 

c 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Platform Monitor Replacement 

The Platform Monitor resides on the System Board and is accessed via the Top Service Bay. 

Replacing rp5400 and/or rp5450 Platform Monitors 

Looking into the Top Service Bay from the front, the rp5400/rp5450 model Platform Monitor is located on the 
left side at the front of the server. 

To replace a Platform Monitor, perform the following steps: 

1. Seat the Platform Monitor into its socket. 

2. Lift the extractor levers and press them onto each end ofthe Platform Monitor until the levers snap into 
place. 

The following graphics show a Platform Monitor board followed by a display of Platform Monitor 
removal/replacement. 

! . 

Replacing rp5470 Platform Monitor 

Looking into the Top Service Bay from the front, the rp54 70 model Platform Monitor is located on the right 
side at the front ofthe server. 

To replace a Platform Monitor, perform the following steps: 

1. Seat the Platform Monitor into its socket. 

2. Lift the extractor levers and press them onto each end ofthe Platform Monitor until the levers snap into 
place . 
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.,The:folló~ing graphics show a Platform Monitor board followed by a display of Platform Monitor 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

PCI 110 Card Remova! 

The side service bay contains card slots for ten PCI J/0 cards (slots 3 through 12) and two Core 110 cards 
(slots 1 and 2). 

Perform the following tasks prior to removing PCI 110 cards: 

• Power down the server. 

• Detach ali power cords from the server. 

To remove a PCI 1/0 card from the server, perform the following steps: 

NOTE Record the location of ali PCI cards as they are removed. Replacing them in a diffferent location 
will require system reconfiguration and could cause boot failure. 

1. Disconnect the 110 cable attached to the 110 card at the rear PCI bulkhead. 

2. Disconnect any ribbon cable connectors attached to the 110 card in the side service bay. 

3. Grasp the edge ofthe 110 card and pull it out ofthe server. 

The following graphic shows an 110 card being removed. 
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PCI 110 Card Replacement 

Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

The side service bay contains card slots for 10 PCI 110 cards (slots 3 through 12) and 2 Core 110 cards (slots 1 
and 2). 

Prior to replacing PCI cards, perform the steps listed below: 

• Power down the server. 

• Detach all power cords from the server. 

To replace a Core or PCI 110 card, perform the following steps: 

1. Locate the 1/0 card guide (item 1) on the outside ofthe Fan Assembly Housing. Orient the 110 card into its 
guide slot and push it into the server until the card connector seats in the 110 Backplane card connector. 

NOTE Each 110 card guide contains two slots. The top slot is aligned with the 1/0 Backplane card 
connector. 

c 

2. Connect the 110 cable attached to the 110 card at the rear PCI bulkhead. 

3. Connect any ribbon cable connectors attached to the 110 card in the side service bay. 

c 
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Removing and Replacing Components 
Individual Component Remove/Replace lnstructions 

The following graphic shows an 1/0 card being replaced. 

o 
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Parts and Accessories 
CRU Physical Location 

CRU Physical Location 

This section contains views ofthe rp54xx computer. The locator numbers in the diagrams correspond to the 
numbers in the CRU Part Number section. 

Figure A-1 Server Rear View 

~-
-.~ .. 
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Figure A-2 Side Service Bay 

c 

FigureA-3 System Board (Access via Top Service Bay) 
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Paris and Accessories 

CRU Physical Location 

FigureA-4 Server Front 

*The Display Board is accessed by removing the Chassis Fan screen and fan (item 7). The Display Board is 
located through a slot in the inside top of the Chassis Fan cavity. 

\ 
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Parts and Accessories 
Customer Replaceable Unit Part Numbers 

Customer Replaceable Unit Part Numbers 

The following tables list all Customer Replaceable Units (CRUs) for the rp54xx computer system. The 
following tables list both new and exchange part numbers. 

Table A-1 Exchange CRUs 

Product # New Part # Exch. Part # Description Loc # 

A5191A/B 
A5576A/B 

A5191-60010 A5191-69010 Platform Monitor Board 1 A6144A/B 
A6797B 

A5527A 0950-3471 A5527-69001 Power Supply 2 

A6155A A6155-60001 A6155-69001 Memory Carrier NA 

A6115A A6115-60001 A6115-69001 1024MB Memory DIMM 

A5798A A5798-60001 A5798-69001 512MB Memory DIMM 
3 

A5797A A5797-60001 A5 797-69001 256 MB Memory DIMM 

A5554A A5554-60002 A5554-69002 128MB Memory DIMM 

A5802A A5802-67001 A5802-69001 9 GB HotPlug Disk Assembly 

A5803A A5803-67001 A5803-69001 18 GB HotPlug Disk Assembly 4 

' .._ A6110A A6110-67001 A6110-69001 36 GB HotPlug Disk Assembly 

A5796A A3639-60012 A3639-69012 
PA-8500/8600 Processor Support 

5 
Module 

A6799A 0950-3908 A3639-69033 PA-8700 Processor Support Module 5 

A6696A A5191-60012 A5191-69012 Revision A GSP NA 

A6696B A6144-60012 A6144-69012 Revision B GSP NA 
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Parts and Accessories 
Customer Replaceable Unit Part Numbers 

Table A-2 Non-Exchange CRUs 

Product# Part # Description 

A5191-60013 Display Board 

A5191-04002 Fan, Chassis (172m) 

A5191-04003 Fan, Card C age (119m) 
A5191A/B 
A5576A/B A5191-67006 Fan, Power Converter 

A6144A/B 0515-0664 Processar Cover Plate 
A6797B 

A5236-40024 Disk Filler Panel 

A5191-00107 Power Supply Filler Panel 

A3639-04024 PCI Separator/Extractor 

A5576A/B 
A5191A/B A5191-04008 Plastic Front Bezel, old style (split doar) 

A6144A 

A5576A/B 
A5191A/B A5191-04012a Plastic Front Bezel, new style rp54xx (solid piece) 
A6144A/B 

A6797B A5191-04013a Plastic Front Bezel, rp54xx (solid piece) 

A5576A/B 
~A5191AIB 

A5191-70010 Bezel Hardware Kit ,., 
A6144A/B 
A6797B 

A6696A A5191-63001 
W-Cable (beige calor), use with revision A GSP 
(A5191 -60012/69012) only 

A6696B A6144-63001 
M-Cable (black colar), use with revision B GSP 
(A6144-60012169012) only 

a . When replacing the split door bezel (A5191-04008) with a solid piece bezel, the Bezel 
Hardware Kit (A5191-70010) is required. 
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Loc # 

6 

7 

8 

9 

10 

NA 

NA 

11 

NA o 
NA 

NA 

NA 

NA 

NA 
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System Specifications 

Dimensions 

Dimensions 

Uncrating Space 

'· 

rp54xx systems are shipped in boxes on a 34.75 in. x 26 in. (88.25 em. x 66 em.) pallet. The combined height of 
the packaged container and the pallets is 23.25 in. (59 em.). 

//~26.0 inch 

-& 23.25 inch 

j 

rhrr004 

o 

Allow a circular area approximately 5 ft. (2m.) in diameter room for uncrating the system. Allow additional :/ 
space for temporary storage of the shipping containers and packing materiais. ·,,_ 

Space Requirements 

A minimum access area o f 2 ft . (0. 7 m.) in ali directions is required for serviceability. 
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Computer Room Physical Space Requirements 

Server 

System Specifications 

Dimensions 

The A5537A, A5538A, or A5539A cabinets in which the server resides is 38.5" deep by 23.5" wide, with 
heights as follows : 

• A5537A 1.2 meter rack- 49.5" 

• A5538A 1.6 meter rack - 63.5" 

• A5539A 2.0 meter rack - 77.5" 

The cabinet anti-tip feet (required for safety) extend the depth an additional 10" in the front and 14" in the 
back. The minimum standalone physical space for the rp54xx server in a cabinet is shown in the following 
illustration: 

c 
36.5 7.0 inch 

9.0 inch 
inch 

to 
77.5 inch ,---~ 

I I lO ..C:: 
ANTI-TIP i SPU/CABINET I · o 

ANTI-TIP "' c 
FEET I I N -

L ___ l FEET 
! 

14.0 inch 10.0 inch 

rhrr005 

"'>r service access, the server slides on rails 28" beyond the edge ofthe chassis in the front. An additional 
,ünimum of 3' ofworkspace on ali sides is required for servicing the server. 

Aisle Space 

The minimum aisle space between rows of installed HP rp54xx server/cabinets is 3 feet, front and back, for 
airflow and serviceability. 
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System Specifications 

Dimensions 

Computer Room Unpacking Space 

Specify Uncrating Space 

rp54xx Systems are shipped in integrated eabinets on a 34.75" (88.25 em.) x 26" (66 em .) pallet. The eombined 
height ofthe packaged container and the pallets are as follows : 

• 1.1 meter rack - 60 inches 

• 1.6 meter rack - 73 inches 

• 2.0 meter rack - 87 inches 

Allow room (a circular area approximately 12 feet (3 .5 meters) in diameter) for uncrating the system and 
rolling the cabinet offthe pallet on rails. Allow additional space for temporary storage ofthe shipping 
containers and packing materiais .. 
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System Specifications 

Electrical 

Electrical 

The HP rp54xx power system is comprised of one, two or three autoranging, 12NION5A, 930W 
hot-swappable system power supplies, depending on how the system is configured. The maximum power 
needed by fully-configured server is 1200W. Each power supply requires a dedicated 20A branch circuit. 

CAUTION HP does not recommend and does not support the use of"ferro-active" or "ferro-resonant" 
power correction in conjunction with the rp54xx server. These type ofline conditioners 
represent an older technology that is not compatible with the most recent designs in active PFC 
power supplies such as those in the HP rp54xx servers. "Ferro-active" or "ferro-resonant" line 
conditioners may cause an increase in total harmonic distortion and may produce significant 
and unpredictable voltage regulation anomalies. 

Office High Availability Requirements 

Server-level Enhanced Power Availability 

At the server levei, enhanced power availability is achieved through the n+l hot-swappable power supplies. 

One power supply is required for a minimally configured rp54xx system operation and in order to allow the 
system to boot. If a second power supply is present, one ofthe two power supplies can fail without the system 
shutting down. Similarly, two power supplies are required for a more heavily-configured rp54xx server. If a 
third power supply is present, one ofthe two power supplies can fail without the system shutting down. 

lf a third (redundant) power supply is present, ali three power supplies become hot-swappable. Any one of the 
power supplies can fail without affecting system performance, and can be replaced while the system is 
on-line. Single point offailure is reduced to the local wall circuit or PowerTrust UPS to which the power 
supply power cords are connected. 

Power Protection 

Power protection is provided through the use ofHP PowerTrust UPSs (Uninterruptible Power Supplies). The 
only supported models for rp54xx systems are the 3.0kVA and 5.5kVA models. Recommendations for other 
manufacturers and models are not yet determined. 

C
-qp rp54xx server power supplies may be plugged directly in to the customer's site UPS. However, customers 

re advised against plugging the power supply into an HP PowerTrust UPS and then connecting that UPS to 
the site UPS. 
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System Specifications 

Electrical 

Modular PDUs 

/ (JQ 
~·OcqD~ 
~ \ 

NOTE The acronym PDU (Power Distribution Unit) in this document refers to the power strips 
attached to the HP rp54xx cabinet. 

Three modular PDUs are available for use with the rp54xx product: 

• 20A modular PDU, HP product number E7674A. This PDU has seven C13 outlets and one C19 outlet. 
Note that ifthis PDU is used to power the rp54xx server, any other peripherals must have their power 
supplied by additional PDUs in the cabinet. The PDU power cord (HP part number 8120-6903) has an 
L6-20P plug which must be plugged into an L6-20R wall or floor receptacle. 

: [IK.~] 

• 30A modular PDU, HP product number E7681A (North America) or E7682A (lnternational). This PDU 
has eight C13 outlets and two C19 outlets, split across two 20A branch circuits (max. 30A available). The 
PDU power cord has an L6-30 plug. 

~~~ ~ (:;:] 000 
000 

L 
~- o .... ~. 

~~~ ~ (:;:] 000 
L: 

• 60A modular PDU, HP product number E7683A (North America) or E7667A (lnternational). 
FINAL DESIGN ON THIS PRODUCT IS NOT YET AVAILABLE. 

System Power Requirements 

Table B-1 Power Requirements 

Requirements V alue Comments 

Nominal input voltage 100-240 VAC 

Frequency range (minimum- 50-60HZ 
maximum) 

Number ofphases 1 

Theoretical maximum current 12.0A Per line cord 

Maximum inrush current 69.0A Per line cord 

Ground leakage current (mA) < 3.6 mA Per line cord 
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LAN and Telephone 

System Specifications 

LAN and Telephone 

rp54xx servers provide remote console access via the secure web console, which may be connected to the 
RS-232 serial port or lOBase-T RJ45 LAN port on the GSP (Guardian Service Processar) card in 110 slot #2. 
The same connectors may also be used to connect directly to a hard console. 

NOTE The RJ45 LAN port should be used ONLY for remote console access and notas a production 
LAN port. 

rp54xx servers may require as many as three unique IP addresses: 

• The rp54xx server requires its own IP address . 

• 

C. 

The Guardian Service Processor, as a separate network device, has to have its own IP address, gateway, 
and subnet mask configured at the site in order to be separately addressed. The service processor does not 
support DHCP, so the IP address must be assigned out of a separa te pool from any that are assigned 
dynamically. 

The remote web console, if used, requires its own IP address. 

NOTE 

c 

Check with your local telephone company to be thatsure the telephone service at the site can 
accommodate modem/data quality transmission. 

---------------------------------------------------------------1~C~P~M~l-~ORREIOS 
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System Specifications 

Acoustic Safety Standards 

Acoustic Safety Standards 

The acoustic specifications for the rp54xx server are as follows : 

Sound power 

Sound pressure 

~ \ .,_. _ 

188 
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7.0 Bels LwA maximum at >31 ° C 

60 dB maximum at > 31° C 

No prominent tones 

o 
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Altitude Operation Standards 

Maximum Altitude 

Operational 3000 meters above sea levei 

Non-operational 4572 meters above sea levei 

Effects of Altitude 

System Specifications 

Altitude Operation Standards 

Some old models oftape drives, including those supplied by Hewlett-Packard, have vacuum column transport 
mechanisms that are affected by atmospheric pressure. Adjustments to these mechanisms may be required to 
compensate for the lower atmospheric pressure at higher altitudes. 

c 

c 
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System Specifications 

Temperature and Humidity Operating Standards 

Temperature and Humidity Operating Standards 

The following table lists the temperature and humidity specifications for rp54xx servers. 

Temperature and Humidity Specifications 

Operational 
Recommended Maximum 

Non-Operatin g 
Parameter Operating Rate of Change 

Limits 
Range (per hour) 

Ranges 

Temperature3 5°C to 35°C 20°C to 25°C 10°C (50°F) per -40°C to + 70°C 

( 41 °F to 95°F)b (68°F to 77°F) hour (With tape ( -40°F to + 158°F) 
media) 

20°C (68°F) per 

' hour (Without 
tape media) 

Operating 15 to 80% 40 to 60% 30% Per hour 90% Relative 
Humidity Rei ative Relative Relative humidity humidity 

humidity humidity (N on-condensing) (N on-condensing) 
(N on -condensing) (N on -condensing) at 65°C (149°F) 
at 35°C (95°F) 

a. The rp54xx has been designed to operate within the above specific temper ature and relative 
humidity operationallimits. In general, operating any electronic equipment within the 
recommended ranges oftemperature and humidity will produce optimal reliability. 

b. Temperature ranges stated above are at sea levei. Maximum operating temperature is 

derated (reduced) by 2°C for each 1000 meters above sea levei up to a maximum of 3000 
meters. 

NOTE Operating ranges refer to the ambient air temperature and humidity measured at the cabinet 
cooling air intake vents. 

Thermal Protection Features 

Ifthe cabinet temperature approaches 35°C, thermal protection will be invoked. At 35°C +1- 2°C a warning 

message will be displayed on the system console. At 40°C +1- 2°C an ungraceful shutdown will occur. 
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C General Site Preparation Guidelines 

The following information provides general principies and practices to consider before the installation or 
operation of an hp server. 
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General Site Preparation Guidelines 

Electrical Factors 

Electrical Factors 

Proper design and installation of a power distribution system for an hp server requires specialized skills. 
Those responsible for this task must have a thorough knowledge and understanding of appropriate electrical 
codes and the limitations ofthe power systems for computer and data processing equipment. 

In general, a well-designed power distribution system exceeds the requirements ofmost electrica l codes. A 
good design, when coupled with proper installation practices, produces the most trouble-free operation. 

A detailed discussion ofpower distribution system design and installation is beyond the scope ofthis 
information. However, electrical factors relating to power distribution system design and installation must be 
considered during the site preparation process. 

The electrical factors discussed in this section are: 

• Computer room safety 

• Power Consumption 

• Electricalload requirements (circuit breaker sizing) 

• Power quality 

• Distribution hardware 

• System installation guidelines 

Computer Room Safety 

Inside the computer room, fire protection and adequate lighting (for equipment servicing) are important 
s~tety considerations. Federal and local safety codes govern computer installations. 

Fire Protection 

The National Fire Protection Association's Standard for the Protection ofElectronic Computer Data 
Processing Equipment, NFPA 75, contains information on safety monitoring equipment for computer rooms. 

Most computer room installations are equipped with the following fire protection devices: 

• Smoke detectors 

• Fire and temperature alarms 

• Fire extinguishing system 

Additional safety devices are: 

• Circuit breakers 

• An emergency power cutoff switch 

• Devices specific to the geographic location i.e., earthquake protection 

Lighting Requirernents for Equiprnent Servicing 

Adequa te lighting and utility outlets in a compu ter room reduce the possibility of accidents during equipment 
servicing. Safer servicing is also more efficient and, therefore, less costly. 

For example, adequa te lighting reduces the chances of connector damage when cables are installed or 
removed. 
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General Site Preparation Guidelines 

Electrical Factors 

' ~ . !) ... ./ 
The m~nimum 'recommended illumination levei is 70 foot-candles (756 lumens per square meter) when the 
light levei is measured at 30 inches (76.2 em) above the floor. 

Power Consumption 

When determining power requirements, you must consider any peripheral equipment that will be installed 
during initial installation or as a la ter update. Refer to the applicable documentation for such devices to 
determine the power required to support these devices. 

Electrical Load Requirements (Circuit Breaker Sizing) 

NOTE Local authority has jurisdiction [LAHJ] and should make the final decision regarding 
adherence to country- specific electrical codes and guidelines. 

lt is good practice to dera te power distribution systems for one or more of the following reasons: 

c To avoid nuisance tripping from load shifts or power transients, circuit protection devices should never be 
run above 80% oftheir root-mean-square (RMS) current ratings. 

• Safety agencies derate most power connectors to 80% oftheir RMS current ratings . 

Power Quality 

The hp server is designed to operate over a wide range ofvoltages and frequencies. The server is tested and 
shown to comply with EMC Specification EN50082. However, damage can occur ifthese ranges are exceeded. 
Severe electrical disturbances can exceed the design specifications of the equipment. 

Sources of Voltage Fluctuations 

Voltage fluctuations, sometimes called glitches, affect the quality of electrical power. Common sources ofthese 
disturbances are: 

• 
• 
• 

• 
• 
• 

Fluctuations occurring within the facility's distribution system 

Utility service low-voltage conditions (such as sags or brownouts) 

Wide and rapid variations in input voltage leveis 

Wide and rapid variations in input power frequency 

Electrical storms 

Large inductive sources (such as motors and welders) 

Faults in the distribution system wiring (such as loose connections) 

Microwave, radar, radio, or cell phone transmissions 
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General Site Preparation Guidelines 

Electrical Factors 

Power System Protection 

The hp server can be protected from the sources of many of these electrical disturbances by using: 

• A dedicated power distribution system 

• Power conditioning equipment 

• Over- and under-voltage detection and protection circuits 

• Screening to cancel out the effects of undesirable transmissions 

• Lightning arresters on power cables to protect equipment against electrical storms 

Precautions have been taken during power distribution system design to provide immunity to power outages 
o f less than one cycle. However, testing cannot conclusively rule out loss of service. Therefore, adherence to 
the following guidelines provides the best possible performance ofpower distribution systems for hp computer 
equipment: 

• Dedicated power source-Isolates an hp server power distribution system from other circuits in the 
facility. 

• Missing-phase and low-voltage detectors-Shuts equipment down automatically when a severe power 
disruption occurs. For peripheral equipment, these devices are recommended but optional. 

• Online uninterruptible power supply (UPS)-Keeps input voltage to devices constant and should be 
considered i f outages of one-half cycle or more are common. Refer to qualified contractors or consultants 
for each situation. 

Distribution Hardware 

This section describes wire selection and the types ofraceways (electrical conduits) used in the distribution 
s~~tem. 

Wire Selection 

Use copper conductors instead of aluminum, as aluminum's coefficient of expansion differs significantly from 
that of other metals used in power hardware. Because ofthis difference, aluminum conductors can cause 
connector hardware to work loose, overheat, and fail. 

Raceway Systems (electrical conduits) [LAHJ] 

Raceways (electrical conduits) form part of the protective ground path for personnel and equipment. 
Raceways protect the wiring from accidental damage and also provide a heatsink for the wires. 

Any o f the following types may be used: 

• Electrical metallic tubing (EMT) thin-wall tubing 

• Rigid (metal) conduit 

• Liquidtight with RFI shield grounded (most commonly used under raised floors) 

Building Distribution 

All building feeders and branch circuitry should be in rigid metallic conduit with proper connectors (to 
provide ground continuity) Conduit that is exposed and subject to damage should be constructed ofrigid 
galvanized steel. 
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General Site Preparation Guidelines 

Electrical Factors 

An hp server requires two methods of grounding: 

• Power distribution safety grounding 

• High frequency intercabinet grounding 

Power Distribution Safety Grounding [LAHJ] 

The power distribution safety grounding system consists of connecting various points in the power 
distribution system to earth ground using green (green/yellow) wire ground conductors. Having these ground 
connections tied to metal chassis parts that may be touched by compu ter room personnel protects them 
against shock hazard from current leakage and fault conditions. 

Power distribution systems consist of severa! parts. Hewlett-Packard recommends that these parts be solidly 
interconnected to provide an equipotential ground to all points. 

Main Building Electrical Ground The main electrical service entrance equipment should have an earth 
ground connection, as required by applicable codes. Connections such as a grounding rod, building steel, ora 

c <:onductive type cold water service pipe provide an earth ground. 

~lectrical Conduit Ground All electrical conduits should be made ofrigid metallic conduit that is securely 
connected together or bonded to panels and electrical boxes, soas to provide a continuous grounding system. 

Power Panel Ground Each power panel should be grounded to the electrical service entrance with green 
(green/yellow) wire ground conductors. The green (green/yellow) wire ground conductors should be sized per 
applicable codes (based on circuit over current device ratings). 

NOTE The green wire ground conductor mentioned above may be a black wire marked with green 
tape. [LAHJ] 

Computer Safety Ground Ground ali computer equipment with the green (green/yeliow) wire included in 
the branch circuitry. The green (green/yellow) wire ground conductors should be connected to the appropriate 
power panel and should be sized per applicable codes (based on circuit over current device ratings). 

Cabinet Performance Grounding (High Frequency Ground) 

Signal interconnects between system cabinets require high frequency ground return paths. Connect ali 
cabinets to site ground. 

C NO_T_E ____ I_n_s_o_m_e_c_a_s_es_p_o_w_e_r_d_i_s_tr_i_b_u_t_io-n-sy_s_t_e_m_gr_e_e_n_(_gr_ee_n/_y_e_ll_o_w_)_w_ir_e_gr_o_u_n_d_c_o_n_d_u_c_to_r_s_a_r_e-to_o_ 

long and inductive to provide adequate high frequency ground return paths. Therefore, a 
ground strap (customer-supplied) should be used for connecting the system cabinet to the site 
grounding grid (customer-supplied). When connecting this ground, ensure that the raised floor 
is properly grounded for high frequency. 

Power panels located in dose proximity to the compu ter equipment should also be connected to the si te 
grounding grid. Methods of providing a sufficiently high frequency ground grid are described in the next 
sections. 

. ~~ '-' 
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General Site Preparation Guidelines 

Electrical Factors 

Raised Floor "High Frequency Noise" Grounding 

If a raised floor system is used, install a complete signal grounding grid for maintaining equal potential over 
a broad band offrequencies. The grounding grid should be connected to the equipment cabinet and electrical 
service entrance ground at multiple connection points using a minimum #6 AWG (16mm2) wire ground 
conductor. The following figure illustrates a metallic strip grounding system. 

Hewlett-Packard recommends the following approaches: 

• Excellent-Add a grounding grid to the subfloor. The grounding grid should be made of copper strips 
mounted to the subfloor. The strips should be 0.032 in. (0.08 em) thick and a minimum of 3.0 in. (8.0 em) 
wide. 

Connect each pedestal to four strips using 114 in. (6.0 mm) bolts tightened t o the manufacturer's torque 
recommendation. 

• Better- A grounded #6 AWG minimum copper wire grid mechanically clamped to floor pedestais and 
properly bonded to the building/site ground. 

• Good-Use the raised floor structure as a ground grid. In this case, the floor must be designed as a ground 
grid with bolted down stringers and corrosion resistive plating (to provide low resistance and attachment 
points for connection to service entrance ground and hp computer equipment). The use of conductive floor 
tiles with this style of grid further enhances ground performance. ''· 

Figure C-1 Raised Floor Metal Strip Ground System 

Floor panel 

Hex bolt 

Band and pedestal Grounding braid 
to computer equipment 
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General Site Preparation Guidelines 

Electrical Factors 

Equipment Grounding lmplementation Details 

Connect all Hewlett-Packard equipment cabinets to the site ground grid as follows: 

Step 1. Attach one end of each ground strap to the applicable cabinet ground lug. 

Step 2. Attach the other end to the nearest pedestal base (raised floor) or cable trough ground point 
(nonraised floor). 

Step 3. Check that the braid contact on each end of the ground strap consists o f a terminal and connection 
hardware (a 1/4-in. (6.0-mm) bolt, nuts, and washers). 

Step 4. Check that the braid contact connection points are free of paint or other insulating material and 
treated with a contact enhancement compound (similar to Burndy Penetrox). 

System Installation Guidelines 

This section contains information about installation practices. Some common pitfalls are highlighted. Both 
power cable and data communications cable installations are discussed. 

C wrE In domestic installations, the proper receptacles should be installed prior to the arrival of 
Hewlett-Packard equipment. Refer to the appropriate installation guide for installation 
procedures. 

Wiring Connections 

Expansion and contraction rates vary among different metais. Therefore, the integrity of an electrical 
connection depends on the restraining force applied. Connections that are too tight compress or deform the 
pardware and causes it to weaken. This usually leads to high impedance preventing circuit breakers from 
tripping when needed or can contribute to a buildup ofhigh frequency noise. 

CAUTION Connections that are too loose or too tight can have a high impedance that cause serious 
problems, such as erratic equipment operation. A high impedance connection overheats and 
sometimes causes fire or high temperatures that can destroy hard-to-replace components such 
as distribution panels or system bus bars. 

Wiring connections must be properly torqued. Many equipment manufacturers specify the proper connection 
torque values for their hardware. 

C-round connections must only be made on a conductive, nonpainted surface. When equipment vibration is 
resent, lock washers must be used on ali connections to prevent connection hardware from working loose. 

Data Communications Cables 

Power transformers create high-energy fields in the form of electromagnetic interference (EMI). Heavy foot 
traffic can create electrostatic discharge (ESD) that can damage electronic components. Route data 
communications cables away from these areas. Use shielded data communications cables that meet approved 
industry standards to reduce the effects of externai fields. 

"""' 
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General Site Preparation Guidelines 

Environmental Elements 

Environmental Elements 

The following environmental elements can affect an hp server installation: 

• Computer roam preparation 

• Cooling requirements 

• Humidity levei 

• Air conditioning ducts 

• Dust and pollution contrai 

• Electrostatic discharge (ESD) prevention 

• Acoustics (noise reduction) 

Computer Room Preparation 

The following guidelines are recommended when preparing a computer room for an hp server: 

• Loca te the computer room away from the exterior walls of the building to avoid the heat gain from 
windows and exterior wall surfaces. 

• When exterior windows are unavoidable, use windows that are double or triple glazed and shaded to 
prevent direct sunlight from entering the computer room. 

• Maintain the computer room ata positive pressure relative to surrounding spaces. 

• Use a vapor barrier installed around the entire computer room envelope to restrain moisture migration . 

!·-~ . Caulk and vapor seal all pipes and cables that penetrate the envelope. 

• Use at least a 12-inch raised floor system for minimum favorable room air distribution system (underfloor 
distribution). 

• Ensure a minimum clearance of 12 inches between the top ofthe hp server cabinet and the ceiling to 
allow for return air flow and ensure that all ceiling tiles are in place. 

• Allow 18 inches (or local code minimum clearance) from the top ofthe hp server cabinet to the fire 
sprinkler heads. 

Cooling Requirements 

Air conditioning equipment requirements and recommendations are described in the following sections. 

Basic Air Conditioning Equipment Requirements 

The cooling capacity ofthe installed air conditioning equipment for the computer room should be sufficient to 
offset the compu ter equipment dissipation loads, as well as any space envelope heat gain. This equipment 
should include: 

• Air filtration 

• Cooling or dehumidification 

• Humidification 

• Reheating 
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General Site Preparation Guidelines 

Environmental Elements 

• Air distribution 

• System controls adequate to maintain the computer room within specified operating ranges. 

Lighting and personnel must also be included. For example, a person dissipates about 450 BTUs per hour 
while performing a typical compu ter room task. 

At altitudes above 10,000 feet (3048 m), the lower air density reduces the cooling capability of air conditioning 
systems. If your facility is located above this altitude, the recommended temperature ranges may need to be 
modified. For each 1000 feet (305m) increase in altitude above 10,000 feet (up to a maximum of 15,000 feet), 
subtract 1.5° F (0.83° C) from the upper limit ofthe temperature range. 

Air Conditioning System Guidelines 

The following guidelines are recommended when designing an air conditioning system and selecting the 
necessary equipment: 

• The air conditioning system that serves the compu ter room should be capable of operating 24 hours a day, 
365 days a year. It should also be independent of other systems in the building. 

• Consider the long-term value ofhp server availability, redundant air conditioning equipment or capacity. 

C The system should be capable o f handling any future hp server expansion. 

• Air conditioning equipment air filters should have a minimum rating of 45% (based on "ASHRAE 
Standard 52-76, Dust Spot Efficiency Test"). 

• Introduce only enough outside air into the system to meet building code requirements (for human 
occupancy) and to maintain a positive air pressure in the computer room. 

Air Conditioning System Types 

'fhe following three air conditioning system types are listed in order of preference: 
·~·. 

• Complete self-contained package unit(s) with remote condenser(s). These systems are available with up or 
down discharge andare usually located in the computer room. 

• Chilled water package unit with remote chilled water plant. These systems are available with up or down 
discharge andare usually located in the compu ter room. 

• Central station air handling units with remote refrigeration equipment. These systems are usually 
located outside the computer room. 

Basic Air Distribution Systems c basic air distribution system includes supply air and return air. 

rtn air distribution system should be zoned to deliver an adequa te amount of supply air to the cooling air 
intake vents ofthe hp server equipment cabinets. Supply air temperature should be maintained within the 
following parameters: 

• Ceiling supply system-From 55° F (12.8° C) to 60° F (15.6° C) 

• Floor supply system-At least 60° F (15 .6° C) 

If a ceiling plenum return air system ora ducted ceiling return air system is used, the return air grill(s) in the 
ceiling should be above the exhaust area or the exhaust row. 

The following three types of air distribution system are listed in order o f recommendation : 

• Underfloor air distribution system-Downflow air conditioning equipment located on the raised floor of 
the computer room uses the cavity beneath the raised floor as plenum for the supply air. 
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General Site Preparation Guidelines 

Environmental Elements 

Perforated floor panels (available from the raised floor manufacturer) should be located around the front 
ofthe system cabinets. Supply air emitted though the perforated floor panels is then available near the 
cooling air intake vents of the hp server cabinets. 

• Ceiling plenum air distribution system-Supply air is ducted into the ceiling plenum from upflow air 
conditioning equipment located in the computer room or from an air handling unit (remote). 

The ceiling construction should resist air leakage. Place perforated ceiling panels (with down discharge 
air flow characteristics) around the front ofthe system cabinets. The supply a ir emitted downward from 
the perforated ceiling panels is then available near the cooling ai r intake vents o f the hp server cabinets. 

Return air should be ducted back to the air conditioning equipment though the return air duct above the 
ceiling. 

• Above ceiling ducted air distribution system-Supply air is ducted in to a ceiling diffuser system from 
upflow air conditioning equipment located in the computer room or from an air handling unit (remote). 

Adjust the supply air diffuser system grilles to direct the cooling air downward around the front ofthe hp 
server cabinets. The supply air is then available near the cooling air intake vents ofthe hp server 
cabinets. 

Air Conditioning System Installation 

All air conditioning equipment, materiais, and installation must comply with any applicable construction 
codes. Installation ofthe various components ofthe air conditioning system must also conform to the air 
conditioning equipment manufacturer's recommendations. 

Air Conditioning Ducts 

Use separate computer room air conditioning duct work. Ifit is not separate from the rest ofthe building, it 
might be difficult to control cooling and air pressure leveis. Duct work seals are important for maintaining a 
balanced air conditioning system and high static air pressure. Adequate cooling capacity means little ifthe 
direction and r ate o f a ir flow cannot be controlled beca use of poor duct sealing. Also, the ducts should not be 
exposed to warm air, or humidity leveis may increase. 

Humidity Levei 

Maintain proper humidity leveis at 40 to 60% RH. High humidity causes galvanic actions to occur between 
some dissimilar metais. This eventually causes a high resistance between connections, leading to equipment 
failures. High humidity can also have an adverse affect on some magnetic tapes and paper media. 

CAUTION Low humidity contributes to undesirably high leveis of electrostatic charges. This increases the 
electrostatic discharge (ESD) voltage potential. ESD can cause component damage during 
servicing operations. Paper feed problems on high-speed printers are usually encountered in 
low-humidity environments. 

Low humidity leveis are often the result ofthe facility heating system and occur during the cold season. Most 
heating systems cause air to have a low humidity levei, unless the system has a built-in humidifier. 

Dust and Pollution Control 

Computer equipment can be adversely affected by dust and microscopic particles in the site environment. 

Specifically, disk drives, tape drives, and some other mechanical devices can have bearing failures resulting 
from airborne abrasive particles. Dust may also blanket electronic components like printed circuit boards 
causing premature failure due to excess heat and/or humidity build up on the boards . Other failures to power 
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General Site Preparation Guidelines 

Environmental Elements 

supplies and other electronic components can be caused by metallically conductive particles, including zinc 
whiskers. These metallic particles are conductive and can short circuit electronic components. Use every 
effort to ensure that the environment is as dust and partícula te free as possible. See the following heading 
titled "Metallic Particulate Contamination" for additional details. 

Smaller particles can pass though some filters and over a period oftime, cause problems in mechanical parts. 
Small dust particles can be prevented from entering the compu ter room by maintaining the air conditioning 
system ata high static air pressure levei. 

Other sources of dust, metallic, conductive, abrasive, andlor microscopic particles can be present. Some 
sources ofthese particulates are: 

• Subfloor shedding 

• Raised floor shedding 

• Ceiling tile shedding 

These particulates are not always visible to the naked eye. A good check to determine their possible presence 
isto check the underside ofthe tiles. The tile should be shiny, galvanized, and free from rust. 

The computer room should be kept clean. The following guidelines are recommended: 

C Sm9king-Establish a no-smoking policy. Cigarette smoke particles are eight times larger than the 
cleárance between disk drive readlwrite heads and the disk surface. 

• Printer-Locate printers and paper products in a separate room to eliminate paper particulate problems. 

• Eating or drinking- Establish a no-eating or drinking policy. Spilled liquids can cause short circuits in 
equipment such as keyboards. 

• Tile floors-Use a dust-absorbent cloth mop rather than a dry mop to clean tile floors. 

Special precautions are necessary ifthe computer room is near a source of air pollution. Some air pollutants, 
·-especially hydrogen sulfide (H2S), are not only unpleasant but corrosive as well. Hydrogen sulfide damages 

wiring and delicate sound equipment. The use of activated charcoal filters reduces this form of air pollution. 

Metallic Particulate Contamination 

Metallic particulates can be especially harmful around electronic equipment. This type of contamination may 
enter the data center environment from a variety of sources, including but not limited to raised floor tiles, 
worn air conditioning parts, heating ducts, rotor brushes in vacuum cleaners or printer component wear. 
Because metallic particulates conduct electricity, they have an increased potential for creating short circuits 
in electronic equipment. This problem is exaggerated by the increasingly dense circuitry of electronic 

Cquipment. 

ver time, very fine whiskers ofpure metal can form on electroplated zinc, cadmium, or tin surfaces. Ifthese 
whiskers are disturbed, they may break off and become airborne, possibly causing failures or operational 
interruptions. For over 50 years, the electronics industry has been aware ofthe relatively rare but possible 
threat posed by metallic particulate contamination. During recent years, a growing concern has developed in 
compu ter rooms where these conductive contaminants are formed on the bottom of some raised floor tiles. 

Although this problem is relatively rare, it may be an issue within your computer room. Since metallic 
contamination can cause permanent or intermittent failures on your electronic equipment, Hewlett-Packard 
strongly recommends that your site be evaluated for metallic particulate contamination before installation of 
electronic equipment. 
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General Site Preparation Guidelines 

Environmental Elements 

Electrostatic Discharge (ESD) Prevention 

Static charges (voltage leveis) occur when objects are separated or rubbed together. The voltage levei of a 
static charge is determined by the following factors : 

• Types o f materiais 

• Relative humidity 

• Rate of change or separation 

Table C-1 Effect of Humidity on ESD Charge Leveis 

Personnel Activity8 Humidityhand Charge Leveis (voltages)c 

26% 32% 40% 50% 

Person walking across a 
6,150 v 5,750 v 4,625 v 3,700V 

linoleum floor 

Person walking across a carpeted 18,450 v 17,250 v 13,875 v 11,100 v 
floor 

Person getting up from a plastic 24,600 v 23,000 v 18,500 v 14,800 v 
chair 

a. Source: B.A. Unger, Electrostatic Discharge Failures ofSemiconductor Devices 
(Bell Laboratories, 1981) 

b. For the same relative humidity levei, a high rate of airflow produces higher 
static charges than a low airflow rate. 

!- c. Some data in this table has been extrapolated. 
·.~ . 

Static Protection Measures 

Follow these precautions to minimize possible ESD-induced failures in the computer room: 

• Maintain recommended humidity levei and airflow rates in the computer room. 

• Install conductive flooring (conductive adhesive must be used when laying tiles). 

• Use conductive wax ifwaxed floors are necessary. 

• Ensure that ali equipment and flooring are properly grounded and are at the same ground potential. 

• Use conductive tables and chairs. 

• Use a grounded wrist strap (or other grounding method) when handling circuit boards. 

• Store spare electronic modules in antistatic containers. 

Acoustics 

Computer equipment and air conditioning blowers cause computer rooms to be noisy. Ambient noise levei in a 
computer room can be reduced as follows: 

• 
• 
• 

202 

Dropped ceiling-Cover with a commercial grade offire-resistant, acoustic r ated, fiberglass ceiling tile . 

Sound deadening-Cover the walls with curtains or other sound deadening material. 

Removable partitions-Use foam rubber models for most effectiveness . 
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General Site Preparation Guidelines 

Facility Characteristics 

This section contains information about facility characteristics that must be considered for the installation or 
operation of an hp server. Facility characteristics are: 

• Floor loading 

• Windows 

• Altitude effects 

Floor Loading 

The computer roam floor must be able to support the total weight ofthe installed hp server as well as the 
weight of the individual cabinets as they are moved in to position. 

Floor loading is usually not an issue in nonraised floor installations. The information presented in this section 
is directed toward raised floor installations. 

C-----------------------
NOTE An appropriate floor system consultant should verify any floor system under consideration for 

an hp server installation. 

Raised Floor Loading 

Raised floor loading is a function ofthe manufacturer's load specification and the positi.oning ofthe 
equipment relative to the raised floor grid. While Hewlett-Packard cannot assume responsibility for 
determining the suitability of a particular raised floor system, it does provide information and illustrations 
tor the customer or local agencies to determine installation requirements. 

The following guidelines are recommended: 

• Beca use many raised floor systems do not have grid stringers between floor stands, the lateral support for 
the floor stands depends on adjacent panels being in place. To avoid compromising this type offloor 
system while gaining under floor access, remove only one floor panel ata time. 

• Larger floor grids (bigger panels) are generally rated for lighter loads. 

CAUTION Do not position or install any equipment cabinets on the raised floor system until you have 

C carefully examined it to verify that it is adequa te to support the appropriate installation. 
------------

Floor Loading Terms 

Table C-2 Floor Loading Term Definitions 

Term Definition 

Deadload The weight of the raised panel floor system, including the 
understructure. Expressed in lb/ft2 (kg/m2). 

Live load The load that the floor system can safely support. Expressed 
in lb/ft2 (kg/m2). 
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General Site Preparation Guidelines 

Facil ity Characteristics 

Table C-2 Floor Loading Term Definitions (Continued) 

Term Definition 

Coneentrated load The load that a floor panel ean support on a 1-in2 (6.45 em2) 
area at the panel's weakest point (typieally the eenter ofthe 
panel), without the surfaee ofthe panel defleeting more than 
a predetermined amount. 

Ultimate load The maximum load (per floor panel) that the floor system ean 
support without failure . Failure expressed by floor panel(s) 
breaking or bending. 

Ultimate load is usually stated as load per floor panel. 

Rolling load The load a floor panel ean support (without failure) when a 
wheel of speeified diameter and width is rolled aeross the 
panel. 

Average floor load Computed by dividing total equipment weight by the area of 
its footprint. This value is expressed in lb/ft2 (kg/m2). 

Average Floor Loading 

The average floor load value is not appropriate for addressing raised floor ratings at the floor grid spaeing 
levei. However, it is useful for determining floor loading at the building levei, such as the area of solid floor or 
span ofraised floor tiles covered by the hp server footprint . 

Typical Raised Floor Site 

Tpis seetion eontains an example of a eomputer room raised floor system that is satisfactory for the 
in.stallation of an hp server. 

Based on speeifie information provided by Hewlett-Paekard, Tate Aeeess Floors h as approved its Series 800 
all-steel aeeess floor with bolt-together stringers and 24 in. (61.0 em) by 24 in. (61.0 em) floor panels. 

In the event that the flooring is being replaeed or a new floor is being installed, Tate Aeeess Floors 
reeommends its Series 1250 all-steel aeeess floor with bolt-together stringers and 24 in. (61.0 em) by 24 in. 
(61.0 em) floor panels be used to support the hp installation. 

NOTE Ifthe speeifie floor being evaluated or eonsidered is other than a Tate Series 800 floor, the 
speeifie floor manufaeturer must be eontaeted to evaluate the floor being used. 

The following table lists speeifieations for the Tate Aeeess Floors Series 800 raised floor system. 

Table C-3 Typical Raised Floor Specifications 

Item a Rating 

Dead load 7 lb/ft 2 (34.2 kg/m2) 

Live load 313 lb/ft 2 (1528.3 kg/m2) 

Coneentrated loadb 1250 lb (567 kg) 
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Table C-3 Typical Raised Floor Specifications (Continued) 

Item8 Rating 

Ultimate load 4000 lb (1814 kg) per 
panel 

Rolling load 400 lb (181 kg) 

Average floor load 500 lb (227 kg) 

a . From Table C-2 on page 203 

b. With 0.08 in (0.2 em) of span maximum deflection 

Windows 

General Site Preparation Guidelines 

Facility Characteristics 

Avoid housing computers in a room with windows. Sunlight entering a computer room may cause problems. 
Magnetic tape storage mediais damaged if exposed to direct sunlight. Also, the heat generated by sunlight 
places an additionalload on the cooling system. c 

C· 
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Space Requirements 

Space Requirements 

This section contains information about space requirements for an hp server. This data should be used as the 
basic guideline for space plan developments. Other factors, such as airflow, lighting, and equipment space 
requirements must also be considered. 

Delivery Space Requirements 

There should be enough clearance to move equipment safely from the receiving area to the compu ter room. 
Permanent obstructions, such as pillars or narrow doorways, can cause equipment damage. 

Delivery plans should include the possible remova! ofwalls or doors. 

Operational Space Requirements 

Other factors must be considered along with the basic equipment dimensions. Reduced airflow around 
equipment causes overheating, which can lead to equipment failure. Therefore, the location and orientation of 
air conditioning ducts, as well as airflow direction, are important. Obstructions to equipment intak e or 
exhaust airflow must be eliminated. 

The locations oflighting fixtures and utility outlets affect servicing operations. Plan equipment layout to take 
advantage oflighting and utility outlets. Do not forget to include clearance for opening and closing equipment 
doors. 

Clearance around the cabinets must be provided for proper cooling airflow through the equipment. 

If other equipment is located so that it exhausts heated air near the cooling air intakes ofthe hp server 
C.fibinets, larger space requirements are needed to keep ambient air intake to the hp server cabinets within 
the specified temperature and humidity ranges. 

Space planning should also include the possible addition of equipment or other changes in space 
requirements. Equipment layout plans should also include provisions for the following: 

• Channels or fixtures used for routing data cables and power cables 

• Access to air conditioning ducts, filters, lighting, and electrical power hardware 

• Power conditioning equipment 

• Cabinets for cleaning materiais 

• Maintenance area and spare parts 

Floor Plan Grid 

A floor plan grid is used to plan the location of equipment in the computer room . In addition to its use for 
planning, the floor plan grid should also be used when planning the locations ofthe following items: 

• Air conditioning vents 

• Lighting fixtures 

• Utility outlets 

• Doors 

• Access areas for power wiring, air conditioning filters and equipment cable routing. 
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General Site Preparation Guidelines 
Typicallnstallation Schedule 

The following schedule lists the sequence of events for a typical system installation: 

• 60 days before installation 

- Floor plan design completed and mailed to Hewlett-Packard (ifrequired to be an HP task) 

• 30 days before installation 

Primary power and air conditioning installation completed 

Telephone and data cables installed 

Fire protection equipment installed 

Major facility changes completed 

Special delivery requirements defined 

c Site inspection survey completed 

Delivery survey completed 

A signed copy ofthe site inspection and delivery survey mailed to Hewlett-Packard 

Site inspection and predelivery coordination meeting arranged with a Hewlett-Packard 
representative to review the inspection checklist and arrange an installation schedule. 

• 7 days before installation 

'- . 

NOTE 

c 

Final check made with an Hewlett-Packard site preparation specialist to resolve any last minute 
problems 

Not ali installations follow a schedule like the one noted above. Sometimes, an hp server is 
purchased through another vendor which can preclude a rigid schedule. Other conditions could 
also prevent following this schedule. For those situations, considera milestone schedule. 

• Site Preparation- schedule with the customer as soon as possible after the order is placed. 

• Si te Verification- schedule with the customer a minimum of one to two days before the hp 
server is scheduled to be installed. 
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Site lnspection 

Site Inspection 

Table C-4 Customer and Hewlett-Packard Information 

Customer lnformation 

Name: Phone No: 

Street Address: City 
o r 
Town: 

State or Province: Country 

Zip or postal code: 

Primary customer contact: Phone No. : 

Secondary customer contact: Phone No.: 

Traffic coordinator: Phone No.: 

Hewlett-Packard information 

Sales representative Order No: 

Representative making survey Date: 

~.~cheduled delivery date 
.... ·. 
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Table C-5 Site Inspection Checklist 

Please check e ither Yes orNo. IfNo, include comment# or date 

Computer room 

No. Area or condition 

1. Is there a completed floor plan? 

2. Is there adequate space for maintenance needs? 
Front 36 in (91.4 em) minimum, Rear 36 in 
(91.4 em) minimum are recommended 
clearances. 

3. Is access to the site or compu ter room 
restricted? 

4. Is the computer room structurally complete? 
Expected date of completion? 

5. Is a raised floor installed and in good condition? 

6. Is the raised floor adequate for equipment 
loading? 

7. Are there channels or cutouts for cable routing? 

8. Is there a remate console telephone line 
available with an RJll jack? 

9. Is a telephone line available? 

10. Are customer supplied peripheral cables and 
LAN cables available and ofthe proper type? 

11. Are floor tiles in good condition and properly 
braced? 

12. Is floor tile underside shiny or painted? If 
painted, judge the need for particulate test. 

C
. Power a nd lighting 

é No. Area or condition 

13. Are lighting leveis adequate for maintenance? 

14. Are there AC outlets available for servicing 
needs? (i.e. vacuuming) 

15. Does the input voltage correspond to equipment 
specifications? 

15A Is dual source power used? Ifso, identify type(s) 
a nd evaluate grounding. 
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General Site Preparation Guidelines 

Site lnspection 

Table C-5 Site Inspection Checklist (Continued) 

Please check either Yes orNo. IfNo, include comment# or date 

16 Does the input frequency correspond to 
equipment specifications? 

17. Are lightning arrestors installed inside the 
building? 

18. Is power conditioning equipment installed? 

19. Is there a dedicated branch circuit for 
equipment? 

20. Is the dedicated branch circuit less than 250 
feet (72.5 meters)? 

21. Are the input circuit breakers adequate for 
equipment loads? 

Safety 

No. Area or condition Yes No 

22. Is there an emergency power shut-off switch? 

23. Is there a telephone available for emergency 
purposes? 

• 24. Is there a fire protection system in the 
computer room? 

25. Is antistatic flooring installed? 

26. Are there any equipment servicing hazards 
(loose ground wires, poor lighting, etc.)? 

Cooling 

No. Area or condition Yes No 

27 . Can cooling be maintained between 20 oc and 
55 oc (up to 5000 ft .)? Derate 1 °C/1000 ft. 
above 5000 ft . and up to 10,000 ft . 

28. Can temperature changes be held to 10 oc per 
hour with tape media? Can temperature 
changes be held to 20 oc per hour without tape 
media? 

29. Can humidity levei be maintained at 40% to 
60% at 35 oc noncondensing? 

30. Are air conditioning filters installed and clean? 

Storage 
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Table C-5 Site Inspection Checklist (Continued) 

Please check either Yes orNo. If No, include comment# or date 

No. Area or condition Yes No 

31. Are cabinets available for tape and disc media? 

32. Is shelving available for documentation? 

Training 

No. Area or Condition 

33 Are personnel enrolled in the System 
Administrator's Course? 

34 Is on-site training required? 

c 

c 
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General Site Preparation Guidelines 

Delivery Survey 

Delivery Survey 

' ; 

/ 

The delivery survey forms list delivery or installation requirements. If any ofthe items on the list apply, enter 
the appropriate information in the areas provided on the form . 

Special instructions or recommendations should be entered on the special instructions or recommendations 
form. The following list gives examples of special instructions or issues: 

• Packaging restrictions at the facility, such as size and weight limitations 

• Special delivery procedures 

• Special equipment required for installation, such as tracking or hoists 

• What time the facility is available for installation (after the equipment is unloaded) 

• Special security requirements applicable to the facility, such as security clearance 

.'- . 
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Appendix C 

Delivery Survey (Part 1) 

DELIVERY CHECKLIST 

DOCK DELIVERY 

ls dock large enough for a semitrailer? Yes 

Circle the location of the dock and give street name if different than address. 

North 

West I E~t 
South 

STREET DELIVERY 

General Site Preparation Guidelines 

Delivery Survey 

No __ 

Circle the location of access doer and list street name if different than address. 

North 

w.,, I I E~t 
South 

List height and width of access doer. 

List special permits (if required) for street delivery. 

Permit type: Agency obtained from: 

60SP016A 
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General Site Preparation Guidelines 

Delivery Survey 

Figure C-3 Delivery Survey (Part 2) 

ELEVA TOA 

Fi li in lhe following information if an elevator is required to move equipment. 

214 -
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Capacity (lb or kg) 

Depth _____ _ 

Height _____ _ 

Width _____ _ 

STAIRS 

Please list number of flights and stairway dimensions. 

Number of flights 

Width _____ _ 

Width _ ____ _ 

T 
I 

Number of flights ______ _ 

Width _____ _ 

Width ___ ___ _ 

60SP019A 
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A 
Accessing Error Chassis Logs, 98 
Acoustic Safety Standards, 248 
Adding Users, 71, 80, 83 
Additional Components, 22 
Altitude Operation Standards, 249 

Effects of Altitude, 249 

c 
Cabinet Performance Grounding (High Frequency 

Ground), 255 
Changing the Default GSP Configuration, 82, 85 
Chassis Code to FRU Decode, 93 
Computer Room Physical Space Requirements, 243 

Aisle Space, 243 
Server, 243 

Computer Room Unpacking Space, 244 
Configure Remote Console, 60 
Configure RS-232 Console, 56 
Configure System Consoles, 55 
Configure the LAN Console, 61 
Configure the Web Console, 63 

Configuring the GSP LAN Port, 80, 83 
'onfiguring the GSP LAN Port via an ASCII console, 

61 
Configuring the Rev A Guardian Service Processor 

(GSP), 80 
Configuring the Rev B Guardian Service Processor 

(GSP), 83 
Core I/0 Connections, 50 
Core I/0 Removal, 146 
Core I/0 Replacement, 147 
CPU Removal, 182 
€PU Socket Replacement, Cleaning, and CPU 

·. Replacement, 183 
Cleaning Kit Components, 183 
CPU Cleaning for System Board Replacement, 185, 

186 
Replacing the CPU, 187 
Tools Required, 183 

Cross-Referencing Chassis Log Errors to rp54xx 
FRUs, 93 

CRU Physical Location, 216 
Customer Replaceable Unit Part Numbers, 219 

1) 

( .• ata Communications Cables, 257 
'--Determine Current System State, 88 

Dimensions, 242 
Disk Media Backplane Removal, 212 
Disk Media Backplane Replacement, 213 
Disk Media Housing Rem oval, 188 
Disk Media Housing Replacement, 189 
Display Board Removal, 173, 174 

E 

Removing rp5400 and/or rp5450 Model Platform 
Monitors, 175 

Removing The rp54 70 Model Platform Monitor, 175 

Electrical, 245 
Modular PDUs, 246 

Index 

Office High Availability Requirements, 245 
Server-level Enhanced Power Availability, 245 

Power Protection, 245 
System Power Requirements, 246 

electrical and environmental guidelines 
electrical conduit ground, 255 
electrostatic discharge prevention, 248 
lighting requirements, 252 
main building electrical ground, 255 
power panel grounds, 255 

Electrical Conduit Ground, 255 
electricalload requirements, 253 
Environment Elements 

Acoustics, 262 
Environmental Elements, 258 

Computer Room Preparation, 258 
Cooling Requirements, 258 

Air Conditioning Ducts, 260 
Air Conditioning System Guidelines, 259 
Air Conditioning System Installation, 260 
Air Conditioning System Types, 259 
Basic Air Conditioning Equipment Requirements, 

258 
Basic Air Distribution Systems, 259 

Delivery Survey, 272 
Dust and Pollution Control, 260 
Electrostatic Discharge (ESD) Prevention, 262 
Facility Characteristics, 263 

Floor Loading, 263 
Average Floor Loading, 264 
Floor Loading Terms, 263 
Raised Floor Loading, 263 
Typical Raised Floor Site, 264 
Windows, 265 

Humidity Levei, 260 
Metallic Particulate Contamination, 261 
Site Inspection, 268 
Space Requirements, 266 

Delivery Space Requirements, 266 
Floor Plan Grid, 266 
Operational Space Requirements, 266 

Typical lnstallation Schedule, 267 
Equipment Grounding Implementation Details, 257 
Example of Accessing Error Logs, 98 
Expansion I/0 LED States, 116 
Extend the Server out the Front, 133 

F 
Factory Integrated Cabinet Installation, 2 
Fan, Power Supply, and Disk LED States, 121 
Field Replaceable Unit Part Numbers, 235 
Front Bezel Remova! (Single Piece), 142 
Front Bezel Removal (Two Piece), 144 
Front Bezel Replacement (Single Piece), 143 
Front Bezel Replacement (Two Piece), 145 
FRU Physical Location, 221 

G 
Graphics Troubleshooting, 46 
grounding systems 
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Index 

electrical conduit ground, 255 
GSP Cables, 56 
GSP Configurable Parameters, 71 
GSP Features, 53 
GSP LAN, 53 
GSP LED States, 118 
GSP RS-232, 53 
Guardian Service Processar (GSP) Overview, 53 

H 
hot swap procedure 

software, 151 
HotPlug 

Hardware HotPlug Procedure, 156 
Hot Swap Procedure for Unattached Physical 

Volumes, 158 
Hot Swap Software Procedure for Attached 

Physical Volumes, 157 
HotPlug Disk Drive Remova!, 151 
HotPlug Disk Drive Replacement, 156 
HotSwap Card Cage Fan Remova!, 163 
HotSwap Card Cage Fan Replacement, 164 
HotSwap Chassis Fan Cover Removal, 159 
HotSwap Chassis Fan Cover Replacement, 160 
HotSwap Chassis Fan Remova!, 161 
HotSwap Chassis Fan Replacement, 162 
HotSwap Power Converter Fan Remova!, 167 
HotSwap Power Converter Fan Replacement, 168 
HotSwap Power Supply Remova!, 165 
HotSwap Power Supply Replacement, 166 

I 
Jjlentifying Approved Non-E-Series HP Cabinets, 17 
Identifying E-Series HP Cabinets, 18 
Identifying Static Rail Kit, 18 
Individual Component Remove/Replace Instructions, 

133 
Initial Power-up, 76 
Insert the Server from the Front, 134 
lnstall Deskside serve r, 8 
Install Stand-Alone Server in a Cabinet, 11 
Installing a PCI Card, 36 
Installing Central Processing Units (CPUs), 23 
Installing Disk Drives, 47 
Installing Graphics, 39 
Installing Memory, 28 
Installing Peripheral Component Interconnect (PCI) 

Cards, 32 
Installing rp5400 ancl/or rp5450 DIMMs, 28 
lnstalling rp5470 DIMMs, 30 
lnstalling Stationary Rails, 19 
Interpreting Chassis Logs Using the 

chassis_code.codes File, 100 
Interpreting Service Processar Error Chassis Logs, 

98 
Interpreting System Alerts, 96, 97 

K 
Key FRU ldentification Fields for Error Chassis 

Logs, 99 
Key FRU ldentification Fields for System Alerts, 97 
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Power Distribution Safety Grouhding;-25~ \"...>' 
Site Preparation "--~-___. 

Distribution Hardware 
Raceway Systems (electrical conduits), 254 

LAN and Telephone, 247 
LAN/SCSI LED States, 120 
lighting requirements, 253 

M 
Memory Configuration Rules, 28 
Memory DIMM Remova!, 171 

Removing rp5400 Memory DIMMs, 171 
Removing rp5470 Memory DIMMs, 171 

Memory DIMM Replacement, 172 
Replacing rp5400 and/or rp5450 Memory DIMMs, 

172 
Replacing rp54 70 Memory DIMMs, 172 

o 
Online Addition!Replacement (OLA/R) of PCI I/0 

cards, 38 

p 

PCI Backplane Remova!, 206 
Removing rp5400 and/or rp5450 PCI Backplanes, 

206 
Removing rp54 70 PCI Backplane, 207 

PCI Backplane Replacement, 209 
Replacing rp5400 and/or rp5450 PCI Backplanes, 

209 
Replacing rp5470 PCI Backplane, 211 

PCI Card Separator/Extractor Remova!, 149 
PCI Card Separator/Extractor Replacement, 150 
PCI I/0 Card Installation Order, 34 
PCI I/0 Card Installation Restrictions, 34 
PCI I/0 Card Remova!, 179 
PCI I/0 Card Replacement, 180 
PCI I/0 LED States, 114 
Platform Monitor Replacement, 177 

Replacing rp5400 and/or rp5450 Platform 
Monitors, 177 

Replacing rp54 70 Platform Monitor, 177 
Power Converter Remova!, 193 
Power Converter Replacement, 194 
Power Panel Ground, 255 
Power Supply Failure Example, 95 
Problem Symptoms and Repair Actions, 89 
Processor Failure Example, 95 
Processor Support Module Remova!, 169 
Processor Support Module Replacement , 170 

R 
raised floor 

ground system, illustrated, 256 
Raised Floor "High Frequency Noise" Grounding, 256 
Receive/Unpack A Non-Integrated Server, 5 
Removable Media Remova!, 190 
Removable Media Replacement, 191 

-
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SCSI ID Sett~~-i~1l"'y 
Remove and Replace Procedures by Part, 124 
Removing Users, 72, 82, 85 
Return the GSP to Default Configurations, 73 
Revision A GSP, 50, 54 
Revision B GSP, 51, 54 
rp5400 and rp5450 1/0 Block Diagram, 103 
rp5400 and rp5450 System Block Diagram, 102 
rp5400/rp5450 PCI Card Slots, 32 
rp5430 and rp5470 System Block Diagram, 104, 105 
rp5470 PCI Card Slots, 33 
rp54xx Server Boot Process, 74 
Run/Attention/Fault LED States, 106 

s 
Sample System Alerts, 97 
Secure Web Console Installation, 68 
Side Cover Remova], 140 
Side Cover Replacement, 141 
Site Preparation 

Computer Room Safety, 252 
Fire Protection, 252 

C Lighting Requirements for Equipment Servicing, 
252 

Distribution Hardware, 254 
Building Distribution, 254 
Wire Selection, 254 

Electrical Factors, 252 
Electrical Load Requirements (Circuit Breaker 

Sizing), 253 
Grounding Systems, 255 
Power Consumption, 253 

• Power Quality, 253 
Power System Protection, 254 
Sources ofVoltage Fluctuations, 253 

Space Requirements 242 
Stand-alone Server Cover Removal, 135 
Stand-alone Server Cover Replacement, 137 
Stationary L-Bracket Rail Assembly, 17 
System Board Removal, 195 

Removing rp5400 and/or rp5450 Model System 
Boards, 195 

Removing rp54 70 Model System Board, 196 
System Board Replacement, 197 

C
rp5400 or rp5450 System Board Replacement, 197 

Configuring System Board, 198 
rp5470 System Board Replacement, 201 

Power up procedure., 204 
System Installation Guidelines, 257 

T 
Temperature and Humidity Operating Standards, 

250 
Thermal Protection Features, 250 

Top Cover Remova], 138 
Top Cover Replacement, 139 
Troubleshooting and FRU identification, 89 

u 
Uncrating Space , 242 

lndex 

Unpacking the SPU, 5 

v 
V-Class system 

temperature and humidity specifications, 250 

w 
Wiring Connections, 257 
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hp servers rp5430 

ond rp5470 

hp rack-optimized 
rp5430 and rp5470 

servers 
entry-level UNIX® servers 

~p servers 
product brief 

hp rack-optimized servers can help you be 
always on, always there, always connected 
hp servers rp5430 and rp5470: smart, simple, stress-free 

In today's economy, whether 

yau're managing your own 

IT infrastructure or hosting 

someone else's, you have lo 

operate with a fasler time-to­

solulion, wilhin budgelary 

conslrainls, and with lhe 

highesl slandards for customer 
service and operational 

efficiency. 

To creale and run an 

infrostructure for on olways-on 

business, you need o 

computing platform thal will 

support the woy you-and 

your cuslomers-do business. 

The HP Servers rp5430 and 

rp5470 give your business the 

faslesl-and most reliable ­

means of succeeding in lhis 

new business environment. 

The HP Servers rp5430 and 

rp5470 deliver lhe proven 

performance, scolobility, ond 
high-ovailobility capabilities 

of UNIX-without high 
maintenance requirements ond 

costs. And they give you plenty 

of room lo grow. You can slarl 

ai a low-price enlry point and 
scale up lo the leading 4-way 

UNIX performance-in the 

some rack-optimized form 

factor, without penalty. And 

wilh ils induslry-leading 

solulion partners, HP has 

developed business solulions 

surrounding lhese servers thol 

are lesled, easy lo deploy, and 

easy to manage. 

With HP Servers rp5430 
and rp5470, owning and 

operating a UNIX server is 

smarl, simple, and stress-free. 

smart 
HP Servers rp5430 and 

rp5470 offer leading entry­

level server performance, 

dynamic scalability, and 

unmalched investmenl 

proleclion-all in a rack­

oplimized package- making 

them lhe smarl choice for lhe 

most demanding applications. 

leading perfonnance­

scalable functionality 
• industry-leading OLTP 

performance 
• massive bandwidth 

for 1/0-intensive applications 

• 7U-height and pocked with 

CPUs, memory, and 1/0, 

plus lhe ability lo scale 

subsyslems wilhoul 

compromise 

• rack-oplimized lo make lhe 

best use of valuoble data­

cenler flaorspace 

unparalleled inveshnent 

protection 

• industry's only in-box 

upgrade from 2-way lo 

4-way UNIX computing 

• built-in growlh path lo 
the HP Server rx5670, 
feoturing Intel® ltanium® 2 

processors 

l :. ! Doe: 7 o 1 
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proven solutions for business-critical computing 

simple 
hp makes IT easy 

With HP Servers rp5430 and rp5470, HP offers a unique combination 

of solutions designed lo help you gel slarted quickly and manage your 
IT environmenl effectively. 

hp-ux: robust, proven enterprise aperating environment for mission­
critical applications 

• industry-leading performance, scolability, availability, manageability, 
and security 

• pre-packaged, integrated, and production-ready aperaling 
enviranmenls 

• industry-leading Windows® and Linux inleraperability 

• cenlralized software updates that are limely, simple, and efficienl 

• pawerful alliances with induslry-leading software vendors and syslems 

integralors la deliver rabusl solutians fram e-commerce la enlerprise 

resaurce planning (ERP) and beyand 

leading-edge management capabilities with 

hp-ux virtual partitions and hp-ux warkload manager 

• system resource oplimizalion enabling multiple workloads lo run 

simultaneausly on the some server, each with their awn inslance 

C'P-UX 

• ,oved security and server availabilty through complete software 
ond aperaling syslem isolation 

• HP-UX Virtual Partilions inlegrale with HP-UX Workload Monager for 

lhe mosl efficienl resource dislribution across parlitions, in a single 
serve r 

• base offering complementary with HP-UX l li for your 

HP Server rp5470 

integrated management capabilities 

• HP Serviceconlrol Manager and integrated HP Secure Web Console 

capability for fu/1 remate managemenl, including cenlralized 

configuration of multiple servers 

the right .server for. todats ~pplicati~ns 
ERP (supply-chain managemen!l 
High availability, leading-edge . ma~ageability, and .x:alal>le perfonnance 

pari demanding end-ta-end enterprise applicatians. 

- "'• 
"The combinotion .oi leading perfonnance, ·í;o throughpui, and capo(:ity 

• i:ln ig a:..ailabifíiY wdh-:encJ:iCH!nd so(uhons oeltvers ·more powerful, 
reliable broadband services. 

·Internet infrastructure 
. Highly scalable, ~liable, and rriaiJageable Web server, caching $8rVer, 

load balancing, e..:ommer.ce !SfVer, .lirewalls, ar mail seM!r. 

e-<Ommerce 
l.eading perfonnance and l/0 Bandwidth, in-box scalabífity, rack­
"optimized fonn foctor (five per standard. 2-meter raçk}, ~igh avai)abilily, 
and Internet management leatures. · 

technical computing 
leading perfonnance and throughput, N+ I redundant -componenls, 
extensivo memory càpobilities, and clusterin_g lclutions to ineel the ~ .., 
demands oi computation, NFS file serving and prQduct data manageJifent, 
and Web hosling. 

flexible financing 

• operaling leases with a variety oi allraclive terms 
• the Tech Refresh pragram for cost-effective upgrades lo stay on the 

leading edge of new lechnolagy 

• bundled Solution Finonce progrom lo consolidate and simplify 
financing arrangemenls 

instant capacity on demand for your 
hp server rp5470 
iCOD 

• inslanl aclivalion of incrementai CPU power when you need il 

• pay only for lhe processing power you use 

temporary capacity for iCOD 

• lemporary activation of incrementai CPU power for a limited period 

• ideal for shorl-lerm, predictable processing demands 

stress-free 
make your business your focus 
The HP Servers rp5430 and rp5470 handle the demands of users 

efficiently and reliably-so you can concenlrale on running your 

business, no I manag ing your IT resources. 

high availability for continuous operations 

• a rich sei of in-box high-ovailability fealures 

• affordable high-ovailability cluslering solutions based on 

industry-leading HP MC/Serviceguard 

• self-healing capabilities, a firsl for entry-level servers-proaclively 

avoid faults lo improve uptime 

• a criticai building block for your always-on e-business needs 

total solution support 

• oplions ranging fram Web-bosed services lo lhe industry's only 

6-hour ca/1-to-repair commilmenl 

• "one-slop" solution supporl delivered with parlners such as Cisco, 

Oracle®, SAP, i2, lnktomi, and many more 

best UNIX server family-top to bottom 
The low-cost enlry poinllo lhe lwo-way HP Server rp5430 through lhe 

more scalable HP Server rp5470 are pari of the powerful HP UNIX 

server line-servers that setthe slandards for business-crilical compuling 

and total cosi of ownership. Simple in-chassis upgrades lei you move up 

the line as your business grows. HP UNIX servers provide lhe hardware 

foundation for an Internet infraslruclure that is always on. Combining 

leading lechnology with proaclive and reaclive services, HP offers 
complete, end-to-end solutions that include hardware, software, 

applicalions, services, supporl, consulting, and an exlensive portfolio of 

experienced parlners, so you can gel lo markel quickly wilh a single 

source oi experlise. The HP UNIX server family is robusl from lhe lop lo 

bottom-from lhe high-end HP Superdome; through the HP Servers 

rp8400 and rp74l O, lhe midrange performance and price/ 

performance leaders; and lo the scalable enlry-level HP Servers rp5430 

and rp5470. Rounding oul lhe family are lhe hyper-dense HP rp2400 

series servers for Internet applicalions and branch offices. 

.. 
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smart 

1-4 (rp5470) or 1-2 (rp5430)875MHz PA-8700+ CPUs with 2.25 MB 
on<hip coche per CPU or 750MHz PA-8700 CPUs wilh 2.25 MB on<hip 
coche per CPU 

Up lo 16 GB (rp5470) or up lo 8 GB (rp5430) SDRAM memory wilh 
advanced ECC proleclion 

Up to 10 (rp5470) or 6 (rp5430) PCII/0 slots with 3 .2 GB/s (rp5470) or 
2.3 GB/s (rp5430)1/0 bandwidth 

Core 1/0, including 1 0/1 OOBase-T LAN wilh oulo speed-sensing, a second 
10/1 OOBase-T support LAN, Ultra2 LVD SCSI, and RS-232 

Up lo 4 internai 36 GB, 73 GB, or 146 GB Uhra320 SCSI hot-plug high­
uplime disks 

1 internai DVD or DAT drive 

7U chassis wilh up lo 5 servers per slandard 2-meler rack; alsa available in 
slandalone (pedestal) conliguration 

Easy in-box upgrades lrom lhe rp5430 lo the rp5470 

'>Orl oi lntelltanium Processar Family as well as PA-RISC processors 

simple 
Buih-in unlimited user license for proven 64-bit HP-UX 11 i and 11.0 

HP Virtual Parlitioning for lhe rp5470 

lntegrated HP Secure Web Console and Servicecontrol Manager for lulllocal, 
Web, and remate contrai oi servers 

A~ble financing programs 

' · lnslanl capocily on demand (iCOD); temporary capocily for iCOD 

HP global deploymenl and portner integralion services 

HP On-sile Solution consolidated manufacturing, streamlined product assembly 
and tesling, and slale-of-the-ort integration 

stress-free 
Error<orrecting coche, parity checking on ali buses, memory scrubbing and 

C
~ de-ollocation, dynamic processor resilience, and de-ollocation oi 
/ alion processes 

Dual Ultra 2 SCSI buses and conlrollers for mirrored slorage 

Hot-swop, redundonl power supplies and lons; redundanl, hot-plug PCI; 
Ultra2 SCSI hot-plug disks 

lnlegroled Evenl Moniloring Service (EMS) 

Buih-in lauh monagemenl syslem with separale support processar ond bus 

lnlegraled with HP MC/Serviceguard, HP Toplools for Servers, and enlerprise 
monagemenl software such as HP OpenView and CA Unicenler 

Pre-lested ond pre-integroted workgroup cluslering solutians based on 
HP MC/Serviceguard 

3-yeor on-sile service warranly and HP services and support oplions ranging 
lrom Web-based supporl lo mission<rilical, 6-hour Call-to-Repoir commilmenl; 
includes full solution supporl for hardware and software 

Superior performance over camparable systems, wilh plenty ai heodroom for 
growlh 

Fast and reliable processing power for lrequently accessed data 

Easily handles 1/0-intensive applications and allows the system to scale 1/0, 
CPUs, and memory without compromise 

Provides easy, ready-to-go networking capobilities 

Store criticai data with massive internai capocily 

Prolecls criticai data 

Oplimizes use oi Aoor spoce and delivers high-perlormance density in a 
racked conliguralion 

Archileclural scalability ensures these servers can grow wilh lhe business, 
maximizing Aexibility and inveslmenl proleclion 

Provides investmenl proleclion through dual growth poths 

Proven, enlerprise UNIX operating syslem lar mission<ritical applicalions 

Maximizes usage oi computing resources 

Provide complete single-syslem and multisystem adminislration capabilities, 
including a range oi security leatures, lrom any browser-based PC 

Moke iniliol ownership and modular growlh easy and affordoble 

lmmediate access to CPU power when you need il, either permanently or 
lemporarily 

Offer guaranteed error-lree solution deployment to reduce implemenlalion 
lime and cosi 

Ensure superior quality and laster delivery 

Buih-in high-ovailability leolures deliver superior leveis oi 
• error correction, 
• errar contoinment, 
• data proleclion, and 
• serviceobility 
to help maximize uptime for business<rilical workgroups and applications 

Provides superior syslem uplime through conslanl, proactive fault avoidance, 
deteclion, and notilicalion; monilors power, cooling syslem hardware, 
processors, memory, HP-UX resources, and externai slorage 

Deliver complete, ready-to-go solutions for cluslered high availability that 
eliminale ali single poinls oi failure, ai an affordable price 

Reduce risk through worldwide supporl for business<ritical compuling; provide 
·one-slop shopping• for supportthrough porlnerships with Cisco, Oracle, SAP, 
BroadVision, lnktomi, and others 
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stay ahead of the curve 

eonfiguration oplions hp server rp5430 hp server rp5470 

processo r 

SMP configuration 

supported OS versions 

minimum/maximum memory 

on<hip coche {data/ instr) 

total 1/0 slots 

internai removable media bays 

maximum internai disk capacity 

slandard 1/0 features 

supparled l/O conneclivity 

environmental specificalions 

875MHz PA-8700+ or 750MHz 
PA-8700 

1 to 2 CPUs 

HP-UX l l i PA-8700+ 
HP-UX 11 .0, 11 i PA-8700 

512MB/8GB 

1 .5 MB/750 KB 

6 

584 GB {4 disk bays) 

875MHz PA-8700+ or 750MHz 
PA-8700 

1 to 4 CPUs 

HP-UX 1 l i PA-8700+ 
HP-UX 11 .0, 11 i PA-8700 

512MB/16GB 

1 .5 MB/750 KB 

10 

584 GB {4 disk bays) 

Ultra2 SCSI, 1 OOBase-T LAN, 3 RS-232 parls, 1 OOBase-T supporl LAN, and 
Web-based console 

Ultra2 SCSI RAID, Ultra2 SCSI LVD {single- and dual-port), FWD SCSI {single- and 
dual-por!), Fibre Channel, Gigabil Ethernel, 1 OOBase-TX {single- and quad-port), 
100Base-FX, ATM 155 Mb/s {MMF, UTP-5), ATM 622 Mb/s {MMF), FDDI dual­
allach LAN, Token Ring 100 Mb/s; X.25/FR/SDLC {dual-por!), multiplexer 
{8- and 16-porl) 

C ;tromagnelic inlerference Complies with FCC Rules and Regulations, part 15, as a Class A digital device; Manufaclurer's Declaralion lo EN 55022 
levei A; VCCI Regislered, Class I; Korea Rll 

AC inpul power 

moximum currenl requiremenls 

moximum power dissipolion 

physical dimensions 

operoling lemperalure 

nonoperaling lemperalure 

moximum rote oliemperature change 

operaling relative humidity 

nonoperoling relalive humidity 

operaling altitude 

nonoperaling altitude 

compliance model number 

100-240V 50/60Hz 

13.8Aai110V 

1283 waHs 

Deplh: 774 mm (30.5 in) 
Widlh: 482 mm {19.0 in) 
Height: 368 mm {14.5 in)/7 ElA unils 
Weight: 68 kg (150 lb) 

+5" to 3SOC (4 1" to 95"F) 

-40" lo 65"C {-40" lo 1 49"F) 

20"C/hour 

15% lo 80%, noncondensing, max. wel bulb @ 26"C 

5% to 90%, noncondensing 

To 3.0 km (10,000 ft) abave sea levei 

To 4.5 km {15,000 ft) above sea levei 

RSVL - O 1 05-A 

-

more informalion 
ntact ony of our worldwide soles orfices or 
Channel Portners (in the U.S. cal! 1-80~7-7740) 

ar visitthe HP servers Web site at 
www.hp.com/go/servers ar 
www.hp.com/go/rp5430 ar 
wwwJtp.com/go/rp5410 

HP product information and technical documentation 
are available online. In addition, configuration tools 
and pricing information allow registered users to 
place orders online. 
~ Hewlen-fockard Davelopment Compony, LP. The inlonnotion contained hereln h subjecl 
lo change withoul notlce. The only warranties for HP produtb and servlces are set forth in 
the expren wanonty stafements oc::c:ompanying such prodtJcts and servlces. Nothing hereln 
ahould be construed as contstiluting on additional warranty. HP shall not be liable for 
technicol or editorial errors or omisslons contoined herein. 

lntelond llonlum ont mgllh!recl llademorks ollnlel Corporulion In lhe Unlled Slotes ond 
other countries and are used under llcense. Orac:le ls a reglstered U.S. trademork of Orada 
Corporulion, Redwood Oly, Colilomio. UNIX is a reglslered lrademorlt oi lhe Open Group. 
Windows ls a U.S. mglslered lrademorlt oi Mio-osoh Corporotion. 

06/12/03 

598~32EN Rev. 6 

invent 

--
Fls: 0126 

j 7 o 1 
Doe: 



c 

r 

I 
' 

t 
! 
1 

.,'-. ____ . 

CPMI - CORREIOS 

-- .:.... 

0127 
Fls.:- -

l 3 7 o 1 
Doe: ___ _ _ 



n v e n t 

overv1ew 

c 

benefits to you 

c 

storage area nelwork environment support 

fo meet the needs of IT manaç:Jers and storaç:Je area network (SAN) administrators in 
maintaininç:J criticai SAN environments, HP offers HP SAN Environment Support. 
DesiÇJned to maximize SAN uptime and stability, and minimize interoperability issues, 
HP SAN Environment Support provides you w ith a single source for reactive and 
proactive support for your HP SAN environment and multivendor SAN infrastructure. 

With HP SAN Environment Support, you are assigned a SAN-peaked account support 
engineer (ASE) who proactively works with you to maximize SAN availability and 
stability. The standard duties of your SAN ASE include regular SAN availability reviews, 
SAN topology mapping and maintenance, firmware upgrade planning and 
implementation, plus change management planning and assistance . In addition to these 
standard activities, your ASE can help you in other ways, including assistance in 
ongoing use of SAN management software, SAN upgrade planning, direct-connect-to­
SAN conversion assistance, and SAN-based back-up planning . 

HP SAN Environment Support also provides a sinÇJie point of contact for reactive HP 
SAN environment and multivendor SAN infrastructure support. This feature, delivered by 
HP SAN support experts, eliminates the need for your IT staff to make multiple calls to 
multiple vendors to resolve interoperability problems. Efficient problem resolution and 
elimination of finger pointing is facilitated by HP's alliance with Brocade 
Communications Systems, Inc. Additionally, to accelerate the troubleshooting process, 
HP has also developed a suite of SAN diagnostic tools . 

HP SAN Environment Support provides you with global resources and expertise to 
supplement your own internai IT staff, enabling them to focus on core business issues. 

• lncrease business productivity through increased SAN availability. 

• Preveni problems from occurring, through regular reviews with an HP SAN expert. 

• Reduce the risks and improve the effectiveness of changes by proactively managing 
changes in your SAN environment. 

• lmprove SAN stability with firmware upgrade planning and implementation from an 
HP SAN expert. 

• Call on a single source for quick and accurate reactive resolution of complex multi­
vendar SAN interoperabil ity problems, with minimum disruption to your users and IT 
managers . 

• lncrease the effectiveness of IT staff, so they have more time to focus on core business 
issues . 

• Alleviate the difficulty of recruiting, tra ining , and retaining SAN experts . 

o . . . 
. 

..;•B· ., -·-· .!1!1 
~·-

Premie r 
Brocade Qualified 
Support Partner 
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table 1. service feature highlights 

support team 

• Assigned SAN-peaked ASE 

• HP Respanse Cenler SAN 
supparl experts 

c 

procctive fectures 

Prevenlion af problems and proaclively managing changes are 
preferable lo even lhe faslesl crisis response. HP SAN 
Enviranmenl Supporl offers a comprehensive suile of slandard 
and seleclable proaclive account services delivered by a SAN­
peaked ASE. 

Slandard services include: 

• lnitial SAN assessmenl 

• SAN supporl plan 

• Mainlenance of SAN documenlalion 

• Firmware upgrade planning and implemenlalion 

• Change managemenl planning and assislance 

• Ongoing parlicipalion in managemenl and adminislralion of 
the SAN 

• Mid-year SAN review 

• Year-end briefing 

selectable services include: 

• Assislance in ongoing use of SAN managemenl software 

• SAN upgrade planning assislance 

• Direct-connect-to-SAN conversion assislance 

• SAN-based back-up planning 

• Additional change management planning and assistance 

reactive fectures .......... ~. 

HP provides you wilh a single source for 
HP SAN environmenl and multivendor SAN 
infraslruclure supporl, including : 

• Phone-in assistance from a SAN supporl 
experl 

• SAN troubleshooting and fault isolation 

• One-stop problem management 

• SAN fabric OS support 

• HP SAN diagnoslic tools 

• Support alliance with Brocade 
Communicalions Syslems, Inc. 

• Escalalion managemenl 

• Flexible call submittal caverage 

• Optional 24x365 call submittal 

support program specifications 

table 2. support team 

fecture 

ASE 

r esponse Center SAN experts 

delivery specificction 

Your ASE is your SAN support manager and technical experl. Your ASE serves as a lrusled advisor. Working 
closely with your lechnical slaff and IT managemenl, your ASE provides guidance to help maintain your SAN 
environment by idenlifying and delivering lhe services lhal besl suit your business needs. To help meet your 
business objectives, your ASE works wilh you lo develop and roulinely review a mutually agreed upon SAN 
supporl plan. As slandard services, your ASE also maintains your SAN topalogy map, conducls SAN reviews, 
assists wilh firmware upgrade planning and implementation for SAN components, provides change 
management planning and assislance, transfers knowledge of best practices, and also participates in your 
internai meetings when required. 

Our leam of industry-leading SAN support experts is available to provide troubleshooting, fault isolalion, and 
prablem resolution for multivendor SAN infraslruclures. 

0129 ' 
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table 3. proactive features '~-'"'>·"7"---.--: .. 
feature or service specifications 

standard services The foundation of HP SAN Environment Support is a suite of services that HP provides to address your high 
availability SAN needs. 

lnitial SAN assessment During the initial assessment, your ASE fully documents your SAN, including SAN topology: firmware leveis of 

hosts, fibre channel switches, and other fibre channel devices; patch leveis of hosts; and versions of SAN 
monogement software. Based on this information, your ASE assesses the supportabi/ity of your SAN. Your ASE 
identifies any weoknesses within your SAN that could affect availabi/ity or supportability and makes 
recommendations for change. The recommendations and SAN documentation are provided to you in the SAN 
support plan. 

SAN support plan 

Ongoing maintenonce of SAN 
documentation 

C •are upgrade planning 
1mplementation 

Change management planning 
and assistance 

Ongoing participation in 
management and 
administration of the SAN 

Mid-year review 

Annual review 

Selectable services and 
activities 

c 

lf your SAN has recently been implemented using HP's SAN lmplementation Service, this activity may no! be 
required. lf this is the case, your ASE wi/1 advise you regarding additional activities that can be performed in 
lieu of this service. 

The SAN support plan documents your SAN topology and configurations and the logistics of how support wi/1 
be delivered to you, and seis clear expectations for the support relationship. Your ASE meets with you to 
develop your SAN support plan . In the case of an HP mission criticai computing or storage environment, your 
ASE can integrate the SAN support plan into your existing account support plan . 

Your ASE works with you to maintain an up-to-date snapshot of your SAN. This vital activity supports fault 
isolation, daily operation, and planning for future growth. 

Your ASE works with you to develop an implementation plan for firmware upgrades on your SAN switches. He 
or she wi/1 identify considerations, pitfalls and recommendations related to your unique SAN environment. For 
HP and non-HP fibre channel switches covered by an HP support contract, an HP customer engineer (CE) installs 
the firmware upgrades as agreed to in the implementation plan . 

Your ASE helps minimize risks and possible disruptions when implementing changes to your SAN . Utilizing 
industry best practices, your ASE helps you avoid the pitfalls that are often associated with changes to your 
SAN environment. 

Your assigned ASE participates and assists in SAN activities, both technical and operational, as you require. 
Your ASE serves as a trusted advisor for issues that may arise with your SAN . 

Your ASE conducts a mid-year review. Your ASE reviews the status of your SAN for stability, performance, and 
supportabi/ity, including any open issues. The ASE makes any recommendations necessary to ensure that 
problems do no! recur. The work done to date by HP is also reviewed. Your plans for SAN upgrades are 
addressed, as we/1 as your needs for any additional selectable SAN services. 

HP provides you with an annual review, based on a repor! that summarizes the availabi/ity of your SAN during 
the support year and itemizes the technical services and account management activities you received. 

In addition to providing stondord services, HP SAN Environment Support also offers a range of additional SAN 
services. These services are designed to improve the ongoing management and availabi/ity of your SAN. The 
duration of each service wi/1 vary with the complexity of your SAN and your individual needs. Your ASE can 
advise on the service deliverables and duration. You are entitled to at least one selectable service. Your ASE 
may be able to provide more selectable services, depending on the amount of time each service requires. The 
selectable services include: 

• Assistance in ongoing use af SAN management software 

• SAN upgrade planning assistance 

• Direct-connect-to-SAN conversion assistance 

• SAN-based back-up planning 

• Additional change management planning and assistonce 

... 
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table 4. reactive support 

feature 

Phone-in ass islance from a 
SAN supporl experl 

SAN troubleshooting and 
fault isolation 

c 

One-stop problem 
managemenl 

c 
SAN fabric operating system 
support 

delivery specifications 

This fealure provides unlimited, toll-free (where available) phone access for authorized callers lo lhe HP 
Response Center. When your call is received ai HP, an HP SAN supporl engineer quickly responds lo gother 
informalion aboutthe problem and begins work. With your authorization, the engineer remotely accesses your 
SAN to run diagnoslics. Assislance is available Monday through Friday, excluding HP holidays, during standord 
HP Response Center hours. Optional coverage is also available 24 hours per day, 365 days per year. 

HP will troubleshoat and fault isolate your HP SAN environment and multivendor SAN infrastructure. (SAN 
infrastructure is defined to include switches, hubs, bridQes, and fibre channel host bus adapters [hbas]). lf yo~ 
have non-HP hosls or storaQe devices within your SAN not cavered by HP maintenance contracts, 
troubleshootinQ and fault isolation on these products is limited to the identification of interoperability issue~ 
related to the host operatinQ system or storaQe device firmware versions. 

SANs are comprised of complex combinations of switches, storage devices, hbas, host operaling systems ond 
the various sellings, device drivers, and firmware across these components. Drawing from its exlensive 
knowledge and experience in these complex environments, HP con effectively troubleshoot problems and make 
recommendations regarding which settings or versians yield favorable results . HP SAN supporl engineers 
provide nelwork troubleshooting and identificolion of the specific source of :onnectivity problems within the 
specified SAN infraslruclure . Sources of SAN faults are isoloted to specific hardware products and nelwork 
cabling . Troubleshooling covers the following issues: 

• ldentificalion of connectivity problems related to incorrectly configured fibre channel switches. 

• ldentification of conneclivity problems caused by interoperability issues between the fibre channel switch, hbo 
:>r sloraQe device firmware, hosl operalinQ systems revisions, or hba drivers. 

• ldentificalion of physical conneclivity problems between two nelwork devices, such os physical infrostructure 
problems related ta cables ond hbas . 

• ldentification of problems related to faulty SAN devices, nelwork bandwidth excess utilization, or existing 
faulty SAN design . For simple design-related performance problems, your ASE can assist as pari of the 
ongoing participation in the management and administration of your SAN. 

HP acts as a single point of conlacl to manage problems identified through the fault isolation process. Focusing 
on your complete HP SAN environment and multivendor SAN infrastructure, HP will take the following actions: 

• HP will advise an chanQes needed to remedy interoperability problems between switch, hba or storaQe 
:Jevice firmware, or host operotinQ system and hba drivers. For HP and non-HP products that are covered 
under HP's software and hardware maintenance support aweements, HP will implement lhe necessary 
:hanQes needed to resolve an inleroperability problem. 

• For SAN infrastruclure devices no! covered by HP supporl agreements, HP can act as an agent to deal, on 
your behalf, with your non-HP SAN producl vendors. As your appointed agent under on Agency Agreement, 
HP will contact the vendar lo initiate the necessary oclion and follow up with lhe vendar until the problem is 
resolved. 

• For SAN infraslructure producls no! covered by HP hardware or software support agreements or on Agency 
Agreemenl with HP, the HP SAN support engineer will provide you with detailed informalion on lhe identified 
problem device(s) to help you work with your vendar. 

• lf a change is recommended to the firmware version on a storage device or the operating system on a host 
not covered by HP support agreements, HP will provide you with detailed information to help you work with 
your vendar. 

As pari of the HP SAN Environmenl Supporl troubleshooting process, HP may recommend which version of SAN 
fabric operating system will yield the most favorable operating results. For fibre channel switches covered by an 
HP support contract, HP will be able to supply the necessary firmware operating system upgrade. As pari of the 
initial SAN assessment and change management service, HP will also advise you on which versions of host 
operating systems, device drivers, and storage device firmware will work best with your version of SAN fabric 
operating system. 



HP SAN diagnoslic lools 

Support alliances with 
Bracode Communicotions 
Systems, Inc. 

Escalation manogemenl 

c 
Flexible electronic call 

submittal 

table 5. related services 

feature 

24x365 coverage option 

/( .. ~4'\\ 
HP's SAN diagnostic tools speed up the lroubleshooling process and imprave resolution time by: ; ~<J 0 ! 

C 11 
. h hb . . h d f' . . f . \, '' ·, __, •. / . 

• o ectmg osl, a, operalrng system, swrlc , an array con rguralron 1n ormalron. . r·. •· .. --' . ' 

• Providing a Web-based SAN lopology navigator, which enables lhe supporl engineer lo hierarchically cr:·~~~ ---~ .... :....:../ 
the complete supporl environment, including diagramming the physical conneclion between SAN devices. 

• Diagramming the physical conneclion between SAN devices. 

Thraugh the coordinoted efforls of HP and Brocade Communicalians Systems, Inc., supporl experts, you receive 
timely, efficient ond effective problem resolution. HP is a Premiere Quolified Supporl Parlner for Brocode 
Communications Systems, Inc. Our SAN experts benefit from each company's exlensive SAN inleroperability lesl 
data, experlise, and resources. 

HP's service and supporl alliance with Brocode provides you with the follawing: 

• HP engineers with lhe highesl levei of lraining and lechnical backup supporl available for Brocode producls 
and SAN fobric OS. 

• lnveslmenls in supporl laborolory facilities to simulote SAN problems for Brocade SAN devices. 

• Access to Brocade engineering leams for fasl-track backup supporl ond problem resolution, os well as occess 
lo Brocade's supparl data bases. 

HP has established formal escalotion procedures to solve complex SAN problems. Local HP managemenl 
coordinales problem escalation, rapidly enlisling the skills of key problem-solving experls throughoul HP, os well 
as third-party product vendors for which HP is an Authorized Service Provider. AI HP's discrelion, lhe HP 
Response Cenler may dispatch an HP engineer to your sile lo assisl with problem resolution. In mos! cases, 
resources orrive within one working day, if your sile is within 100 miles (160 km) of the nearesl primory HP 

Supporl Responsible Office. 

Authorized callers can submil calls electronically lo the HP Response Center, via the HP Electronic Supporl 
Cenler, and requesl a call back within two hours (or the nexl business day if ofter slondard hours) or o wrillen 

eleclronic response by the nexl business doy. 

delivery specifications 

This option provides additionol coveroge hours for remate assislonce for SAN problems. Unlimited, toll-free 
occess to the HP Response Cenler is ovoiloble lo authorized callers. Assislonce is ovoiloble 24 hours per doy, 
365 doys per yeor, including weekends ond holidoys, for ali eligible HP products ond selected non-HP SAN 

devices. 

additional program features 

your responsibilities 

c 

coverage boundaries 

As part of HP SAN Environment Support, you must assign a Customer SAN Support 
Manager. This person works in partnership with the assigned HP ASE to coordinate 
support activities, prioritize utilization of HP SAN Environment Support, and monitor 
corresponding responsibilities. In order to speed up the troubleshooting process it is 
strongly recommended that you provide dial-up access into the SAN to HP engineers. 

In order to minimize the risks associated with making changes to the SAN, you must 
communicate to the HP support team ali pending hardware, software, or network 
changes. 

You must designate two people to serve as your authorized callers to HP's Response 
Centers regarding SAN issues. 

Your SAN must be operational before SAN Environment Support commences. 

For storage devices and hosts within your SAN environment that are not covered by an 
HP hardware or software support contract, fault isolation and troubleshooting is limited to 
the identification of interoperability issues related to the host operating system or storage 
device firmware versions . 

For SAN components not covered by an HP hardware or software support agreement, /C__. 
one-stop problem management is only offered on the SAN infrastructure, defined to / 
include switches, hubs, bridges, and fibre channel hbas. 

L .,.,-
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c 
coverage hours 

ordering 

information 

c 
for more 

information 
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'• " ' 
• ls not available for SANs containing non-HP director class fibre channel switches.'~ ;- --- / 

• ls offered only for fibre channel-based SANs; it currently does not cover i SCSI SANs - · 

• ls not available for SANs that use switches with copper GBICS 

• ls applicable to SANs with up to 256 switch ports and three (3) operating systems. 

• Coverage for more complex SANs can be arranged with a custem quotation. 

To verify the supportability of your SAN, your ASE will use both HP and Brocade 
interoperability tests and certification results and configuration matrices . lf you wish to 
employ a component not tested or certified by HP or Brocade, HP may support this 
component on a "best effort" basis. This will apply only if the given unit was functioning 
normally when HP mapped the environment and commenced SAN Environment Support. 
In this case, HP's response will be limited to the following activities, if a previously 
functioning unit exhibits a condition interfering with the normal operation of the SAN and 
the customer's business operation: 

• Assist and coordinate activities with applicable third party vendors 

• Verify fabric connectivity using device-independent commands and feature sets resident 
in the switches or fabric 

• Verify host connectivity using standard OS commands on supported operating systems 

While these activities may resolve the problem, HP will not retain accountability for 
restoring unsupported devices, appliances, ar adapters to normal function, nor is HP 
accountable to resolve issues with unsupported items resulting from a SAN or 
infrastructure upgrade. 

HP SAN Environment Support provides coverage during standard business hours. See 
Table 5 for more information on 24x365 support availability. 

Proactive services are performed during standard business hours. 

HP SAN Environment Support provides coverage for your SAN environment-not just the 
devices . The price of the service is determined by the size and complexity of your storage 
network environment. 

HP SAN Environment Support is available for SANs with up to 256 switch ports and 
three (3) operating systems. Coverage for more complex SANs can be arranged with a 
custem quotation. 

HP SAN Environment Support is usually purchased for a 12-month period, billable in 
advance, on an annual, quarterly, or monthly basis . 

When HP SAN Environment Support is purchased in conjunction with HP hardware and 
software support services, the coverage hours for HP SAN Environment Support must be 
equal to or greater than the hardware and software support coverage hours. 

Some service features are subject to local availability. Service features may vary 
according to local resources . To obtain more information or to arder HP SAN Environment 

Support, contact your local HP soles representative . 

For more information on HP Services, contact any of our worldwide soles offices or visit 

our Web site at: www.hp.com/qo/services. 

Technicol informotion contoined in this document is subject to chonge without notice. 

© Copyright Hewlett-Pockord Compony 2002. Ali Rights Reserved. Reproduction, 
odoptotion, or tronslotion without prior written permission is prohibited, exceptos 
ollowed under the copyright lows. 
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Format conventions 

Convention Denotes 

Caution A condition or situation that 

c could damage Storage Area 
Manager, the storage network, or 
data stored on the network 

Note lmportant or clarifying 
infonnation, including 
exceptions, interdependencies, 
and special situations 

Tip An action that will streamline the 
current procedure 

bold font Text to be entered exactly as ; 

shown; for example, conunands, 
~ path names, filenames, and 

directory names 

Buttons and tabs to click; for 
example, the Save button 

Menu anel command names 

c· Keys on the keyboard 

cou rier font Text displayed on the screen 

~ 
,, 01 35 " 
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hp OpenView storage area manager 
features 

HP OpenView Storage Area Manager provides comprehensive, centralized management 
across distlibuted, heterogeneous storage networks. The Storage Area Manager product 
suite includes the following applications: Storage Node Manager, Storage Account.ant, 
Storage Allocater, Storage Builder, and Storage Optimizer. 

Among other features, Storage Area Manager provides the following regardless of which 
application(s) you install and license. 

• Device discove-ry and mapP'ing. Storage Area Manager automatically discovers hosts, 
interconnect devices, bridges, and storage devices in direct attached (Fibre Channel or 
SCSI) and networked storage (SAN and NAS) environments. Discovered devices are 
placed in the Resources tree and a device map. Storage Area Manager illustrates the 
relationship of these devices by displaying their links within each device map. 

Ifthe storage network is using interconnect hardware to support fabric zoning, Storage 
Area Manager identifies the pre-configured zones and lists them tmder the Storage 
Networks node in the Resources tree. Storage Area Manager also creates a 
corresponding device map of each zone. 

• Event management. Based on its status inquiries of the storage network and its own 
processes, Storage Area Manager generates and displays events in the event pane L 

Framework and discovery-related events are displayed regardless ofwhich applications 
are installed and licensed. Device status, LUN security, perfmmance, capacity, and 
billing related events only appear ifthe applicable application is installed and licensed. 

2 

Storage Area Manager is able to receive SNMP traps from devices that support. trap 
forwarding. You can also configure event triggers to perform certain actions baseei on 
event criteria. For exan1ple you can configure an event trigger to send e-mail 
notification to your on-call administrator for ali events of a specified severity Jev(' l. 
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Storage Area Manager also provides severa! features to manage the events that appear 
in the event panel. You can configure filters so only events that meet the filter's cri teria 
are displayed in the event pane!. You can also export ali or selected evenLc; to a .txt, 
.csv, or .xml file . Finally, you can configure Storage Area Manager to automatically 
delete events baseei on a maximum number or on criteria such as event age, severity 
levei, anel category. 

• Manager- of Managcrs. The Manager of Managers (MoM) enables you to monitor up to 
50 storage clomains from one console. You can configure MoM to retrieve anel display 
status anel event infonnation from each Storage Area Manager management serve r in 
your environment. This feature allows Storage Area Manager to easily scale in large, 
complex storage environments. 

• Use-r authentication and author-ization. When starting Storage Area Manager, a user 
must login with their müque user name anel passworcl. Storage Area Manager user 
accounts can be configurecl with different leveis o f privilege. Use r accounts with 
Administrator privilege are able to save changes to the Storage Area Manager database 
anel may perform ali Storage Area Manager tasks. User accounts with Guest privilege 
are only able to view information provided by Storage Are a Manager anel are not able to 
save changes. User accow1t privileges apply to tasks conclucted both through the user 
interface anel command line user interface. 

• Command Line Uscr Interface (CLUI). Storage Area Manager provides an extensive 
CLUI. Nearly ali tasks that ca.n be perfonned in the user interface can also be performed 
from the CLUI. 

., ., 
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Managing hp OpenView storage area 
manager users 

Storage Area Manager's authentication and authorization feature enables you to create 
users specific to Storage Area Manager. Each user is assigned to a user group, which 
determines the tasks that the user can perform within Storage Area Manager. 

Members of the Administrators group can perforrn ali tasks including making changes that 
are saved in the database. Members of the Guests group may view ali information 
presenteei within Storage Area Manager, but they cannot make changes that are saved to 
the database. 

Adding a user 

1. From the Tools menu, select Configure Security. The Administer Users window 
appears. 

2. Click the New User button. The Create User window appears. 

~~ Create User . 

Username: 

Description: 

Password: 

Confirm Password: 

No! Member Of: MemberOf 

Administrators : JGuests 

l l 

~ : I 

OK Cancel J::!elp 

I 
! 
i 

3. Enter a user name for this user in the Usemame box. 
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4. Enter a clescription for this user in the Description box. This is an optional field and may 
not exceed 512 characters. 

5. Ente r a password for this use r in the Password box. 

6. Re-enter the password in the Confinn Password box. The Username anel Password 
fielcls are case-sensitive. 

7. Velify that th.e user group to which. this user will be assigned appears in the Member Of 
box. 

To move a user group to the Member Of box, select it in the Not Member O f box, and 
click the right arrow button. 

8. Click the OK button to save changes and close the window. 

9. Verify that the user you created appears in the Adrninister Users window, and click the 
Close button to dose the winclow. 
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Managing device discovery 

Discovery is the process in which Storage Area Manager searches the storage network for 
devices it supports and then adds them to the database and user intelface. When 
discovered, devices are placed under the appropriate node in the Resources tree and added 
to the appropriate device map. 

Discovery is an ongoing process; however, you must initiate the process after installing 
Storage Area Manager. Completing the Setup Assistant initiates the discovery process. 

Starting device discovery 

Storage Area Manager provides two methods for struting device discovery. You can start a 
comprehensive discovery cycle in which Storage Area Manager attempts contact with each 
device, or you can start the ongoing discovery process in which Storage Area Manager 
continuously probes the storage network for changes to the device information stored in 
its database. 

Starting a full discovery cycle 

1. From the Tools menu, select Start Cornprehensive Discovery. A confirmation 
window appears. 

2. Click the OK button. 

Starting the ongoing discovery process 

1. From the Tools menu, select Configure. 

2. In the Configmation window's navigation tree, select Discovery. 

3. Select the Yes, run discovery radio button. 

4. Click the OK button to save changes and close the window. 
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Stopping device discovery 

Device discovery is an ongoing process, however, you can instruct Storage Area Manager 
to stop the cliscovery process. 

1. From the Tools menu, select Configure. 

2. In the Configuration window's navigation tree, select Discovery. 

3. Select the No, do not run discovery radio button. 

4. Click the OK button to save changes and close the window. 

Setting the device discovery interval 

Storage Area Manager contacts each SAN host at a regular interval to obta.in any new 
device discovery inf01mation. The default interval is 15 minutes. 

Note Setting the discovery interval too low may result in higher leveis of network 
traffic and CPU usage as well as event processing difficulty within Storage Area 
Manager. Hewlett-Packard recommends setting the interval no Iower than the 
default setting of 15 minutes. 
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1. F:rom the Tools menu, select Configure. 

2. In the Configu:ration window's navigation tree, select Discovery. 
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3. Modi:fy the hou:rs, minutes, and seconds fields to the settings you prefer. 

4. Click the OK button to save changes and close the window. 
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Managing and using device maps 

As Storage Area Manager cliscovers your storage network, it places devices in device maps 
using default layouts. Storage Area Manager offers many features that allow you to work 
with the map to customize it to your preferences. 

Setting the device map mode 

Storage Area Manager provides two device map modes: physical and inferred. The current 
mode is clisplayed in a banner at the top of the map. 

Devices that appear on physical maps provide enough information that Storage Area 
Manager is able to establish their identify and coru1ectivity properties. Devices that do not 
provi de sufficient inforrnation for Storage Area Map to map them with certainty appear in a 
node bank at the bottom o f the map. Physical maps clisplay physical and user-defined links 
only. 
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Inferred maps clisplay physical and logical clevices and ali clevice links together in the same 
map. Storage Area Manager estimates the c01mectivity of logical clevices by applying its 
own map rules to the limitecl infom1ation providecl by the devices. 
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You can toggle the currently displayed map between the two mocles. 

1. Display the device map on which you want to set map mode. 

2. Click the Map Mode button on the map toolbar to toggle the map between physical anel 
inferred r1.ode. 
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Using the layout manager 

As Storage Area Manager discovers your storage network, it places devices in device maps. 
Wlúle placing devices in the map, Storage Area Manager also links them using infonnation 
offered by the devices. 

Storage Area Manager uses a default layout when positioning and linking devices; however, 
the Layout Manager offers additional pre-configmed layouts for yom device maps: 

• Spring Embedder: select to position devices in a mmmer which minimizes link 
crossings. 

• Uniform Length Edges: select to position devices so links are of equallength. 

• Radial Tree: select to position devices in a tree. Branches are determined by device 
links. 

• Circular: select to position devices in a circle. 

• Hierarchical: select to position device types (host, interconnect, and storage) together 
and in a hierarchy (top-to-bottom, left-to-right, etc.). 
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l. Display the map for which you want to change the layout. 

2. Click the Layout Manager button on the map toolbar. The Layout Manager window 
appears. 
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~ . .Jnf< St Jt e Js tr8ight une i] 

r- Node lewls --·----------------- ----------------------1 

"'JSt !.8··"• jLevel O 3 1 

··;tP · r· :n rtPri I r;!.tPi ILevel1 3 t 

::. :L r.=t ~ t '? :·.':! :· P -~~·::: · )Levei 2 3 

1 Horizontal otrsets -------------J 
~~o,Je oJnset ~ 

flooe Lrnk Offs~~t ~ 

LJ11kO!lset ~ 
---- ----------------------

r Vertical Olfsets --·--·---·---, 
! : 

f\! ode :')tfs e l· ~ i 
~Jorje Link úfr"set ~ ! 

1'. Lliü: r)ffsel ~ 
! _ __ ____________________________________________ ! 

OK Cancel Apply Help 

3. Click the appropriate tab for the layout you want. 

4. Click the Apply button to modify the map. 

5. If the map layout is acceptable, click the OK button to close the Layout Manager 
window. 
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Configuring device links 

Upon discovery of the storage network, Storage Area Manager chsplays the clevices it 
discovers and connect.s them with either physical or Iogicallinks. Device maps indude two 
modes: physical and inferred. Physical map mode displays physical anel user-defined links 
only. Inferrecl map mode displays alllink types. 

You can add, move, and remove the links provided by Storage Area Manager. 

Adding device links 

L Display the device map which includes the device from which you want to draw the link. 

2. Select the icon for the device you want to link to another device. 

3. Click the Add Link button on the map toolbar. The Add Link window appears. 

~~ Add Lmk , .. ··-~ . 

r "LI'*from"Devlce -------- ----------,

1 l
i 

Devi c e Name: fscst Bus· 

l Device Type: Jtnterconnect Device ,I 

Device Port 

:._ ···--- ···- --··-·---- ·-- -· ···---· ---···-·-· -- · -- ·····-- •••• ••••••. ···--- ·-· .. ··-·- ··------------ _ I 

;- "link To" Device --------- ----------- ·-·-----------l 

i I 
' Device Type: JHost :::::J 1 

Device Name: ~~~:~-~-g~--- ---·----·---· ·------- J-. 
Linux 
SunOS_russ 
Win2000(1) 

Win2000(2) 

WinNT(1) 

Device Por!: 

Cancel I !::!elp 

I 
I 
l 
i 

4. In the Links From Device section, select the clevice port from which the link is drawn. 
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5. In the Links To Device section, select the type of device (host, interconnect, bridge, 
storage, or tmknown) to which you are connecting. 

6. Select the de-vice to which the link is connecting. 

7. Select the device port to which the link is drawn. 

8. Click the OK button. A confirmation message appears. 

9. Click the Yes button to add the device link. 

Moving device links 

You can only move logical and user-defined links. You cmmot move physicallinks. If you 
move a logicallink, Storage Area Mm1ager redefines it as a user-defined link. However, if 
the condition that caused the logicallink remains, Storage Area Manager retums the logical 
link as part o f the ongoing discovery process. 

1. Display the device map that includes the device link you want to move. 

When moving links, one "end" of the link will remain the same while the other end is 
moved. For the next step, select the device icon that will remain the same. 

2. Select the device icon that is connected to the link you wm1t to move. 
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3. Click the Move Link button on the map toolbar. The Move Link window appears. 

Note 

Existing link 

Link From .. IJrevtce 

Name: fscsl Bus" 

Type: ~nterconnect Devtce 

Port 1 orf3CSI8u:.~ a 

CIXrent~Unked OeW::e ------·- -

Name: fiP·UX(1) 

Port jnrerred SCSI Port onHP 

SWap Unks 

Newlink 

"Unte To"' DWice 

Type: 

Name: 

I I 

Port 

JHost 

HP·UX(t) 
;HP·UX(2) 
Linux 
SunOS_russ 

,Wn2000(1) 
~Win2000(2) 
~nN~---· 

J 
___ _:j 

'--------------· ----·--- .J 

You can click the Swap Links button to change the "end" of the link that will 
move. The devices displayed in the Link From Device and Currently Linked 
boxes will interchange. 

4. In the New Link section, select the type of device (host, interconnect, bridge, storage, 
or unlmown) to which you are moving the link. 

5. Select the device to which you want to move the link in the Name box. 

6. Select the device port to which you want to move the link in the Port box. 

7. Click the OK button. A confinnation message appears. 

8. Review the infonnation in the message, anel click the Yes button. 
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Removing device links 

You cannot remove physicallinks ( except those that appear in a direct-attached [host to 
storage device] map ). If you remove a Iogicallink, the link may reappear as part o f the 
ongoing cliscovery process if the factors that resulted in t.he Oiiginal link inference still 
exist. 

1. Display the clevice map which includes the clevice from which you want to remove the 
link. 

2. Select the icon for the device from which you want to remove the link. 

3. Click the Remove Link button on the map toolbar. The Remove Link winclow appears. 

'ª~Remove Link · .• • • 

r '1.ink From· Device ------ --------·- ---, 
I . I 

Device Name: fscsJ Bus" I 

Devi c e Type: [1nterconnect Device L Device Port: 1 on "SCSI Bus" a 

, .. Cu:::::: ~=:(~, .. ---------.. •--.. -··n·-·-•·---·----·-·---·• .... •-··-

1 

I Device Port: [lnferred SCSI Pari on HP 

~--------· 

OK Cancel I Help 

4. In the Links From Device section, select the device port from which you want to remove 
the link. 

5. Vetify that you are removing the link you want by reviewing the information in thP 
Currently Linked Device section. 

6. Click the OK button. A confirmation message appears. 

7. Click the Yes button if this is the link you want to remove. 
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Managing events 

As Storage Area Manager monitors the storage network, it displays events in the event 
pane!. Each entry in the event panel displays a corresponding event severity levei, the date 
and time the event occurred, the source of the event, and a brief description o f tl1e event_ 
In addition to severity levei, events are also defined by their event category. 

Once events are displayed in the event panel, Storage Area Manager offers many features 
that enable you to work with the infonnation displayed. 

· ·~· 
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Acknowledging events 

Storage Area Manager's event management system enables you to acknowledge events t.hat 
appear in the event panel or are stored in the database. 

Note Storage Are a Manager may have additional events stored in its database that are 
not displayed in the event panel. For example, if you apply an event filte r to the 
event pane!, then only events meeting the filter's critelia appear in the event 
pane L 

1. If you want to acknowledge only selected events, select the events you want to 
acknowledge in the event panel. 

2. Click the Acknowledge Events button on the event toolbar. The Acknowleclge Events 
window appears. 

~' Acknowledge Events ~ . 

1AckooM~-Everrt~==-~=-------------l 
r. [Thos~~)_ected il}_!l_~ve~-~'!'~ i 
r Ali Events in the Event Viewer J 

L = :~~~en~:~~h:~~-a~.:s: .......... -·-· - ·- --······- ___[ 

OK Cancel Help 

3. Select the appropriate radio button depending on if you want to acknowleclge selectecl 
events, ali events in the event panel, or ali events in the database. 

4. Click the OK button. 

5. Verify that the acknowledge event icon appears in the event panel's Acknowledgement 
colunm for the appropliate events. 
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Exporting events 

You can expmt events to a .txt, .csv, or .xml file. For example, you may want to expmt 
events for record-keeping purposes before deleting them from the event p<mel. 

1. If you want to export only selected events, select the events you want to expmt in the 
event panel. 

2. Click the Export Events button on the event toolbar. The Export Events window 
appears. 

~~ Export Events ·: ~ ' 

f Export Events-·- ------- - ·---r 

i ; ~~:~~;!~~::~~~"!~~~~~:;~~ I 
r Ali Events in lhe Database 

1 

1 I ' . ----- - --- ------·------·-···--·------- -----·--

File Name: fogram Files\Hewlett-Packard\sanmgr\client\events Select File 

File Type: I txt 3 

OK Cancel !::!elp 

3. Select the appropriate radio button depending on if you want to export selected events, 
ali events in the event panel, or ali events in the database. 

4. Click the Select File button to browse to the location where you want to save the file 
and to enter a name for the file. 

5. Select the file type (.txt, .csv, or .xml) for the exported event file in the File Type box. 

6. Click the OK button. 
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Deleting events 

Events are saved in the Storage Area Manager database anel contribute significant.ly to the 
growing size of the database. In arder to manage the number of events in the event panel 
and the size of the database, you should delete events on a regular basis. 

Storage Area Manager offers two methods for deleting events. You can delete events 
directly from the event panel, or you can configure Storage Area Manager to automatically 
delete events based on criteria you set. 

Deleting events from the event panel 

1. If you want to delete only selected events, select the events you want to dele te in the 
event panel. 

2. Click the Delete Events button on the event toolbar. The Delete Events window 
appears. 

~' Delete Events »: 

r Delete Evenls 

I ~-·--------·-··----·---------------! r. !fho~-~~-~-~cled if!._l!l.~~~-~Y:~~~ 
i r Ali Evenls in lhe EveniViewer 

I r AJJ Evenls in lhe Dalabase i 

L ___________ ______ ___j 

OK Cancel Help 

3. Select the appropriate radio button depending on if you want to clelete selectecl events, 
ali events in the event panel, or ali events in the clatabase. 

4. Click the OK button. A con:tinnation message appears. 

5. Click the Yes, Delete button to confinn deletion. 
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Configuring automatic event deletion 

You can define rules that Storage Area Manager uses to automatically dele te events on an 
hourly basis. You can define multi pie event deletion rules. 

For example, you could define a rule to automaticaliy delete ali Informational events that 
are 60 days or older. You could define a second rule to automatically delete ali 
acknowledged events. If an event matches the criteria of either rule, it will be deleted 
during the next event cleanup cycle. 

The event cleanup process consists o f two phases. If the number of events stored in the 
database exceeds the maximwn nwnber of events threshold, phase 1 is initiated. In this 
phase, events are automatically deleted based on the criteria set on the Selection Rules tab. 
If the number of events stored in the database continues to exceed the threshold after 
phase 1 is complete, then phase 2 is initiated. In this phase, the oldest events are 
automatically deleted until the maximum event threshold is met. 

Note You cannot restare events once they have been deleted. Consider exporting 
events at regular intervals for record-keeping purposes. 

1. From the Tools menu, select Configure. 

0tt \ . 
l 
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2. In the Configmation window's navigation tree, expand the Events menu, then select 
Hourly Cleanup. 

Q Contacts 
:=:: 0 Oiscovery 

<> Addilional SAN Hosts 
Ç't Proxy Devices 

O SNI\IIP Discovery Ranges 

O Storaae Domain 
t.'> Timeouts 

;:..; '-): Events 

t:!J.Cltt!Utl!1rr:til!tl 
O nming 
O Triggers 

0 Ucensing 
O htanage Host Agent 

<::-. Client 

O Semr 
0 Performance Charts 
O Performance Data Collection 

.:-.. 0 Reports 
<) File-Oetails 
O Junk File 
O Largest N-Direclories 
O Largest N-Files 
<) Stale Files 

t=~ () Scheduling 
O Capacity Collection 
t.'> Capacity Summarization 

O Performance Afchiving 

ti:- Evsnfs: Hourl~ Claanup 

Event Threshold Selectlon Rules I 
' Hourly Event Selectlon Rules for Oeletlon - - --------~ ···-

, Acknowted .. . Severity 
! : 

Calegory Event Type Source Type Source Age 

_ _ _ i ___ c_ __ -'-1 -- r ----J . 

8 0 
~r:~~~~~: :c~~~~tant Billino Cycle ; ; 

-0 Capacity '---~~---~--~~------

~I Rem0"19 I Remove Ali J 

3. Enter the maximum event threshold in the Maximum Nurnber of Events box. 
' 

4. Click the Selection Rules tab. 

5. Click the Add button to add a row to the Hourly Event Selection Rules for Deletion 
table. Each entry represents an event cleanup rule. The cells in each entry define the 
nue's criteria. 

Caution lf the table contains a blank row, ali events are deleted when the hourly 
cleanup occurs. 

6. To define the rule's ctiteria, click a cell that represents the cri teria you want to add, then 
select the applicable value. 

For example, click the Severity cell, then select the applicable severity levei. 
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7. Repeat steps 5 anel 6 if you want to aelel another deletion rui e to the Hourly Event 
Selection Rules for Deletion table. 

8. Click the OK button to save changes anel close the window. If the thresholel crite1ia is 
met, St01·age Area Manager perfonns the cleanup process immeeliately anel then in 
hourly intervals thereafter. 

Adding event filters 

Storage Area Manager inclueles severa! elefault event filters to help you manage what you 
see in the event panel. However, you may want to customize your own event filters. For 
example, you may want to create an event filter that only elisplays Clitical events for a 
particular elevice. 

When aelcling an event filter, each row in the Filter Editor winelow represents a rui e to apply 
when filtering the event pane!. Each rule is elefineel by a set of Ciiteria. In oreler for an event 
to appear in the event panel when this filter is applieel, the event must meet ali critelia set 
for a particular rule. For example, if you elefme an event severity cri teria o f "Criticai" anel a 
source criteria of "Device A", only Criticai events for Device A meet the criteria of this rule. 

An event filter may also incluele more than one rule. lf an event filter inclueles more than 
one rui e, then any event that meets the criteria of one or more of the rules will appear in 
the event pane! when this filter is appliecl. For example, an event filter includes two mies. 
The first mie defines event severity of Criticai as its only criteria. The seconel rui e defines 
Source criteria of Device A as its only criteria. Ali events with a Criticai event severity anel 
ali events from De vice A meet the cri teria o f this event filter. 

...... 
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1. Click the Event Filters button on the event toolbar. 

2. Click the Add button. The Filter Editor window appears. A row that represents the 
filter's first rule is automatically added. 

Na me ~ew Event Filie r 

Acknowledgementl_..:csevec..:=rity_"-----'-'Tlm=e'---~----"'Ca=teg=ol'f-'---'1. ----"Eve-'-n-'-1 T-'-'-yp'-e _,I_ -'S"-'ou'-'-rce'-Typ-"'-e'--'l __ so_ur_ce---' 

- .... _ --- __ .L_ _ _ - --· - -- - --

~ Remove I RemO't'8 AII I 

~~~ 

3. Enter a name for this event filter in the Name box. 

4. Define the criteria for this event filter by clicking a cell and selecting from the list of 
options within that cell. For example, click the Severity cell and select the applicable 
event severity levei. 

5. Repeat step 4 until you have defined ali criteria for this rule (row). 

6. Click the Add button, and repeat steps 4 and 5 if you want to additional rules to this 
event filter. 

7. Click the OK button to save the event filter and dose the Filter Editor window. 
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Adding event triggers 

Event triggers enable you to assign actions to events that meet cri teria you specify. Storage 
Area Manager includes several clefault event triggers; however, you may want to creat.e 
additional event triggers that are appropriate for your environment. For example, you can 
define an event tiigger to send e-mail notification to the on-call contact when Criticai 
events occur. 

1. Cli.ck the Event Triggers button on the event toolbar. 

2. Click the Add button. The Add Trigger window appears. 

Name INewTngge~ 

Ewnl CCJnfVnllon·----

Category !Accountant 3 
Threshold j tNFORMATtONAL3 

Events 

r AOINO_DATA_FILES 

r BILL_EXPORTED 

C .BILI...Q!'t!Jõ.&Je.Q -

Actlon Conflga .. llon· •· ·- •• ·-

Action jForwardTrapAction 3 
Parameter 

Tr1gger Constraints 

------------·-- =I 

Value 

3. Enter a name for this event trigger in the Name box. The trigger name may not includecl 
white space characters, brackets ((,)), or periods. 

Events are defined by their category (for example, Device), specific type (for example, 
STATUS_CHANGED_EVENT) anel severity levei (for example, WARNING). The act.ion 
definecl by this event trigger will initiate when ali three event criteria are nwL 

4. Select the event category you want to include in the Categmy box. 



~ . ,.. -~ 

5. Select which event sevetities you want to indude in the Threshold box. 

Events for this trigger include the selected severity and above. For example, if you 
select INFORMATIONAL, ali event severities are induded. However, i f you select 
MAJOR, only events with severity leveis of Major and Criticai are induded. 

6. Check the checkbox for each event you want to indude in the Events box. 

Available events depend on the Category you select. You can check more than one 
event checkbox. 

7. Select which action to initiate for this trigger in the Action box. The parameters 
displayed in the table below the Action box is based on the action you select. The 
StoreAction action does not have any parameters associated with it. 

8. Click the Value cell next to each Parameter, and enter the appropriate information. 

For example, if you selected ForwardTrapAction in the Action box, dic k the cell next 
to HOSTS, and enter the IP address o f the host to which you want to forward events. 

9. Click the OK button to add the event trigger to the list and dose the Add Trigger 
window. 

10. Click the OK button to save changes and dose the Events: Trigger window. 

Adding constraints to event triggers 

You can constrain an event trigger in order to prevent it from initiating based on certain 
event criteria. You can also configure exceptions to the constraint based on comü and 
duration o f the constraint. 

For example, ifyou configme an event trigger for a source type of interconnect devices, the 
trigger will initiate for ali intercormect devices discovered by Storage Area Manager. 
However, if you do not want the trigger to act on events conttibuted by a particular 
interconnect device (Device A), you could add a constraint that prevents the trigger from 
acting on events contributed by Device A. 
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When adding a constraint, each row in the Trigger Constraints wi.ndow represents a 
constraint to apply to the event trigger. Each constraint is clefined by a set of cri teria. In 
order for a constraint to take effect, the event that initiated the event trigger must meet a li 
crite1ia set for the constraint. 

An event trigger can include more than one constraint. If a ttigger includes more than one 
constraint, the constraints are applied in the order in which they are listed in the Tligger 
Constraints wi.ndow. For example, if an event meets the critelia of two different 
constraints, the constraint that is listed first in the list is applied 

Caution lf the first row (rule) in the table is blank and succeeding rows contain rule 
criteria, this feature interprets the blank row as "always constraint this trigger" 
and applies it as such. lf the first row is blank and no other rows appear for 
this constraint, then the trigger is not constrained. 

l. From the Add Trigger or Edit Trigger winclow, click the Trigger Constraints button. 
>: The Trigger Constraints winclow appears. A row that represents the first constraint is 

. / 

automatically added if the event trigger does not alreacly include a constraint. 

Vou can pravent the executlon ofthis trlgger by specift'lng constralnt rules In lhe tible b&IOW'. These rules hava two types offtelds: ftelds that 
specttt storaoe events (Sevarttf. Event Type, Source TYPe and Source). anel flelds that spec~tt re str1ct1ons (Minlmum Count and Mlnlmum 
Duration). 

Constralnt rules are processed In the arder they are llsted In the table, from top to bottom. lfa storage event matches the selectlon fteld s of 

more than one rule, on~ the restrictions ofthe tirst rule to be processed will take elfect Vou can change the order by selecting a constraint 

and cllcking the Up or Down butlons . 

Constralnt Severitt' Event Type Source Type Source Minimum Count Mlnlmum OuraHo ... 

!__ __________ __L ________ . _ _ ----------- -------- ------ ---- -----

~ Remove I RemoveAJI j 

~~~ 

2. Click the Add button if the table does not already inclue! e a blank row. 

3. Define the criteria for this constraint by clicking the Severit.y, Event Type, Source Type, 
anel Source cells anel selecting the value you want. 

- ~ 
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4. If you want to add an exception to this constraint based on the number o f times t.he 
trigger is constrained, enter a numerical value in the Minimum Count colunm. 

For example, if the count cri teria is 5, the event trigger is constrained the next tive 
times the trigger constraint's crite1ia is met, initiates the trigger the sixth time the 
constraint's criteria is met, and then is constrained again for the next five times. 

5. If you want to add an exception to this constraint based on how long the trigger is 
constrained, enter a nwnerical value (in seconds) in the Minimum Duration column. 

For example, if the duration count is 1800 (30 minutes ), the event trigger is constrained 
for 30 minutes from the time the trigger constraint's criteria is met, initiates the trigger 
the next time the constraint criteria is met, and then is constrained again for the next 
30 minutes. 

6. Repeat steps 2 through 5 to add additional rules to this event trigger constraint. 

7. Click the OK button to add the constraint to the event trigger and dose the Trigger 
Constraints window. 
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Managing folders 

Storage Area Manager's folder feature enables you add nodes (folders) to the Resources 
tree and then structure resources under the folder. 

Tiüs feature is intended for sizeable storage networks in whlch many nodes, subnodes, and 
resources may appear in the Resources tree. You can add a folder to ali nodes in t.he 
Resources tree except the Domain and Storage Networks nodes. You can also add 
subfolders under folders that you added previously. 

For example, if a storage network contained 100 hosts at three different locations, you 
could create folders that represent each o f the locations and then structure the hosts under 
the applicable location. When scanning the Resources tree, you would only have to scroll 
past the three "location" folders rather than ali 100 hosts. 

A cloning feature enables you to add copies o f the folder at the same time you add the 
original folder. For example, you can create a folcler named "Site A" under the Hosts, 
Interconnect Devices, and Storage Devices node. 

Adding folders 

1. In the Resources tree, right-click the node or folder w1der which you want to add a 
folcler, and select New Folder from the shortcut menu. 

~' New Folder ·w;.. .. • · ·. · 
[~-rop:~~~.s.JjMembership I Cloning I 
Name JNew Foi der 

OK 

Parent ~ Organizations 

Cancel !::!elp 
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2. Enter the folder's name in the Name box. 

3. Enter a description for the folder in the Description box. 

If you wa.nt to a.dd "clones" of this folder in other Resource tree nodes, continue with 
step 4. If you want to create this folder only, continue with the next section, "Adding 
members to folders". 

4. Click the Cloning tab. 

5. Check the Enable Folder Cloning checkbox. 

6. Check all boxes that represent nodes under which you want to add a clone o f this folder. 

7. Checkthe Replicate Description Fields checkbox ifyou want to copy the description 
you entered on the Prope1ties ta.b to all cloned folders. 

Adding members to folders 

1. Click the Membership tab . 

2. Click the Add Members button. 

3. Use the Look in drop-down box and Up button to display the node that contains the 
resource you want to add to the folder's membership. 

4. Select the resource you want to add from the Member list. You can select multiple 
resources. 

5. Click the OK button to add the resource as a member of the folder and dose the Add 
Members window. 

6. Click the OK button to add the folder and dose the New Folder window. 
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Managing organizations 

Organizations enable you to define storage resources as a müque entity. Storage resources 
can include hosts, b1idges, storage devices, interconnect devices, NAS devices, and 
unlmown devices. 

Organizations do not necessarily reflect a physical relationship within the storage network. 
Any storage resource discovered by Storage Area Manager can be added to any 
organization. A storage resource can be a member o f more than one organization. 

Once an organization's membership is defmed, you can use Storage Builder to view 
capacity data specific to the organization's membership. (Storage Builder must be installed 
and licensed.) 

You can also use Storage Accom1tant to add accmmts to an organization, which enables 
Storage Accountant to bill for the storage used by the organization's members. (Storage 
Accountant must be installed and licensed.) 

· ·~ 
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Defining an organization's properties 

1. Select the Organizations node in the Resources tree to view the Organizations view 
pane L 

2. Click the New Organization button. The New Organization window appears. 

ÍPropertlesllwembershlp I 
Ofgaruioüon lrtonnation ··-· ·- - - --- ---------- --- ·----·--· - -- . ------

P Automaticalty Oenerate 10 

Organtzation 10• 

Organtzatlon Na me 

ContactName 

Contact Phone Number 

Contact Fax Number 

Contact Em ali Address 

Address 1 

Address i 
City 

St3te/Province1Region 

ZJP/Postal Code 

Counby 

'"'Required Field 

JNew Organization 

3. If you want to modify the automatically generated organization ID, uncheck the 
Automatically Generate ID checkbox, and enter the ID you want in the Organization ID 
box. 

4. Enter a name for this organization in the Organization Name box. 

5. Complete the Contact Information section for this organization 's primary contact. This 
is an optional step. 
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Adding members to the organization 

1. Click the Membership tab . 

2. Click the Add button, and select the device type for the stm·age resource you want to 
add as a member. The Add Members o f type window appears. 

3. Select the stm·age resource you want to add, and click the OK button. You can select 
more than resom·ce ata time. 

4. Repeat steps 2 and 3 until ali the members you want to add to this organization are 
displayed on the Membership tab. 

5. Click the OK button to add the organization and close the window. 
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lmplementing in cluster environments 

Refer to the following subsection when implementing Storage Area Manager in MSCluster 
and AlX cluster environments. 

lmplementing in MSCiuster environments 

1. Install MS Cluster on both Windows 2000 management servers (servers A and B). 

2. Format a share disk for both servers. 

3. Install Storage Area Manager 3.0 onto the share disk server A (server B pause). See the 
hp OpenView st01-age area m.anager 3.0 'installation guide for complete instmctions 
on installing Storage Area Manager. 

4. Start MSCluster Admin. 

5. Select Disk Group, right-click the Share disk, then select move group from the 
shortcut menu. 

6. Install Storage Area Manager 3.0 onto the share disk of server B. 

Note Storage Area Manager must be installed in the same directory on se1ver B as it 
is on server A. 

7. Use MSCluster Admin to create general service resources for Storage Area Manager's 
services, including: 

- HP Open View SAM Bridge 

- HP OpenView SAM Embedded DB 

- HP Open View SAM ManagementSe1ver 

8. Stmt Storage Area Manager on server B. 
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9. Change the Network Order Binding to use LAN cormection before private connection 
on server A and server B. 

a. From the Windows Start menu, select Settings, then select Control Panel. 

b. Double-click Network and Dial-up Connections. 

c. From the Advanced menu, select Advanced Settings. 

d. On the Adapters and Blidge tab, ensure that Local Area Connection is listed first in 
the Connections box. 

10. In MSCiuster Admin, bling on the general services you created in step 7. 

11. Remotely install the Storage Area Manager Host Agent software to each SAN host. 

12. Fail over to server A. 

13. Start Storage Area Manager on server A. 

14. From the Tools menu, select Manage Host Agent, then select Update Host Agent 
Access. 

15. Select ali hosts in the managed host list, and click the Update Access on Selected 
Hosts button. 

Ali hosts should now appear under the Hosts nade in the Resomces tree. 
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How hp OpenView storage area manager operates in 
AIX cluster environments 

Requirements 

Storage Area Manager requires the following to operate in a cluster environment. 

• Each host in the cluster must have one static, non-migrating IP address. 

• The IP Address must be accessible by the Storage Area Manager management server. 

These requirements necessitate that each AIX host contain a minimum of two and possibly 
three NIC cards. 

Description 

Before Fail OVB" Afta" F a I o -.e r 

LAN 
AJX #B 

Primary IP 

Secondary IP 

LAN LAN 

Figure 1 AIX cluster example 

From Storage Area Manager's perspective, an AlX cluster is a group of hosts with each host 
containing a floating IP address in addition to its static IP address. One host in the cluster is 
a master for the clustered resource. In this example, AlX #Ais the master with tloating IP 
address 15.32.74.107. 

In addition, AlX clusters reqtúre a hemtbeat to be transmitted between hosts (illustrated by 
IP acldress 15.33.X.X). This hemtbeat can be sent by serial connection although that is not 
recommendecl. 
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Failover 

During a failover, the floating IP acldress assumes ownership of a NIC card, which h ides the 
consumed IP address anel exposes the old NIC card's IP acldress on the host that failed 
(after it is rebooted). 

In figure 1, the IP address 15.32.74.100 is not accessible to Storage Area Manager until after 
failover and the subsequent reboot occur, at which time the floating address migration 
enables the old IP address to resume ownership of the NIC card. 

This example reflects a single resource failover. In some environments, multiple resources 
may be simultaneously monitored (for example, a web server on AIX #A and a database on 
AIX #B). In these configurations, each host acts as a primary anel secondary for its peer. 
Failover can potentially occur in either direction. 

Recommendation 

In order for the cluster illustrated in figure 1 to satisfy Storage Area Manager's cluster 
requirements, we reconm1end that a separate NIC be supplied, which Caimot be a failover 
candidate. 

Add the IP add.ress o f this separate NIC to the AIX host's conunipAddr.txt file, which is 
located in the /etc/opt/samngr/hostagent/config directmy. Storage Area Manager will then 
identify each host by this new, non-migrating IP address. 
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2 STORAGE ACCOUNTANT 
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hp OpenView storage accountant features 

Billing basics 

Getting started with billing 
·-· - -- ·--- ---·--- -----

Service levei setup and administration 

Account setup and administration 

Billing configuration 

Billing data archiving 

( Setting currency preferences 

lntegrating bills with other applications 
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hp OpenView storage accountant features 

Storage Accountant meters storage space in organization accounts anel reports the 
associated cost at the end of each month. Accowlts belong to internai or externai 
organizations. You must install and license Storage Accountant to use its features. 

Storage Accountant adds the following features to Storage Area Manager: 

• Monthly anel ínterim bill reports. Storage Accountant rolls up daily charges into a 
monthly bill that is arranged by organization anel account. Detailed bills desctibe the 
charges for each LUN. Summary bills show only the total charges for each organization 
and accowlt. Using the Bill Viewer, you can view, export, and print bills for the current 
(ínterim) or past billing periods and for ali or individual organizations. 

• Storage device and setvice levei billing reports. Storage Accountant creates monthly 
billing reports that are organized by storage device or service levei. Swnmary reports 
show the total charges for the storage device or service levei LUNs in accounts anel 
LUNs not in accounts. Detailed reports show sun1mary information anel a LUN-by-LUN 
description of charges. 

• High-level statistics in the Reports tab o f the Accountant Home view pane!. This view 
pane! allows you to view reports anel bill generation information anel to configure the 
billing period. 

• Centralized setup functions in the Accounting tab of the Accountant view pane!. This 
view pane! provides ali the tools you need to set up storage billing. In the Accounting 
tab, you can click icons to view, create, and add LUNs to service leveis; view anel create 
organizations; add organization accmmts; anel att.ach LUNs to accotmts. You can also 
view the total nwnber of service leveis, organizat.ions, L UNs in setvice leveis, anel total 
storage value that is billed anel not billed. 

• Setvice Levei, Organization and Account nodes in the Resomces tree. Storage 
Accotmtant associates LUNs with setvice leveis and then associates the service-rat.ed 
LUNs with organization accow1ts. You can view, create, acld LUNs to, anel maintain 
service leveis and organization accounts from these nodes. 
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• Audit log of billing transactions and LUN events. A quick look at the audit log will te li 
you when changes were made to organizations, accounts, service leveis, or the billing 
schedule; if daily usage is being regula.rly collected; when bílis were generated and 
exported; and if a LUN's status changed. The Audit Log Viewer lets you view, export, and 
print the audit log. 

• Accow1tant scheduler. The Storage Accountant billing cycle scheduler in the 
Configuration window lets you specify when the monthly bill is generated, when old 
bills and audit entries are deleted, and the fonnat and location of expozted files. 

• CLUI commands. You can use the CLUI to expedite most of the tasks that you can 
perform in the graphical user interface; for example, adding LUNs to service leveis or 
accow1ts, creating organizations, removing LUNs from service leveis, and generating 
bills. 

• Integration with HP OpenView Internet Usage Manager (IUM). Storage Accountant 
outputs LUN state data on a monthly basis. This data can then be incorporated in to IUM. 
To enable this fw1ctionality, a Hewlett-Packard support representative must complete 
the integration procedme. 

• Exported bills in CSV, HTML, and XML format. Storage Accotmtant automatically 
exports monthly bill reports in a format and location that you choose. You can set event 
triggers that law1ch a third-party billing application once the report is exported. The 
details that you need to integrate Storage Accountant bills with other applications are 
provided in the hp Open View storage area manager administrator's guide and in Storage 
Area Manager's docwnent directory (.\client\doc\export_files). 

• Monthly and ínterim bill reports. Storage Accountant rolls up daily charges in to a 
monthly bill that is arranged by organization and accotmt. Detailed bills describe the 
charges for each LUN. Swnmary bills show only the total charges for each organization 
and account. Using the Bill Viewer, you can view, export, and print bills for the cwTent 
(inte1im) or past billing periods and for all or individual organizations. 
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Billing basics 

Bills are smm11aries of storage charges to organizations. Bills are proeluceel in two fonnats: 

• Text that is elisplayeel in the Bill Viewer winelow 

• An exportable file that is automatically saveel at the enel of each billing period 

How charges are calculated 

Storage Accow1tant charges are baseel on the size anel price of the L UNs that a Storage 
Accountant user attaches to an organization's accotmts. The price of a LUN elepenels on its 
associateel service levei. The amount chargeel in a monthly bill is the proeluct of the LUN 
size anel price per GB per hour anel the number of hours that the LUN belongeel to the 
account eluring the billing perioel. 

Charge= LUN size in gigabytes (GB) x price per GB per hour x hours 

For example, if organization A has an account with an attacheel 9-GB LUN whose price is 5 
cents per GB per hour, the charge after 20 hours woulel be 9GB x $.05/GB/hour x 20 hours, 
or $9.00. 

Storage Accow1tant recorels elay-to-elay changes in the factors that make up the charge anel 
sums up the charges at the enel of the billing perioel. 

How charges become bills 

At the enel o f each day, Storage Accountant records ali of the day's transactions that affect 
storage charges; for example, a LUN is added or removed from an accotmt, the service 
levei price is changed, or the LUN is resized. Once a month, these daily records are 
compiled into a single binary file ofusage infonnation, such as LUN 01 used by Account AA 
from October 1, 2001, 09:27:54, to October 30, 2001, 23:59:59, ata price of $.07/GB/hr. The 
infonnation in this file is sorted by organization and account to display requested bi lls in 
the Bill Viewer and to produce specially fonnattecl files that can be imported by a thircl­
pmty billing application. 
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Getting started with billing 

Before Storage Accountant can produce bills, you must set up service leveis and customer 
accow1ts and assign LUNs to them. Figure 2 illustrates the setup steps. 

8 
Cre.1te Se1vice 

Levei 

Ente r: 
Service leveiiD 
Service levei tlmne 
lUII price 

0 
C reate 

Organizáion 

Enter: 
O rgarization ID 
Orgarization H ame 
Coriact lnforma1ion 
Billing Address 

~lace lUNs 
in 

SeiVice levei 

Move lUtls to Selected 
Service levei 

0 
c reate Account 

For Selected Orgarizaton, 
Enter: 
Accouri ID 
Accouri Name 

Figure 2 Setting up storage accountant 

Add LUNsto 
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The anows in figme 2 indicate necessary sequences. For example, you cannot place L UNs 
in a serv:ice levei (step 2) Lmtil you create a service levei (step 1). Most importantly, you 
camwt add LUNs to accow1ts (step 5) until you have completed ali the other actions (1, 2, 
3, and 4). 

Note You do not need to c reate the organ:ization (step 3) i f it already exists in Storage 
Area Manager. 

See the instructions for each setup step as follows : 

1. "Creating serv:ice leveis" on page 45. 

2. "Setting LUN serv:ice leveis" on page 45. 

3. "Adding organ:izations" in online Help. 

4. "Adding accotmts to organ:izations" on page 48. 

5. "Adding LUNs to accow1ts" on page 49. 
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Service levei setup and administration 

Service leveis detennine the price that will be charged for LUN use and typically reflect the 
rei ative value o f the LUN o r LUN service. You need to create service leveis and assign L UNs 
to them so that Storage Accotmtant can charge for their use. 

Creating service leveis 

Use this procedure to define a service levei that you willlater associate with specific L UNs. 

L In the Applications tree, expand Storage Accountant. 

2. Right-click Service Leveis and select New Service Levei. 

3. Enter data in the New Service Levei boxes. Required fields are marked with an asterisk 
(*). 

For qtúck entry, accept the automatically generated identifier and enter the service 
levei name and LUN price/GB/hour. Service Levei Description is optional. 

4. Click OK to save the changes and close the window. The new service levei appears in 
the Service Leveis view pane! and w1der Service Leveis in the Applications tree. 

The next step is to set LUN service leveis. 

Setting LUN service leveis 

Use this procedure to place LUNs in a specified service levei. The procedure treats the 
service levellike a bucket that L UNs are added to or removed from. The service levei must 
be previously defined (see "Creating service leveis"). 

L In the Applications tree, expand Storage Accountant and Service Leveis to reveal 
the specific service levei. 
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2. Right-click the service levei and select Add!Remove L UNs from the shortcut menu. A 
new window lists ali LUNs without a service levei on the left anel ali L UNs that are 
aireacly associatecl with the selecteel service leve] (but not yet attacheel to an account) 
on the 1ight. 

Note To select LUNs from a particular storage elevice, select the elevice name in the 
Select Somce ofLUNs list on the Ieft siele ofthe view panel. Only the LUNs that 
are in the selected storage device are listed. 

3. In the listo f L UNs without servi c e leveis, select the L UNs that you want to place in this 
service levei anel click the Add button. The selected L UNs are dimmed in the list on the 
left anel aelcleel in blue to the Adel List on the right. A green arrow appears in the column 
besiele the moved LUNs in each list, indicating that the aeldition is peneling. 

You can continue selecting LUNs anel clicking Add. You can also select anel remove 
L UNs from the Iist on the right. Ali actions remain pending untii you click the Apply or 
OK button. 

Note 

Note 

Moving large numbers of L UNs will increase the time it takes to apply the 
changes, about a minute for every 2000 LUNs. During this time, a message 
winelow shows the progress o f the changes. There is a short elelay before the 
view panel is upelateel with the changes. 

For best performance, HP recommenels limiting the total number o f L UNs in a 
service levei to 2000. Ifyou have more than 2000 L UNs that neeel to use the same 
price, you can create an alternate service levei with the same piice. 

4. Ciick OK to save the LUN placements anel dose the winelow. 
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Deleting service leveis 

Use this proceclure to eliscontinue an obsolete service levei. Any LUNs in the Sf'Ivice levei 
will be freed for placement in other serv:ice leveis. Affected LUNs must be removecl from 
accmmts before the service levei can be eleleteel. You cannot clelete a service levei that. has 
LUNs in use. 

1. In the Applications tree, expanel Storage Accountant anel Service Leveis to reveal 
the specific service levei. 

2. If the service levei contains L UNs that are in use, remove the L UNs from the accow1ts 
that are using them (see page 50). 

3. Right-click the service levei anel select Delete from the shortcut menu. A confirmation 
window shows the name of the service levei, the number of affected accow1ts, anel the 
number of LUNs that w:ill be freeel by eleleting the service levei. 

4 . Click OK to delete the service levei anel dose the w:inelow. The service levei no longer 
appears in the Applications tree or the Service Leveis view pane!. 
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Account setup and administration 

Storage is billed by the accounts that belong to organizations. An orgmúzation cm1 have 
mm1y accounts, but must have at least one accow1t to accwnulate storage charges. 

Adding accounts to organizations 

Use tlús procedure to define an accow1t for an existing organization. If you need to c reate 
the orgmúzation, complete the procedure "Adding orgm1izations," described in online Help, 
and then retum to tlús procedure. 

1. In the Resources tree, expand Organizations. 

2. Right-click the organization name and select New Account from the shortcut menu. A 
New Account window shows the organization ID and name and provides places to enter 
account infonnation. The only required information is the account ID, wlúch Storage 
Accountant generates for you. 

3. Ifyou want to change the automatically generated account ID, ele ar the Automatically 
Generate ID check box and enter the desired ID in the corresponding text box. The ID 
must be tmique mnong ali accounts in the storage domain. 

4. Optionally, enter a name for the accmmt. Account names must be unique witlún the 
organization. Ifyou do not enter a name, the account will be identified in the Resources 
tree by its ID. 

5. Click OK to add the account and dose the window. The new account appears tmder its 
respective organization in the Resources tree and in the Accounting tab o f the 
Organizations view pm1el. 

Note The organization will not be chm·ged until you attach LUNs to one of its 
accmmts. 
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Adding LUNs to accounts 
Use tlús procedure to attach LUNs to an account. Ifthe LUNs are not alreaely attached to a 
service levei, complete the procedure "Setting LUN ser-vice leveis," described on page 45, 
anel then return to this procedure. 

Caution M a ke sure that LUNs are physically and log ically accessible to the organ ization 
before you add them to an account. Otherw ise, organ izations can be charged 
for LUNs that they cannot use. 

1. In the Resources tree, expand Organizations anel the individual organization that owns 
the desired accow1t. 

2. Right-click the specific account anel select Add/Remove L UNs from the shortcut menu. 
A new window lists all available L UNs on the left anel a li L UNs that are already attached 
to the account on the right. 

Note To select L UNs from a particular storage device o r service levei, select Storage 
Devices or Service Leveis in the top box in the left panel. The contents ofthe 
second box change accordingly. When you select a specific stm·age device or 
service levei from the second box, the listo f available L UNs will show only the 
LUNs in that device or service levei. 

3. In the left box, select the LUN(s) that you want to assign to the selected accOtmt anel 
click the Add button. The selected LUNs are dimmed in the list on the left anel added in 
blue to the Add List on the right. A green aiTOW appears in the Status column beside the 
moved LUNs in each list, indicating that the addition is pencling. 

You ca11 continue selecting LUNs anel clicking Add. You can also select anel remove 
LUNs from the list on the right. Ali actions remain pencling until you click the Apply or 
OK button. 
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Note Moving large nwnbers o f L UNs wili increase the time it takes to apply the 
changes, about a minute for every 2000 LUNs. During this time, a message 
winelow shows the progress of the changes. There will be a short elelay before 
the view pane! is upelateel with the changes. 

For best performance, HP recmmnenels limiting the total number o f L UNs in an 
accotmt to 2000. If you want to assign more than 2000 L UNs to the same 
organization, assign the LUNs to multiple accounts, anel then assign the 
accounts to the organization. 

4. Click OK to save the LUN placements anel close the winelow. 

Removing LUNs from accounts 

Use this proceelure to discontinue billing for specific LUNs. Billed hours will stop 
accumulating at the moment that the LUNs are removeel, anel the L UNs wili be freeel for use 
by other accmmts. 

1. In the Resources tree, expand Organizations anel the individual organization that owns 
the desired account. 

2. Right-click the accowlt name anel select Add/Remove L UNs from the shortcut menu. 
A new window lists ali unattached LUNs on the left anel, on the right, ali LUNs that are 
currently attached to the selected accow1t. 

3. In the listo f L UNs in the account, select the LUN(s) to be removed from the account. 

4. Click the Remove button. The selected LUNs are dimmed in the list on the right anel 
added in blue to the Remove List on the left. A green left arrow appears in the column 
besicle the moved LUNs in each list, indicating that the remova! is peneling. 

You can continue selecting LUNs anel clicking Remove. You can also select anel add 
LUNs from the list on the left. Ali actions remain pencling until you click the Apply or 
OK button. 
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Note Moving Iarge munbers of LUNs will increase the time it takes to apply the 
changes, about a minute for evety 2000 LUNs. During this time, a message 
winelow shows the progress of the changes. There will be a short clelay before 
the view pane! is upelateel with the changes. 

5. To save the LUN placements anel dose the winelow, click OK. 

Closing accounts 

Use this proceelure to eliscontinue billing for a specifieel accow1t. Charges will be billeel up 
to the moment that the account is closeel. The account will be removeel from the Resources 
tree, anel attacheel LUNs will be automatically freeel when the accotmt is closecl. 

Note Although doseel accow1ts are not eleleteel from the database, they carmot be 
reopened. To restore an account, you need to add a new account. Because 
dosed accounts are not eleleted, their IDs cannot be reused. 

1. In the Resources tree, expand Organizations and the individual organization that owns 
the account. 

2. Right-click the name o f the account anel select Close on the shortcut menu. A 
confmnation window shows the name o f the account and the nwnber o f L UNs that will 

··{·. 
; 

( be freed by closing the account. 

3. Click OK to dose the accow1t anel dose the winelow. The account no Ionger appears in 
the Resources tree or the organization's view panel. 

Note You can view dosed accounts by selecting Show Ali Accounts or Show 
Closed Accounts Only from the Select View box in the view pane! for an 
individual organization. 
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Billing configuration 

Billing occurs on a monthly cycle. The billing perioel starts on the elay anel hour that a bill is 
generateel for the previous perioel. The perioel enels a month later. For example, a bill is 
generateel on Jtme 28 at 23:00 for the perioel that eneleel on June 28 at 23:00, anel the bill for 
the new perioel, June 28 (23:00) through July 28 (23:00), will be generateel on July 28 at 
23:00. The billing perioel is the same for all organizations. You can change the billing perioel. 

When bills are generated, copies are automatically exp01teel to a speciallocation for access 
by a thirel-party billing application. You can change the format anel location o f these files to 
acconunodate your billing application. Storage Accow1tant does not monitor the exp01t 
directory, so you may want to set up your own procedures for aging anel purging these files. 

You can set an event trigger that launches a billing application when Storage Accountant 
bills are generateel. Instructions are on page 54. 

Setting the billing period 

Use this procedure to specify the elay anel hour that Storage Accountant generates bills anel 
begins a new billing perioel. 

1. Select Configure from the Tools menu. The Configuration window opens. 

Note You can also open the Configuration winelow from the Storage Accountant 
Reports view panel. 

2. Finei Scheduling in the Configuration tree anel select Storage Accountant Billing 
Cycle. 

3. In the Generate bÍll on box, enter the elay o f the month that the bill will be generateel; for 
example, 5. The number must be between 1 anel 31. The elefault elay is 1, the first elay of 
the month. 

52 Billing configuration 



( 

(~ 

Note 

--------------··--·-------------------· 

If you choose 29, 30, o r 31 as the day o f the month to generate a bill, cluring 
months that have fewer than 29, 30, or 31 clays, the bill will be generateel on the 
last clay of the month. 

4. In the Generate bill at box, enter the time of clay (hh:rrun) that the bill will be generated; 
for example, 22:30 (10:30 pm). The clefault time is 01 :30 (1:30am). 

Text below the eclitable boxes shows you the date anel time that the next bill will be 
generated anel the eluration o f the next billing period. 

5. Click OK to save the changes anel dose the winelow. 

Setting export options 

Use this proceelure to specify the file fonnat ancllocation for bills that you want to import 
into a thirel-party billing application. 

L Select Configure from the Tools menu. 

Note You can also open the Stm·age Accountant Configuration winelow from the 
Stm·age Accountant Reports view pane!. 

2. Finel Scheduling in the Configuration tree anel select Storage Accountant Billing 
Cycle. 

3. In the Bill Export section ofthe Configuration window, select CSV, HTML, ancl/or XML 
for the Exporter Output Fom1ats. CSV anel HTML are selectecl by elefault. 

4. For Exporter Output Directory, enter the name of the directory where expmt files will 
be stored. The default location is <install 
elirectory> \managementserver\data \accountan t\exporter\reports. 

5. Click OK to save the changes anel dose the wjndow. 
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Setting a billing event trigger 

After a bill has been generated and exported into the specified directory, an event is 
generated and recorded in the audit log. This event can be associated with a trigger that 
will invoke a script to import the newly generated bill into a th.ird-patty application. To set 
this trigger: 

1. From the Tools menu, select Configure. 

2. Select Triggers under Events in the Configuration tree. 

3. Click the Add button. 

4. Enter a natne for the event trigger in the Natne box. The natne cannot include spaces. 

5. Select Storage Accountant in the Category box. 

6. Select Informational in the Th.reshold box. 

7. Select Bill_Exported in the Events list. 

Caution Do not select Biii_Generated, because this event is generated at the begi nning 
of bill generation, and an incomplete or corrupt bill could be imported. 

8. Select Run Command Action in the Action box. 

9. Select COMMAND in the Paratneter list. 

10. Enter a command (including the path) in the Value box next to the COMMAND 
parameter, for example: 
C:\script.cmd 

11. Click the OK button to add the trigger to the list and close the Add Trigger window. 

12. Click OK to save the changes and close the Configuration window. 
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Billing data archiving 

Billing data includes bills and the Storage Accountant audit log. The audit log is a record of 
ali billing transactions and system events that affect storage charges. It can help you 
identify the somce of changes or problems in organizations' bills. (See "Viewing the audit 
log in online Help .) Ali this billing data accumulates over the months in a growing database. 
To control the size ofthe database, Storage Accotmtant deletes bills and audit log entries 
that have reached a specified age. You can specify the maximum age ofbills anel audit log 
entries according to yom pliorities for the availability of data versus storage space. 

If you need pem1anent billing records, see "Archiving and restming bills" on page 56. 

Setting the bill retention period 

Use this procedme to specify how long bills are kept. Bills are dele teci at the end of the 
next billing period after the specified retention periocl. Until they are deleted, past bills can 
be viewed in the Bill Viewer. 

1. Select Configure from the Tools menu. 

Note You can also open the Configmation window from the Storage Accountant 
Reports view panel. 

2. Select Storage Accountant Billing Cycle uncler Scheduling in the Configuration 
tree. 

3. In the Data Retention section, enter the number of clays that you want to keep the 
monthly bills. The clefault is 365 clays. 

Note The auclit log lists the files that are purgect and the fil es that will be purged with 
the next bill. 

4. Click OK to save the changes and close the winclow. 
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Setting the audit retention period 

Use this procedure to specify the maximum age of entries in Storage Accountant's audit 
log. Entries older than the days specified are automatically deleted from the log. 

1. Select Configure from the Tools menu. 

Note You can also open the Configuration window fTom the Storage Accountant 
Repmts view panel. 

2. Find Scheduling in the Configuration tree and select Storage Accountant Billing 
Cycle. 

3. In the Purge audit log records older than box, enter the number of days that you want 
to keep ent1ies in the audit log. The default is 365 days. 

4. Click OK to save the changes and close the window. 

Archiving and restoring bills 

Use this procedure to make duplicate monthly bills that you can save indefinitely and 
restare when needed. When you restare a bill that you have archived, you can view, print, 
o r export it just like any other bill. 

To archive monthly bills 

Once a month, copy the entire contents or just the newest file from the 
<installdirectory>\J.nanagementserver\data\accotmtant\exporter directory to a secure 
backup location. Files are named with the start and end times of the billing pe1iod 
separated by an tmderscore (_);for example, 20010201230000_20010228230000.xml for the 
month o f Febmary 2001. 

Note The audit log lists the files that are deleted and the files that will be deleted with 
the next bill. 
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To restore an archived bill to Storage Accountant 

1. Copy the desired file from its backup location to <install 
directory>\managementserver\data\accountant\expmter on the management server. 
See "File name format'' to identify the file for the specified billing period. 

2. Execute the CLUI cmmnand or open the Bill Viewer to view the restored file . The billing 
period o f the restored file will appear in the Billing Period list. 

Note If a restored fileis older than Storage Accountant's bill retention period, the file 
will be deleted when the next bill is generated. 

File name format 

Bill file names are the times o f the first and last daily records that are summarized in the 
monthly bill. lfbills are generated on the first day ofthe month at 01:00 and daily records 
are created at 23:00, the bill will include records from the frrst through the last day of the 
previous month. Times are specified by year, month, day, hour, minute, and second, and 
separated by an underscore ("_"),as shown below: 

<yyyymmddhhmms s yyyymmddhhmmss>.xml 

Where yyyy is the year 

mm is the month 

dd is the day 

hh is the hour 

mm is the minute 

ss is the second 

For example, the file corresponding to the billing period January 1, 2001, through January 
31, 2001, is named 20010101230000_20010131230000.xml. 

The file extension is XML for internai billing files and CSV, HTML, or XML for export.ed 
fil es. 
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Setting currency preferences 

Use this procedure to change the default settings for the munber of digits shown to the 
right of the decimal place in the Accountant user interface. You can change the display 
settings for cost per hour totais of billed and tmbilled storage, service levei price, and cost 
per hour of individual L UNs. 

Note The currency settings in this window apply only to the user interface, and do 
not affect billing calculations or the Bill Viewer. 

1. In the Applications tree, select Storage Accountant and click the Accounting tab. 

2. Click the Configure number of currency digits button. 

3. Use the drop-down lists to specify the number o f digits displayed for total costs per hour 
billed and tmbilled, service levei price, and cost per hour for individual L UNs. 

4. Click OK to apply the changes and dose the window. 
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lntegrating bills with other applications 

Use tlús procedure to integrate HP OpenView Storage Accomüant with a billing application 
that produces finished customer statements. 

1. Set Storage Accotmtant's exp01t options to the file format and directory location that 
your billing application will use. See "Setting export options" on page 53. 

2. Set up the billing application to retrieve the current bill file from the export location. See 
"File name format" on page 57 for the bill naming convention. 

Note Consider using Storage Are a Manager events and action triggers to start up your 
billing application as soon as Storage Accountant generates the monthly bill. 
See "Setting a billing event trigger" on page 54. 

3. Map billing application fields to the Storage Accountant export file. Although contents 
vary depending on the fonnat (CSV, HTML, or XML), ali export files contain the 
following information for each active orgarúzation: 

- Unique organization identifier 

Urúque account identifier 

- Size of each billed LUN (in GBs) 

- Price of each billed LUN per GB per hour 

- Total charge for each billed LUN 

- Total charge for each account 

- Total organization charge 

Se e the complete specifications for CSV and XML files in "Integrating hp Open View storage 
accotmtant 3.0 with third-party billing applications" (ThirdPmty _Billing.pdt). This 
document anel sample CSV anel XML files are located in ./client/doc/expOit_files (where "." 
represents the clirectory where Storage Area Manager is installeel) . rmsw®~:;=~ 

PMI -CORREIOS 

lntegrating bills with other 

--

Fls: 
pplicalions 

0169 
59 

Doe: 3701 

"' .. o .. a 
ca 
ID 

l> 
"' "' o 
c 
:::s 
ã 
:::s -

/ 



.•. 
'· 

•, 

3 

( 

hp OpenView storage builder features 

Physical and logical space 

Capacity data collection 

Capacity data archiving 

Managed directories 

Capacity thresholds 

Capacity reports 
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hp OpenView storage builder features 

Stor·age Builder monitors and reports storage capacity in a storage network. It routinely 
discovers the physical capacity of storage devices and the logical capacity of hosts and 
NAS devices, and analyzes the information for cmTent usage, past and future usage trends, 
and threshold notification. You must install and license Storage Builder to use these 
features. 

Storage Buüder adds the following features to Storage Area Manager: 

• Capacity views of hosts, NAS devices, storage devices, and the domain. For hosts anel 
NAS devices, view panels show used and free file space. For storage devices, view 
panels show the disk space that is visible to hosts, still múormatted, anel spent in 
overhead. 

• Lists of directories, disks, users, volumes, anel volmne groups on each host. Click any of 
these labels in the Resources tree to view corresponding capacity data, including file 
system and logical volume metrics. Select a specific resource to view more infonnation 
about the individual directory, disk, user, volume, anel so on. 

• Correlated views of physical and logical space. At the storage device view, you can see 
how LUN space is distributed to hosts and volumes. At the host view, you can see the 
LUNs where volumes reside. When logical volume managers are present or when HP­
UX volumes map directly to LUNs, a graphical map shows the relationships between 
volmnes anel LUNs. 

• Past and future usage trends. Click the graph ~ button in Capacity view panels to 
view a line graph of past and future capacity. Stor·age Builder predicts future capacity 
by identifying trends in past capacity. You can turn this feature on or off, and you can 
select from a wide range of predictive models. 

• Capacity thresholds and threshold events. Storage Builder monitors the cmrent and 
predicted capacity ofindiviclual resomces for capacity thresholds. Ifmeasurecl capacity 
exceecls or falls below a specifiecllimit, Storage Builder sends a thresholcl notification 
to Storage Area Manager's event panel. Administrators can set tlu·esholcls and configure 
event triggers. 
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4. Click the Start Collection button. 

5. In the Start Hostagent Data Collection window, select one or morP types of data to 

collect: Volume Data, File Data, ancVor User Data. 

6. Click OK to start collecting the selected capacity data on the selected host(s) . 
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Capacity data archiving 

Storage Builder routinely summarizes the data that has been collected over several days 
and then discards the original data. Swnmaries contain the weighted average, minirnum 
and rnaximum values, and standard deviation for each rneasurement that Storage Builder 
collects. These values enable Storage Builder to display capacity history, predict futme 
capacity, and conserve space in the database. 

Summarized datais saved for as long as you want to view historical data, o r as long as 
there is space for the growing database. 

Scheduling capacity summaries 

Use this procedure to set the schedule for sumrnarizing collected capacity data and for 
deleting aged swnmaries. The procedure displays the Configurat.ion window with the 
cwTent summarization settings in editable text boxes. 

1. Select Configure from the Tools menu. 

2. Select Capacity Summarization under Scheduling in the Configuration tree. 

3. To change the minimum nwnber of days that datais kept before it can be swnmarized, 
enter a value for Accept measurements for summary after _ days. Higher values 
increase the time that unsummruized datais displayed in capacity graphs. The default 
is 7 days. Collected datais deleted after it is summarized. 

4. To change the number of days of collected data that summaries include, enter a value 
for Swnmarize collected measw·ements every _ days. Higher values increa.se t.he 
interval between summaries in capacity graphs. The default is 7 clays. 

Note Higher summmy intervals also affect the period for which unsummarized data 
is displayed in capacity graphs. For example, if data must. be kept 7 days before 
it can be summarized and summaries occur eve1y 5 days, some data will be 12 
days old before it is sununarizecl. 
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5. To increase or decrease the munber of days that capacity summaries will be kept, enter 
a value for Keep summary measurements for_ days. Historical data is clisplayed in 
capacity graphs for as long as summaries exist. The default is ::l65 days. 

Note Whenever you want to return settings to the factory sett.ings, click t.he Restore 
Defaults button. 

6. Click the Apply button to implement your changes anel contjnue working in the 
Configuration window, or click OK to apply your changes and close t.he window. 
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Managed directories 

Managed directories are directmies whose size you want to monitor. When directories are 
managed, you can view, repmt, and set thresholds on their size. Directory size in capacity 
view panels is the swn o f the sizes of ali files in the directory, excluding subdirectories and 
their files. To get the size of a directory including its subdirectories and their files, use the 
Command Line User Interface (CLUI). 

You can select directories to manage once Storage Builder has collected file data. Until 
then, Storage Area Manager's Directories folders and tabs are empty. A Directories folcler 
contains managed directmies, not ali directories. 

Note To view a list of ali directories, managed and urunanaged, on a selected host o r 

volume, click the File/Directory detailed list fJTil button in the host Capacity tab 
or the volume Properties tab. 

You can view managed directories for a host, a volume, or the whole clomain. Figure 4 
shows the contents of a managed directories folder for a selectecl host: 

•. -
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Figure 4 Directories view panel 

Click the graph E;s button in managed directory view panels to view directory sizes in the 

past and predictable future. Click the pie chart ~ button to compare direct.ory sizes. 
Double-click in a list of managed directmies to view the properties o f the selected 
directory, including how much o f the volume the directory occupies. 
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Adding managed directories 

Use this procedure to select directories whose size you want to monitor. The procedure 
displays a hierarchicallist of ali directories and subdirectories on a selected host or NAS 

device. 

Note Vohune and file data must be collected before you can complete this procedure. 

1. In the Resources tree, expand Hosts orNAS Devices. 

2. Expand the specific host or NAS device where the directories exist, and click the 
Directories subfolder. 

3. Click the Add Directories button at the bottom o f the Managed Directories view panel. 
The Add Directories window displays a tree o f volumes, directories, and subdirectmies. 

Note If no volmnes o r directories appear in the Add Directories window, make sure 
that volume and file data was successfully collected. See the online Help topic 
"When datais unavailable in the Add Directories window" for troubleshooting 
steps. 

4. In the Add Directories window, select one or more directories to be managed. (Use t.he 
Control or Shift key to select multiple directories.) 

5. Click OK to add the selected directories and dose the Add Directories window, or click 
Apply to add the selected directories and leave the window open and make more 
selections. 
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Removing managed directories 

Use this procedure to discontinue monitoring selected managed directories. The removed 
clirectories will no longer appear in the host orNAS device's clirectorics vicw pands. 

Removing a managed directOiy has no effect on the existence o f the directory. 

1. In the Resources tree, expancl Hosts orNAS Devices. 

2. Expand the specific host orNAS device where the directories exist. and click the 
Directories subfolder. 

3. Select one or more directories in the Managed Directories view pane I. (Use the Control 
or Shift key to select multiple directories.) 

4. Click the Remove Selected button to remove the selected directories from the list. Any 
capacity thresholds on the removed directories will also be removed . 

",\· 
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Capacity thresholds 

Storage Builder causes Storage Area Manager events when storage usage exceeds or falls 
below specified limits, called thresholds. You can set thresholds on hosts, volumes, volume 
groups, managed directories, and users. You can make thresholds global for the domain, 
cormnon to an organization, or specific to a single resource. You can even set thresholds on 
future usage. Capacity information is evaluated for threshold violations when it is 
collected. 

Note Thresholds apply in parallel, so multiple threshold events can occur on the 
same resource. 

Threshold events identify the resource, the measured or predicted capacity, and the 
capacity threshold; for example, "Volmne lhome on host maine.finance.hp.com usage is 
90% which exceeds threshold of 80%." They are reported with whatever sevetity levei you 
select, and, like other events, can trigger other actions, including e-mail messages, log 
entries, or commands. 

Default capacity thresholds cause informational events when used space exceeds 95% on 
ali hosts, NAS devices, volume groups, anel volumes in the domain. Thresholds on 
predicted capacity are off by default. 

Note Volmne data must be collected before you can set thresholds on volunH:'S anel 
volmne groups. Volume and file data must be collected to set thresholds on 
directories and users. 
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Setting domain thresholds 

Use tlús proceclure to set global consumption alerts on all hosts, NAS devicC's, volumes, 
volwne groups, manageel clirectories, or users in the clomain. The procedure displays a list. 
of the cun:ent elomain-level thresholds anel a winelow for ecliting a selected threshold o r 
adcling a new one. The new settings take effect at the next collection of capacity data. 

l. Select Configure from the Tools menu. 

2. Select Capacity uneler Thresholds & Alerts in the Configuration tree. The view pane! 
lists the current thresholels. 

3. Click the Domain tab if not alreaely selecteel. 

Note To filter the list ofthresholds, select a type from the Resource Type elrop-elown 
list. 

4. To change an existing thresholel, inclucling a elefault thresholel, select the thresholel(s) 
anel click the Edit button. Go to "Entering thresholel properties" on page 79 to finish 
setting the thresholel. 

5. To adel a new threshold, click the New button anel select a resource type from the drop­
elown list. See "Entering thresholel properties" on page 79 to finish setting the threshold. 

Setting organization thresholds 

Use tlús proceelure to set consumption alerts on the resources that belong to an 
organization. The procedure elisplays a list of the organization's existing thresholds anel a 
window for ecliting a selected threshold or adding a new one. New anel eclited thresholcls 
take effect at the next collection of capacity data. 

l. Select Organizations in the Resources tree. 

2. Click the Capacity tab in the Organizations view pane!. 

3. Select one or more orgarúzations from the list in the view pane!. 

·~· ­• 
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4. Click the Configure button and select Thresholds from the drop-down menu. The 
Configuration winclow lists the existing thresholds of the top selected organizat.ion. 

Note To filter the listo f thresholds, select a type from the Resource Type drop-down 
list. 

5. To modify an existing threshold, select the threshold and click the Edit button. Go to 
"Entering threshold properties" on page 79 to finish setting the threshold. 

6. To create a threshold, click the New button and select a resomce type (host, NAS 
device, volume, volume group, user, or managed directory) from the drop-down list. See 
"Entering threshold properties" on page 79 to flnish setting the thresholcl. 

Setting thresholds on specific resources 

Use this procedure to set consumption alerts on capacity-sensitive hosts, NAS devices, 
volumes, volmne groups, managed directories, o r users. The procedure displays alisto f the 
resource's existing thresholds anda window for editing a selected threshold or adding a 
new one. New and edited thresholds take effect at the next collection of capacity data. 

1. Select or expand nodes in the Resources tree as needed to select the collective 
resource: 

- To set a host threshold, select Hosts. 

- To set a NAS device threshold, select NAS Devices. 

- To seta volume thresholcl, expand Hosts orNAS Devices, expanda particular host 
or NAS device, and select Volumes. 

- To seta volume group threshold, expand Hosts, expanda particular host, and select 
Volume Groups . 

- To set a managed directory threshold, expand Hosts or NAS Devices, expand a 
particular host or NAS device, and select Directories. 

- To seta user thresholcl, expand Hosts orNAS Devices, expancl a part.icular host or 
NAS device, and select Users. 
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2. Click the Capacity tab in the view pane!. 

3. Select one or more resources from the list in the view pane!. 

4. Click the Configure button and select Thresholds from the drop-down menu. The 
Configuration window lists the existing thresholds of the top selected resource. 

5. To modify an existing tlu·eshold, select the threshold and click the Edit button. Go to 
"Entering threshold properties" on page 79 to finish setting the threshold. 

6. To create a threshold, click the New button. See "Entering threshold propetties" on 
page 79 to finish setting the threshold 

Entering threshold properties 

I. Enter or change the threshold name in the Na.me box ofthe Edit Threshold window. You 
can use letters, numbers, special characters, and spaces. You cmmot use more than 64 
chm·acters or create duplicate names. 

Note lf at any time you want to reset threshold settings to the factOiy defaults, click 
the Restore Defaults button. 

2. In the Limit box, enter or change the minünum or maximum amount of used space that 
will cause a threshold event. (Direction, the next labeled box in the window, 
detennines whether the limit is a minimum or maximwn.) For user and directory limits, 
select the wlit ofmeasure in the adjacent box. All other limits are percentages (space 
used over total space). The default limit is 95%. 

3. Select Increasing in the Direction box to cause a threshold event when used space 
exceeds the limit value, or select Decreasing to cause a threshold event when used 
space falls below the limit value. The default direction is Increasing. 

4. Select the severity levei of the threshold event in the Severity drop-clown list. The 
default levei is Informational. 

5. To setor eclit a thresholcl on future consumption, click the Trending tab . Then: 

-
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- Click Enable Threshold Trending to toggle the thresholel for future capacity on 
anel off. A check in this box activates the other text boxes in this tab. 

·-.. -

- Ifthreshold trending is enabled, select the Projection period, the number o r months 
(1 to 12) into the future that Storage Builder will check for threshold violations. An 
event will occur if predicteel consurnption passes the thresholel limit any time in the 
projection perioel. 

- If thresholel treneling is enabled, select the neeeleel confielence that a thresholcl 
violation will be eletecteel. Drag the slieler towarel More Alerts to increase the 
confielence up to 95% anel towarel Fewer Alerts to elecrease the confielence elown to 
5%. Greater confielence allows greater ranges of possible values anel therefore 
increases the likelihooel ofthresholel events. For example, if95% confielence tests ali 
preelicteel values within 100 bytes ofthe thresholel limit, then 5% confidence woulel 
test predicteel values within only 10 bytes o f the threshold limit. 

6. Click OK to dose the Edit Thresholel winclow. 

7. Click Apply to save the settings anel continue working in the Configuration window, o r 
dick OK to save the settings anel dose the window. 
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Deleting capacity thresholds 
Use this procedm·e to remove consumption alerts on hosts, NAS devices, volumes, volume 
groups, managed clirectories, or users. The proceclure clisplays a list of the current 
thresholds at three leveis: on individual resources, for an organization, anel over the 
domain. You can select and delete any tlu·eshold in the list, inclucling a default threshold. 

1. Select Configure from the Tools menu. 

2. Select Capacity w1der Thresholds & Alerts in the Configuration tree. The view pane I 
lists the current thresholds. 

3. Click the tab that describes the scope o f the thresholcl you want to eclit: 

- Click Domain to eclit a thresholcl on alllike resources in the clomain. 

- Click Organization to eclit a threshold on like resources in an organization. 

Click Resource to eclit a tl1reshold on a specific resource. 

4. Select the thresholcl(s) that you want to remove. 

5. Click the Delete button. 
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Capacity reports 

Capacity reports help you track the size of certain files anel directories in the storage 
domain. If file datais being collected, you can produce the following reports: 

• Stale files have not been opened in a specified number of days. You can get. a list of the 
stale files on a selected host, NAS device, or volwne, or you can get the total number 
anel size of all stale files on ali the hosts anel NAS devices in the domain. 

• Junk files can be identified by specific characters, such as .tmp, in their names. You can 
get a list of the junk files on a selected host, NAS device, o r volume, or you can get the 
total number anel size of ali jw1k files on ali the hosts anel NAS devices in the domain. 

• Largest files is a list of the largest files on a selected host, NAS device, o r volume. The 
list includes each file's location, owner, size, file mode, time createcl, anel last time 
opened or modified. 

• Largest directories lists the file contents of the largest directmies on a selected host, 
NAS device, or volume. Contents include each file's location, owner, size, mode, time 
created, anel last time opened or modified. 

• Files/directmies detailed list is a list of ali files and directories on a selected host, NAS 
device, or volwne. The report includes each file's size, owner, file mode,· time created, 
and last time opened or modified. TI1is report is written to a user-specified file anel not 
displayed. 

Capacity reports can be printed anel exported using Storage Area Manager but.tons. 

Note File data collection provi eles the data for file repmts. 

You define stale files, junk files , anel the largest files anel directories. You also choosc CSV 
or XML fonnat for the cletailed list of files anel directories. 
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Setting the file format of detailed file/ directory lists 

Use this procedure to specify the expmt fonnat for detailed file/directory reports. This is 
the only report that lists the contents of clirectories that are not managed and t.he only 
report that is automatically exported and not displayed in the report window. The 
procedure clisplays the Configuration winclow with the current expmt option. 

1. Select Configure from the Tools menu. 

2. Select File-Detail under Reports in the Configuration tree. 

3. Select CSV o r XML fonnat from the ExportAs drop-down list. Storage Builcter will save 
the file list in tlús format whenever you click the Expmt button in a report winelow. The 
elefault is CSV. 

Note If you want to reassert the factory report settings, click the Restore Defaults 
button. 

4. Click Apply to save your settings and continue working in the Configuration window, 
or click OK to save your settings and dose the window. 

Defining file reports 

Use this proceelure to set up reports of junk files, stale files, anel the largest fil es o r 
clirectories in managed clirectories. The procedure clisplays the Configuration winctow with 
the current report specifications. You can change the existing specifications anel acld new 
filters. 

1. Select Configure from the Tools menu. 

2. Select the repmt type-Junk File, Largest N-Directories, Largest N-Files, or Stale 
Files-tmeler Reports in the Configuration tree. The view pane! clisplays t.he current 
report specifications. 

3. Select HTML, CSV, or XML in the ExportAs drop-down list. Storage Builder will save 
report data in this fmmat whenever you click the Expmt button in a report window. The 
elefault is HTML. 

- .~· 

•• 

;;: O 5---N""--e-:tf.fflffi--€~ 

j CP~I: ~REIOS' 

.I ttli7s 
CapacilYFí~?orts 83 

Lo c ·--"~ . .3?. O J 

Cll -o 
"'W 
Q 

U2 
ID 

OJ 
c 
a.. 
ID 
"'W 



Note Whenever you want to restore the factory report settings, click t.he Restore 
Defaults button. 

4. In the Sort By boxes, first select the value and then the order that the files will be sorted 
by in the report. For the value, you can select the file path, type, size, mode, owner, time 
created, last time modified, or last time accessed. For the order, select Descending 
(higher-to-lower alphabetical or numeiical order) or Ascending (lower-to-higher 
alphabetical or numerical order). The default isto sort files by size in descending order, 
that is, the largest files at the top o f the report. 

5. In the box Limit Records Per Volume To, select the number of files to include from the 
top o f the selected order. lf the files are in ascending order, the report willlist the files 
with lowest values. If the files are in descending order, the report willlist the files with 
the highest values. You can select from 100 to 1000 per volwne. The default is 100. 

6. If you are defining the stale files report, ente r a number in the Days since last access 
box. This is the number of days that must pass after a file is last accessed before it can 
be considered stale. 

7. To modify an existing filter, click in the rules' cells and select or enter new values. 

- Click Inclusive in the rule's Operation cell to view the selectable options Inclusive 
and Exclusive. The default is Inclusive. 

- Click in the rule's Pattem cell to enter text in the cell. Pattems are case sensi tive and 
can include global replacement characters ( asterisks) at the beginning o r end of the 
character string. Files with the specified character pattems in their names will be 
included or excluded from the reportas specified. The default pattems for junk files 
are *tmp* and *temp*. For largest files and directories, the default pattem is *. There 
is no default filter on stale files. 

8. To add a rule, click the Add button and modify the contents of the Operation and 
Pattem cells in the new row. 

9. To remove a rule, select the rule anel click the Remove button, or remove ali rules by 
clicking the Remove Ali button. 
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10. To move a mie up or down in the execution sequence, click the Up or Down butt.on. 
Rules are executed in nume1ical arder. 

11. Click Apply to save your settings anel continue working in the Contigurat.ion window, 
or click OK to save your settings anel dose the winelow. 
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4 STORAGE NODE MANAGER 

hp OpenView storage node manager features 

Configuring device-specific application links 
--- ----------

Starting device-specific application links 

Viewing device status summary 
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hp OpenView storage node manager 
features 

·...._ _ 

Storage Node Manager is a device status monitming tool for your storage network. You 
must install and license Storage Node Manager in arder to use these features. Among other 
features, Storage Node Manager provides: 

• Application linking. You can link device-specific applications to Storage Area Manager 
and then start them from the user interface. Art application may be linked to a specific 
device or device model. Many default device-specific application links are provided 
with Stm·age Node Manager. 

• Device status monitoring. Storage Node Manager monitors and graphically displays the 
status of each discovered device in your storage network. Device status is displayed 
wherever the device is referenced in the user interface, including the Resomces tree, 
device map, and event panel. 

Based on its status inquiries of the storage network, Storage Are a Manager generates 
and displays status-related events as they occur in your storage network. 

- 1---- ·----· --- - - -·--
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Configuring device-specific application links 

Storage Node Manager's application link feature enables you to start another application 
from a specific device or device model within Storage Area Manager's user interface. The 
Add Application Link wizard gtúdes you tlu·ough the steps necessary for linking the 
application . 

Storage Area Manager provides default application links for many of the devices it 
supports. These defaults are dependent on each device's management application being 
installed in its default location. 

You can add an application link to a specific device or device model. For example, you may 
want to link a device-management application to a specific hp Storage Works switch o r to 
ali switches of that model in your storage network 

Adding an application link to a device 

1. From the Tools menu, select Storage Node Manager, then select Add Application 
Link. The Add Application Link wizard appears. 

2. Click the Next button to continue. The next wizard panel detennines ifthis application 
link applies to a specific device or device model. 

. , . ,. , , ' ~ 

Selectwhetheryou want to ;ssociale lhis applicêiltion link to a specinc device or to ali devices of a 
specinr. type. 

Assoe iate applicatlon with 

r. Device Type 

· ·~· 

r Device 
RQ.S.-t'f'u'-th~~,_~I-J 
CPMI - CORREIOS - · -

' 

01 81 

"' -==~ g g 
:sca 
g ~ 

caz 
~ o ... a.. 

~ 

/ 



3. Select the Device radio button, and click the Next button. The wizard's Associated 
Device panel appears. 

Assoc:iMed Dwice 
Select the devi c e to 'Hhlch you want to llnk the appllcation. 

Oevlce Class: 
i- ------ .. --- -----------
HPL1 0fS 10 Hub 

llnlerconnect Devices 
1 
iHPfBrocade 16 Port 
1
HPf8rocade 8 Port 

HPIOLogic 16 Port 

. HP/Qlogic 8 Port 

i 

! 

4. Select the type of device (interconnect, storage, NAS, bridge, or host) in the Device 
Class box that represents the device to which you want to link the application. 

5. Select the specific devi c e to which you want to link the application in the list box, and 
click the Next button to continue the wizard. The wizard's Application Properties pane! 
appears. 

Applicalion Pr--
Type the label you want to use for the llnked appUcation and speclt,'the t)'pe. 

Application Name: 

1 Application Type~ - - ~~l 

. r. ~~I~~~~~!@ 
r Remota Application 

6. Enter the application's name in the Application Name box. 

7. Seleêt the Local Application radio button ifthe application you me Iinking is installed 
on the host from which you are running Storage Area Manager; ot.herwise, select. t.he 
Remote Application raclio button. 
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8. Click the Next button to continue. TI1e wizard's Application Comm<:md pand appears. 

9. Enter the command to start the application you are linking in the Application Command 
box, and click the Finish button to add the application link. 

Type tha command used to start the appllcation. Use the ke'fWOrd buttons to lncluda anyvartables 
that you want Storage Are a Manager to substitute. 

: Application Param ater Keywords- - - -· -·--

f Local Host 
! OeviceFila 

Application Command: 

You can use the keyword buttons that appear in this pa.nel for variables that you want 
Storage Area Manager to substitute. See table 1 for a description of each keyword. 

Table 1 Device-specific opplication link keywords 

I Keyword 
I 

I Local Host 
---

Remote Host 

[ Description 
I 

The system where the management client is nmning 

Provides a list o f available hosts 
!---------+-------------------- -·- ·· - ··-- .. 
~I _R_e_p_o_si_·t_o_ry_ H_o_s_t __ ~T_h_e_m_an_ag_e_n_l_e_n_t __ s_e_rv_e_r ______________ _ 

1 Display Sencls display to the management client 

Device File 1 Management path 
r·---
' IP Aclclress i IP aclclress of the selected device 
I - - - --·-----·-! 

Browser j Launches a web browser 

Note If used, must be the first keyword in the conunand 
anel must be followed by http:// 

. n.-- ,., ;;;; ; , - - -
~ · ~ ' "- ' ~~ ....,-...... 

CPti!l_- CORREIOS Se1ial Nwnber 

Device ID 

Serial number of the selected cl evice 

Unique ID of the selected clevice 0_1 82 
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Adding an application link to a device model 

1. From the Tools menu, select Storage Node Manager, then select Add Application 
Link. The Add Application Link wizard appears. 

2. Click the Next button to continue. The next wizard pane! determines if this application 
link applies to a specific device or clevice model. 

Select whelheryou want to assoei ate thls applicallon llnk to a speci11c devtce orlo ali devices of a 
speci11c1ype. 

r-Associate appllcallon with---·------ -----·--------, 

lr. Dl!"lice Type 

r Device 
·------·------------------- ---- - -----·- ------·-·--····-·-- ---~ 

3. Select the Device Type radio button, and click the Next button. The wizard's 
Associated Device Type pane! appears. 

Associatod DeW:e T-

Selectlhe name oflhe storage resource type object to which you want to llnk lhe appllcatlon. Thls 
informatlon may be located In lhe objecfs documentation. 

-----------------~ 10J180 library 

1 OJ588 library 

2115 Library 

20/678 Library 

20XO Gir;,abil Fibre Channel Swilth 

22XO Gigabit Fibre Channel Swilch 
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4. Select the device model to which you want to link the application in the Jist box, anel 
click the Next button to continue the wizard. TI1e wizard's Application Propertif's pane) 
appears. 

Applic3tion Pr-"ies 
Type lhe label you want to use for the linked appllcation and specll\1 the type. 

Applicatlon Name: 

Applicatlon Type 

r. k~iAWIIc~~ 
r Remete Application 

5. Enter the application's name in the Application Name box. 

6. Select the Local Application radio button if the application you are linking is installed 
on the host from which you are running Storage Area Manager; otherwise, select t.he 
Remote Application radio button. 

7. Click the Next button to continue. The wizard's Application Command pane! appears. 

Type the command used to start lhe applicatton. Use the keyword buttons to lnclude anyvartables 
thatyou want storage Area Manager lo substituta. 

Appllcatlon Parameter Keywords 

Local Host Remete Host 
Devlce F l/e IP Address 

Serial Number DeviceiO 

Applicalion Command: 

8. Enter the command to start the application you are linking in the Application 
box, anel click the Finish button to add the application link. 
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Starting device-specific application links 

You can strut other management applications that are linked to a specific device or device 
model if the application was previously linked. For exru11ple, you could strut a device 
management application to view more detailed information for that device. 

Storage Area Mrumger provides default application links for many of the devices it 
supports. These defaults are dependent on each device's management application being 
installed in its default location. 

1. Right-click the devi c e for which you want to start a linked application in the Resomces 
tree or device map 

2. Select the menu command that represents the application from the device's shortcut 
menu. 

3. If this link represents a remate application, select the host on which the application is 
installed from the Remate Host window, and click the OK button 
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Viewing device status summary 

You can view a status swmnary of all discovered devices from one view panel. St.orage 
Node Manager summarizes how many devices are cwTently in each levei of status by 
device type. 

From the Tools menu, select Storage Node Manager, then select Storage Doma.in 
Status Summary. 

~ Storage Domain: DAYRRING 

2:!_~~elust No~:_~ana~-~J~.'::l.~~~~~n_l _ --- ·--· ·- _ ______ _ ____ ··--·---·· ___ _ -···-· _ 

· - stalusSummary ·----- - ·--·· -----·-· 

Total Criticai Major Minor Warning Unknown Unreachable 

Devices o .6 _n ~ -1) -1) 

! 
I ..6:1 Hosts 14 o o o o o o 

' 
I .d lnterconnect Devices 9 o o 1 2 o o 

.d Bridges o o o o o o o 
-cl storage Devices 14 o o 2 o 
-€1 NAS Devices 3 o o o o o o 
~ Unknown Devices 30 o o o o o o 

--------- ----------- ----- --------- ---------
~--- ------ -------·---- ----- - --------- - - - -· ----- ---- -------- --
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5 STORAGE OPTIMIZER 

hp OpenView storage optimizer features 

Performance metrics 

Performance data collection 

Performance data archiving 

Performance baselines and automatic thresholds 
--------------------- ------- --

Performance charts 
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hp OpenView storage optimizer features 

Storage Optimizer monitors and reports the performance of storage network resomces. 
Pezformance metrics vary by resource, but typical metiics are read and write rates, byte 
transfer rates, average queue depths, vruious errors, invalid CRCs and transmission worcls, 
link failures, signallosses, received and transmitted bytes and frames, read anel write 
operations, read and write cache hits, and blocks requested. Storage Optimizer can display 
any metric that a resource supports. You must install and license Storage Optimizer to use 
its features. 

Storage Optimizer adds the following features to Storage Area Manager: 

• Performance views of host disks, volwnes, HBAs, interconnect devices, storage 
devices, LUNs, and controllers. 

• The ability to view devices in the arder o f their performance on a common metric. This 
allows you to compare performance across like devices anel to easily identify the top (o r 
bottom) perfonners. You can limit long lists to the frrst 5, 10, 15, and so on, up to 100 or 
all devices. 

• Line charts o f the perfoimance data that was collected for individual devices o ver 
selectable periods oftime. You can define your own charts to supplement the charts that 
Storage Optimizer provides. 

• Performance trends. Line charts can show you where performance is likely to be in the 
near anel distru1t future based on current trends. Using sophisticated statistical models, 
Stm·age Optimizer identifles trends that can account for such influences as seasonal 
variation. You can tum this feature on or off, and you can select from the simplest to the 
most sensitive predictive models. 

• Baselining anel automatic thresholc\s. Using the most sophisticated statist.ical analysis, 
Stm·age Optimizer can establish an extremely accurate baseline o f expected 
performance. At your option, Storage Optimizer will send a tiu·eshold ev0nt whenever 
actual performance dev:iates signif:icantly from the baseline. 
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• Data exp01t. The button saves the contents ofperformance chmts in a comma-delimited 
(CSV) file. 

• Secure access to adrnirustrator functions. Only ad:rninistrators can enable/disable t.he 
collecting, baselining, and automatic threshold:ing ofperformance data, or schedule the 
swnmarizing and archiving of performance data. 

• Cornrnand Line User Interface (CLUI). Run-line commands expedite the viewing and 
configuring of Storage Optimizer information. 

• Supp01t for OpenView Operations a.nd OpenView Reporter queries of the performance 
database. 
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Performance metrics 

Storage Optimizer collects performance information on the following resomces anel t.heir 
components: 

• Host disks, volumes, HBAs, anel HBA ports 

• Interconnect devices anel their ports 

• Storage devices anel their LUNs, disks, anel controllers 

The specific metrics that Optimizer collects depend on the resource. Storage Optimizer is 
designed to display any performance metric that a resource supports. You can view the 
metrics collected for individual resources by viewing performance data collection in the 
Configuration window. 

Performance data collection is off until you enable collection for selected resources. When 
collection is enabled, the default is to collect ali metrics for hosts anel common metrics for 
storage anel interconnect devices. 

Ali metrics 

Ali metrics includes the custam anel common metrics that a resource supports. Individual 
resources provide various custam metrics depending on the model anel the manufacturer. 
Storage Optimizer displays custam (anel common) metrics in charts when you select a 
specific device in the Resources tree. 

Ali metrics is the default choice for performance data collection on hosts anel HBAs. There 
are etm·ently two kinds o f host metrics, one provided by the Open View Operations 
Performance Agent (OVPA) anel the other by Open View VantagePoint (VP) . 

OVPA on any host anel VP on UNIX hosts support the following metlics for host clisks: 

• 

• 

Physical_reacl rate ( display default) 

Physiçal :write rate 

OVPA anel VP on HP-UX hosts support the following metrics for host clisks anel volumes: 

- ----- - · - - ----- -- ----
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• Physical read rate C display default) 

• Logical read anel write rates 

• Physical write rate 

VP on Windows hosts provides the following metrics for host clisks anel volumes: 

• Bytes transfen-ecl per second C clisplay clefault) 

• Average queue depth length 

For HBAs anel HBA ports, Storage Optimizer collects ali of the performance metrics in the 
SNIA library. If an HBA has no SNIA clriver or does not support SNIA's performance 
metrics, there is no Performance tab in the view pane!. lf the HBA supports ;my SNIA 
perfonnance metrics, the Perfom1ance tab will display them. 

Common metrics 

Storage Optimizer attempts to collect a common set o f metrics for ali storage ctevices anel 
ali interconnect ctevices. Common metrics allow you to compare the performance of like 
resources. In fact, Storage Optimizer lists resources in order of their perfonnance on a 
common metric when you select the collective resource in the Resources tree. 

The following common metrics are the clefault choice when data collection is enabled for a 
storage or interconnect clevice. The default metric shown in resource lists is in bold. 

Common metrics for interconnect devices: 

• Total errors Cc!isplay clefault) 

• lnvalicl CRCs 

• lnvalid transmission words 

• Link fai lures 

· ·~. 
; 

• Primitive sequence protocol errors 

• Received bytes anel frames 
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• Synclu·onization losses 

• Transmitted bytes and frames 

Common metrics for ports on interconnect devices: 

• Total errors (display default) 

• CRC enors 

• Invalid CRCs 

• Invalid transmission words 

• Link failures 

• Primitive sequence protocol enors 

• Received frames 

• Signallosses 

• Synchronization losses 

• Transmitted frames 

Common metrics for storage devices: 

• Total operations (display default) 

• Percentage o f read.s and writes from cache 

• Read and write cache hits 

• Read and write operations 

Common metrics for L UNs: 

• Total operations (display default) 

• Percentage o f reads and writes from cache 

• Read and wr·ite cache hits 

• Read and write operations 
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Performance data collection 

Storage Optimizer coliects perfonnance data on selected resources. You select the 
resource and configure Storage Optimizer to coliect ali or only the common metrics that 
the resource supports. Common metrics is the default choice for ali but hosts. Metrics can 
be coliected on host disks and volwnes, riBAs, HBA ports, storage devices, LlJNs, 
controllers, switches, and switch ports. 

Collection schedule 

Storage Optimizer coliects perfom1ru1ce metrics on selected resources and their 
components every 15 minutes. It holds the data in its memory until the top of the hour, 
when it swnmarizes the quarter-hour data in to a single hourly value. If the mettic is a rate, 
such as bytes transferred per second, the hourly value is the average o f the collected data. 
If the metric is a count, such as the number o f bytes transmitted, the hourly value is the 
sum of the collected data. The hourly values are stored in Storage Area Mru1ager's database 
ru1d viewed in performance lists and charts. 

Enabling/disabling metrics collection 

llse this procedure to start or stop the coliection of perfOimance metrics for a selected 
resomce. You can enable coliection for ali metrics or for only the common metrics that the 
resource supports. The change wili take effect at the next collection cycle. 

1. Select Configure from the Tools menu. 

2. Select Performance Data Collection from the Configmation tree. The view panel 
displays a list of the resources that provi de performance metrics and the status o f 
coliection and baselining for each. 

Note If the list is long, you can limit it to a single type of resource. Sfttl~~~l8f.~~.-AI~ 
Interconnect Devices, or Storage Devices from the Device ' 
list. 
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3. Select the host or device that neecls a collection change. 

4. Click the Edit button. The Collection!Baselining window opens. 

5. Click the Collection tab if it is not already selected. 

6. Click the Collect Metrics check box to toggle collection on o r off for the selected 
resource. When the box is checked, collection ís enabled and the window shows the líst 
of metrics being collected. No collectíon is the clefault. 

7. If collection is enabled (step 6), select the Collect Common Metrics or Colle ct Ali 
Metrics button to set the scope of metrícs collected. The default is to collect common 
metrics for ali resources but hosts. The list in the bottom half of the window shows 
which metrics are collected at the selected scope. Any common metrics that the device 
does not support are not listed. 

8. Click OK to apply your selections and dose the Collection!Baselining window. 

9. Select another resource and repeat steps 4 through 8, or click OK to apply the changes 
and dose the Configuration window. 
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Performance data archiving 
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On a schedule you choose, hourly values are swmnarized into a daily arch.ive. The default 
archive schedule is 7 days after the hourly datais created, but you can choose from 1 to the 
number of days that arch.ives are retained. Reducing 24 values to one for hundreds of 
collected metrics obviously saves space in the database. Yet other management objectives 
may require keeping hourly data as longas possible. To establish the hours of peak demand 
on a volume or switch port, for example, you may need hourly metrics for 2 weeks or more. 
To get the most precise prediction of LUN operations or any other metric, for another 
exarnple, you should use a smooth.ing a:nalysis model, which requires hourly data, the more 
the better. 

Archive retention 

You also determine how long performance datais kept in the database. The default 
retention period is 31 days, but you can select up to 365 days. Again, a balance must be 
struck between database economy and other management objectives. The more historical 
data that is available for trend analysis, for example, the more accurate the preclictions will 
be. 

Scheduling performance archives 

Use th.is procedure to set the schedule for arch.iving and smnmarizing performm1ce data. 

L Select Configure from the Tools menu. 

2. Select Performance Archiving below Scheduling in the Configuration tree. 

Note If at any time you want to restare the schedules to the factory defaults, click the 
Restore Defaults button. -Rr-."' ,;.., ,.... 
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3. In the upper text box, enter the munber o f days that performance data will be saved. You 
can enter the value or click the up anel down arrows to increase or decrease the value 
one day ata time. Click the Restore Default Charts button. 

4. In the lower text box, enter the number of days that collected data will be kept before 
it is swmnarized. Valid values are 1 to the nwnber of da:ys performance datais kept (see 
step 3). The default is 7 days. 

5. Click OK to apply the values and dose the Configuration window. 
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Performance baselines and automatic 
thresholds 

Storage Optimizer can let you know when selected resources are perfonning abnormally. 
Based on a statistical analysis of collected metrics, Storage Optimizer can construct an 
extremely accmate baseline representing nonnal perfom1ance. If the next collected metric 
deviates significantly from the baseline value, Storage Optimizer automatically generates a 
threshold event waming. 

Baselining requires hourly data points for twice the selected season length. The default 
season length is one day, so by default Storage Optimizer requires two days' worth o f 
homly data to detennine the baseline. The more hourly data available, the more reliable 
the prediction will be. 

Note When cow1t datais displayed as rates, the baseline is recalculated for the period 
displayed in the chart anel baseline values do not appear wltil the 49th hour of 
the data displayed. 

Baseline parameters 

Storage Optimizer uses the most sensitive analysis model, called triple exponential 
smoothing, to calculate the baseline. This model is sensitive to three different variables in 
the data: 

• Baseline sensitivity emphasizes more recent data in calculating the baseline. 

• Trend sensitivity emphasizes the upward or clownward tendency of the data in 
calculating the baseline. 

• Seasonality sensitivity emphasizes the periodic tendency of the data, that is, t.he 
tendency to repeat a pattern of variance o ver specific periods o f time. Th ' .(.~ug!~HÜJ.he .. _. ___________ _ 

period (season) is selectable. 
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You can increase or decrease these sensitivities according to the importance of the 
variables for the device being monitored. In addition, you can set the threshold sensitivity, 
which determines how much deviation from the baseline is sufficient to cause a threshold 
warning. 

Baseline limitation 
The number of metrics that can be baselined depends on the processing resources of the 
management server. For that reason, Storage Optirnizer lirnits baselining to a portion o f the 
metrics that can be collected on a device and keeps a rwming balance of the total number 
o f baselines that can be set. When baselining is enabled on a device, Storage Optimizer 
calculates how ma.ny baselines would be needed ifthe device supported all the baselinable 
metrics. Baselinable LUN a.nd pmt metrics are multiplied by the number of L UNs o r ports, 
respectively, on the device. Storage Optimizer then subtracts the number o f potential 
baselines from the total number o f baselines available and displays the balance when you 
view baseline thresholds. 

Enabling/ disabling baseline thresholds 

Use this procedure to enable or disable performance baselining or threshold events for a 
selected resource. The result is a list of resources that support performance mettics and 
the status o f baselining and thresholding for each. 

1. Select Configure from the Tools menu. 

2. Select Performance Data Collection from the Configuration tree. The view pane! 
shows the status of collection and baselining for all resources that support performance 
metrics. 

Note If the list is long, you can limit it to a single type of resomce. Select Hos ts, 
Interconnect Devices, or Storage Devices from the Device Type drop-down 
list. 

3. Select the resource that you want to change. 

4. Click the Edit button. 

---- -----·---
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5. Click the Baselining!fhreshold tab in the Collection/Baselining window. 

6. Click the Enable Baselining check box to toggle baselining on or off. When Lhe box is 
checked, baselining is enabled and the Show Events option and baselining paramcters 
are active . Default baseliiúng is off. 

7. If baselining is enabled (step 6), dick the Show Events check box to toggle t.hreshold 
events in the event pane] on or off. 

8. If baselining is enabled (step 6), set the baselining parameters as needed. 'I11e default 
values give a small but significant sensitivity to the respective variables: baseline, trend, 
seasonality, and threshold. Click the Iight-facing arrows to increase the sensitivity of 
one or more variables; click the left-facing arrows to decrease the sensitivity. Increasing 
the threshold sensitivity decreases the likelihood of threshold events. 

Also select the length o f the season, a day or a week, from the Season Length drop­
down box. 

9. Click OK to apply your settings and dose the Collection!Baselining window. 

10. Choose other resources and turn baselining on or off, or dick OK to dose the 
Configuration window. 
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Performance charts 

Performance charts are line graphs showing the changes in a perfonna.nce metric (y axis) 
over time (x axis ). The chart in figure 5 shows the number of read operations on a selected 
LUN between October 4 and October 9, 2002 (the day that the chrut was generated), ru1d 
the number o f read operations projected for October 9 to October 13, 2002. The straight 
line from about October 7 to midday October 8 shows a lapse in the collection of data. 

~~ Top-N LUN Query Chart - hp OpenView storage area manager • ,, ~ 

Device Total Ooerations I Device Total Operations I Devlce Total Operations 

Top-N LUN Que~-~~.~ .. J _ _EJevi::_~~tal Operation.:_ __ ~e!_~~~~-~~ ... J __ !J~.c~ T_~Jial Operatlons 
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Figure 5 Sample performance chart 
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This chart contains hourly and projected data. Charts can also contain archived dat.a. 

• Archived data. Data that is more than 7 days old, by the default a.rchive schedule, is 
summarized into one data point per clay. Rate datais averaged, anel count. data is added 
to obtain the daily value. When a chart contains archived data, ali data points are 
presented as daily values. 

• Hourly data. Storage Optimizer collects data every 15 minutes, but stores and displays 
hourly summaries of the collected data. Charts for periods less than the archive 
schedule contain hourly data and are noticeably denser than charts that contain 
archived data. Also, for cow1t data, the y values of archived and hourly data points differ 
because each archived data point is the sum of 24 hourly data points. 

Note Displaying count data as rates obscures the difference between archived and 
hourly data. 

• Projected data.. When a chart includes trend data, a broken line shadows past data anel 
extends in to the future. This line represents a pattem analysis o f collected data and the 
projection ofthat pattem into the future. Vertical bars along the projected values show 
the range ofpossible values based on the required confidence. Greater confidence in the 
prediction implies greater ranges. The confidence specified for the sample chart is 95%. 

Projections must be interpreted according to the model that is used to make the 
analysis. The analysis model is indicated at the bottom of the chrut. In t.he example 
here, the analysis model is best fit. Linear and other nonsmoothing models use 
archived and hourly data to predict future rate data points. If count datais displayed o r 
if the analysis moclel is smoothed, only hourly datais used for the prediction. 
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Managing performance charts 
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Use this procedure to delete ali custom (user-defined) perfonnance charts or to restore ali 
default (factory-clefined) performance charts. The procedure clisplays a list of the custom 
anel clefault perfom1ance charts that are currently available for interconnect o r storage 
devices. 

Note To clelete individual charts, use the procedure "Deleting perfonnance charts". 

1. Select Configure from the Tools menu. 

2. Select Performance Charts in the Configuration tree. 

3. To restore any factory-defined charts that have been cleleted, click the Restore 
Defaults button. 

4. To delete ali user-clefined charts, select the Remove User-Defined Charts button. 

5. Click Apply to accept changes. 

6. Click OK to close the Perfonnance Charts window. 

Deleting performance charts 

Use this procedure to clelete a factory-defined or user-definecl chart that is not needecl in 
your envirorunent. 

Note You can restore default charts at any time. 

1. Expancl Storage Devices or Interconnect Devices in the Resources tree, clepending 
on which devices the chart was definecl for. 

2. Select an individual device in the expancled tree. 

3. Click the Performance tab . 

4. Use the right mouse button to select the chart to be deletecl, anel select Dele te Chart 
from the shortcut menu. 
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Restoring default charts 

Use this procedure to undelete factory-defined charts for interconnect or st.orage devices . 
Any default charts that were previously deleted will return to the list. 

Note An adnúnistrator can restore ali default charts in one action using the 
Configuratíon tool. 

1. Expand Storage Devices or Interconnect Devices in the Resources tree, dependíng 
on whích devices the default charts describe. 

2. Select an individual device in the expanded tree. 

3. Click the Performance tab. 

4. Click the Restore Default Charts button. 
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hp OpenView storage allocater features 

Groups 

Managing assignments 

Managing hosts 

Managing LUNs 

hp OpenView storage allocater interoperability 
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hp OpenView storage allocater features 

HP OpenView Storage Allocater contrais storage access and provides security by assigning 
logical units (LUNs) to specific hosts or share groups. Assigned LUNs cannot be accessed 
by any other hosts. With this application, you can assign, unassign, and reassign storage 
and related devices from a diverse pool. You must activate and license Storage Allocater to 
use these features. 

Storage Allocater brings the following featmes to Storage Are a Manager: 

• Security groups. Share groups and associated LUN groups help to streamline storage 
assignments. Share groups allow hosts to share the same storage devices. Associated 
LUN groups keep sets o f L UNs (for example, stripe sets o r mirro r sets) together, 
requiring them to be assigned and w1assigned as a unit. 

• Organizational gr-oups. Host groups and LUN groups allow you to arrange hosts and 
LUNs into hierarchical groups in the Storage Area Manager user interface. 

• Reports. Storage Allocater can generate reports that show ali L UNs, assigned LUNs, or 
tmassigned LUNs. These reports allow you to quickly view the assignment status of ali 
the L UNs in the current storage domain. 

• System availability. Storage Allocater provides increased system availability by 
enabling storage to be assigned, unassigned, and reassigned without reboots. 
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Groups 

After activating Storage Allocater you can create security and organizational groups. These 
groups are optional, but they help you to streamline storage assignments and organize 
information within the Storage Area Manager user interface 

Security groups 
Sha.re groups and associated LUN groups are called security groups because their 
manipulation affects storage access. Unlike organizational groups (page 119), security 
groups are not hierarchical; secwity groups cannot be members of other security groups. 

When you select Storage Allocater in the Applications tree, the view panel displays the 
LUN Allocation tab, which contains shortcuts to Storage Allocater's security groups. 

; SecurityGroups -----------, 
i ' '.li Share Groups 

I @l Assoclated LUN Groups 

Share groups 

Share groups allow multiple hosts to share the same storage with read-write access. 

Caution When using share groups, you must use an application that preserves data 
integrity on shared storage. Without this type of application, data corruption 
may occur. 

Share groups operate according to the following rules: 

• When you assign or unassign a share group host, all of the storage in the shl· ~~~~~~"t';o.;:;.~J 

assigned to or tmassigned from the host. If all of the storage in a share grou C@PNJ>/.J)~ORREI~S 

assigned or unassigned, the assignment or unassignment request will fail. 

0195 • When you assign or unassign share group storage, it is automatically a.c.;sig C'd tom -
unassignecl from each host in the share group. If all of the L UNs in the sha ·l Uh_H_.,...p ____ _ 
cannot be assignecl or unassignecl, the assignment or unassignment rcquec I j iHaiL ~] -

th'Je;''" ~ O 
. _- -~_,;~ 

" õ .., 
c 

(C 
til 

~ 
õ 
n 
Q ... 
til .., 

Groups 117 / 



Associated LUN groups 

Associated LUN groups are used for any set of L UNs that needs to be assigned and 
tmassigned as a tmit; for example, stripe sets, mirror sets, anel sets of L UNs that cont.ain 
parts of the same database. When a LUN is assigned to an associated LUN group, it cannot 
be assigned or unassigned as a separate item tmtil it is removed from the associatecl LUN 
group. Associated LUN groups use the following mies: 

• When you assign an associated LUN group to a host or share group, ali of the L UNs in 
the associated LUN group are assigned to the singie host or ali of the shaTe group hosts. 
If ali of the L UNs are not successfully assigned, the assignment of the associated LUN 
group will fail. 

• When you unassign an associated LUN group from a host or share group, ali ofthe L UNs 
in the associated LUN group are unassigned from the affected hosts. If ali of the L UNs 
are not successfully unassigned, the unassignment ofthe associated LUN group will fail. 

• If you add a LUN to an associated LUN group whiie the associated LUN group is 
assigned to a host or share group, the newly assigned LUN is automatically assigned to 
the single host or the hosts in the share group. If the new LUN is n.ot successfully 
assigned, the assignment of the LUN to the associated LUN group will fail. 

• Ifyou unassign a LUN from an associated LUN group that is assigned to a host or share 
group, the unassigned LUN is automatically unassigned from the affected hosts. If the 
LUN is not successfully unassigned, the tmassignment of the LUN from the associated 
LUN group will fail. 

Tip For detailed mies for using share groups and associated LUN groups, see the 
"About share groups" and "About associated LUN groups" to pies in the Storage 
ATea Manager oniine heip system . 

. ' 
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Organizational groups 

Host groups and LUN groups are called organizational groups because they are usecl to 
organize infom1ation in the Storage Are a Manager user interface, but manipulat.ion o f these 
groups does not directly affect storage access. 

When you select Storage Allocater in the Applications tree, the view panel displays the 
LUN Allocation tab, which contains shortcuts to Storage Allocater's organizational groups. 

~ Organizational Groups 

I ~ Host Groups 

' TI LUN Groups 
l 
J 

Organizational groups allow you to create a hierarchy of groups. When configuring anel 
viewing organizational groups, you may have to expand several group leveis in order to 
select a group. For example, to view the members o f the Engineering Servers host group 
shown here, you would expand the Building A host group. 

[~ - ~ Host Groups 
El ,!) Building A 

:!9 Engineering Servers 
~ Finance Servers 

Tip For detailed rules for using host groups and LUN groups, see the "About host 
groups" and "About LUN groups" topics in the Storage Area Manager online 
help system. 
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Managing assignments 

Assignment types 

There are three types of assignments in Storage Allocater. 

• When you assign items to host groups and LUN groups, the items become part of an 
organizational stmcture that is displayed in the Storage Area Manager user interface. 

• When you assign storage to a host or share group, the individual or grouped hosts are 
granted read-write access to the assigned storage. 

• When LUNs are grouped into an associated LUN group, they are bound together and 
must be assigned and unassigned as a unit. 

In general, unassignments work the same way as assignments. When you w1assign items 
from an organizational stmcture, they are removed from that stmcture, and when you 
unassign storage from a host or share group, the storage is no longer available to the 
affected host(s). 

Note For instmctions on editing Storage Allocater assignments, see the Storage Area 
Manager online help system. 

" .... ' " . ... 
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Assignment rules 
Table 2 lists the assignments that can be made in the Storage Allocater user interface. 

Table 2 Storage A llocater assignments 

Hosts 

Associated LUN 
groups 

Share groups 

LUN groups 

Host groups 

Assignable items 

LUN I Associated LUN 1

1

· 

LUN group 1 group Host 
Host 

group 

I X I I X ! ! 

r-----+---- ---·-·+--------+-···---L--·---··· 
i X : I ! i 
, I 

I 
X i I X 

~ l ____________ _ 
X 

·---·-- - 1 

L__x __ -+-____ x ___ l ___ _ 
X X 

To edita host's assignments, right-click the host in the Resomces tree and select LUN 
Allocation. To edita group, right-click the group in the Applications tree and select Edit 
Assignment. 

Note For specific instructions on editing assignments, see the Storage Area Manager 
online help system. 
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Special unassignments 

In some cases, usually when a host or share group cmmot release L UNs that are in use, a 
host, LUN, or associated LUN group cannot be w1assigned with the Unassign command. In 
these cases, check the involved Windows, Solaris, Linux or AIX hosts and tty to solve the 
issue that prevents the w1assignment. For tips on troubleshooting unassignments, see 
chapter 8. If the item still cannot be unassigned, use the Special Unassign command, 
which requires a reboot of ali affected hosts. 

The following rules apply to special unassignments: 

• The Special Unassign command is available when you right-click a host, LUN, or 
associated LUN group in the Assigned section of the Edit window. 

• A special unassignn1ent is not complete until you reboot ali the affected hosts. After m1 
affected hostis rebooted, a message similar to the following appears in the event panel: 
Spec ial unassignment of host <hos t name > from s hare group <group name> 

completed. 

• Before you can assign or re-assign the LUNs that were involved in a special 
unassignn1ent, you must reboot ali the affected hosts. 

• Special w1assignments are not required on HP-UX hosts, so the Special Unassign 
command is unavailable when you are configuring HP-UX hosts or share groups that 
contain HP-UX hosts. If a LUN cannot be unassigned from m1 HP-UX host, follow the 
instructions on page 206. 

• You cannot specialtmassign hosts from a share group at the same time that LUNs or 
associated LUN groups m·e being special unassigned. You must special unassign hosts 
m1d storage separately. 

• You can use the Special Unassign command to tmassign the following items: 

- A host from a share group. 

- A LUN from a host, share group, or associated LUN group. 

- Ah associated LUN group from a host or share group. 

·, 
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Using the Special Unassign command 

• When you light-click one or more assigned items and select Special Unassign, t.he 
selected items are dimmed in the list on the right anel ac\dec\ in magent.a to the Unassign 
List on the left. A green-ancl-magenta arrow appears in the Status column besic\e the 
moved items in each list, indicating that a special unassignment is pencling. 

• Until you click the Apply button, you can undo a pending special unassignment by 
selecting an item in the Unassign list and clicking the Undo button or by dragging the 
item from the Unassign List in to the Assigned section of the Edit window. Once you 
apply a special unassign request, you cannot undo the request, and you must reboot the 
affected hosts. 

• When you try to perfonn a special unassignment, Storage Area Manager first tries a 
regular unassignment. 

- If the regular unassignment is successful, the item that was w1assigned is removed 
from the Assigned section o f the Edit window and is available for immediate 
assigimwnt elsewhere . 

- If a regular w1assigrunent is not possible, the item remains in the Assigned section o f 
the Edit window, and is listed in magenta text. 

• If a host that is involved in a special unassignment is in one or more share groups, the 
host is listed in magenta text in the Edit Share Group window until it is rebooted. 
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• When you click Apply, the Configmation Status winclow opens anel reports the status 
of the requesteel special w1assignment. lf hosts neeel to be rebooteel, they an' listecl in 
the Configuration Status winelow anel in the event panel. The message in t.he 

Configuration Status winelow is similar to the following: 

~~ Configuration Status Ei 

llllltl_••••••num 

Note For specific instructions for using the Special Unassign commanel, see the 
following online help topics: "Special Unassigning Hosts," "Special Unassigning 
a LUN," anel "Special Unassigning Associateel LUN Groups." 

124 Manag ing assignments 

) 



..._ ··· 

Assigning LUNs for Windows Clustering 

Windows Clustering (Windows 2000) 

The following information can be helpful when running Storage Allocater with Windows 
Clustering: 

• When a server cluster hostis rese1ving a LUN, the Storage Area Manager user interface 
may show management paths as down because the reservation of the LUN prevents 
Storage Allocater from reading the LUN. 

• If the quorum disk is not an active resource on a cluster host, the disk may not be 
displayed in Disk Management. 

• Do not unassign a quorum disk from a running cluster's share group. The quorum disk 
must be accessible to ali hosts in the cluster for failover to work. 

• For instructions on con:figuring your HBA drivers for use with clustering, see the 
documentation that carne with your HBA. 

• If Windows Clustering is set up before Storage Allocater is activated, use the Storage 
Allocater Activation wizard to create the server cluster share group. 

Setting Up a Server Cluster Share Group 

1. Before setting up a server cluster share group, read the Windows 2000 "Server Clusters" 
online help topics, and pay attention to the required order of attaching, pa.rtitioning, and 
con:figuring shared disks. 

2. Create a share group. 

3. Assign the LUNs that will be used by the cluster to the share group. 

4. Assign one of the cluster hosts to the share group. 

= - . Note For instructions on creating and editing Share Groups, see the " ~~· . · v~"'''"'"'" ;:; . 
Groups" and "Assigning Share Group Members" topics in the Stc ·a~N~aCORREIOS 
Manager online help system. - ' ..íl.Ã 
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5. Follow the steps in the Windows 2000 online help topic "Checklist: Creating a Server 
Cluster." When using the checklist, note the following guidelines: 

- Partition and fonnat the cluster disks on the host that was assigned to lhe share 
group in step 4. 

- Ali o f the shared cluster disks must have the same assigned drive letter on each host 
in the share group. To accomplish this, assign one host to the share group ata time, 
configure the drive letters, then w1assign the host from the share group and repeat 
this step for all hosts that will be included in the cluster. 

- When following the procedures in the "Creating a Server Cluster" checklist, only one 
host at a time should be assigned to the server cluster share group. 

6. Install the cluster service on the host in the cluster share group. 

7. Add ali of the other cluster hosts to the share group. 

8. lnstall the cluster service on all of the other hosts in the cluster share group. 

9. Configure Windows Clustering according to the instructions in your Microsoft 
documentation. 

Note You may need to re-apply current service packs after installing Windows 
Clustering for the first time. See your Microsoft docmnentation for more 
infonnation. 

Microsoft Cluster Server (Windows NT 4) 

The following information is be helpful when numing Storage Allocater with Microsoft 
Cluster Server (MSCS): 

• When you repartition a LUN that is on the same virtual bus as the quorum clisk, ali 
partitions on the disk may become inaccessible when you commit the changes in Disk 
Administrator. To access the LUN, reboot the host that did the repartitioning. 

• When an MSCS hostis reserving a LUN, the Storage Area Manager user interface may 
show LUNs or management paths as down or offline because the reservation prevents 
Storage Allocater from reading the LUN. 
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• If the quorwn disk is not an active resource on a cluster host, Cluster Disk (the IVISCS 
disk filter) prevents that host from seeing the clisk in Disk Aclnúrústrator. 

• MSCS may not be able to use a clisk that is aclcled dynamically to a mnning host.. In some 
cases, the host must be rebooted for MSCS to begin using the disk. For exrunple, i f the 
quonun disk is unassigned from a host anel assigned to the host again, MSCS will not 
begin using it until you reboot the host. 

• For instmctions on configuring your HBA drivers for use with MSCS, see the 
documentation that ca.me with your HBA. 

• Storage Allocater L UNs cannot be unassigned from a cluster share group while MSCS is 
numing because the MSCS dlivers have an open reference to the L UNs. To tmassign 
these L UNs, use Storage Allocater's Special Unassign command. For more 
information about the Special Unassign command, see page 122. 

• If MSCS is set up before Storage Allocater is activated, use the Storage Allocater 
Activation wizard to create the MSCS share group. 

Setting Up an MSCS Share Group 

L Create a share group. 

2. Assign the L UNs that will be used by the cluster to the share group. 

3. Assign one o f the cluster hosts to the share group. 

4. Fro.m the cluster host in the share group, prutition and format the cluster storage 
according to MSCS requirements. See your Microsoft docwnentation for instructions. 

5. Assign the remairúng cluster hosts to the share group. 

Note For instructions on creating anel ecliting Share Groups, see the "Adding Share 
Groups" and "Assigning Share Group Members" topics in the Storage Area 
Manager online help system. 

' •{' 
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Caution Do nol occess the shared storage unti l MSCS is sei up. 
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6. For easy identification, configure the drive letters to match on each cluster host. 

7. Install MSCS onto ali of the share group hosts. 

8. Configure MSCS according to the instmctions in your Microsoft documentation. 

Note You may need to reapply current servi c e packs after installing MSCS for the first 
time. See your Microsoft documentation for more information. 

Assigning LUNs for volume management software 

When assigning LUNs for use with volume management software, the following guidelines 
apply: 

• When an assigned LUN is part of a volume set, it cannot be unassigned by Storage 
Allocater. To unassign a LUN that is in a volume set, remove the LUN from the volume 
set, and then unassign it from the affected host or share group. 

• If storage network L UNs are configured into volume sets before Storage Allocater is 
activated, use the Storage Allocater Activation wizard to assign the LUNs to the hosts 
that are using them. 

- If more than one host is accessing a volume set, assign the L UNs and the involved 
hosts to a share group. 

- For each volume set, assign the LUNs to an associated LUN group, and assign the 
group to a host or share group. 

Note For information about the Storage Allocater Activation wizard, see the hp 
Open Vimu storage area manager installation guide and online help system. 
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Assigning LUNs for HP-UX and Solaris VERITAS Volume 
Manager Storage Administrator 

The VERITAS Volume Manager Storage Administrator (VMSA) software stores its 
configuration information in the required root disk group (rootdg). VMSA requires the 
presence of at least one LUN in rootdg at ali times. The following guidelines apply when 
using VMSA anel Storage Allocater: 

• IfVMSA is set up anel using storage network L UNs in rootdg before Storage Allocater is 
activated, use the Storage Allocater Activation wizarcl to assign the LUNs to the VMSA 
host. Ifmultiple L UNs are tlSed, create an associated LUN group for the L UNs and assign 
the group to the VMSA host. 

Note For infonnation about the Storage Allocater Activation wizard, see the hp 
OpenView stomge area manager installation guüle anel online help system. 

Caution lf you activate Storage Allocater without assigning the rootdg LUNs with the 
Storage Allocater Activation wizard, when the VMSA host is rebooted, it will 
not have access to the rootdg LUNs (since they are not yet assigned), and the 
VMSA server will not start. To solve this problem, use Storage Allocater to 
assign the rootdg LUN(s) to the host, and then start the VMSA server manually. 

• If possible, do not use storage network L UNs in the rootdg volume group. 

• Ifyou need to use storage network L UNs in rootdg, HP recommends inclucling one SCSI­
attachecl clisk in rootclg. Because VMSA requires one LUN in rootclg at ali times, i f you 
use this configuration, you will be able to remove the storage network LUNs from 
rootclg anel tmassign them, as neecled. 

• As with ali volume groups, if you use assignecl storage network L UNs in root.dg, you 
must remove them from rootclg before they can be unassigned. 

Caution For Solaris VMSA hosts: lf your root disk group contains only stor 
LUNs, and you unassign ali of the rootdg LUNs with the Special 
command, VMSA will not load or function properly. 

( Doe: 3 7 O 1 I J._ 
Managing assignments 129- V 

(I 

õ ... 
c 

te 
ct 

! 
o 
n 
D ... 
ct ... 



Assigning LUNs for Windows NT stripe and volume 
sets 

About Ftdisk 

Ftdisk (Microsoft's stliping anel volume set dliver) is a disk filter dliver. Once a LUN is 
enabled on a machine that is nmning Ftdisk, the LUN can only be w1assigned if Ftdisk is 
stopped ora specialtmassignment is completed. This is because Ftdisk does not release its 
reference to the disk. 

To determine if Ftdisk is mnning, check its status by double-clicking the Devices icon in 
Control Panel. To avoid wmecessary reboots when assigning LUNs to a host, HP 
recommends disabling Ftdisk w1less you planto use stripe anel volume sets. Disable Ftdisk 
to prevent it from restarting when the host is rebooted. 

When using stlipe anel volume sets, create an associated LUN group for each set anel assign 
ali o f the L UNs in the set to the group. Because a stripe o r volume set cannot be used 
unless ali o f its L UNs are assigned to a host, using associated LUN groups will ensure that 
all of the necessary L UNs are assigned anel w1assigned together. 

Tip Ifyour stripe anel volwne sets are configured before Storage Allocater is 
activated, use the Storage Allocater Activation wizard to assign them to 
associated LUN groups, anel then assign the associated LUN groups to the 
appropriate host(s). 

Configuring stripe and volume sets 

You must have Ftdisk enabled if you want to create stripe anel volume sets in Disk 
Aclministrator or access these sets on a Windows NT host. Ftdisk looks for anel attaches to 
disks when it is loadecl-at system startup. If Ftclisk is not enabled when you configure 
sets, Disk Administrator will enable it anel force a reboot. 
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If L UNs are assigned to a host that already has Ftdisk sta.rted, Disk Administrator, which 
refreshes when it starts up, willlet you see them and allow you to go through the motions 
of creating a set. Because Ftdisk did not find the newly assigned L UNs at system startup, it 
will not handle the new set(s) properly, and Disk Administrator might quit unexpect.edly. 
Or you may end up with an invalid set that appears to span severa! L UNs but actually 
includes just one. 

When creating sets, HP recommends the following procedure: 

1. Create an associated LUN group that contains the LUNs that will be used to create a 
stripe or volume set. 

2. Assign the associated LUN group to the host that will be used to create the stripe or 
volwne set. 

Note For instructions on creating, editing, and assigning associated LUN groups, see 
the Storage Area Manager online help system. 

3. Reboot the host. 

4. Create the stripe or volume set. For instructions, see your Windows NT docwnentation. 
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Managing LUNs with Windows 2000 dynamic 
volumes 

If you want to create a dynamic volwne (for example, a simple, spanned, striped, mirrorect, 
o r RAID-5 volwne) on Fibre Channel storage, complete the following steps. If you have 
existing dynamic volwnes before Storage Allocater is activated, use the Storage Allocater 
Activation wizard to assign the volwnes to the appropriate associated LUN groups, hosts, 
and share groups. 

1. For dynamic volwnes that will span multiple LUNs, assign the LUNs to an associated 
LUN group. This will prevent the LUNs from being assigned and unassigned separately. 

2. Assign the LUN (for simple volumes) or associated LUN group (for spanned, striped, 
mirrored and RAID-5 volwnes) to a host. 

Note For instructions on creating, editing, and assigning associatect LUN groups, see 
the Storage Area Manager online help system. 

3. Ifnecessary, upgrade the assigned LUNs to dynamic disks. 

4. Create the dynan1ic volume. 

Unassigning and reassigning dynamic volumes 

Ifyou w1assign a LUN or associated LUN group that contains a dynamic volwne, when you 
reassign the LUN or associated LUN group to a host, the dynamic volume might not mount 
automatically. 

Reassign: Same Host 

If you unassigned a LUN or associated LUN group that contains a dynamic volume, and 
then you reassigned it to the host that created the volume, use the following procedure. If 
you assigned the LUN or associated LUN group to a different host, use the procecture on 

. page 133. 

1. To open Disk Management, right-click the My Computer icon anel select Manage . 
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2. If you are using Disk Management remotely, right-click Compu ter Managemcnt 
(Local), click Connect to another computer, and then select the computPr you want 
to connect to . 

3. In the Computer Management window, expand Storage and select Disk Management. 

The dynamic disks will be listed with a status of Offline. 

~o 
Basic 
4.02GB 
OrW>e 

I 

êilt:DRomO I 
=(D:) 

(C:) 
·2.00 GB FAT 
Healthy (System) 

I INTERNAL (E:) 
2.02 GB FAT 
Hea~hy 

4. Right-click one o f the disks in the volume set and select Reactivate Disk in the 
shortcut menu. 

Import Fore1gn D1:.t:s .• , 

Revert To Basic Disk 

8 MMMI 

Properties 

Help 

The dynamic disks will retum to Online status. 

Reassign: Different Host 

If you unassigned a LUN o r associated LUN group that contains a dynamic volume, and 
then you reassigned it to a host other than the one that creat.ed the volume, ~~-~--~N.,f"-":fr.;-t+;;:~-~--;;;;;:;~] 

~ '-' v v• <-V V v - v !'f 
following procedme. CPMI...:. CORREIOS 
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2. If you are using Disk Management remotely, right-click Compu ter Management 
(Local), click Connect to another compu ter, and then select the computer you want 
to connect to. 

3. In the Computer Management window, expand Storage and select Disk Management. 

4. The dynamic disks will be listed with a status o f Foreign because the volume was 
created by a different host. 

6'Disko 
Basic 

IIBOOT (C:) wi'ITERI'IAll (F:) li II'ITERI'IALZ (E:) 
6.97GB 2.00 GBFAT 11,1012~ 1.99GB FAT 1.99G8FAT 
Orkoe Hea~hy (System) Unallocated Healthy Healhy 

5. Right-click one ofthe disks in the volume set and choose lmport Foreign Disks in the 
shortcut menu. 

(rc.:::te 'v'o!umf: .. . 

Revert To Basic Disk 

Reactivate Di:.k 

Properties 

Help 

134 Managing assignments 

) 



,.-- ....... 

(~. 

.. 

--------- ·--·----~---··--------· ·----·-·----··---··-·--·----

The Import Foreign Disks window appears with the foreign disks selected . 

lmport Foreign Disks · 1,._..._ ' . .if.EJ 
These disks need lo be added lo J10U1 syslem conlig.Jration belore you can use them. 

J Select O isk. .. l 

DK 

Cancel 

6. Click OK. 

The Vetify Volumes on Foreign Disks window lists the condition of the data on the 
foreign disks. 

Verrly Volumes on Forergn Disks .. ~6 

The ist below shows lhe status oi data on lhe volumes lhat a1e on these l01eigl 
disks. Choose DK l you stil want lo add lhese ásks. 

Data Conátion 
DK 

DK Cancel 

7. Click OK. 

The dynamic disks will retum to Online status. 

Viewing assigned LUNs on HP-UX hosts 

When you nm ioscan on an HP-UX host, only the assigned Fibre Channe l LU 
If no L UNs are assigned to the host, no Fibre Channel L UNs are listed . Ali o f t 

i ... 
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always listed by their hardware path. In the following example, there are no assigned 
L UNs. 

lü/ l; .; /0 

10/l/4/0 . 8 

10/1/4/0 . 8 . 0 . 255.0 

10/l/4/0 . 8 . 0 . 255.0.0 

10/1/4/0 . 8 . 0 . 255 . 0 . 2 

10/1/4/0 . 8.0 . 255 . 0 . 3 

10 / l/4/0 . 8 . 0 . 255.0.4 

10/1/4/0 . 8 . 0 . 255 . 0 . 5 

10/1/4/0 . 8 . 0 . 255 . 0 . 6 

10/1/4/0 . 8 . 0 . 255 . 0 . 7 

10/1 / 4/0 . 8 . 0 . 255 . 0 . 8 

10/1/4/0 . 8 . 0 . 255 . 0 . 9 

fcp tCP Protocol Adapter. 

ezt_bus FCI? Device I r..-..erface 

t ar::get 

target 

target 

target 

target 

target 

tar·get 

target 

r:.arget 

Assigning storage to an HP-UX host 

In the Storage Area Manager user interface, assign storage to an HP-UX host. 

Note See the Storage Are a Manager Online Help system for instructions on assigning 
storage. 

Listing newly assigned LUNs 

To list the newly assigned Fibre Chmmel LUNs, type ioscan -k and press Enter. 

Note 

, 

When you use the ioscan -k command, newly assigned LUNs are listed, but the 
HP-UX system does not scan for LUNs that have been added to the storage 
network since the last ioscan. 

--- -- - ------------ -
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When there are assigned LUNs, numing ioscan willlist the hardware paths to ali of the 
Storage Allocater targets plus the assigned L UNs. For example: 

:c; l ,' 4 : ;: 

10( l / 4/0 . b . 0 .25 5 . 0 

10/1 / 4/0 . 8 . 0 . ~55 . 0 . 0 

10/1 / 4/0 . 8 . 0 . 255 . 0 . 2 

10/1/4/0 . 8.0 . 255 . 0 . 3 

10/1/4 /0 . 8 . 0 . 255 . 0 . 3 . 0 

10/1 / 4 /0 . 8 . 0 . 255 . 0 . 4 

10/1/4/0 . 8 . 0 . 255 .0. 4 . 0 

1011/4/0 .8. 0 . 255 . 0 . 5 

10/l/4/0 .8. 0 . 255 .0. 6 

1011/4/0 . 8 . 0 . 255 . 0 . 7 

10/1/4/ 0 . 8 . 0 . 255 . 0 . 8 

10/l / 4/0 . 8 . 0 . ~55 . 0 . 9 

f cp 

.:!isk 

d is k 

t.õ. r g et. 

target 

FCP Dev 1ce Int. e r f ac~ 

SEAGATE ST1182 02 CLA~ l 8 

SEAGATE ST11820~ CLARlB 
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Managing hosts 

Modifying Windows NT host settings 

Host Settings tab 

- .:r~\ . ""'t '\ \ ;:;:' \'' 
' J l 

C~· / ; _/ 
- -·· -'/ 

Use this procedme to edit the registly settings for HP installed seivices on Windows NT 
hosts. You can also edit the registry settings with a registry editor, as described on 
page 139. 

L In the Resources tree, expand Hosts. 

2. Right-click a Windows NT host and choose LUN Allocation. 

3. Click the Host Settings tab. A window similar to the following appears. 

f(~'EdttHo~t : 'iB MYRlLEBEACH ~ ;.c.~ EJ 

Asslgnment I Propertles I Host Settlnas ~ 

Host Agent Verslon 

Oisk Drlver Version 

ScsiPort FltterVersion 

ScsiPort Upper FltterVersion 

HBA Driver ListVerslon 

CIICIIentVerslon 

SymArray Compalibility I 

Driver Extended Logging to System Log I 
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4. To toggle between enabled and disabled status for the SymA.rray Compatibility, Driver 
Extended Logging to System Log registiy settings, select or clear the cotTesponding 
checkbox. 

5. Click Apply. 

6. Click Close. 

7. If you changed the SymA.nay Compatibility setting, reboot the host to act.ivate the 
changed registry setting. 

Registry editor 

To edit registry settings with a Windows NT registry editor, nm Regedit. or Regedt.32 and 
edit the desired settings. 

Caution Editing the registry incorrectly may cause serious problems that will require you 
to reinstall Windows NT. For more information about editing the registry, see 
your Microsoft documentation. 

Table 3 Storage Allocater registry settings 

! Path: 
: Value Name: 
j Value Type: 

I 
lmplicit Default: 
Purpose: 

Path: 
Value Name: 
Value Type: 
Implicit Default: 
Purpose: 

l HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\tr~Íi~k --~ 
I S~ayCompatibility 
I ~EG_DWORD 

I To modify the behavior of Storage Allocater's TRDISK driver so it gives 
' control of FC60 L UNs to the SymA.rray (RDAC) driver, whereas nonnally, 
' TRDISK would control all Fibre Channel disk LUNs. Set this value to 1 to 
! enable SymA.nayCompatibility mode, which will allow RDA.C failover o f FC60 
LUNs to work on this host. 

HKEY_LOCAL_MACHINE\SYSTEM\CurrentContt:oiSet\Services\trfilter 
ExtendedLogging 
REG_DWORD 
o 
When ExtendedLogging is enabled, a message indicating that IDs c -f.~QS _ 
created for pseudo LUNs may be generated and posted to the Wind w~~l - CORREIOS 
event log every time the SCSI subsystem scans for devices. Wlwn 
ExtendeciLogging is disabled, these messages will not appear. Se>t ti is '~alue {) 2 O 6 
1 to enable extended Joggmg. Fls: -

-~___,.,_ 

[

. r 

, , 
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Moving a host from one management server to 
another 

If you want to move a Storage Allocater host from one management server to another, you 
must uninstall the Host Agent software from the host, and then reinstall the Host Agent 
software and activate Storage Allocater from the new management server. This step is 
required because the Host Agent software is tied to an individual management serve r that 
is configured during the installation of the Host Agent software. 

1. Unassign all storage from the host and remove the host from any share groups. 

2. Detach the host from the storage network. 

3. Uninstall the Host Agent software from the host. 

4. In the Storage Area Manager Resources tree, right-click the host and select Delete 
<host name> on the shortcut menu. 

5. If necessary, connect the host to the same LAN as the new management serve r, but do 
not attach it to the storage network. 

6. Install the Host Agent software from the new management server and activate Storage 
Allocater as described in the hp OpenView storage area manage-r installation guide. 

7. Attach the host to the storage network. 

. ,, 
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Managing a 11dead" host 

If a host goes offline because of a hardware failure anel it cannot be brought back online to 
unassign its storage, use the following procedure to remove the host from t.he st.orage 
network. 

1. Detach the host from the storage network. 

2. In the Storage Area Manager user interface, right-click the host anel choose Dele te 
<host name>. 

3. When prompted to confirm the deletion, click Yes. When the host is deleted, it is 
removed from the Storage Area Manager database, ali of the storage assigned to it is 
unassígned (which makes it avaílable for assignment to other hosts), anel the host ís 
removeel from any groups it is assigned to. 

Restoring a dead host 

• If the host becomes usable, but it is not going to be reattached to the storage network, 
use the local uninstall procedme to uninstall the Host Agent software from the host. For 
wünstall instmctions, see the hp OpenView storage area manager installation guide. 

• If the host becomes usable and it is going to be reattached to the storage network and 
added back in to the Storage Area Manager database, then it is not necessary to uninstall 
the Host Agent software. Just make sure that the hostis not attached to the storage 

( network until it has been added back in to the Storage Area Manager database via the 
Ethemet network, and any potential multiple writer situations have been corrected. For 
more infom1ation about multiple-writer situations, see page 196. 

Caution Reattaching a host to the storage network is not recommended. lf the host is 
reattached to the storage network before it is added to the database, it will 
have access to any storage that was unassigned in step 3 . lf another host 
already has access to this storage, a multiple-writer situation may occur and 

· ·~· 

cause data corruption . ·· ~ m·-,...,;::. .r. r ,... 
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Managing LUNs 

Viewing or modifying logical unit information 

Use this procedure to view or edit information about a logical müt (LUN). 

L In the Resomces tree, expand Storage Devices and then a particular storage device. 

2. Select Logical Units and click the LUN Allocation tab. 

3. Select a LUN and click the Edit Selected button. The Logical Unit Infonnation window 
appears. 

~~ Logical Unit lnformation '~ EJ 

: Logical Unillnf01111311on ------ --·----- ··-· - 1 

logical Uni! Name o 

Manufacturer & Model Hewtett-Packard cnoo 

Firmware Revislon 1.30.0 

World Wide Na me NJA 

Device 15.29.170.69 

Size Dll)lles 

Type Tapestore 

Assignment Not Asslgned 

LUN Group Not in a Group 

Description: 
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4. 

5. 

The Logical Unit Infonnation w:indow displays the follow:ing items: 

- Logical Unit Name: The LUN's name. This name is initially generat.ed by St.orage Are a 
Manager, and can be changecl in this winclow. 

- The manufacturer and model of the storage clevice that contains this LUN. 

- Firmware Revision: The version of the :firmware on the listed LUN. 

- The node world w:ide name of the storage device. 

- Device: The name of the storage clevice that contains this LUN. 

- Size: The capacity of the listed LUN. 

- Type: The type of storage device that contains the LUN. 

- Assignment: The host, associated LUN group, or share group to which the LUN is 
assigned. 

- LUN Group: The LUN group that contains the LUN. 

Description: A description of the LUN. 

To change the LUN's name, enter a new name in the Logical Unit Name text box 

To change the LUN's description, enter a new description in the Description box. 

6. To dose the w:inclow and apply any changes to the LUN's name or description, click the 
OK button. 

· ·~ ·~ 
• 
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Viewing or deleting missing LUNs 

If you are using Storage Allocater, when you delete a storage device from the Storage Are a 
Manager database, use this proceclure to delete the storage device's L UNs. If you do not 
delete the storage device's LUNs, they may be listed in the Edit window even though the 
device is no longer attachecl to the storage network. 

1. Make sure the storage device is detached from the storage network, and then dele te the 
storage device. 

2. Wait a few minutes for the Storage Area Manager database to update. 

Although the storage device has been deleted from the database, its L UNs will still be 
listed in Storage Allocater's Edit winclow. 

3. Unassign the deleted storage device's LUNs from ali hosts and groups. 

4. Select Missing Logical Units from the Tools menu and Storage Allocater submenu. 
The Missing Logical Units winclow appears with a list of ali the missing L UNs and their 
creation and modification dates. 

5. Select the missing L UNs and click the Delete Selected button, or click the Dele te Ali 
button. 

6. When prompted to confmn the remova! of the missing L UNs, click OK. 
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hp OpenView storage allocater 
interoperability 

With FC60 storage arrays 

Software for managing storage devices, such as disk anays anel tape libraries, often 
manages them by issuing SCSI commands to management LUNs on those devices. When 
Storage Allocater is installed on a storage network, these commands cannot be sent to 
such a device unless ali of the management L UNs are assigned to the host on which the 
software is running. The same L UNs often represent units of storage as well as 
management command targets, so it may be necessary to assign storage LUNs to the 
management host (perhaps temporarily) even though t.he storage is not needed on that 
host. ·.• 

The SM60 software for HP FC60 anays is an exan1ple of such management software. The 
Universal Xport L UNs from each anay must be assigned to a host running the SM60 Agent 
service. Note that the agent host does not have to be the same host on which you run the 
SM60 Client GUI, because the client can administer FC60 anays through remate agents. 

FC60: Windows mode 

Storage Allocater can be used with HP FC60 storage arrays anel the RDAC driver included 
with the HP Storage Manager 60 software (SM60). SM60 is an application anel agent pair 
that allows you to view anel modify the FC60's configuration. The SM60 agent runs as a 
service (Storage Manager 60 Agent) on any host that is connected to the array. 

RDAC is an VO path failover driver that is installecl on ali host computers that access the 
FC60. Typically, a pair of active controllers is locatecl in a storage array. Each logical unit in 
the anay is ownecl by one controller that provicles the VO path. When a component. in the 
VO path to the owning controller fails, the RDAC driver transfers ownership o f the -::------_ 
assignecl to that controller to the other controller in the pair, allowing VO to procc l~o.~&~ · · - -

l.tl.M....: CORREIOS 

02 0 1 

- . 9 
other path, anel preventing an VO failure or intetTUption. 
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The communication between the SMGO agent and RDAC software and the controllers is 
clone through a special volume (typically LUN 7) called an access volume. Although the 
access volmne is presenteei as a unit having limited storage capacity, it is designed to 
handle only configuration command transactions, anel cannot be usecl for standard data 
storage. The access volmnes are listed as Universal Xport LUNs in the Storage Area 
Manager user interface. 

For failover or SMGO management to work on any given host, the Universal Xport L UNs 
must be assigned to that host. HP recommends setting up a share gr oup that includes the 
storage array controllers' Universal Xport L UNs and ali of the hosts that are using that 
array and RDAC. 

Setting Up Storage Allocater with the FC60 and RDAC 

To use Stm·age Allocater with the FC60, complete the following setup proceclure after 
Storage Allocater is installed anel activated. 

1. Assign ali ofthe Universal Xport LUNs to an associated LUN group. 

2. Create a share group. 

3. Assign the associated LUN group (from step 1) to the share group. 

4. Assign all ofthe hosts that will access the FCGO to the share group. This includes hosts 
that are rmming RDAC or the SM60 agent. 

Note For more information about configuring associated LUN groups and share 
groups, see the Storage Area Manager online help system. 

5. On Windows NT hosts only, set the Sy:mAnayCompatibility regist1y value anel 
reboot.When you use Storage Allocater with RDAC, the Sy:mArrayCompatibility setting 
is required on ali hosts that are connected to the storage aiTay. For more informat.ion, 
see "Modify:ing Windows NT host settings" on page 138. 
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Guidelines: Windows NT and Windows 2000 

• Ifthe SM60 agent is installed and rumling before Storage Allocater is activated, the host 
will start after activation and will not be able to access any LUNs, including the 
Universal Xport L UNs. To solve this problem, do one of the following: 

- Dming the initial Storage Area Manager setup, use the Storage Allocater Activation 
wizard to activate Storage Allocater and assign the Universal Xpmt L UNs to the host. 

- After activation, assign the Universal Xport LUNs and hosts as described on 
page 146, and then stop and restart the SM60 agent service. On subsequent reboots, 
the Universal Xport L UNs will already be assig:ned, so you do not need to restmt the 
SM60 agent service. 

• If ali of the Universal Xport L UNs are not assigned to a host that is running the SM60 
agent, the agent will not sta1t, and an event will be recorded in the system log. 

• If the Universal Xport L UNs anel ali controllcontroller L UNs are not assigned to the 
host( s) that manage the array, Storage Optimizer will not be able to collect performance 
data from the FC60. 

Guidelines: Windows NT Hosts Only: 

• When SymArray (the RDAC dliver) is used with SymAnayCompatibility enabled, if an 
FC60 LUN that was not assigned to a host at startup is assigned to the host for the first 
time, drive letters will not be created automatically for file system volumes or other 
partitions on the LUN. When you rm1 Disk Administrator, the LUN is listed and displays 
ali pattitions on the ctisk, but no drive letters. Right-click each partition in Disk 
Administrator and choose Assign Drive Letter on the shortcut menu. The assigned 
drive letter(s) will be persistent across reboots as longas the LUN remains assigned to 
the host. 

• When you assign LUNs to hosts that are using Sym.Array, you must unassign them with 
the Special Unassign commancl (page 122). 
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Guidelines: Windows 2000 Hosts Only 

• The FC60's access volumes (Universal Xport LUNs) are clisplayed as HP Universal 
Xport clevices in Device Manager. 

• When you assign Universal Xport L UNs to a host, the SM60 agent opens a hanclle to one 
o f the L UNs. Because o f this open handle, Storage Are a Manager will not allow the LUN 
to be unassigned. To unassign a Universal Xport LUN, stop the SM60 agent serv:ice, anel 
then unassign the LUN. 

• When you unassign the last remaining FC60 LUN from a Windows 2000 host, Dev:ice 
Manager may mark the FC60 virtual disk with an exclamation point. 

B ~ RDAC Virtual Adapter 
C!' RDAC Virtual Disk 

This icon badge can be ignorecl anel will be removecl with the next storage assignment 
or reboot. 

FC60: HP-UX mode 

The controller firmware for running the FC60 in HP-UX mocle automatically creates a 10-
megabyte management LUN (LUN O) on a physícal clisk in the array. The Array Manager 60 
(AM60) software uses this prutition to manage the FC60. 

Configuring Storage Allocater 

When using Storage Allocater wíth ru1 FC60 that is in HP-UX mode, assign the management 
LUN to a share group that contains all of the HP-UX hosts that wíll be used to manage the 
array. Individual LUNs must be managed from the hosts to which they are assigned. 

Tip During the initial Storage Area Manager setup, use the Storage Allocater 
Activatíon wízarcl to activate Storage Allocater anel assign the management 
LUN to a share group containing the appropriate hosts. 

\ 

Note For instructions on creating and ecliting shru·e groups, see the Storage Area 
Mànager online help system. 

,:, 
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Access to the management LUN controls the ability of AM60 command tine utiliti es, 
Support Tools Manager (STM), and System Administration Manager (SAM) to display 
information about the FC60. Each host with access to the management LUN can see all of 
the FC60 L UNs in AM60, but a host can detennine the status of only its ass igned LUNs. 

Although the management LUN uses just ten megabytes o f disk space, HP does not 
recommend using the remaining disk space for data. In the recommended Storage 
Allocater/FC60 configuration, the management LUN is dedicated for FC60 management. 

Mounting the Management LUN on an HP-UX Host 

Caution Using the management LUN for data is not recommended. 

lfyou do not want to dedicate an entire disk to FC60 management, HP-UX hosts can use 
the additional disk space for data. To accomplish this, grow the management LUN to fill the 
remaining space on the physical disk, and manage LUN access manually. Because HP-UX 
does not use a presented LUN until it is mounted, the management LUN can be managed by 
using LVM to mount it on one HP-UX host only. All of the HP-UX hosts in the share group 
that contains the management LUN willlist the management LUN in ioscan, but will not 
use it if it is not mounted. 

Note Do not assign the management LUN to a non-HP-UX host. 

Caution Because the management LUN is in a share group, ali hosts in the share group 
are capable of accessing the LUN . lf the LUN is mounted on two or more 
HP-UX hosts, a multiple writer situation will occur and cause data corruption . lf 
you want to use the remaining space on the management LUN for data, and 
can accept the risk and responsibility associated with managing the LUN 
manually, this method can be used. 
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Guidelines: HP-UX Hosts 

• When an FC60 is used with Storage Allocater and HP-UX hosts, the syslog file on each 
HP-UX host will contain entlies for FC60 LUNs that are not assigned to that hos t. 
System Administrators should monitor this file and clear entries as needed. 

• If the Universal Xpmt L UNs and ali controllcontroller L UNs are not assigned to the 
host( s) that manage the array, Storage Optimizer will not be able to collect perfonnance 
data from the FC60. 

With AIX cfgmgr 
When Storage Allocater is installed on an AIX host, cfgmgr is affected in the following 
ways: 

• A backup copy of /usr/sbin/cfgmgr is copied to /usr/sbin/LMcfgmgr. Do not delete the 
backup copy of cfgmgr. 

• Storage Allocater's version of cfgmgr is copied into /usr/sbin/cfgmgr, replacing the 
original version. 

• The system database /etc/security/sysck.cfg is updated. 

Storage Allocater's version of cfgmgr is required in arder to preserve LUN security on AIX 
hosts. If you need to install a system patch that will change cfgmgr, do the following: 

L Enter /opt/sanmgr/hostagent/sbin/trlmcheck -prepatch 

2. Install the system patch that affects cfgmgr. 

3. Enter /opt/sanmgr/hostagent/sbin/trlmcheck -postpatch 

4. Verify that Storage Allocater's version of cfgmgr is nmning by enteling the following 
command: strings /sbinlcfgmgr I grep StorageAllocater 

- If this command produces output, then the Storage Allocater version o f cfgmgr is 
present, and this procedure is complete. 

-· ~ · 

- Ifthis command does not produce output, the Storage Allocater version o f cfgmgr is 
no longer in the /usr/sbin/cfgmgr direct.ory. Stmt again with s tep 3. 

150 hp OpenView storage allocater inleroperability 

) 



- -------- ----·----·-
• • ~ . .. . ... y .. ~ .. ••• 

With HP-UX ioscan 
When Storage Allocater is installecl on an HP-UX host, ioscan is affectecl in the following 
ways: 

• A backup copy of /sbinlioscan is copied to /sbin!LMscan. Do not delete the backup copy 
ofioscan. 

• Storage Allocater's version o f ioscan is copied in to /sbin/ioscan, replacing the miginal 
version. 

Storage Allocater's version of ioscan is required in o reler to preserve LUN security on HP­
UX hosts. If you install a system update, it is possible that Storage Allocater's ioscan coulcl 
be replaced by the standard version o f ioscan. After updating the system software, use the 
following procedme to verify that Storage Allocater's ioscan is in /sbin/ioscan. 

1. Run the following command: strings /sbin/ioscan I grep StorageAllocater. 

- If this corrunand produces output, then the Storage Allocater version o f ioscan is 
present, and this procedure is complete. 

- If this command does not produce output, the Storage Allocater version o f ioscan is 
no longer in the /sbinlioscan directory. Continue with step 2. 

2. Back up the standard version of ioscan with the following corrunancl: 
cp /sbin/ioscan /sbin/LMscan 

3. Use the following command to copy the Storage Allocater version of ioscan to the 
/sbin/ioscan directory: cp /optlsanmgr/hostagentlsbin/ioscan /sbin/ioscan 

4. Run /sbin/ioscan 

-- ,. 
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With HP-UX Storage Data Protector and hp 
StorageWorks virtual arrays 

Before running a snapshot backup with hp OpenView Storage Data Protector 5.0 anel a 
va7100, va7400, or va7410, perfonn the following con:figuration steps: 

1. Using Commanel View SDM, create a business copy LUN for a "parent" LUN on the 
storage anay. 

2. After the business copy LUN is discovereel by Storage Are a Manager, assign it to the host 
that will pelfonn the backup. This is the host to which the tape elrive is assigneel. 

3. Configure Storage Data Protector for a new Snapshot backup/HP Surestore VA backup. 
When configuring Data Protector enable the following items in the Special Options 
winclow: 

- Use existing snapshot 

- After a successful session, leave the createel snapshot 

With Linux device files 

For automatic mow1ting o f file systems to work properly, a elevice that is mappeel to a 
specific controller, bus, target, anel LUN on a host must map to the same controller, bus, 
target, anel LUN after the hostis rebootecl. Due to a limitation in the Linux SCSI subsystem, 
it is not guaranteeel that the controller, bus, target, anel LUN for a elevice will remain the 
same after a reboot. Because of this limitation, the clevice file that representeel LUN-X 
before a reboot can map to LUN-Y after a reboot. 

Storage Allocater for Linux handles the problem o f clevice file persistence across reboots 
by creating RUID-baseel elevice file names for assigned LUNs. RUIDs proviele a unique LUN 
ID that is inelepenclent of the wüt's controller, bus, target, anel LUN mapping. RUID-based 
device file names remain the same for a LUN even after a reboot. If you use RUID-baseel 
device file names when mow1ting LUNs on Linux hosts, elevice file persistence is ensurecl 
across reboots. 
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The following example shows sample commands for mounting p<:utitions of a LUN with the 
standard disk driver specific device fi les that exist under the /dev directory: 

mount / dev /sdd mnt/test4 
mount /dev/sddl mnt/test5 

The following example shows sample commands for motmting partitions of a LUN with the 
RUID-based device file name 931E132CR30008R700010201002R50002037112DB3-0: 

mount / dev / trdi s k/931 El32CR30008R7000 102010 02R500020371 12 DB 3- 0-l /mnt/testl 
mount /dev/trdisk/931E l 32CR30008R7000 10201002R50002037112DB3 - 0-2 /mnt/test2 
mount / dev/trdisk /93 1El32CR30008R700010 201002R50002037112DB3 -0- 3 /mnt/test3 

To motmt file systems automatically at startup, add them to the /etc/fstab file. In the 
following example, three partitions of a LUN with the RUID-based device file name 
931El32CR30008R700010201002R50002037112DB3-0 (shown in bold text) have been added 
to the fstab file. 

[root@sb- iso6 t rdis k]# cat /etc/ f stab 
LABcL=/ I ext2 defau l ts 1 1 
LABEL=/boot /boot ext2 defaults 1 2 
/dev/fdO / mn t/floppy auto noauto , ow ne r o o 
none /proc pro c de faul ts o o 
none /dev/pts devpts g .i d= 5,moàe=620 o o 
/dev/sda6 s wap swap cle f au l ts o o 
/dev/cdrom / mnt/cd rom iso9660 noauto,owner , kudzu , ro o 
o 
/ dev / trdisk/ 931E132CR3 00 0 8R7 0001 02 0 1002R50 00 2037112DB3 - 0 -1 /mnt/tes t l ext2 rw O O 
/dev/trdisk/931E132CR3 0008R700 010201002R5 0 002037112DB3-0 -2 /mnt/testi2 ext2 rw O O 
/dev/ trdisk/ 931E132CR3000 8R70 001 0201 0 02R500 020371 12DB3-0 -3 /mnt/test3 ext2 rw O O 
/dev/sàd / mnt/ t e st 4 ext2 cw O O 
/dev/sdà l /mnt/test 5 ext2 cw O O 

About RUID-based device íues 

On Linux hosts, St01·age Allocater filters ali of the L UNs seen by the following Linux 
drivers: sd (disk driver), sg (gene1ic driver) , anel st (tape clriver) . 

• 

• The RUID-basecl generic clevice files createcl for generic L UNs seen by the el1e~ic_ ctO..:JJJ 3 
have the same characteristics as the stanclarcl /dev/sg[ 0-255] gene ric- dri\ ) ·ice fil es . 
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• The RUID-based tape device files created for tape L UNs seen by the tape driver have the 
same characteristics as the standard /dev/st[0-32] and /dev/nst(0-32] tape driver 
device files. 

Since the RUIDs are lengthy for certain L UNs, Storage Allocater uses a compressed form of 
the RUID to create device file names that fit within 256 characters. Storage Allocater's 
RUID-based device files are present under tlu·ee Storage Allocater-specific directories: 
/dev/trdisk, /dev/trgen, and /dev/trtape. These directories contain the device files for the 
disk driver, the generic driver, and the tape driver, respectively. 

• A.ny LUN that is seen by the disk or tape driver will also be seen by the generic driver. 

• The generic driver may see L UNs that are not seen by the disk or tape driver, fo r 
example, media changers. 

Device íile names: Disk LUNs 

For the disk LUNs seen by the disk driver, the /dev/trdisk directory contains RUID-based 
device files in the fonnat <COMPRESSED_RUID>-<PATH_NO>-<PARTITION_NO> where 
COMPRESSED _RUID is the RUID-based file name, PATH_NO differentiates between 
multiple paths to the same LUN, and PARTITION_NO is a specific partition on the disk. 

If you nm the ls command under the /dev/trdisk directory, 15 partitions and a 
representation of the entire disk are listed for each Fibre Channel disk. For example: 

[ r oot@sb - iso4 trdisk l "- ls 

754 1202F001R80001020 10050060BR5000925 1 9002DR01006C-0 

754 1 202F001R8 00010 2010050060 BR500092519002DR01006C-0 -l 

7541202F001R8000102010050060BR500092519002DR01006C-0 -1 0 

754 1202F00 1R8000102010050060BR500092519002DR01006C-0 -ll 

7541202F001R8000102010050060BR500092519002DR01006C - 0-l2 

7541202F001R8000102010050060BR500092519002DR0 1006C-0-l3 

~541202F001R80C0102010050060BR500092519002DR01006C-0-14 

7541202E001?80001C2010C50C6CBR500092519002~~01006C-0-15 

7541202FOC1R800 0 1C2010050C60BR500092519002JR01006C-0-2 
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7 54120 2 F00 1R8 00C l 020 100 5006C3R 5CC0 9251 9CG 2 DRC 1CC6C-C -3 

7 541 202F0 0 1 R 8 000 1 020 1 00500 6 0BR 5 00 0 9~519CC 2 DR0 1 0C6C- C -4 

7 5 41202E 0 0 1? 8000 1 020 1 00 500 603R 50 0 0 9251 9C02 DR0 1 006C - C-5 

7541202F001R800 0 102 010050060BR500 0 92519002DR01006C- C-6 

7541202F001R8000102010050060ER500092519002DR01006C-0-7 

7541202F001R8000102010050060 BR500092519002DR01006C-0-6 

7541202F001R8000102010050060BR5000925 1 9002DR01006C-0-9 

Devi c e íile names: Generic L UNs 

For generic LUNs seen by the generic driver, which includes disk LUNs and tape LUNs, the 
/dev/trgen directory contains RUID-based device files in the fonnat 
<COMPRESSED_RUID>-<PATH_NO> where COMPRESSED_RUID is the RUID-based 
device name and PATH_NO differentiates between multiple paths to the same LUN. There ·.; 
is no partition munber for generic device listings because the concept of partitions does 
not exist for generic L UNs. When dealing with disks, generic devi c e files always refer to the 
entire disk. For example: 

[root@sb - iso4 trgen]# l s 

7541202F00 1 R80001020 10050060BR5000925 1 9002DR01 0 06C - 0 

76413D2F001R8000102010050060ER5000925 1 9003Rll 006F- 0 

7741R3002F001R8000 1 020 1 0050060BR500092519002FR01006E - 0 

7D41282F001R8000102010050060BR5000925190025 R010064-0 

5DlD2E220024R70001020108485020202020202043373230302 D3830 3 030202020202C20H3C 0 5J J 9445430 
303 132352020 - 0 

5E09E202R3 000 8R7 0 0010201 010 0E0 9E 6R500 09D3f- 0 

OE2 0 9E20 5H3 00 0 8R70 00 102 0 10 100E0 9E6R50 0C9A8 3-0 

'"'' · ~· ·~-- V" "V' 
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Device file names: Tape LUNs 

For tape LUNs seen by the tape elriver, the /dev/trtape elirectory contains RUID-baseel 
clevice files in the format [n] <COMPRESSED_RUID>-<PATH_NO> 
[-<DEVICE_CHARACTERISTICS>] where n is present for tape L UNs with no-rewinel 
functionality, anel n is absent for tape LUNs with rewind capability. COMPRESSED_RUID 
is the RUID-baseel elevice name, PATH_NO elifferentiates between multiple paths to the 
same LUN, anel DEVICE_CHARACTERISTICS pertains to characteristics of the tape LUN. 

Each tape LUN is representeel by 8 RUID-basecl elevice file entries that corresponcl to the 
eight minor elevice numbers a tape elevice can have. For example: 

Note 

[roo c@sb - iso4 t r tape ]# l s 

5E09E202R30008R7000 1 020 1 01 00E09E6R50009D3F- 0 

5E09E202R30008R7000 1 020 10100E09E6R50009D3F- 0 - a 

5E09E202R30008R7000 1 020 1 01 00E09E6R50009D3F-0-l 

5E09E202R30008R7000102010100E09E6R50009D3F- 0-m 

n5E09E202R30008R7000 102010 1 00E09E6R50009D3F- 0 

n5E09E202R30008R7000102010100E09E6R50009D3F- 0-a 

n5E09E202R30008R7000102010100E09E6R50009D3F- 0-l 

n5E09E202R30008R70001020 1 0 100E09E6R50009D3F-0 -m 

Eight RUID-based device files are crea.ted whether or not the corresponeling st 
files exist. 

For additional infonnation about the st driver anel mino r numbers, see t.he man 
pages for st. 

156 hp OpenView storage allocater interoperability 

) 



---·--·-· --------·---------------- --

Viewing RUIDs on Linux hosts 

After Storage Allocater is activated on a Linux host, and before LUNs me assigned to t.he 
host, ali o f the RUIDs of L UNs seen by the host are listed as DISABLED when you perform 
a cat operation on /proc/trfilter. For example: 

[root@sb- iso4 /root]# cat /proc/trfilter 
RUID 
4741122F00100000000102010050060B0000092519001F00000000005E 
6441042F00100000000102010050060B0000092519000900000000007D 
444 11 32F00100000000102010050060B0000092519001E00000000005D 
6B413C2F00100000000102010050060B0000092519003 1000000000072 
7541202F00100000000102010050060B0000092519002D00000000006C 
7B412E2F00100000000102010050060B00000925190023000000000062 
654 1 052F00100000000 10 2010050060B0000092519000800000000007C 
414 11 42F00100000000102010050060B00000925190019000000000058 
5041062F00100000000102010050060B0000092519000B000000000049 

STATUS 
DISI\BLED 
DI SI\BLED 
DISI\BLED 
DI SI\BLED 
DI SI\B LED 
DIS ABLED 
DISABLED 
DISI\BLED 
DISI\BLED 

When a LUN is assigned to a Linux host, even if there is no visible path to the LUN, the 
RUID for that LUN is displayed as ENABLED in the list of RUIDs. This means that the , ;; 
results of a cat operation on /proc/trfilter may not reflect whether the LUN is visible to 
the host.lf an assigned (enabled) LUN for which no physical path exists is tmassigned 
(disabled), the RUID will be marked as DISABLED, even though the host was never able to 
access the LUN. 

Note When a LUN is assigned to a host, but it is not visible on the host, a message 
appears in the Storage Area Manager event pane!. For more information, see 
page 194. 
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With Linux tape LUNs 

Dueto limitations in the Linux SCSI tape subsystem, when you use Storage Allocater to 
assign and unassign tape LUNs on Linux hosts, RUID device links may not be createcl 
immediately in the /dev/trtape and /dev/trgen directories (it may take about two seconds 
per LUN for RUID device links to be created). 

When you assign a tape library to a Linux host, the media changer always appears as a 
generic LUN on the Linux host, which means that the RUID-based device file entry for the 
changer can be found only in the /dev/trgen directory, not in the /dev/trtape directory. 

With Linux 16-byte CDBs 

By default, the Linux SCSI subsystem uses 12-byte command descriptor blocks (CDBs). In 
order to use certain third-party applications, such as Command View SDM for Linux, you 
must patch the SCSI subsystem to use 16-byte CDBs. 

When Storage Allocater is activated on a Linux host, the Storage Allocater drivers are 
configured for the current CDB setting. 

To support 16-byte CDBs, change the value of MAX_COMMAND_SIZE (in the scsi .h file) 
from 12 to 16 and rebuild the kemel. 

If a Linux host's SCSI subsystem is patched for 16-byte CDB support when Storage 
Allocater is already active, enter the following conunand before rebooting with the new 
kemel image: /opt/sanmgr/hostagent/sbinltrlminstall.sh -postpatch 

With Linux Command View SDM 

If Command View SDM is installed on a Linux host after Storage Allocater is activated on 
the host, see the preceding section, "Storage Allocater interoperability with Linux 16-byte 
CDBs." 
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With Solaris HBAs 

Adding or upgrading an HBA driver 

When you activate Storage Allocater on a Solaris host, the installation eelits 
/etc/elriver_classes by changing the elefault class of the HBA elriver from scsi to tran_scsi. 
This change is requireel for Storage Allocater to run properly on Solaris hosts. 

Note When you activate Storage Allocater, the fcaw elliver (JNI-Sbus) is removeel 
from /etc/driver_classes. 

If you install a new HBA el1iver, o r upgraele the HBA eiiiver on a Solmis host, Storage 
Allocater will not recognize the driver automatically. 

• Ifyou are prompteel to reboot after installing or upgrading a Solm·is HBA elriver, nm the 
/opt/sanmgrlhostagent/sbinltrlminstall.sh -hbaconf script m1el then reboot the 
Solaris host. 

• If you are not prompteel to reboot after the HBA driver installation o r upgraele, run the 
/opt/sanmgr/hostagent/sbinltrlminstall.sh -hbaconf script anel then, i f prompteel, 
reboot the host. 

HBA driver configuration 

When you install anel activate Storage Allocater on a Solaris host, the installation anel 
activation process makes entries in the kernelldrv/<driver_name>.conf file, where 
<driver_nmne> is the name of your HBA driver. Later, if you run the configurat.ion utility 
that cmne with your HBA clriver, these entries may be overwiitten. If this occurs, you will 
notice that ali of the Fibre Channel storage that is assigneel to the host. will no Ionger be 
accessible. 

· ·~· · . 
• 

HP recommenels backing up the kernel/drv/<driver_name>.conf file after <·f1~~ij(6;,~~::;;::] 
Storage Allocater anel rebooting a Solaris host. 

If assignecl storage becomes inaccessible, compare the backup file to the cu r ·t•ntJile, a11~ 
21 

' 
re-enter any settings that were changecl by t.he configurat.ion utility. _ . li 6 
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With Solaris tape and nondisk devices 

Storage Allocater's filter driver does not handle tape and other nondisk devices. To use 
these devices, you must configure the filter driver to allow nondisk devices to be handled 
by the approp1iate drivers when these LUNs are assigned to Solaris hosts. 

1. Open the /kemelldrv/sd_fcst.conf file. 

If L UNs have been assigned to the host, the file will be similar to the following: 

RUIDS = "dumrny" 
,"68280475002800000001020200555353413038303233393633485020202 020202 
04135323336412020202020202020202048503036" 
,"765901A200080000000102010D50060B000005A87B" 
,"061E1AE7000800000001020100200000203718E626" 
,"111E1AFD000800000001020100200000203718FC31" 
,"211E1AF9000800000001020100200000203718F801" 
,"361E1AED000800000001020100200000203718EC16" 
,"381E1AFD000800000001020100200000203718FC18" 
,"571ElAFA000800000001020100200000203718FB77" 
,"961E1AE6000800000001020100200000203718E7B6" 
,''091EBFF00008000000010201002000002037BDF129" 
,"0F1EBFF80008000000010201002000002037BDF92F" 
,"151EBFF00008000000010201002000002037BDF135" 
,"171EBFF00008000000010201002000002037BDF137" 
,"221EBFF90008000000010201002000002037BDF802" 
,''651EBFF60008000000010201002000002037BDF745" 
,"851EBFF80008000000010201002000002037BDF9A5" 
,"AD1EBFF80008000000010201002000002037BDF98D" 
,"CF1EBFF10008000000010201002000002037BDFOEF" 
,"F31EBFFB0008000000010201002000002037BDFAD3" 
,"C21E1AFD000800000001020100200000203718FCE2" 

rnax_1uns_per_target=256; 
narne="sd fcst" c1ass="tran scsi" 
tar.ge.t=255 lun=O; 
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The RUIDs correspond to the L UNs that. are assigned to the host. I f t.here are no L UNs 
assigned to the host, the file is similar to the following: 

RU I DS = "dummy " 

max_ l un s _per_target=25 6 ; 
name= " s d f cs t " c l as s= " tran scs i" 
t arget=255 l un=O ; 

2. To specify a driver to use with a particular class of devices, add a DiiverSwitchTable 
after the semicolon that follows the list. o f RUIDs, and before the max_luns__per_target 
entry. For example: 

RU I DS = " dummy " 

DriverSwitchTable = 
"01", "st", 
"Od", "ses"; 

max_l uns_p er_ target=256 ; 
name=" sd f cs t" c l ass=" t ra n scsi " 
target=255 l un=O; 

The first entry corresponds to a LUN type as reported by the LUN's inquiry page, and 
the second ent.ry is the installed driver that handles this type of device. In the example 
in step 2, OI (tape) is the LUN type and st is the magnetic tape driver. 

021" 
Fls : 
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Possible values include: 

Oüh SBC Direct-access device (magnetic disk) 
Olh SSC Sequential-access device (magnetic tape) 
02h SSC Printer clevice 
03h SPC Processor device 
04h SBC Write-once device (some optical disks) 
05h MMC CD-ROM device 
06h SCSI-2 Scarmer clevice 
07h SBC Optical memory device (some optical clisks) 
OS h SMC Medi um changer devi c e Uukeboxes) 
09h SCSI-2 Corrununications clevice 
OAh - OBh Defmecl by ASC ITS (graphic arts prepress clevices) 
OCh SC-2 Storage array controller device (RAID) 
ODh SES Enclosure services device 
OEh RBC Simplified clirect-access device (magnetic disk) 
OFh OCRW Optical card reader/writer clevice 

If you instai! a driver for a class o f devices that does not have a standarcl driver, you 
must adcl the driver to this list and reboot the host. 

3. In orcler to allow a nonclisk clevice's clriver to handle an assigned LUN, force the nondisk 
clriver to load before Storage Allocater's filter driver by editing the /etc/syst.em file; for 
example, if a tape drive is assigned to the host, acld the !ines: 

forceload: drv/st 
forceload: drv/sd_fcst 

This will cause the system to load st, the tape clevice driver, before sd_fcst, the 
Storage Allocater filter clriver. 

Note If there are no forceload entries in the file, enter the appropriate information at. 
the end of the file. If the forceload: drv/sd_fcst entry already exists, ente r t.he 
nondisk driver's infonnation above it. If the nondisk driver's entry already 
exists, enter the sd_fcst infonnation after it. 

4. Save the file and reboot the host. 
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With Solaris Omniback 11, Data Protector, and tape 
libraries 

If hp Open View Storage Data Protector o r hp Open View Onmiback li is configured to use a 
tape library, it installs the medi um changer device driver sst on each Solaris host. The 
medium changer device is the robot arm that moves tapes from their storage slots to the 
tape drive for backup/restore operations, and moves them back when clone. 

Note To verify that the sst driver is installed, look for the file /kerneVdrv/sst 

To configure a Storage Allocater Solaris host so it can use Storage Data Protector or 
Omniback II with an assigned tape librru:y LUN, pelform the following procedure: 

L Open the /kemelldrv/sd_fcst.conf file. 

2. Using the following values, modify the existing DriverSwitchTable. If no 
DriverSwitchTable exists, add one after the semicolon that follows the list of RUIDs, 
and before the max_luns_per_target entry: 

RUIDS = "dumrny" 

DriverSwitchTable 
"Ol","st", 
"08","sst"; 
max_luns_per_target=256; 
name="sd fcst " c la ss="tran scsi " 
target=255 lun=O; 

The first entry con·esponds to a LUN type as reported by the LUN's inquiry page, and 
the second entry is the installed clriver that hru:1clles this type of device. In Step 2, 01 
(tape) and 08 (media changer device) are the LUN types, st is the magnetic tape diiver, 
anel sst is the medium changer device driver. 

Note 
~ ...... .... ~ ,... 

When using Storage Data Protector or Omniback li with Storape ~u~rv.!."'aL~r8~;~'f,V ...., 
is the only supported SCSI media changer device driver. CPMI -C RREIOS 

... __ 0218 
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3. In order to allow the nonelisk elevice drivers st anel sst to handle an assigned tape 
library, edit the /etdsystem file to force the clrivers to Joaci before Storage Allocater's 
filter clriver (sd_fcst) . The forceload commands can be added to any section of t.he 
/etdsystem file, but they must be in the following order: 

forceload:drv/st 
forceload:drv/sst 
forceload:drv/sd_fcst 

4. Save the file anel reboot the host. 

With Solaris SecurePath 

After Storage Allocater is active on a Solaris host, if you need to run the SecurePath 
configuration utility (necessary when adding new storage ar:rays), complete the following 
procedure: 

1. Open the /kemelldrv/sel_fcst.conf file. 

2. Using the following values, moelify the existing DriverSwitchTable. If no 
DriverSwitchTable exists, aelel one after the semicolon that follows the list of RUIDs, 
anel before the max_luns_per_ta:rget entry: 

RUIDS = "dummy" 

DriverSwitchTable 
"OC", "cpqccl"; 
max_luns_per_target=256; 
name="sd fcst" class="tran scsi" 
target=255 lun=O; 

The first entry co:rresponels to a LUN type as reporteel by the LUN's inquiry page, anel 
the second entry is the installeel elriver that hanelles this type of device. In Step 2, OC 
(SCSI processar elevice) is the LUN type, anel cpqccl is the SecurePath clriver fo r SCSI 
processar devices. 
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3. In arder to allow the nondisk device clliver cpqccl to handle an assigned SCSI processar 
device, edit the /etc/system file to force the cll·iver to load before Storage Al locater's 
filter driver (sd_fcst). The forceload comrnands can be added to any section of the 
/etc/system file, but they must be in the following arder: 

forceload:drv/cpqccl 
forceload:drv/sd_fcst 

4. Save the file . 

5. Assign the Compaq storage anay's controller LUN to the Solaris host. 

6. After successfully numing the SecurePath configuration utility, run 
/opt/sanmgr/hostagent/sbin/trlrninstall.sh -hbaconf, which will cause Storage 
Allocater to reflect the new changes to the system. 

7. Reboot the host. 

With Windows NT Disk Administrator 

Disk Administrator is the utility provided with Windows NT for managing clisk partitions. It 
discovers the disks and partitions attached to a host only at the time that the program 
starts running. 

Disk Administrator does not hold disks open, and the View -4 Refresh menu item does not 
actually detect the addition or remova! of storage since the time Disk Administrator 
started. For this reason, although it is possible to change the storage assignments of a host 
while Disk Administrator is running, HP does not recommend cloing so. For exan1ple, if a 
LUN is unassigned from a host, and the partitions for that LUN are changed in Disk 
Administrator, the program may encow1ter unexpected enors or exit abruptly without 
conmütting changes. 

If a LUN is assigned to a host while a disk is being partitioned in Disk Administrator, the 
new partitions may display incorrect partition information that belongs to the newly 
assignecl LUN. If this occurs, exit the Disk Aclministrator application and the --:-:=::.~-. ---=---··----­
application again . 

Fis · . 021~ 
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In some cases, LUNs that have been unassigned are stilllisted in Disk Aclministrator with 
"Off-Line" status. This does not mean that the storage is still accessible to the host. The 
Storage Allocater disk d1iver maintains these "disks" as placeholders so Disk Administrator 
anel other storage administration software can successfully fincl the disks that are still 
assigned. 

With Windows NT Performance Monitor 

Performance Monitor, an application provided with the Windows NT operating system, is a 
graphical tool that measures a computer's performance. The Performance Monitor disk 
filter driver (Diskperf) layers over disk drivers such as Storage Allocater's trdisk. Ali disk 
VO originating in higher-level drivers anel applications passes through Diskperf, which 
collects performance statistics anel reports them to the Performance Monitor applicat.ion. 

Potential problems 

• The filter driver is not loaded until it is enabled (diskperf -y) anel the computer is 
restarted. 

• The filter has to attach to the disk before the file system mounts the disk. If the file 
system mounts the disk first, the filter cannot insert itself between the file syst.em anel 
disk, so none o f the file system activity is notecl. For this reason, starting the Diskperf 
driver through Windows control panel (Devices) will not allow you to collect 
perfonnance information because the file system drivers have already mounted the 
disk. 

• The filter driver only looks for anel attaches to disks when it is loaeled-at startup. If 
L UNs are assigneel to the host afterwarels, the filter driver will not filter them anel no 
perfonnance infonnation can be collecteel for them. If you want to collect performance 
information for assignecl Fibre Channel LUNs, assign the LUNs anel reboot the host. 

• Storage Allocater allows you to tmassign a LUN from a host with Diskperf loaclecl , but if 
you reassign the LUN to the host, Diskperf will not filter it until the hostis rebooted . 
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With Windows NT SCSIPORT 

To optimize the interaction of Storage Allocater and SCSIPORT, enter the foJiowing 
registry settings. 

Caution Editing the registry incorrectly may cause serious problems that will require you 
to reinstall Windows NT. For more information about editing the registry, see 
your Microsoft documentation. 

~ ------- --- --,-- ----- ·--------------
Path: i HKEY_LOCAL_MACI-ITNE\SYSTEM\CunentControlSet\Services\Disk 

. Value Name: 
1 
ScanDiscmmectedDevices 

Value Type: REG_DWORD 
Implicit Default: O 
Reconunended Value: 1 1 
Purpose: Modifies SCSIPORT device sc::m logic: Set this value to 1 to discover LUNs 

1 
that exist but return "disconnected" status when queried. 

' -- - - --- - --- ·- - ·-
1 HKEY_LOCAL_MACHINE\SYSTEM\Cun·entControlSet\Services\Disk Path: 

I 
LtmRescan 
REG_STRING 
N/ A 

1 
Value Name: 

• Value Type: 
I Implicit Default: 
, Reconunended Value: 
i Purpose: Moclifies SCSIPORT device scan logic: Set tlús value to"" (empty string) to 1 

1 
cause scans to look for new L UNs on targets that have previously been 
scannecl. Delete this value to skip the rescan behavior. 
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LUNs greater than 7 

Windows NT's SCSIPORT driver has a limit of eight LUNs per target (numbers 0-7), which 
prevents Storage Allocater anel other applications anel drivers from seeing clevices with 
LUNs greater than 7. 

To configure SCSIPORT to support LUNs greater than 7, use the LargeLuns registry setting. 

Caution Editing the registry incorrectly may cause serious problems that will require you 
to reinstall Windows NT. For more information about editing the registry, see 
your Microsoft documentation. 

Path: --·-·--··----lHKEY_LO-CAL_MACHINE\SYSTEM\Curre~~tC-;;ntroiSet\Services\ 

Value Name: 
Value Type: 
lmplicit Default: 

<HBA driver name>\Parameters\Device[N] 
LargeLuns 
REG_DWORD 
o 

Recommended Value: 1 
Purpose: Modifies SCSIPORT device scan logic: Set this value to 1 to sc~m for L UNs 

greater than 7. 

Note The munber N appended to the device name is optional. It 
identifies the SCSIPORT device instance (adapter) that the 
setting applies to. Omitting the number applies the setting 
to all adapters controlled by the HBA clriver. 

The <liBA clriver mune> corresponds to the file name o f 
your HBA clriver. 

L _____________________ L _______ -··-·····--·--··-·-----··--· ·- . - -
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Capacity comparison. Click the pie chart ~ button in Capacity view panels to view a 
pie chmt of the relative capacity of selected resources. For example, you can compare 
the free space on selected hosts. 

Data expmt. Click the export ,+-] button to save the contents of capacity graphs and 
pie charts in a comma-delimited (CSV) file . Using the Command Line User Interface, 
you can expmt data in CSV, XML nd HTML formats. 

File analysis. Click the report hl button to view reports on stale files, junk files, largest 
files, largest directories, and ali files and directories on each and ali hosts in the domain. 
You can modify the default reports to perfom1 specialized functions. 

• Backup assessment. Line graphs show you the space needed for full and incrementai 
backups and the number o f files modified each day. 

• Secure access to administrator functions. Only administrators can set capacity 
tlu·esholds, define file repmts, and schedule capacity data collection anel archiving. 

• Command Line User Interface (CLUI). Run-line comn1a11ds expedite the viewing a11d 
configuring of Storage Builder information. 

C~~~ - CORREIOS 
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Physical and logical space 

Storage Builder displays capacity information indepenclently for hosts, NAS devices, anel 
storage devices, but host and device capacity are actually two views of the same space. 
When you view capacity on a host, you see an analysis of its file systems. File systems are 
Iogical space that is physically distributed on various storage anel NAS devices. Conversely, 
when you view capacity on a storage device, you see the physical space that contains parts 
ofvarious file systems (logical space). In figure 3, matching fill patterns show where the 
same space appears as logical space on a host or NAS device and as physical space on a 
storage device. 

Free 
Space 

Used 
Space 

Storage Network 

~ Visible to Hosts-----1 Not Visible Unconfigured 
to Hosts 

Figure 3 Physicol ond logicol views of sloroge copocily 
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Definition of terms 

The terms shown in figme 3 have the following meanings in Storage Builder: 

• Free space is unused space in a host's orNAS device's file systems. File systems are 
created on physical space, but their capacity does not equal the size of the assigned 
physical space. Some physical space is consumed by system overhead. Also, the 
capacity that you see when you select a host may include file systems that reside on 
devices not discovered by Storage Area Manager. 

• Used space is file system space that is occupied by files. You see used space when you 
select a host orNAS device and view its capacity. 

• Visible to Hosts denotes disk or LUN space that has a physical path to one or more 
Storage Area Manager hosts. A host can "see" space that it does not have access to 
because Storage Allocater or another logical management tool has assigned the space 

)' to another host. , ...... 
• Not Visible to Hosts denotes fonnatted disk or LUN space that is not reported by a 

Storage Area Manager host. The space may be used by hosts that have no Storage Are a 
Manager Host Agent. 

• Unconfigured space is raw, unfonnatted disk space. The term applies specifically to 
disk a.J.Tays, before the space is allocated to LUNs .. 

About NAS devices 
Storage Builder discovers space on a NAS device through host data collection, but. t.he 
space is reported wit.h the NAS device. Figure 3 shows NAS device space mounted as dlive 
R: on t.wo hosts. 

Note NAS device space must be mounted on a UNIX host to be discovered by Storage 
Builder. 
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Capacity data collection 

Storage Builder collects capacity infonnation about storage devices, NAS clevices, hosts, 
volumes, volume groups, directories, files, anel users. Ali tlús infonnation is typically 
collectecl severa! times a clay anel saved for as long as past data is neecled, or as long as 
there is space for the growing database. 

Storage Builder collects capacity information about storage devices, NAS clevices, hosts, 
volumes, volume groups, directories, files, anel users. Information about storage clevices is 
collected by Storage Area Manager during the discovery cycle. Ali other capacity 
information is collected by three Storage Builder collectors cleployed with Storage Area 
Manager Host Agents: 

• The vohm1e data collector collects the used anel free space in a volume's file systems, 
the size of the volume, anel the association of logical volumes with L UNs anel volume 
groups on the selected host. 

• The file data collector collects the size anel activity of the files anel directories on the 
selected host. File data must be collectecl to manage directories, report files, monitor 
user consumption, anel determine the space needecl for backups. 

Note File data cannot be collected for NAS clevices on Windows NT and Windows 
2000 systems. NAS device capacity is reported only for volwnes that are 
mmmted on UNIX hosts. 

• The user data collector identifies the users on the selected host. If the host is a domain 
controller or NIS (Network Information Name Service) server, allusers are identifiecl. 
Otherwise, only the local users are identified. The capacity associated with user 
accow1ts is collectecl by the file data collector. 
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Scheduling capacity collection 

Use this procedure to change Storage Bui1cler's scheclules for collecting capacity 
information on users, files, anel vohunes. 

1. Select Configure from the Tools menu. 

Note To edit the collection scheclule for a sing1e host, you may want to select the host 
in the Resources tree anel click the Configure button in the host's Capacity 
viewpanel. 

2. Select Capacity Collection uncler Scheduling in the Configuration tree. The Capacity 
Collection scheduling pa.nel clisp1ays a list of hosts anel the dates anel times of the next 
schecluled collections on each. You can filter the list by selecting an organization in the 
Show Organization box. 

3. 

4. 

5. 

6. 

7. 

Select the host(s) whose schedule(s) you want to change. (To select multiple hosts, use 
the Shift or Control key.) 

Click the Set Schedule button at the top of the view panel. 

Click the ta.b ofthe data collector-voltune, file, or user clata- that you want to change. 

To enable o r disable collection o f the selected data, click the Enable Data Collection 
check box. Enabling data collection activates other text boxes in the winclow. 

Once collection is enabled, specify the hours of collection as follows: 

- Enter the hour (O through 24) anel the minute (O through 59) ofthe first collection of 
the day in the Sta.rt at boxes. 

- For periodic collections until the end of the day, check the Repeat box, anel in the 
box at the right enter the nwnber o f hours that will elapse between cach collection. 

8. In the Collection Days section, select each clay of the week that data will be collected. 
The hours specified in Collection Hours will apply to each day you select. 
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Whenever you want to return the settings to the factmy clefaults, cli('k the 
Restore Defaults button. 

9. To change another capacity collection schedule for the same host, click its t.ab and 
repeat steps 6 through 8. 

10. When you are satisfied with the volume, file, and user data schedules, click OK in the 
Edit Collection Schedules window. 

11. Click the Apply button in the Capacity Collection scheduling panel to implement your 
schedule changes and continue scheduling collection for other hosts, or click OK t.o 
apply your changes and dose the Configuration winclow. 

Collecting interim capacity data 

Use this procedure to pre-empt the collection schedule and collect capacity data 
inm1ediately on a selected host. The procedure displays the Stmt Hostagent Data 
Collection window atld allows you to choose which type of data to collect: 

Data will appear in Capacity view panels after it is collected atld stored in the database. 
Depending on the amow1t of data requested and other factors, this may take awhile. 

Note If the host o r Host Agent is w1available, o r i f the capacity data collector is busy 
when you attempt to start collection, a Storage Btúlder event will alert you that 
data collection failed to start. You should check the status o f the Host Agent and 
the Storage Btúlder data collectors on the specified host. 

L Select Configure frorn the Tools menu. 

2. Select Capacity Collection w1cler Scheduling in the Configuration tree. Thc Capacity 
Collection scheduling panel displays a list of hosts anel the next scheduled collections 
on each. You can filter the list by selecting an organization in the Show Organizat.ion 
box. 

3. Select the host(s) that you want to collect data from. (Use t.he Shift. or Conl.rol k<·y l.o 
select mult.iple hosts.) 
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hp OpenView storage area manager bridge 

hp Open View St.m·age Are a Manager B1idge, called the B1idge in the rest o f this chapter, is 
an HTTP server that gives other applications access to St.orage Area Manager data and 
ftmctions (see figme 6) . lt is automatically inst.alled with Storage Area Manager and mns 
continuously with other Storage Area Manager services on the management server. You 
can see the Bridge in Windows' list of services accessed from Contrai Panel. 

With this release (Storage Area Manager 3.0), the Bridge handles requests for consolidated 
Storage Area Manager data from the following applications: 

• hp Open View Operations (UNIX and Windows) 

• hp Open View Reporter 

• hp Open View Setvice Desk 

Data is returned to the requesting application in XML fonnat . 
.. .. , 
~·. 

hp OpenView 
Operotions 

HTTP/XML 

~ hp OV SAM Bridge I 
hp OpenView 

storoge oreo monoger 

Management Server 

hp OpenView hp OpenView 
Reporter SeNice Desk 

Figure 6 hp OpenView storage area manager Bridge topology 
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User accounts 

Stm·age Area Manager requires the Bridge, and the applications using it, to log in with a 
user name and password. HP recommends that you set up a Storage Area Manager user 
account specifically for the Bridge and supply the user name and password to the person 
responsible for configming an application to communicate with Storage Area Manager. A 
guest (read-only) account is sufficient for the cmrently supported applications. 

If there are multi pie management servers (see "Multiple managernent servers") in your 
environrnent, you will need to create the same user accmmt(s) on each. 

Creating Bridge user accounts 

Select Configure Security from the Storage Area Manager Tools menu and click the New 
User button to create a user account. For additional infonnation, see the online Help topic 
"Adding Storage Area Manager users," or click the Help button in the Adrninister Users 

!.}vindow. 
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Multiple management servers 

In environments with multiple management servers, one Bridge handles ali externai 
requests for ali management se1vers (see figure 7). 

hp OpenView hp OpenView hp OpenView 
Operotions Reporte r Service Desk 

HTTP/XMl L lnoclive Bridges~ 

raíJ hp OV SAM Bridge I ~ hp OV SM/1 BridJe i 
..,_..,. --- _,_- ~ - ----..- ' 

• hp OpenViéw hp Üf?enView 
~'-'Storoge oreo rnona,ger storoge orea monager 

Primory Monogement Server Monogement Server I ..._I ____ ____.1 

~.:'1[:_~2:1_~~\~-~~ dge \ 
---· 

hp OpenVie 
storoge oreo mo 

w 
noger 

Monogement Server 

I 
Figure 7 hp OpenView storage area manager Bridge with multiple management servers 

After you choose the primru-y management server, there ru·e three things to do: 

1. Authorize the primary management server as a client on the other management servers 
(see instructions on page 173). 

2. Moctify t.hC' Bridge configuration fi le on the ptimru-y management server (see page 173). 

3. Be sure t.hat. t.hc Bridge user names anel passwords are the same on ali management 
servers (see "User accounts" on page 171). 
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Authorizing the primary server as a client 

Enter t.lw IP addn'ss of the primary management server in the authOiizedCiients.dat file at 
<inst.all din•ct.ory>\sanmgr\managementserver\config\ on each management server that the 
Bridge will cont.acL See "Allowing access to the management server," in chapter 2 ofthe hp 
Open Vimo stomge area m.anager ·installation guide for complete instn1ctions. 

Alternatively, you can use a web browser on the primary management server to c01mect to 
the other management servers' GUI downioad port (http:\\<IPaddress>:8040), and click 
Add your client's IP Address to the authorizedClient access list at the bottom of the 
page. 

Modifying the Bridge configuration file 

1. On the primmy management server, seiect Windows Control Panel and open 
Services. 

2. Seiect HP Open View SAM Bridge in the listo f services, and then select Stop from the 
Actions menu. 

' .3. Open the file <installdirectoty>\sanmgr\bridge\config\SAMBridge.cfg and find the key 
CONFIGURED MANAGEMENT SERVER LI ST. 

- -

4. Modify this line so that it contains a comma-separated list of ali of the management 
servers that the Bridge will contact with externai requests. The defauit is "Iocaihost," 
the Bridge's own management server. Here is an exampie of a modified Iine: 

CONFI GURE D_MANAGEMENT_SERVER_LI ST = l ocalhos t,ms l,ms2 ,ms3 

Where n1sl, ms2, a11d m.s3 are the DNS names or IP addresses of the management 
servers that will accept requests from the Bridge. 

Note Do not include spaces in the list. 

5. Heturn to Control Panel and restart the HP Open View SAM Btidge service. 
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SSL 

The Bridge supports SSL (Secure Sockets Layer) for applications that require encrypted 
communications. These applications will obtain a server ce1tificate from the Bridge before 
they trust the Bridge with encrypted information. Configuring the Bridge to use SSL 
involves the following steps: 

1. Create a server keystore and server certificate. 

2. Modify the Bridge configuration file. The SSL key must be activated to enable encrypted 
comnnmication. 

3. Establish a method of providing the certificate to externai applications. 

These steps are described below. 

Creating a server keystore and certificate 

A script for creating server keystores and certificates is installed with Storage Area 
Manager. These certificates are valid for one year, after which they can be modified for an 
extended period or replaced. Refer to the Java "keytool" documentation at 
http://java.sun.com/j2se/1.3/docs/tooldocs/win32/keytool.html for Windows 2000. 

The script takes four parameters when run and prompts for SSL passwords in progress. 
The result is a server keystore and server certificate, the latter exported and saved as 
"bridgeServerCertificate. cer." 

174 SSL .,. 



Procedure 

1. Locate thc S<"ript. <installdirectory>\sanmgr\bridge\sbin\createServerCertificate.bat. 

2. Run t.he script, providing the following parameters: 

[common mune] The DNS name ofthe machine that the Bridge is running on. 

- [Jocality] The name of the city where the machine is located. Surround multiple­
word values with quotation marks(" "). 

- [state] The state or province where the machine is located. You can use the full or 
abbreviated name. 

- [ countrycode] The two-letter cow1try c ode. 

For example: 

D:\sanmgr\bridge\sbin>createServerCertificate sb-apollo "Santa Barbara" CA US 

3. When prompted, enter a keystore password. Applications will use this password to 
access the keystore. You will need to supply the same value for the 

~­
-~ -

SSL _KEYSTORE _PASSWORD key in the Bridge configuration file . 

4. When prompted, enter a certificate password. Enter a password or, to use the same 
password as the keystore password, press Enter. You will also supply this value for the 
SSL _PRIVA TE_ KEY _ PASSWORD key in the Bridge configuration file. 

5. When prompted again for the keystore password, enter the password that you gave in 
step 3. The script needs this password to export the certificate. 

When the script. ends, there will be a keystore file (bridgeserver.jks) anda server certificate 
file (bridgeServerCertificate.cer) at <install directory>/sarmlgrlbridge/config/certs. 

CPMI ..:.CORREIOS 

0227' 
Fls: 

n 
o 
:::s -cã 
c 
:::!.. 
:::s 

CC -:r 
Cl) 

r:r .. 
0: 

CC 
Cl) 

-------



Sample run 

The following <:'xample uses the same password for the keystore anel keypass. 

C : \sanmgr\b.r.idge\sbin>createServerCertificate sb-apollo Santa-Barbara CA 
us 

When promp ted, enter a keystore password and a keypass . The keypass will 
protect the private key in the keystore. 

Make a note of the keystore and keypass passwords. You will be prompted to 
enter the keystore password in order to export the public-key certi f icate 
from the keystore. Both passwords are needed when configur ing "Bridge" to 
use SSL. 

Please wait ... 

Creating keystore and certificate 

Enter keystore password : poseidon 

Enter key password for <bridgeserver> 

~ 
RETURN if same as keystore password) : 

E~porting the certificate .. . 

You will be prompted to enter the keystore pas swo rd. 

Enter keystore password : poseidon 

Certificate stored in file< .. \config\certs\bridgeServerCertificate.cer> 

Modifying the Bridge configuration file 

1. On the primary management server, select Windows Control Panel anel open 
Services. 

2. Select HP Open View SAM Bridge in the list of services anel then select Stop from the 
Actions menu. 

3. Open t.he fil p <installdirectory>\sanmgr\btidge\config\SAMBridge.cfg. 

4. Finei the key SSL anel enter the value on, to activate SSL, or off, to postpone the 
implenwnt.at.ion o f the remaining SSL options. Values are case sensitive . 

- ------ ------·--·-·------ -------
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5. Find t.hc kcys SS L_ KE YS TORE_PA SSWORD and SS L _ PRI VAT E_ KEY_ PASSWORD, and enter 
the valucs t.hat. you supplied when you ran the script and created the certificate (see 
abovc) . 

6. F'ind t.hc key SSL _ENC RYPTION _LEVE L and enter one of the following values: 

7. 

8. 

None. Rt'quests will be authenticated but not encrypted. 

- Export. The Bridge will accept requests that use encryption methods with key 
Iengths up to 56 bits. 

- Full. The Bridge will accept requests that use encryption methods with key lengths 
of 128 bits. 

- Best. The Bridge will accept requests that use the better encryption method, export 
or full, that the requesting application supports. 

F'ind the ssL _ KEYS TORE _ F ILE_ PATH and enter the fully qualified path to the keystore 
file (bridgeserver.jks). 

Retum to Control Panel and restart the HP Open View SAM Bridge servi c e. After the 
service is stmted, the Bridge will accept only HTTPS requests. 

Distributing server certificates 

How externai applications obtain a server certificate from the Bridge depends on the 
application. One way to facilitate the transaction is to establish a shared directory on a file 
server for every server certificate that is created. Then, whoever is configuring a11 

application to communicate with Storage Area Manager has on hand in the shared 
directory all t.he certificates that he or she needs. 
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Changing the default port 

The default port for externai applications connecting to the Bridge is 8041. If yom 
environment requires it, you can change the port in the Bridge configuration file. 

L On the management server, select Windows Control Panel and open Services. 

2. Select HP Open View SAM Bridge from the listo f services, and then select Stop from 
the Actions menu. 

3. Open the file <installdirectory>\sanmgr\bridge\config\SAMBridge.cfg. 

4. Find the key PORT and enter the number ofthe port where the Bridge will be monitoring 
third-party requests. 

5. Retum to Control Panel and restart the HP Open View SAM Bridge service. 

- · - - --- -- - ·-------
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8 TROUBLESHOOTING 

hp OpenView storage accountant 

hp OpenView storage builder 

hp OpenView storage builder 
- . -· ·- - · ----·- . -----··-· --- --------- -----

hp OpenView storage allocater: Ali platforms 

hp OpenView storage allocater: Windows 

hp OpenView storage allocater: HP-UX 

hp OpenView storage allocater: Solaris 

hp OpenView storage allocater: Linux 

hp OpenView storage allocater: AIX 
____ ,, _ _____ _ 

- - - --- - -·--·- - -- - ---------- -----------
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hp OpenView storage accountant 

When the management server stops 

Use this procedure to determine if the management server was not running at any time 
during a specified billing period. Billing information is not collected while a management 
server is down, and Storage Accountant fills in gaps between data collections based on the 
previous state. Although no billing transactions can occur while a management server is 
down, extemal events can affect an organization's access to billed storage with no 
corresponding indication in the bill. 

A stopped management serve r may also explain the absence of expected entries, including 
data collection cycles, in the audit log. 

1. On the management server, navigate to <install directory>\sa1m1gr\ 
managementserver\logs. 

2: Look in the logs directory for a series of files named ConJCoreMainO.log and 
ConJCoreMainO_x.log, where "x" indicates the numerical sequence of the file. A 
ConJCoreMainO_x.log was created each time the management server sta1ted or 
restarted. ConJCoreMainO.log is the most recent instance, that is, the file that was 
created when the management server last struted. 

Note The loggers.prp file specifies the maximun1 nun1ber of ConJCoreMainO_x.log 
files that will be maintained concurrently. The default is 4. 

3. Using Notepad or another basic text editor, open the ConJCoreMainO.log or 
ConJCoreMainO_x.log file that was created in the specified billing period at1d examine 
the beginning ofthe file for the date and time ofLogger Struted. This is the date and time 
that the managernent server started. For example, "2001.08.17 at 09:41:31.295 Logger 
Statted" indicates that the management server started on August 17, 2001, at 9:41 and 31 
seconds am . 
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4. Open t.hc last Con.JCoreMainO_x. file that was created before the file you opened in step 
3. Examine t.he end o f the file for the date-time stamp o f the last entry. This is the date 
and time t.hat. the management server stopped. For example, "2001.08.13 14:55:25.789" 
indicat.es Llw mrumgement server stopped on August 13, 2001, at 2:55 and 26 seconds 
pm. 

5. Repeat. st.eps 3 and 4 for each ConJCoreMainO_x.log file that was created or closed 
within the specified billing period. The difference between the date and time the logger 
statted in one file and the date and time of the last date-time stamp in the previous file 
is the period during which the management server was down. In the previous examples, 
the management server was down from August 13, 2001, 2:55pm, to August 17, 2001, 
9:41am. 
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Events do not appear in the event panel 

Symptom 

Storage Accoun1anl. 
events are not 
displayed in the event 
pane L 

~· . 

Cause/Solution 

By default, Storage Accountant does not display events in the 
event panel. Define an event trigger specifying the events that you 
want to display in the event pane!. 
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Accounting screens do not show a currency symbol for 
fiscal data 

Symptom 

Storage Accountant 
screens do not show a 
currency symbol for 
fiscal data 

Cause/Solution 

You have not selected a currency format for Storage 
Accountant. Use one o f the following solutions: 

- If the Setup Assistant is still open, complete the Select 
Accountant Currency step. 

- lf the Setup Assistant is no longer available, you will be 
prompted to select a currency format when you create a service 
levei. 
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Old bills are missing in the bill and report viewers 

Symptom 

Old bills are missing 
from the !Jill and 
repmt viewers 

Cause/Solution 

The old bills were deleted according to your bill retention 
schedule. See the online help topic "Archiving and restoring bills" 
for instmctions on restming old bills. 
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An error message appears when you create a new 
account or service levei 

Symptom 

When creating a new 
account. or service 
levei, the message The 

I D en t e r ed is not 

unique appears, but 
the user interface 
does not list an 
account or service 
levei with the ID that 
you entered. 

Cause/Solution 

Account IDs must be unique across ali organizations, and the 
IDs o f closed accounts cannot be reused. Service levei IDs 
must be unique, and IDs of deleted service leveis cannot be 
reused. Make sure that you enter a tmique ID that was not used for a 
closed aecount or deleted service levei. 

- -· -· ·----- - ---------
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hp OpenView storage builder 

A managed directory has zero used space 

Symptom 

A managed directory 
erroneously appears 
with O (zero) nsed 
space or size in the 
Managed Directories 
view panel. 

Cause/Sol ution 

The directory was added using the CLUI but the name was 
entered with a different case than was used when the 
directory was created. Add the clirectory using the GUI. (See 
"Adding managed directories" in chapter 3 of this guide.) 

When you use the CLUI to add the directory, first rw1 dir C o r its UNIX 
equivalent) in a command window on the affected host and verify the 
case that was used when the directory was created. Then add the 
directory, being careful to match upper and lowercase letters. 
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Data is unavailable in the Add Directories window 

Symptom 

Instead of volumes 
anel elirectories, you 
see "data unavailable" 
in the directory tree. 

"Network error" 
appears in the 
directory tree. 

A subdirectory does 
not appear in the 
direc:tory tree. Also, 
no files are listed for 
the parent directory in 
capacity repm1s. 

Cause/Sol ulion 

Volume or file data has not been collected. Ve1ify that data 
collection is scheeluled. View the collection schedule for volume and 
file data. Both must be enabled anel have completed at least one cycle 
before directory infonnation can appear. In aeldition, volume data 
must be collected before file data can be collected. If volume data 
has not been collecteel, no volumes will appear in the Add Directories 
window. If volume data has been collected but file data has not, you 
will also see an error message when you attempt to open a volume in 
the Add Directories window. 

There was a collection error. Use the clefault Capacity filter to 
check the Storage Area Manager event panel for events indicating 
that collection failed o r failed to start on the specified host, that 
volwnes could not be resolved with LUNs, or that L UNs could not be 
resolved with a host device file. lf a collection error occurred, make 
sme that the host is reachable, that the Host Agent is ruruúng, and 
that the host has access to the management server. 

The client was unable to retrieve the data from the 
management server. An error on the management server prevented 
Storage Builder from processing data that was obtained from the 
host. There may have been a temporary comnnmication problem 
between the client anel management server. Close the Add 
Directories window anel click the Add Directories button agai.n. 

Storage Builder does not have read access to the parent 
directory. Make sure the parent directmy allows read access. 
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There is no Capacity tab 

Symptom 

The view pane) for 
collec:tive or specific 
hosts, st.orage devices, 
NAS devices, or 
organizabons contains 
no Capacity tab. 

Cause/Solution 

hp OpenView Storage Builder was not purchased or installed. 
Velify that Storage Builder is installed. Click the Help menu and 
select About hp OpenView storage area manager. Make sure that 
the current Storage Builder version is listed with the other Storage 
Area Manager applications. 

The Storage Builder license is out of compliance. Verify that the 
license to use Storage Builder is current. Click the Tools menu and 
select Configure, and then select Licensing from the Configuration 
tree. The Licensing view panellists the current licenses and their 
expiration dates . 

Storage Builder does not support the selected resource. Verify 
that Storage Builder supports the speci.fic resource(s). Click the 
Help button and select Installation Guide Online to view 
supported devices in the hp Open View stomge aTea manager 3. O 
installatio'll guide. 
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hp OpenView storage optimizer 

There is "no data" in a performance list or chart 

Symptom 

"No Data" appears in 
the metric column o f a 
performance list, or a 
perfonmmce chart is 
empty and "No Data" 
appears wit.h t.lw 
metric name. 

Cause/Solution 

The specified time period is outside the range of collected 
data. Verify that data should have been collected during the 
displayed time period. In performance lists, the time period is 
identified in the toolbar. In perfom1ance charts, the dates on the x­
axis identify the time period. 

I f you cannot vali date the displayed time period, change the time 
period to more reliable dates. See "Changing the displayed time 
period" in tl1e Storage Area Manager online help system. 

Supporting software is not installed or not running. Check 
Storage Are a Manager's event pane! for the events "Tool used for 
collection of perfonnance data on <resource nanle> is not installed" 
or "Tool usecl for collection of peiformance data ... is not running." If 
eit.her event occmTed, troubleshoot the status and configuration of 
Storage Optimizer's source o f performance data on the resource. On 
a host, for example, make sure that OpenView Peiformance Agent or 
VantagePoint is installed and running. 

The resource or path to the resource is down. Check Optimizer­
Dat:.aCollector.log on the management server for exceptions that 
indicate a problem communicating with the resomce. Troubleshoot 
the status of the resourc:e, connecting devices, and physical links. 

Thc management server is in a conflicting state. Check Storage 
Area Manager's event pane] for events that indic:ate collection or 
summarization did not occur beca use a c:omprehensive disc:ove1y 
was nmning or because Storage Optimizer was still storing data from 
a previous c:ollection. Collection will occur at the ne:x"t scheduled 
inte rval. 
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There is no Performance tab 

Symptom 

The view pane! for 
colleetive or specific 
hosts, interconnect 
devices, or storage 
devices contains no 
Performance tab. 

Cause/Solution 

hp OpenView Storage Optimizer was not purchased or 
installed. Verify that Storage Optimizer is installed . Click the Help 
menu anel select About hp OpenView storage area manager. 
Make sure that the current Storage Optimizer version is listed with 
the other Storage Area Manager applications. 

The Storage Optimizer license is out of compliance. Verify that 
the license to use Storage Optimizer is culTent. Click the Tools menu 
and select Configure, and then select Licensing from the 
Configuration tree. The Licensing view panellists the current 
licenses and their expiration dates. 

---- -------------------
Storage Optimizer does not support the selected resource. 
Verify that Storage Optinúzer supports the specific resource(s). Click 
the Help button and select Installation Guide Online to view 
supported devices in the hp Open View stomge area rnanager 3. O 
insta1Ja.t.ion guide. 
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hp OpenView storage allocater: Ali 
platforms 

LUNs are not listed in the Available to Assign list 

Symptom 

When editing a host. or 
share group, LUNs are 
not listed in the 
Available to Assign 
list. 

Cause/Solution 

By default, only visible LUNs are listed in the Available to Assign 
list. Click the Find button, check the Show Ali checkbox, and click OK. 

Note A LUN is visible to a host when the host has a physical path 
to the LUN. When editing a share group, a LUN is considered 
visible if at least one host in the share group has a physical 
path to the LUN. 

Your storage has not been discovered by Storage Area Manager. To 
verify that the missing L UNs have been cliscovered, check to see if they are 
listed uncler Storage Devices in the Resources tree. 

- Ifthe storage has not been discovered, choose Start Comprehensive 
Discovery from the Tools menu. 

- If this does not work, o r if you brought the storage online after ali of 
the hosts were started, run the LUN Discovery conunand on at least 
one host, and then choose Start Comprehensive Discovery from 
the Tools menu. 

To run the LUN Discovery command, right-click a host anel select LUN 
Discovery on the shortcut menu. 

Note For more infonnation about adding storage and LUN 
Discovery, see the "Adcling New Devices" anel "LUN 
Discovery" topics in the Storage Are a Manager online help 
system. 

Your storage device is not supported with Storage Allocater. Ve1ify 
I hat you are using suppmted storage deviees. 

-- ---·- ··--------
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LUN Allocation and LUN Discovery do not appear in 
the user interface 

When you right-click a host in the Storage Area Manager user inte1face, the LUN Allocation 
and LUN Discovery commands are not in the shortcut menu. 

Symptom 

When you right-click a 
host, LUN Allocation 
and LUN Discovery do 
not appear in the 
shortcut menu. 

Cause/Solution 

Storage Allocater is not active on the selected host. Activate 
Stm·age Allocater on the host. For instructions, see the hp OpenVúm.J 
st,orage aTea. nwnager installation guide. 

After the createnewdb.cmd command was run, the Host Agent 
service (Windows NT, Windows 2000) and processes (Unix) 
were not restarted. You must restart the Host Agent services and 
processes on each host after using the createnewdb command. 

Note If this problem occurs after migrating from Storage 
Area Manager 2.1 or !ater, see chapter 4 of the hp 
Open View stomge aTea ma.nager installation guide. 
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LUN Allocation and LUN Discovery are disabled in the 
user interface 

When you right-click a host in the Storage Area Manager user interface, the LUN Allocation 
and LUN Discovery commands are disabled in the shmtcut menu. 

·. lí=- '1,/ 

View in New Window 

Assoclate wlth Unknown Devi c e ... 

Rename sb-speedy ... 

X. Delate sb-speedy 

Asslgn to Organlzaton ... 

Remove from OrganlzaHon 

~ Move to Folder ... 

m Host Telnet R ele a se Notes 

~Telnet 

Expand 

Collapse 

'·Symptom Cause/Solution 

When you right-click a 
host, LUN Allocation 
and LUN Discovery 
are disabled in the 
shortcut menu. 

The selected host required a reboot after Storage Allocater was 
activated, and was not rebooted. Reboot the host. 
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Assigned LUNs are not available on a host 

If an assignecl LUN is not visible to a host, find the cause below that best describes the 
situation, anel then attempt the solution. When this occurs, the following message appears 
in the eventpanel: Host <host name> has one or more LUNs enabled which are not 

reachable from that host. 

Symptom 

Assigned LUNs 
are not available 
on a host. 

Cause/Sol ution 

The host bus adapter (HBA) or driver are not installed. Instai! the 1-IBA 
or HBA d1iver. 

SAN-attached storage or other network hardware is turned off. Tum on 
the drives or network hardware. 

----·- ----·· 

Network cables are not connected properly. Verify all cable c01mections. 

There is a failure within the Fibre Channelloop. Turn off the Fibre 
Channel hardware, and then tum on the hardware to reset the Fibre Channel 
loop. 

The Fibre Channel card has become unseated in the computer. Shut 
down the computer, and remove and reseat the card. 

The Fibre Channel card, hub, switch, or storage controller is bad. Rw1 
device- and vendor-specific diagnostics and replace any bad components. 

The host has not discovered the LUN. Try the following solutions: 

- Verify that there is a physical path between the host and the storage. 

- Verify that the storage network is not intentionally configured (with 
Storage Allocater, fab1ic zoning, or storage device security) to prevent the 
host from accessing the LUN. 

- In the Storage Area M<:mager user interface, right-click the host and select 
LUN Diseovery on the shortcut menu. 
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Symptom 

Assigned LUNs 
are not availaiJle 
on a host ( eont'd) 

Cause/Solution 

On Solaris hosts, if some assigned L UNs are not accessible, the 
sd_fcst .conf file may not be configured to search for ali o f the L UNs on 
the storage network. Change the max_lwls_per_target value in the 
sd_fcst.conf file to the largest nwnber o f L UNs that are configured on any disk 
array on your storage network. 

-- ·- ---·------- ---------
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A multiple writer situation is detected 

lf Storage AJiocater detects multiple hosts with access to the same LUN the following 
message is post.ed in the event pane!: Logical Uni t <log i cal uni t name> is enabled 

on Host <host name>. Yet the Logical Unit indicates that it is assigned to 

<host or group name> . This possibly is a mu ltipl e writer s ituation. 

Storage Area Manager wi ll try to unass i gn the Logical Unit from the Host. 

Symptom 

Storage Area 
Manager detects a 
multiple writer 
situation. 

Cause/Solution 

Storage Allocater has detected a multiple writer situation. 
This occms in the following situation: 

1. A host (Host 1) with assigned LUNs is cleleted in the Stm·age Area Manager 
user i.ntedace anel detacheel from the storage network. Any L UNs that were 
assigneel to the host are now available for assignment. 

2. You assign one o f the L UNs to a seconel host (Host 2). 

3. Host 1, which still has the Host Agent software installeel, is reattacheel to 
the storage network anel rebooted. At this point, Storage Allocater tries to 
unassign the LUN from Host 1. One o f the follmving messages is elisplayed 
in the event pane!: 

- <logical unit name> has been removed from <host name>. The 

multiple writer situation has been resolved . Ifthismessage 
appears, the LUN has been w1assigneel from Host 1 anel will be 
assigned to Host 2. 

- <logical unit name> has not been removed from <host name> . 
The multip l e wri t er situation still exists ' 
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Symptom 

Storage Area 
Ma.nager detects a 
multiple writer 
situation ( cont'd). 

Cause/Solution 

4. !f the LUN is in use by Host 1 and cannot be w1assigned, Storage Allocater 
posts the following message in the event pane!: Storage 7\rea Manager 

will attempt t o remove Logical Unit <logic a l unit name> from 

<host or group name > to resolve the possible multiple writer 

s i tuation and tries to unassign the LUN from Host 2. One ofthe 
following messages is displayed in the event pane!: 

- <logical unit name > has been removed from <hos t or group 

name > . The multi-writer scemuio has been resolved. If this message 
appears, the LUN will be assigned to Host L 

- <logical unit name> has not been removed from <host or 
group name>. The multiple writer situation still exi sts ! 

If Storage Allocater crumot resolve the multiple writer situation, take Host 1 
off the storage network, but leave it on the LAN. Reboot Host 1, ru1d the 
affected LUN will be tmassigned from Host 1, and it will remain assigned to 
Host 2. 
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hp OpenView storage allocater: Windows 

A LUN cannot be unassigned from a Windows host 

If a LUN cannot. be unassigned, a failure message will appear in the Configuration Status 
window and in t.he event panel on the management server. 

Symptom 

A LUN unassignment 
fails . 

Cause/Solution 

There are open files or folders, or volumes on the LUN. Shut down 
any applications, services, or tlúrd-party drivers that may be holding open 
files, folders, ora vohune. 

The file server is sharing a volume or folder on the LUN. Log off 
remo te clients and stop sharing the volwne or folder. 

On a Windows NT host, Ftdisk is nmning. T:ry the following solutions: 

- Use the Special Mode Unassign conunand to tmassign the LUN, 
and restart the host. 

- Use the Windows Control Pane! (Devices) to disable Ftdisk and 
reboot the host. Note that stlípe- and volume-sets will not be 
accessible with Ftdisk disabled. 

A disk filter is running. T:ry the following solutions: 

- Use the Special Mode Unassign command to w1assign the LUN, 
and restart the host. 

- Determine which disk filters are ru.nning and deactivate them if they 
m·e not being usecl. RestaJ.t the host after deactivating any disk 
filtC:'rs. 
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Symptom 

A LUN unassignnwnt: 
fails ( cont'd). 

Cause/Solution 

A software crash or operating system resource leak can leave open 
handles to a LUN. Use the Special Mode Unassign command to 
unassign the LUN, and restart the host. 

A service or SNMP agent is preventing the LUN unassignment. 
Services are configmable under the Services control pane! and SNMP 
agents are loaded by the SNMP service. Disable wmeeded storage-related 
services and SNMP agents. If a needed service o r agent is causing the 
problem, use the Special Unassign command. 

- --- ------------------------------------------------------
When a nondisk LUN for which no driver can be found is assigned 
to a Windows 2000 host, a sequence of events can leave the LUN in 
a state that prevents it from being unassigned. 

Note This state can be detennined by viewing the LUN in Device 
Manager, where its icon will be a yellow question mark 
with a yellow exclamation point badge on top. 

Use the Special Unassign command to w1assign the LUN. 

Tip lf you need help ctiscovering why a LUN cannot be unassigned, check the 
system log for possible messages and retry the operation. 

The Process Explorer utility from Sysintemals (www.sysintemals.com) can be 
helpful in detennining why a LUN cannot be unassigned. HP is not responsible 
for any errors that might arise from using this third-party software. 
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An assigned disk is not accessible 

When a LUN is assigned to a Windows host, the volumes on the LUN are listed with drive 
letters in Windows Explorer or mount points (Windows 2000 only) . If a volume is not 
fonnatted, one o f tlw following messages appears when you try to access the volume in 
Windows Explorer. 

G:\ it not acceosille. 

The voó.me does not contoin o recognized fie syslem 
Pleaso rnoke wre that ali required file system drivers ete loeded ond that lhe 
voM1le is not carupl 

Windows NT 

Dosk os not rormatted "!f;~D 

lhe volcrne IT'oOl.OI:ed on folder L:\volo..mes\payroll\ ls not fDI'motl:ed. 

Windows 2000 

Symptom Cause/Sol ution 

Dosk os notrormatted • ..;11'13 

lhe dsk in drive G is not formatted. 

Do you want to fOI'rMI: l now? 

Yes No 

Windows 2000 

One of the dialog 
boxes shown herp 
appears when you try 

to access a volume on 
an assigned LUN. 

The volume is not formatted (does not contain a recognizable 
file system). Fonnat the volmne. 

For instructions on fonnatting volm11es in Disk Administrator or 
Windows 2000 Disk Management, see yom Windows doctm1entation. 

- ------ - --------- - - ---

------ - ·-- --- ---- ---- - · 
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Dynamic disks are offline (Windows 2000) 

E Computer Management - .,_,.~ ___ - __:lo~ 
: r-;~ ljjew :J ...... ~ -~ I IEll Gí? lfi15rw ----

r=~==~=======T=======r======~======~==== 
Tree I Volume 

'"'•::-;_ -:C-omput--er-Ma_M_oen>e_nt--:-(58---SPE-:-ED-Y):--- l3 (C:) 

!tl fi: System Tools 8INTERNAL (E:) Partition 

Partition Basic 

Basic 

Dynomic 

FAT 
FAT Healthy 2.02 GB 

B ~ stor ~oe G1! New Volume ( .. . Mirrar NTFS Failed Redunda... 4.00 GB 

d DiskMon_,nent 

W Disk Defr a.,menter 
Gil LOQic~l Drives 

1!1 Qij/ Remov.-ble stor"'je 

1!1 ~ Services ond Applicotions 

Symptom 

When you try to 
access a dynamic 
volume on a Windows 
2000 host, the volume 
displays a status of 
"failed rednndancy." 

~o 
BMic 
4.02GB 
Onh 

~· [)ynamlc 
1.00GB 
Oni-oe 

O.Sslno 
Dynomlc 
1.00GB 

. Offlno 

~orno . 
CDRom(D:) 

Onh 

I (C:) 
2.00 GB FAT 

• Healthy (System) 

I New Volum" (F:) 
4.00 GBNTFS 
Failed Reclundoncy 

INewY~ (F:) 
1.00GB NTFS 
Failed Reclundoncy 

• Prirnory Partition • Mirrored Vobne 

Cause/Solution 

INTERNAL (E:) 
2.02 GB FAT 
Healhy 

Ali of the required disks are not assigned to the host. Every 
Fibre Chrumel LUN that is pa1t of a Windows 2000 dynamic volume 
should be assigned to an associated LUN group, and the associated 
LUN group should be assigned to a host. 
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The SCSI Adapters control panel lists no LUNs 
(Windows NT) 

Symptom 

The SCSI Adapters 
Control P::mel does 
not list any storage 
network devices. 

Cause/Solution 

The system SCSIPORT driver has not updated its list of devices and LUNs. To 
trigger a refresh, close the SCSI Adapter-s control pane!, rw1 Disk Administrator on the 
host, or use t.he management server to n.m the LUN Discovery commanel on the host, 
anel then reopen the control pane!. 

··- - --·-··- ·-------------------------------

There is a Fibre Channel network or storage device problem. The following 
are possible solutions: 

- Check ali Fibre Channel cable cmmections. If copper cables are useel, check the 
length anel possible earth plane differential potentials. 

- Check the hub/switch status. 

- If a RAID is connected, check the LUN status and ensure that there are L UNs 
created on the RAID. 

- If a switch is connected, verify that the correct port types are being used. Most 
RAIDs and IlliAs use an F port. JBOD drives and some HBAs use an FL port. 

- If you are using JBODs on a switch, and devices repeateelly go missing, update 
the drive firmware to the latest public loop-capable version. JBOD drives have 
exhibited poor recovery behavior after hot-plugging on a switched network. 

Caution Back up ali of your data before updating the drive firmware on the JBO D 
drives. 

-·-··-·------· - ----·----

The SCSI Adapters control panel can only list 32 devices per adapter. If an 
adapter has more attac:hed devic:es than the control panel c::m list, the adapter will 
disappear from the adapters list in the control pane!. This does not prevent you from 
using assigned storage. 

Note This is a Windows NT limitation. 

- - ---------------- ---
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hp OpenView storage allocater: HP-UX 

Verifying that the daemon is running 

To verify that the Storage Allocater daemon is running, type ps -e I grep TR and press 
Ente r. 

If the daemon is rwming, this command should retum the following response: 
TRAll ocater d 

For example: 

sb - c3po# ps - e 

14443 pts/0 

lgrep TP. 

0:00 TRAlloca t er d 

If the daemon is not running, check the logfile 
(/opt/sanmgr/hostagentllogllm_daemon.log) for errors. To start the daemon, type 
ioscan and press Enter. If you want to verify that the daemon started successfully, check 

~-~the logfile. 
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An assigned LUN is not accessible to an HP-UX host 

Symptom 

An assigned LUN 
is not accessible 
to an HP-UX host. 

Cause/Solution 

The LUN is outside the HP-UX addressing ability. If a device is in 
peripheral device LUN addressing mode and its LUN is greater than 7, 
HP-UX hosts will be unable to access the LUN. Ifpossible, put the device 
in to a different addressing mode, for example, volwne set addressing mode. 

Note Some aJTays call volume set addressing mode "HP-UX mode." 

A hardware addressing conflict exists between devices on a loop. Set ali 
devices on loops to unique harcl address IDs. 

The assigned LUN is not on the same storage network segment as the 
HP-UX bost. Unassign the LUN or move it to the sa.me storage network 
segment. 
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Error during mounting: 11not a block device" 

· Symptom 

When mount.ing a 
device, you get the 
following error 
message: 
mo unt: /dev/rd s k / 
d i sk n a me no t a 
bl oc k dev ice 

Cause/Solution 

There was an error in the mount command. This error occurs 
when you try to mount a disk using the raw device name rather 
than the block device name. Enter the correct c:01mnand: 

mowtt /dev/dskl<disk_name> l<mount_point> 

Note Always create HFSNxFS file systems on "raw" device 
narnes and mount file systems on "block" device munes; 
for example: 

Raw device name: /dev/rdsk/device 
Block device name: /dev/dsk/device 

hp OpenView storage allocater: HP-UX 
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A LUN cannot be unassigned from an HP-UX host 

Symptom 

ALUN 
unassignment fails. 

Cause/Solution 

Thc LUN contains a mounted file system that is in use. Stop any 
process<'s that are using the file system, and wunoW1t the fil e system. 

The LUN is configured to be used with storage management 
software such as LVM or VERITAS Volume Manager. Storage 
Allocater cannot notify a third-party stm·age management application 
that a particular device needs to be removed from its configuration. To 
unassign a LUN that is being used with third-party storage management 
software, manually remove it from the control of third-party storage 
management software. 

The LUN is in use by an application that accesses it directly. 
Storage Allocater caJmot determine which application is using the disk 
in question , or how to stop the application's access without interrupting 
what may be a criticai process. To tmassign this type o f LUN, shut down 
the program that is using the LUN. 

Note If you are using HP AutoPath, w1install AutoPath, 
unassign the LUN, and then reinstall AutoPath (if 
desired) . 

-----·---c----------- ---·--------
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A Storage Data Protector snapshot backup involving 
an HP-UX hosts fails 

Symptom Cause/Solution 

A Data Protector The hardware paths to unconfigured LUNs (including inactive 
snapshot backup snapshot LUNs) were not removed before Storage Allocater was 
failed. activated. Kill the TRAllocater_d process and restart it by 

running ioscan. Retry the snapshot backup. For information on 
configming snapshot backups, see page 152. 
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A rogue host event is displayed for an HP-UX host that 
is running VERITAS Volume Manager 

Symptom 

The event pane I displays 
the following for an HP-UX 
host that is nmning VxVM : 
Host <host name> is a 

rogu e serve r . Detai l ed 

messages: Oxl000 69 : A 

Logica l Unit is in use 

and could not be 

claimed for filtering . 

.>. 

------------ ------ --

Cause/Solution 

Storage Allocater is unable to filter a LUN that was in use 
prior to Storage Allocater activation. Try the following 
solutions: 

- Assign the LUN to the host. 

- If you do not want to assign the LUN to the host, reboot the 
host. 
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hp OpenView storage allocater: Solaris 

Error during mounting: 11not a block device" 

Symptom 

When mounting a 
device, you get the 
following errar 
message: 
mount: /dev/rdsk/ 
slice name not a 
block device. 

Cause/Solution 

There was an error in the mount command. This error occurs 
when you try to mount a disk using the raw device name rather 
than the block device name. Enter the correct conunand: 

mount /dev/dskl<slice_name> l<mount_point> 

Note Always create UFSNxFS file systems on "raw" device 
names and mount file systems on "block" device names; 
for example: 

Raw device name: /dev/rdsk/device 
Block device name: /dev/dsk/device 

- -- - -- ---·-·----------------------· 
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A LUN cannot be unassigned from a Solaris host 

Symptom 

A LUN unassignment 
fails . 

Cause/Solution 

The LUN contains a mounted file system that is in use. Stop 
any processes that are using the file system, umnow1t the LUN, anel 
then w1assign it. 

The LUN is configured to be used with third-party storage 
management software, such as Solstice DiskSuite or VERITAS 
Volume Manager. Storage Allocater has no way o f telling a 
third-party storage management application that a particular 
LUN needs to be removed from its configuration. Before 
w1assigning the LUN, manually remove it from the control ofthird­
party storage management software. 

The LUN is in use by an application that accesses it directly. 
Storage Allocater has no way of knowing what program is 
using the disk in question, or how to make it stop without 
interrupting what may be a criticai process. Before w1assigning 
this type of LUN, shut down the progran1 that is using it. _________________________ .. _____ -
The LUN you are trying to unassign is a tape drive or other 
nondisk LUN. To w1assign a nondisk LUN from a Solaris host, you 
must use the Special Unassign command (page 122). 
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An assigned tape library or nondisk device is not 
available 

Symptom 

An assigned nondisk 
device is not available 
on a Solaris host. 

Cause/Solution 

The Storage Allocater filter driver does not handle tape 
devices and other nondisk devices. To use these devices, you 
must configure the filter driver to allow nondisk devices to be 
handled by the appropriate drivers when these LUNs are 
assigned to Solaris hosts. Use the procedure on page 160 to 
configure the fllter dtiver. 

- - -- -·- ·-·- ------
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Assigned LUNs are suddenly unavailable 

Symptom 

Assigned LUNs that 
were previously 
available on a Solmis 
host become 
inaccessible. 

Cause/Solution 

The HBA driver's configuration utility has replaced Storage 
Allocater's settings in the /kernel/drv/<driver_name>.conf file 
(where driver_name is the name ofyour HBA driver). Open 
the backup file that you saved during installation and compare 
the backup file to the current version. Re-enter any changes that 
were made when you ran the HBA configuration utility. For more 
information, see page 159. 

- ----------·-------- -------·· 
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A Host with an Emulex HBA reports errors in the 
/var/adm/messages log 

Symptom 

A host with an Em ulex 
HBA reports type 16 
enors in the 
/var/adm/messages 
log. 

Cause/Solution 

The sd_fcst.conf file is configured to search for too many 
L UNs. Use one of the following solutions: 

- Remove some o f the targets on the storage network. 

- Change the max_luns_per_target setting to the largest number of 
L UNs that is configured on any disk anay on your storage network. 
For more information about the max_ltms_per_target setting, see 
the "Activating Storage Allocater" section in the hp Open View 
sto-rage a.rea m.a.nagm· installation guide. 

Note lfyou try to assign L UNs to a host that is experiencing 
eiTors with an Emulex I-lBA, you may experience 
problems with the Host Agent software. 

--- ·- ----------------------· 
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hp OpenView storage allocater: Linux 

A LUN cannot be unassigned from a Linux host 

Symptom 

The operation fails 
when you try to 
w1assign a LUN from a 
Linux host. 

Cause/Solution 

The LUN contains a mounted file system that is in use. Stop 
any processes that are using the file system and wmwunt the file 
system. Use the fuser command to identify the PIDs o f processes 
using the specified files or file systems. 

The LUN is configured to be used with third-party storage 
management software, and it cannot be unassigned because 
Storage Allocater cannot remove it from the third-part y 
software's configuration. Manually remove the LUN from the 
control o f third-party storage management software. 

The LUN is in use by an application that accesses it directly. 
Storage Allocater has no way of knowing what program is 
usiug the disk in question, or how to make it stop without 
interrupting what may be a criticai process. Before unassigning 
this type of LUN, shut down the program that is using it. 

- --- ------- ---- -
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A Linux host cannot see RUIDs 

Symptom 

When a cat operation 
is perfonned on 
/proc/trfilter, no 
RUIDs are listed. 

Cause/Solution 

There was a problem with the Storage AJlocater activation. To 
verify this, run the lsmod conunand from the command line. You should 
see an entry for trfilter with the module usage count The module usage 
count must be 2. If the module usage count is not 2, nm the command 
/optlsanmgr/hostagentlsbinltrlminstall.sh -uninstall and then 
activate Storage Allocater as described in the hp Open View stomge 
a/.locater 'instaJlation guüte. 
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A Linux host cannot see LUNs 

Symptom 

When a cat operation 
is perfom1ed on 
proc/scsi/scsi, no 
LUNs are listed. 

. , .. 

Cause/Solution 

If Storage Allocater is active on the host, and no L UNs are listed 
when you perform a cat operation on /proc/scsi/scsi, then the HBA 
driver is not installed. Install the appropriate HBA driver. 

When installing the HBA dliver, note the following: 

1. The driver object module needs to be present in the 
/lib/modulesl<kernel_ version>/drivers/scsi directory. 

2. To inseti the HBA dtiver, perfonn a.n insmod operation . 

216 hp OpenView storage allocater: Linux 



. ---. .....__ 

:"/:~ 
. '} . 

, '{( 
"··--. " . -----------.. -----... -----~-~-------~~~-~-"' ____ , ... ______ ~~-

Vou cannot assign more than 40 LUNs to a Linux host 

Symptom 

When 40 L UNs are 
assigned to a Linux 
host, additional LUN 
assignments fail. 

Cause/Solution 

If the value of "Maximum nwnber of SCSI disks that can be 
loaded as modules" was not set to 128 in the kernel rebuild 
section of the Linux preinstallation procedure (hp Open View 
storage area manager installation guide, Chapter 2) anda 
SCSI driver is loaded as part o f the kernel image, you will not 
be able to assign more than 40 LUNs to the host. Rebuild the 
kernel and , under SCSI support, set the "Maximum nun1ber of SCSI 
disks that can be loaded as modules" to 128. 
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The boot process hangs on a Linux host 

Symptom 

The boot process 
hangs on a Storage 
Allocater Linux host. 

!· 
·.·. 

Cause/Solution 

Storage Allocater failed to load. Try the following solutions: 

I. Storage Allocater was installed with a non-SMP kernel, and the 
system is being restarted with an SMP kernel. Restart with the kernel 
on which Storage Allocater was activated. Deactivate Storage Allocater, 
restem with the SMP kernel, and then activate Storage Allocater. If the 
boot process hangs after completing this step, continue with step 2. 

Note For instmctions on activating and deactivating Storage 
Allocater, se e the llp Open View stomge area m.a:nager 
instaUation _quide. 

2. The kernel was recompiled, but the HBA driver was not recompiled 
to support the new kernel version. Recompile the HBA driver to 
support the appropriate kernel version. If the boot process hangs after 
completing this step, continue with step 3. 

3. Storage Allocater was activated with a kernel that supported 
12-byte CDBs, and you are booting with a kernel that has been 
patched to use 16-byte CDBs. Restart with the kernel on which Storage 
Allocater was activated. Enter the command 
/optlsanmgr/hostagentlsbin/trlminstall.sh -postpatch, and reboot 
with the 16-byte CDB kernel. For more information about 16-byte CDB 
support, see page 158. 

-- ----- - ----·-- - ·-------------
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hp OpenView storage allocater: AIX 

Verifying that the daemon is running 

To verify that the St.orage Allocat.er daemon is running, type ps -e I grep TR and press 
Enter. 

If the daemon is nmning, this command should return the following response: 
TRAllocater d 

For example: 

# ps -e [grep TR 

1414 3 pts/0 0 : 00 TRAlloca t e r_d 

lf the daemon is not nmning, check the logfile 
(/opt/sanmgr/hostagentllog!LM_Daemon.log) for errors. To start the daemon, enter 
/opt/sanmgr/hostagent/sbin!LM_trigger start. To verify t.hat. t.he daemon started 

~:~~uccessfully, check t.he logfile. 
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A LUN cannot be unassigned from an AIX host 

Symptom 

The operation fails 
when you try to 
unassign a LUN. 

•· .. 

Cause/Solution 

The LUN contains a mounted file system that is in use. Stop any 
processes that are using the file system, and wunmmt the file system. 

-- ·------ - --- ·---------------------
The LUN is configured to be used with storage management 
software such as LVM. Storage Allocater cannot notify a third-party 
storage management application that a particular device needs to be 
removed from its configuration. To unassign a LUN that is being used 
with third-party storage management. software, manually remove it from 
the control of third-party storage management software. 

The LUN is in use by an application that accesses it directly. 
Storage Allocater cam10t determine which application is using the disk 
in question, or how to stop the application's access without interrupting 
what may be a cri ti cal process. To unassign this type of LUN, shut down 
the program that is using the LUN. 
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Configuring IP Routing Protocol-lndependent 
Features 
__ .,. ___ .,. ___ ·~...-JS ....... ~~ 

This chapter describes how to configure IP routing protocol-independent features . For a complete 
description o f the IP routing protocol-independent commands in this chapter, refer to the "IP Routing 
Protocol-Independent Commands" chapter o f the Cisco lOS IP Command Reference, Volume 2 o f 3: 
Routing Protocols publication. To loca te documentation of other commands in this chapter, use the 
command reference master index, or search online. 

To identify the hardware platform or software image information associated with a feature, use the 
Feature Navigator on Cisco.com to search for information about the feature or refer to the software 
release notes for a specific release . For more information, see the "Identifying Supported Platforms" 
section in the "Using Cisco lOS Software" chapter in this book. 

Rfotocol-lndependent Feature Task List 
Previous chapters addressed configurations of specific routing protocols. To configure optional 
protocol-independent features, perform any o f the tasks described in the following sections: 

• Us ing Vari ablc-Length Subnet Masks (Optional) 

• Configuring Stati c Routes (Optional) 

Specifying Defa ult Routes (Optional) 

• Changing thc Max imum Numbcr o f Paths (Optional) 

• Configuring Multi -Interface Load Splitting (Optional) 

Rcdi stributing Routing lnform at ion (Optional) 

Filtering Routing lnformation (Optional) 

• Enabling Poli cy Routing (Optional) 

Managi ng Authcnti cat ion Keys (Optional) 

Monitoring and Maintaining thc IP Network (Optional) 

See the section "IP Routing Protocol-lndependent Configurati on Examplcs" at the end ofthis chapter 
for configuration examples. 

Cisco lOS IP Configurati 
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Using Variable-Length Subnet Masks ·., 
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Using Variable-Length Subnet Masks 
. \ ~/~ 
\ "-,, 

\ ---- -

~ .. 

............... ·-· ... 
Enhanced IGRP (EIGRP), Intermediate System-to-Intermediate System (IS-IS) lnterdomaiii Routing 
Protocol, Open Shortest Path First (OSPF), Routing Information Protocol (RIP) Version 2, and static 
routes support variable-length subnet masks (VLSMs). With VLSMs, you can use different masks for 
the same network number on different interfaces, which allows you to conserve IP addresses and more 
efficiently use available address space. However, using VLSMs also presents address assignment 
challenges for the network administrator and ongoing administrative challenges. 

Refer to RFC I 219 for detailed information about VLSMs and how to correctly assign addresses. 

Note Consider your decision to use VLSMs carefully. You can easily make mistakes in address 
assignments and you will generally find it more difficult to monitor your network using VLSMs. 

~ .. 
Note The best way to implement VLSMs is to keep your existing numbering plan in place and gradually 

migrate some networks to VLSMs to recover address space. See the "Variable-Length Subnet Mask 
Example" section at the end ofthis chapter for an example ofusing VLSMs. 

Configuring Static Routes 

Command 

Static routes are user-defined routes that cause packets moving between a source and a destination to 
take a specified path. Static routes can be important ifthe Cisco lOS software cannot build a route to a 
particular destination. They are use fui for specifying a gateway o f last resort to which ali unroutable 
packets will be sent. 

To configure a static route, use the following command in global configuration mode: 

Purpose 

Router(config)# ip route prefix mask {ip-address 
interface-type interface-number) [distance] [tag tag] 

[permanent) 

Establishes a static route. 

See the "Ovcrriding Static Routes with Dynamic Protocols Example" section at the end o f this chapter 
for an example of configuring static routes. 

The software remembers static routes until you remove them (using the no form o f the ip route global 
configuration command). However, you can override static routes with dynamic routing information 
through prudent assignment o f administrative distance values. Each dynamic routing protocol has a 
default administrative distance, as Iisted in Table 9. lfyou would Iike a static route to be overridden by 
information from a dynamic routing protocol, simply ensure that the administrative distance ofthe static 
route is higher than that of the dynamic protocol. 

Tãble9 Dynamic Houting Protocol Defau/t Administrative Distances 

Route Source Default Distance 

Connected interface o 
Static route 

• Cisco !OS IP Co11figuration Guide 
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Configuring IP Routing Protocol-lndependent Features 

Specifying Default Routes 

Oynamic Routing Protocol Oefault Administra tive Oistances (continued) 

Route Source Default Distance 

Enhanced IGRP (EIGRP) summary route 5 

Exterior Border Gateway Protocol (BGP) 20 

Internai EIGRP 90 

IGRP 100 

OSPF 110 

IS-IS 115 

RIP 120 

EIGRP externai route 170 

Interior BGP 200 

Unknown 255 

Static routes that point to an interface will be advertised via RIP, IGRP, and other dynamic routing 
protocols, regardless o f whether redistribute static router configuration commands were specified for 
those routing protocols. These static routes are advertised because static routes that point to an interface 
are considered in the routing table to be connected and hence Jose their static nature . However, ifyou 
define a static route to an interface that is not one o f the networks defined in a network command, no 
dynamic routing protocols will advertise the route unless a redistribute static command is specified for 
these protocols . 

When an interface goes down, ali static routes through that interface are removed from the IP routing 
table. Also, when the software can no longer finda valid next hop for the address specified as the address 
o f the forwarding router in a static route, the static route is removed from the IP routing table. 

Specifying Default Routes 
A router might not be able to determine the routes to ali other networks. To provide complete routing 
capability, the common practice is to use some routers as smart routers and give the remaining routers 
default routes to the smart router. (Smart routers have routing table information for the entire 
internetwork.) These default routes can be passed along dynamically, or can be configured into the 
individual routers . 

Most dynamic interior routing protocols include a mechanism for causing a smart router to generate 
dynamic default information that is then passed along to other routers . 

Specifying a Default Network 

lfa router has a directly connected interface onto the specified default network, the dynamic routing 
protocols running on that device will generate or source a default route. In the case o f RIP, the router 
will advertise the pseudonetwork 0.0.0 .0. In the case ofiGRP, the network itselfis advertised and flagged 

as an exterior route. 

A router that is generating the default for a network also may need a default o f its own . One way a router 
can generate its own default is to specify a static route to the network 0.0 .0 .0 through the ap~iate 

device . \'\' . ~ 
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Configuring IP Routing Protocol-lndepé~dent Features 

Changing the Maximum Number of Paths 
/ l/ i)6q~ 

Command 

\ d eb..t./Cl 
\ '·, 

To define a static route to a network as the static default route, use the following comma~'d jn:glóbal 
configuration mode: -.. --· ·· ·-

Purpose 

Router(config)# ip default-network network-number Specifies a default network. 

Understanding Gateway of last Resort 

When default information is being passed along through a dynamic routing protocol, no further 
configuration is required. The system periodically scans its routing table to choose the optimal default 
network as its default route. In the case ofRIP, there is only one choice, network 0.0.0.0. In the case of 
JGRP, there might be severa( net.works that can be candidates for the system default. The Cisco lOS 
software uses both administrative distance and metric information to determine the default route 
(gateway o f last resort). The selected default route appears in the gateway o f last resort display o f the 
show ip route EXEC command. 

I f dynamic default information is not being passed to the software, candidates for the default route are 
specified with the ip default-network global configuration command. In this usage, the 
ip default-network command takes an unconnected network as an argument. Ifthis network appears in 
the routing table from any source (dynamic or static), it is flagged as a candidate default route and is a 
possible choice as the default route. 

Ifthe router has no interface on the default network, but does have a route to it, it considers this network 
as a candidate default path. The route candidates are examined and the best one is chosen, based on 
administrative distance and metric . The gateway to the best default path becomes the gateway o f last 
resort. 

Changing the Maximum Number of Paths 

Command 

By default, most IP routing protocols install a maximum offour parallel routes in a routing table. Static 
routes always install six routes . The exception is BGP, which by default allows only one path to a 
destination. 

The range o f maximum paths is one to six paths. To change the maximum number o f para li e! paths 
allowed, use the following command in router configuration mode: 

Purpose 

Route r (config-router)# maximum-paths max imum Configures the maximum number o f parallel paths 
allowed in a routing table. 

Configuring Multi-Interface Load Splitting 
Multi-interface load splitting allows you to efficiently contrai traffic that travels across multiple 
interfaces to the same destination. The traffic-share min router configuration command specifies that if 
multiple paths are available to the same destination, only paths with the minimum metric will be installed 
in the routing table. The number ofpaths allowed is never more than six. For dynamic routing protocols, 

• Cisco IOS.IP Configuration Guide 
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Configuring IP Routing Protocol-lndependent Features 

Redistributing Routing lnformation 

;, 6 9 q , ;~\., o um h" o f P"h' ;, oootmllod by th< m "imum-path• '"""' ooofi gumtioo oomm'"d. Tho ,,.,;c 
·,\ ··,·.oP, o_. I L\()..> rbute source can always install six paths. I f more paths are available, the extra paths are discarded. I f 

, ~ ()..}" some installed paths are removed from the routing table, pending routes are added automatically. 

\~. When the traffic-share min command is used with the across-interfaces keyword , an attempt is made 
to use as many different interfaces as possible to forward traffic to the same destination . When the 
maximum path limit has been reached anda new path is installed, the router compares the installed paths . 
For example, ifpath X references the same interface as path Y and the new path uses a di fferent interface, 
path X is removed and the new path is installed. 

Command 

To configure traffic that is distributed among multi pie routes o f unequal cost for equal cost paths across 
multiple interfaces, use the following command in router configuration mode : 

Purpose 

Router(config-router)# traffic-share min 
{across-interfaces} 

Configures multi-interface load splitting across different 
interfaces with equal cost paths . 

11edistributing Routing lnformation 

Command 

In addition to running multiple routing protocols simultaneously, the Cisco IOS software can redistribute 
information from one routing protocol to another. For example, you can instruct the software to 
readvertise IGRP-derived routes using RIP, or to readvertise static routes using the IGRP protocol. 
Redistributing information from one routing protocol to another applies to ali o f the IP-based routing 
protocols. 

You also can conditionally contrai the redistribution o f routes between routing domains by defining a 
method known as route maps between the two domains . 

The following four tables list tasks associated with route redistribution. Although redistribution is a 
protocol-independent feature, some ofthe match and set commands are specific to a particular protocol. 

To define a route map for redistribution, use the following command in global configuration mode : 

Purpose 

Router(config)# route-map map-tag [permit I deny] 
[sequence-number] 

Defines any route maps needed to contrai 
redistribution . 

Command 

One or more match commands and one or more set commands typically follow a route-map global 
configuration command. I f there are no mate h commands, then everything matches . I f there are no set 
commands, nothing is dane (other than the match) . Therefore, you need at least one match or set 
command. 

To define conditions for redistributing routes from one routing protocol into another, use at least one of 
the following commands in route-map configuration mode, as needed : 

Purpose 

Rou ter(config-route-map)# match as-path path-list-number Matches a BGP autonomous system path access li st . 

Router(config-route-map)# match community-list 
community-list-number [exact] 

Matches a BGP community list. 

0257 
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Configuring IP Routing Protocol-lndependent Features 

Redistributing Routlng lnformation 

-·· 

Command Purpose 

Router(config-route-mapl# match ip address Matches a standard access list. 
{access-list-number I access-list-name) 
r ... access -1 ist -number I .. . access-list-name] 

Router(config-route-map)# match metric metric-value Matches the specified metric. 

Router(config-route-map)# match ip next-hop Matches a next-hop router address passed by one ofthe 
{access-list-number I access-list-name) access Iists specified. 
[access-list-number I access-list-name] 

Router(config-route-map)# match tag tag-value [ tag-value] Matches the specified tag value . 

Router(config -route - map)# match interface interface- type Matches the specified next hop route out one o f the 
interface-number [interface-type interface-number] interfaces specified. 

Router(config-route-map)# match ip route-source Matches the address specified by the specified 
{access - list-number I access-list-name) advertised access Iists. 
[access - list-number I access-list -name] 

Router(config-route-map)# match route-type {local I Matches the specified route type. 
internal I external [type-1 I type-2] I level-1 I level-2} 

One or more match commands and one or more set commands should follow a route-map router 
configuration command. To define conditions for redistributing routes from one routing protocol into 
another, use at least one o f the following commands in route-map configuration mode as needed: 

Command Purpose 

Router(config-route-map)# set community {community-number Sets the communities attribute. 
[additive]} I none 

Router(config-route-map)# set dampening halflife reuse Sets BGP route dampening factors . 
suppress max-suppress-time 

Route'r,_,(config-route-map) # set local-preference Assigns a value to a local BGP path. 
number- val ue 

Router(config-route-map)# set weight weight Specifies the BGP weight for the routing table. 

Router(config-route-map)# set origin {igp I egp as-number Sets the BGP origin code. 
I incompleta} 

Router(config-route- map )# set as-path {tag 
as -path-string) 

I prepend Modifies the BGP autonomous system path. 

Router(config-route-map)# set next-hop next-hop Specifies the address o f the next hop. 

Rou t er(config-route-map)# set automatic-tag Enables automatic computing o f the tag table. 

Router(config-route-map)# set level {level-1 I level-2 I Specifies the areas in which to import routes. 
level-1-2 I stub-area I backbone) 

Router(config-route-map)# set metric metric-value Sets the metric value to give the redistributed routes 
(for any protocol except IGRP or Enhanced IGRP 
[EIGRP]). 

Router(config-route-map)# set metric bandwidth delay Sets the metric value to give the redistributed routes 
reliability loading mtu (for IGRP or EIGRP only). 

Router(config-route-map)# set metric-type {internal I Sets the metric type to give redistributed routes . 
external I type-1 I type-2} 

• Cisco lOS IP Conflguration Guide 
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\\ Redistributing Routing lnformation 

Command Purpose 

Router(config-route-map)# set metric-type interna! Sets the Multi Exit Discriminator (MED) value on 

prefixes advertised to Exterior BGP neighbor to match 

the Interior Gateway Protocol (IGP) metric ofthe next 
hop. 

Router(config-route-map)# set tag tag-value Sets the tag value to associ ate with the redistributed 
routes. 

.ep 1 

Step2 

Step3 
~ 
. ~- . 

Step4 

See the "BGP Route Map Examples" section in the " Configuring BGP" chapter for examples of BGP 
route maps . See the "BGP Community with Route Maps Examples" section in the "Configuring BGP" 
chapter for examples o f BGP communities and route maps. 

To distribute routes from one routing domain into another and to contrai route redistribution, use the 
following commands in router configuration mode: 

Command 

Router(config-router)# redistribute protoc ol 
[process-id) {level-1 I level-1-2 I level-2} [metric 
metri c-val ue) [metric- type type- val ue) [mate h 
interna! I externa! type-value) [tag tag-value) 
[route-map map-tag) [subnets) 

Router(config-router)# default-metric number 

Router(config-router)# default-metric bandwidth 
delay reliability loading mtu 

Router(config-router)# no default-information {in I 
out} 

Purpose 

Redistributes routes from one routing protocol to 
another routing protocol. 

Causes the current routing protocol to use the same 
metric value for ali redistributed routes (BGP, OSPF, 
RIP) . 

Causes the IGRP or Enhanced IGRP (EIGRP) routing 
protocol to use the same metric value for ali 
non-IGRP redistributed routes. 

Disables the redistribution of default information 
between IGRP processes, which is enabled by 
default. 

The metrics o fone routing protocol do not necessarily translate in to the metrics o f another. For example, 
the RIP metric is a hop count and the IGRP metric is a combination o f fi v e quantities . In such situations, 
an artificial metric is assigned to the redistributed route. Because of this unavoidable tampering with 
dynamic information, carelessly exchanging routing information between different routing protocols can 
create routing loops, which can seriously degrade network operation. 

Understanding Supported Metric T ranslations 

This section describes supported automatic metric translations between the routing protocols. The 
following descriptions assume that you have not defined a default redistribution metric that replaces 

metric conversions : 

RIP can automatically redistribute static routes . It assigns static routes a metric o f I ( directly 

connected). 

BGP does not normally send metrics in its routing updates. 
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filtering Routing lnformation \CY 
I \BoV . 
\, ·- -· .-·,_:.. - ·. 

IGRP can automatically redistribute static routes and information from other IGRP-routed 
autonomous systems. IGRP assigns static routes a metric that identifies them as di rectly connected. 
IGRP does not change the metrics o f routes derived from IGRP updates from other autonomous 
systems. 

Note that any protocol can redistribute other routing protocols i f a default metric is in effect. 

Filtering Routing lnformation 

~ .. 

To filter routing protocol information performing the tasks in the following sections. The tasks in the 
first section are required; the tasks in the remaining sections are optional : 

Prcvcnting Routing Updates Through an Interface (Required) 

Controlling the Advertising of Routes in Routing Updates (Optional) 

Controlling thc Proccss ing of Routing Updates (Optional) 

Filtcring Sources of Routing lnformation (Optional) 

Note When routes are redistributed between OSPF processes, no OSPF metrics are preserved. 

Preventing Routing Updates Through an Interface 

Command 

To prevent other routers on a local network from learning about routes dynamically, you can keep routing 
update messages from being sent through a router interface. Keeping routing update messages from 
being sent through a router interface prevents other systems on the interface from learning about routes 
dynamically. This feature applies to ali IP-based routing protocols except BGP. 

OSPF and IS-IS behave somewhat differently. In OSPF, the interface address you specify as passive 
appears as a stub network in the OSPF domain. OSPF routing information is neither sent nor received 
through the specified router interface. In IS-IS, the specified IP addresses are advertised without actually 
running IS-IS on those interfaces. 

To prevent routing updates through a specified interface, use the fo llowing command in router 
configuration mode: 

Purpose 

Rou t er (c onfig-route r )# passiva-interface 
i n t erface - t y pe i nterface - number 

Suppresses the sending o f routing updates through the 
specified interface. 

Se e the " Pass ivc I ntcrfacc Examples" section at the end o f this chapter for examples o f configuring 
passive interfaces. 

•• · Cisco lOS ·IP C~nfiguration Guide 
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Configuring Default Passive Interfaces 

Command 

In Internet service provi der (ISP) and large enterprise networks, many o f the distribution routers h ave 
more than 200 interfaces . Before the introduction ofthe Default Passive Interface feature, there were two 
possibilities for obtaining routing information from these interfaces : 

Configure a routing protocol such as OSPF on the backbone interfaces and redistribute connected 
interfaces . 

Configure the routing protocol on ali interfaces and manually set most o f them as passive . 

Network managers may not always be able to summarize type 5 link-state advertisements (LSAs) at the 
router leve! where redistribution occurs, as in the first possibility. Thus, a large number o f type 5 LSAs 
can be tlooded over the domain. 

In the second possibility, large type l LSAs might be flooded into the area . The Area Border Router 
(ABR) creates type 3 LSAs, one for each type I LSA, and floods them to the backbone. It is possible, 
however, to have unique summarization at the ABR leve!, which wili inject only one summary route in to 
the backbone, thereby reducing processing overhead. 

The prior solution to this problem was to configure the routing protocol on ali interfaces and manually 
set the passive-interface router configuration command on the interfaces where adjacency was not 
desired. But in some networks, this solution meant coding 200 or more passive interface statements. 
With the Default Passive Interface feature, this problem is solved by aliowing ali interfaces to be setas 
passive by default using a single passive-interface default command, then configuring individual 
interfaces where adjacencies are desired using the no passive-interface command. 

Thus, the Default Passive Interface feature simplifies the configuration o f distribution routers and allows 
the network manager to obtain routing information from the interfaces in large ISP and enterprise 
networks . 

To set ali interfaces as passive by default and then activate only those interfaces that need to have 
adjacencies set, use the foliowing commands beginning in global configuration mode : 

Purpose 

Step 1 Router (config) # router prot ocol Configures the routing protocol on the network. 

Sets ali interfaces as passive by default. 

Activates only those interfaces that need to have 
adjacencies set. 

Step2 Router(config-router)# passiva-interface default 

Step3 Router(config-router)# no passiva-interface 
interface- type 

Step4 Router(config-router)# network network -address 
!options) 

Specifies the listo f networks for the routing process . 
The network-address argument is an IP address 
written in dotted decimal notation- 172.24. 1 O 1.14, 
for example. 

See the section " Dcfault Pa ss ive Interface Exa mple" at the end ofthis chapter for an example ofa default 
passive interface. 

To verify that interfaces on your network have been set to passive, you could enter a network monitoring 
command such as the show ip ospf interface EXEC command, or you could verify the interfaces you 
enabled as active using a command such as the show ip interface EXEC command . 
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Command 

To preveni olhe r routers from leaming one or more routes, you can suppress routes from being àâ veitised 
in routing updates . Suppressing routes in route updates prevents other routers from learning the 
interpretation o f a particular device o fone or more routes . You cannot specify an interface name in 
OSPF. When used for OSPF, this feature applies only to externai routes . 

To suppress routes from being advertised in routing updates, use the following command in router 
configuration mode : 

Purpose 

Rou t e r(con f ig -route r) ff distribute-list 
{a c cess-l i s t-number I access -list-name) out 

Permits or denies routes from being advertised in 
routing updates depending upon the action listed in the 
access list. [ int e r fa c e - name I routi n g-process I as-number] 

Controlling the Processing of Routing Updates 

Command 

You might want to avoid processing certain routes listed in incoming updates . This feature does not 
apply to OSPF or IS-IS. To suppress routes in incoming updates, use the following command in router 
configuration mode: 

Purpose 

Ro u t er!co nfig ·router)ff distribute-list 
{ access ·li st·numbe r I a c cess - lis t -name) in 
[i n terface - type inte r face-number] 

Suppresses routes lis ted in updates from being 
processed . 

Filtering Sources of Routing lnformation 

Filtering sources o f routing information prioritizes routing information from different sources, beca use 
some pieces o f routing information may be more accurate than others . An administrative distance is a 
rating o f the trustworthiness of a routing information source, such as an individual router ora group of 
routers. In a large network, some routing protocols and some routers can be more reliable than others as 
sources o f routing information. Also , when multi pie routing processes are running in the same router for 
IP, it is possible for the same route to be advertised by more than one routing process. By specifying 
administrative distance values, you enable the router to intelligently discriminate between sources of 
routing information . The router will always pick the route whose routing protocol has the lowest 
administrative distance. 

To fi I ter sources o f routing information, use the following command in router configuration mo de : 

Command Purpose 

Route r (co nf i g-router)ff distance {ip - address {wildc a r d- Filters on routing information sources. 
mask )} [ip- stan da r d - l ist l [ip - e x tendedl 

114'flifj 

There are no general guidelines for assigning administrative distances because each network has its own 
requirements. You must determine a reasonable matrix o f administrative distances for the network as a 
whole . Tablc 9 shows the default administrative distance for various routing information sources . 
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For example, considera router using IGRP and RIP. Suppose you trust the IGRP-derived routing 
information more than the RIP-derived routing information . In this example, because the default IGRP 
administrative distance is lower than the default RIP administrative distance, the router uses the 
IGRP-derived information and ignores the RIP-derived information. However, ifyou lose the source of 
the IGRP-derived information (because of a power shutdown in another building, for example), the 
router uses the RIP-derived information until the IGRP-derived information reappears. 

For an example offiltering on sources ofrouting information, see the section "Administrative Distance 
Examplcs" !ater in this chapter. 

Note You also can use administrative distance to rate the routing information from routers running the 
same routing protocol. This application is generally discouraged i f you are unfamiliar with this 
particular use o f administrative distance, beca use it can result in inconsistent routing information, 
including forwarding loops. 

~ .. 
Note The weight o f a route can no longer be set with the distance command. To set the weight 

for a route, use a route-map. 

Enabling Policy Routing 

• 
--~. 

Policy routing is a more flexible mechanism for routing packets than destination routing. It is a process 
whereby the router puts packets through a route map before routing them. The route map determines 
which packets are routed to which router next. You might enable policy routing i f you want certa in 
packets to be routed some way other than the obvious shortest path. Possible applications for policy 
routing are to provide equal access, protocol-sensitive routing, source-sensitive routing, routing based 
on interactive versus batch traffic, and routing based on dedicated links. 

To enable policy routing, you must identify which route map to use for policy routing and create the 
route map. The route map itself specifies the match cri teria and the resulting action i f ali o f the match 
clauses are met. These steps are described in the following task tables. 

To enable policy routing on an interface, indicate which route map the router should use by using the 
following command in interface configuration mode. Ali packets arriving on the specified interface will 
be subject to policy routing. This command disables fast switching o f ali packets arriving on this 
interface. 

Purpose 

Router(config-if)# ip policy route-map map - tag Identifies the route map to use for policy routing . 

To define the route map to be used for policy routing, use the following command in global configuration 
mode : 

Command 

Router(config)# route-map map-tag [permit I deny) 
[sequence-number) 

Purpose 

Defines a route map to contrai where packets are output . 
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"~--- ------ ' . To define the cri teria by which packets are examined to learn ifthey will be policy-routeCI, -!:_!-se e ithJ .r-one 
or both ofthe following commands in route-map configuration mode. No match clause in thêrôú-te map 
indicates ali packets. 

Command Purpose 

Router(config-route-map)# match length minimum-length 
maximum-length 

Matches the Levei 3 length o f the packet. 

Router (config-route-map)# match ip address 
{acces s-list-number access - list -name) 
[acc ess-list-number I access-li s t - name] 

Matches the destination IP address that is permitted by 
one or more standard or extended access lists. 

Step 1 

Step2 

Step3 

Step4 

StepS 

To set the precedence and specify where the packets that pass the match criteria are output, use the 
following commands in route-map configuration mode: 

!Command Purpose 

Router (conf ig - route - map) # set ip precedence number I na me Sets the precedence value in the IP header. 

Rou t er(config-route-map)# set ip next-hop ip-address 
[ ip-address] 

Router(config-route-map)# set interface interface-type 
interface-number [ ... interface-type interface-number] 

Router(config-route - map)# set ip default next-hop 
ip-address [ip - address] 

Router(config-route-map)# set default interface 
interface-type interface -number [ ... interface - type 
interface-number] 

~ .. 

Specifies the next hop to which to route the 
packet. 
(lt must be an adjacent router) . 

Specifies the output interface for the packet. 

Specifies the next hop to which to route the 
packet, i f there is no explicit route for this 
destination. 

Note Like the set ip next-hop command, the 
set ip default next-hop command needs 
to specify an adjacent router. 

Specifies the output interface for the packet, if 
there is no explicit route for this destination. 

Note The set ip next-hop and set ip default next-hop are similar commands but have a different order of 
operations. Configuring the set ip next-hop command causes the system to use policy routing first 
and then use the routing table. Configuring the set ip default next-hop causes the system to use the 
routing table first and then policy route the specified next hop. 

The precedence setting in the IP header determines whether, during times ofhigh traffic, the packets will 
be treated with more or less precedence than other packets . By default, the Cisco lOS software !caves 
this value untouched; the header remains with the precedence value it had . 

The precedence bits in the IP header can be set in the router when policy routing is enabled. When the 
packets containing those headers arrive at another router, the packets are ordered for transmission 
according to the precedence set, i f the queueing feature is enabled. The router does not honor the 
precedence bits i f queueing is not enabled; the packets are sent in FIFO order. 

• Cisco lOS IP ,Col)figuratlon Guide 
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· You can change the precedence setting, using either a number or name. The names carne from RFC 791, 
but are evolving. You can enable other features that use the values in the set ip precedence route-map 
configuration command to determine precedence. Tablc I O lists the possible numbers and their 
corresponding name, from least important to most important. 

lãble 10 IP Precedence Values 

Number Na me 

o routine 

I priority 

2 immediate 

3 flash 

4 flash-override 

5 criticai 

6 internet 

7 network 

The set commands can be used with each other. They are evaluated in the arder shown in the previous 
task table. A usable next hop implies an interface. Once the local router finds a next hop and a usable 
interface, it routes the packet. 

To display the cache entries in the policy route cache, use the show ip cache policy EXEC command. 

lfyou want policy routing to be fast switched, see the following section "Enabling Fast-Switched Policy 
Routing." 

See the "Policy Routing Example" section at the end o f this chapter for an example o f policy routing. 

Enabling Fast-Switched Policy Routing 

IP policy routing can now be fast switched. Prior to fast-switched policy routing, policy routing could 
only be process switched, which meant that on most platforms, the switching rate was approximately 
I 000 to I 0,000 packets per second. Such rates were not fast enough for many applications. Users that 
need policy routing to occur at faster speeds can now implement policy routing without slowing down 
the router. 

Fast-switched policy routing supports ali ofthe match commands and most ofthe set commands, except 
for the following restrictions: 

• The set ip default command is not supported. 

• The set interface command is supported only over point-to-point links, unless a route cache entry 
exists using the same interface specified in the set interface command in the route map . Also, at the 
process levei, the routing table is consulted to determine i f the interface is on a reasonable path to 
the destination. During fast switching, the software does not make this check. Instead, i f the packet 
matches, the software blindly forwards the packet to the specified interface. 

Policy routing must be configured before you configure fast-switched policy routing . Fast switching of 
policy routing is disabled by default. To have policy routing be fast switched, use the following 
command in interface configuration mode: 

Cisco lOS IP 
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Command Purpose -- ~ --·- -· . 

Router(config-if)# ip route-cache policy Enables fast switching o f policy routing. 

Enabling Local Policy Routing 

Command 

Packets that are generated by the router are not norrnally policy routed. To enable local policy routing 
for such packets, indicate which route map the router should use by using the followi ng command in 
global configuration mode. Ali packets originating on the router will then be subject to local policy 
routing. 

Purpose 

Router(config)# ip local policy route-map map-tag Identifies the route map to use for local policy routing. 

Use the show ip local policy EXEC command to display the route map used for local policy routing, if 
one exists. 

Enabling Netflow Policy Routing 

•:. 

NetFiow policy routing (NPR) integrates policy routing, which enables traffic engineering and traffic 
classification, with NetFiow services, which provide billing, capacity planning, and monitoring 
inforrnation on real-time traffic flows. IP policy routing now works with Cisco Express Forwarding 
(CEF), distributed CEF (dCEF), NetFiow, and NetFlow flow acceleration. 

As quality o f service (QoS) and traffic engineering become more popular, so does interest in the ability 
o f policy routing to selectively set IP Precedence and type of service (ToS) bits (based on access lists 
and packet size), thereby routing packets based on predefined policy. lt is important that policy routing 
work well in large, dynamic routing environments. Hence, distributed support allows customers to 
leverage their investment in distributed architecture . 

NetFiow policy routing leverages the following technologies: 

• CEF, which looks ata Forwarding Information Base (FIB) instead o f a routing table when switching 
packets, to address maintenance problems o f a demand caching scheme. 

• dCEF, which addresses the scalability and maintenance problems o f a demand caching scheme. 

• NetFlow, which allows accounting, capacity planning, traffic monitoring, and flow-accelerating 
specific applications. 

Following are NPR benefits: 

• NPR takes advantage of the new switching services. CEF, dCEF, and NetFiow can now use policy 
routing . 

• Now that policy routing is integrated into CEF, policy routing can be deployed on a wide scale and 
on high-speed interfaces. 

Following are NPR restrictions : 

• NPR is only available on Cisco lOS platforrns that support CEF. 

Distributed FIB-based policy routing is only available on platforrns that support dCEF. 

• The Cisco 12000 platform currently is not supported. 

• Cisco lOS IP Conflguratlon Guide 
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Command 

Enabling Policy Routing 

Policy routing will not be flow accelerated i f any match packet-size clause o f a route map is 
configured. Beca use packet size is not parto f a flow definition, a policy routing decision cannot be 
based on a flow entry. 

The set ip next-hop verify-availability route-map configuration command of route-map is not 
supported in dCEF because dCEF does not support the Cisco Discovery Protocol (CDP) database. 

In arder for NetFlow policy routing to work, the following features must already be configured: 

CEF, dCEF, or NetFiow 

Policy routing 

To configure CEF, dCEF, or NetFiow, refer to the appropriate chapter ofthe Cisco lOS Switching 
Services Configuration Guide. 

NPR is the default policy routing mode. No additional configuration tasks are required to enable policy 
routing in conjunction with CEF, dCEF, or NetFiow. As soon as one ofthese features is tumed on, 
packets are automatically subject to policy routing in the appropriate switching path. 

There is one new, optional configuration command (set ip next-hop verify-availability) . This command 
has the following restrictions: 

It can cause some performance degradation due to CDP database lookup overhead per packet. 

CDP must be enabled on the interface. 

The directly connected next hop must be a Cisco device with CDP enabled. 

It is supported in NetFlow accelerated policy routing, but not available in dCEF, due to the 
dependency o f the CDP neighbor data base. 

It is assumed that policy routing itself is already configured. 

I f the router is policy routing packets to the next hop and the next hop happens to be down, the router 
will try unsuccessfully to use Address Resolution Protocol (ARP) for the next hop (which is down). This 
behavior will continue forever. 

To prevent this situation, you can configure the router to first verify that the next hops o f the route map 
are CDP neighbors o f the router before routing to that next hop. 

This task is optional because some media or encapsulations do not support CDP, or it may not be a Cisco 
device that is sending the router traffic. 

To configure the router to verify that the next hop is a CDP neighbor before the router tries to policy 
route to it, use the following command in route-map configuration mode: 

~ Jter(config-route - rnap)# set ip next-hop 
verify-availability 

Purpose 

Causes the router to confirm that the next hops ofthe route map are 
CDP neighbors o f the router. 

I 

I f the command shown is set and the next hop is nota CDP neighbor, the router looks to the subsequent 
next hop, i f there is one. I f there is none, the packets simply are not policy routed. 

I f the command shown is not set, the packets are either policy routed or remain forever unrouted . 

I f you want to selectively verify availability o f only some next hops, you can configure different 
route-map entries (under the same route map name) with different criteria (using access list matching or 
packet size matching), and use the set ip next-hop verify-availability configuration command 
selectively. 
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Command 

. li ld . . 1· . d N FI h EXCEC d t' ( Jh,t;;th/(J.; Typ1ca y, you wou use ex1stmg po 1cy routmg an et ow s ow comman s o,mo~I or ese . 
fcatures. For more information on these show commands, refer to the "IP Routing Protocot~lndependent · 
Commands" chapter o f the Cisco !OS JP Command Reference, Volume 2 o f 3: Routing Prot;;co1s - . 
publication for policy routing commands and the appropriate chapter ofthe Cisco !OS Switching 
Services Command Reference publication for NetFlow commands. 

To display the route map Inter Processar Communication (IPC) message statistics in the Route Processar 
(RP) or Versatile Interface Processar (VIP), use the following command in EXEC mode: 

Purpose 

Router# show routa-map ipc Displays the route map IPC message statistics in the RP or VIP. 

Managing Authentication Keys 

~- . 

Step 1 

!Command 

Key management is a method o f controlling authentication keys used by routing protocols. Not ali 
protocols can use key management. Authentication keys are available for Director Response Protocol 
(DRP) Agent, Enhanced IGRP (EIGRP), and RIP Version 2. 

Before you manage authentication keys, authentication must be enabled. See the appropriate protocol 
chapter to learn how to enable authentication for that protocol. 

To manage authentication keys, define a key chain, identify the keys that belong to the key chain, and 
specify how long each key is valid. Each key has its own key identifier (specified with the key key chain 
configuration command), which is stored locally. The combination ofthe key identitier and the interface 
associated with the message uniquely identities the authentication algorithm and Message Digest 5 
(MD5) authentication key in use. 

You can configure multiple keys with lifetimes. Only one authentication packet is sent, regardless ofhow 
many valid keys exist. The software examines the key numbers in arder from lowest to highest, and uses 
the first valid key it encounters. The lifetimes allow for overlap during key changes. Note that the router 
must know the time. Refer to the Network Time Protocol (NTP) and calendar commands in the 
"Performing Basic System Management" chapter o f the Cisco !OS Configuration Fundamentais 
Configuration Guide. 

To manage authentication keys, use the following commands beginning in global configuration mode: 

Purpose 

Router(config)#kay chain name-of-chain ldentifies a key chain. 

Step2 Router(config-keychain)# kay number Identifies the key number in key chain 
configuration mode. 

Stepl Router(config-keychain-key)# kay-string text 

Step4 Router(config-keychain-key)# accapt-lifatima start-time 
{infinita I end-time I duration seconds)] 

StepS Router(config-keychain-key)# sand-lifatima start-time 
{infinita I end - time I duration seconds) 

Identifies the key string in key chain 
configuration mode. 

Specities the time period during which the key 
can be received. 

Specities the time period during which the key 
can be sent. 

Use the show key chain EXEC command to display key chain information. For examples of key 
management, see the "Kcy Management Exampl es" section at the end ofthis chapter. 
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''·-Monitóring and Maintaining the IP Network 
You can remove ali contents o f a particular cache, table, or database . You also can display specific 
statistics. The following sections describe each o f these tasks . 

Clearing Routes from the IP Routing T able 

You can remove ali contents o f a particular table. Clearing a table can become necessary when the 
contents o f the particular structure have beco me, o r are suspected to be, invalid. 

To clear one or more routes from the IP routing table, use the following command in EXEC mode: 

Command Purpose 

Router# clear ip route { network [mask] I *} Clears one or more routes from the IP routing table. 

l")isplaying System and Network Statistics 

You can display specific statistics such as the contents o f IP routing tables, caches, and databases. 
Information provided can be used to determine resource utilization and solve network problems. You can 
also display information about node reachability and discover the routing path packets leaving your 
device are taking through the network . 

To display various routing statistics, use the following commands in EXEC mode, as needed : 

~ommand Purpose 

Roúter# show ip cache policy Displays the cache entries in the policy route cache. 

Router# show ip local policy Displays the local policy route map i fone exists. 

Router# show ip policy Displays policy route maps. 

Router# show ip protocole Displays the parameters and current state o f the active 
routing protocol process. 

Router# show ip route [address [mask] [longer-prefixes]] Displays the current state o f the routing table. 
I [protocol [process-id]] 

Router# show ip route summary Displays the current state ofthe routing table in summary 

l 
form . 

AI ter# show ip route supernets-only Displays supernets. 

Router# show key chain [name-of-chain] Displays authentication key information. 

Router# show route-map [map-name] Displays ali route maps configured or only the one 
specified. 
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IP Routing Protocol-lndependent Configuration Examples 
' ·, 

The following sections provide routing protocol-independent configuration examples: 

Variablc-Length Subnct Mask Examplc 
;JG i-G'·. \ 

Ovcrriding Slatic Routcs with Dynamic Protocol s Example 

Administrativc Distance Examplcs 

Static Routing Redistribution Example 

IGRP Redistribution Example 

RIP and IGRP Rcdistribution Example 

EIGRP Redistribution Examples 

RIP and EIGRP Redistribution Examples 

OSPF Routing and Route Redistribution Examples 

Default Metric Values Redistribution Example 

Route Map Examples 

Passive Interface Examples 

Policy Routing Examp le 

NetFiow Policy Routing Example 

Key Management Examples 

Variable-Length Subnet Mask Example 

fo.uJQ_ 

In the following example, a 14-bit subnet mask is used, leaving two bits of address space reserved for 
serialline host addresses. There is sufficient host address space for two host endpoints on a 
point-to-point serial link. 

interface ethernet O 
ip address 131 . 107 . 1 . 1 255 . 255 . 255 . 0 

I 8 bits of host address space reserved for ethernets 

interface serial O 
ip address 131.107 .254.1 255.255.255.252 

I 2 bits of address space reserved for serial lines 

I Router ia configured for OSPF and assigned AS 107 
router ospf 107 
I Specifies network directly connected to the router 
network 131.107 . 0.0 0 . 0.255.255 area 0.0.0.0 

Overriding Static Routes with Dynamic Protocols Example 

In the following example, packets for network 1 0.0.0 .0 from Router B (where the static route is installed) 
will be routed through 131.108.3.4 i f a route with an administrative distance less than li O is not 
available. Figure 60 illustrates this example. The route leamed by a protocol with an administrative 
distance o f less than li O might cause Router B to send traffic destined for network I 0.0.0.0 via the 
altemate path-through Router D. 

ip route 10 . 0.0.0 255.0 . 0 . 0 131 . 108 . 3.4 110 
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Figure 60 Oveniding Static Routes 

Router A 

10.0.0.0 

Router O 

Administrative Distance Examples 

In the following example, the router igrp global configuration command sets up IGRP routing in 
autonomous system I 09. The network router configuration commands specify IGRP routing on 
networks 192.31.7 .O and 128.88.0.0. The first distance router configuration command sets the default 
administrative distance to 255, which instructs the router to ignore ali routing updates from routers for 
which an explicit distance has not been set. The second distance command sets the administrative 
distance to 90 for ali routers on the Class C network 192.31.7 .0. The third distance command sets the 
administrative distance to 120 for the router with the address 128.88. 1.3. 

router igrp 109 
network 192 . 31 . 7 . 0 
network 128.88.0 . 0 
distance 255 
distance 90 192 . 31 . 7 . 0 0.0 . 0 .2 55 
distance 120 128.88.1.3 0 . 0 . 0 . 0 

The following example assigns the router with the address 192.31.7.18 an administra tive distance o f I 00, 
and ali other routers on subnet 192.31.7 .O an administrative distance o f 200 : 

di s tance 100 192.31 . 7.18 0 . 0.0 . 0 
distance 200 192 . 31 . 7 . 0 0 . 0 . 0 . 255 

However, ifyou reverse the order ofthese commands, ali routers on subnet 192.31.7.0 are assigned an 
administrative distance o f 200, including the router at address 192.31.7.18: 

distance 200 192.31 . 7 . 0 0 . 0 . 0 . 255 
distance 100 192. 31 . 7 . 18 0.0 . 0.0 

Assigning administrative distances is a problem unique to each network and is done in response to the 
greatest perceived threats to the connected network. Even when general guidelines exist, the network 
manager must ultimately determine a reasonable matrix of administrative distances for the network as a 
whole . 

In the following example, the distance value for IP routes learned is 90. Preference is given to these IP 
routes rather than routes with the default administrative distance value o f 11 O. 

router isis 
distance 90 ip 
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Static Routing Redistribution Example 

In the example that follows, three static routes are specified, two ofwhich are to be advertised. The static 
routes are created by specifying the redistribute static router confi guration command, then specifying 
an access list that allows only those two networks to be passed to the IGRP process. Any redistributed 
static routes should be sourced by a single router to minimize the likelihood of creating a ~outing ·loop . 

ip route 192 . 1.2.0 255 . 255.255 . 0 192.31.7 . 65 
ip route 193.62 . 5.0 255 . 255.255.0 192.31.7 . 65 
ip route 131.108 . 0 . 0 255 . 255.255 . 0 192 . 31.7.65 
access-list 3 permit 192 . 1 . 2.0 
access-list 3 permit 193 . 62 . 5 . 0 

router igrp 109 
network 192.31 . 7 . 0 
default-metric 10000 100 255 1 1500 
redistribute static 
distribute-list 3 out static 

IGRP Redistribution Example 

. " /, :26~ - '· 
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Each IGRP routing process can provide routing information to only one autonomous system; the 
Cisco lOS software must run a separate IGRP process and maintain a separate routing database for each 
autonomous system it services. However, you can transfer routing information between these routing 
databases. 

Suppose the router has one IGRP routing process for network 15.0.0.0 in autonomous system 71 and 
another for network 192.31.7.0 in autonomous system 109, as the following commands specify: 

router igrp 71 
network 15 . 0 . 0 . 0 

router igrp 109 
network 192 . 31.7.0 

To transfer a route to 192.31 .7 .O in to autonomous system 71 (without passing any other information 
about autonomous system I 09), use the command in the following example: 

router igrp 71 
redistribute igrp 109 
distribute-list 3 out igrp 109 

access-list 3 permit 192 . 31 . 7 . 0 

RIP and IGRP Redistribution Example 

Considera WAN ata university that uses RIPas an interior routing protocol. Assume that the university 
wants to connect its WAN to a regional network, 128.1.0.0, which uses IGRP as the routing protocol. 
The goal in this case is to advertise the networks in the university network to the routers on the regional 
network. The commands for the interconnecting router are listed in the example that follows : 

router igrp 109 
network 128 . 1.0.0 
redistribute rip 
default-metric 10000 100 255 1 1500 
distribute-list 10 out rip 
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In this example, the router global configuration command starts an IGRP routing process . The network 
router configuration command specifies that network 128.1 .0.0 (the regional network) isto receive IGRP 
routing information. The redistribute router configuration command specifies that RIP-derived routing 
information be advertised in the routing updates. The default-metric router configuration command 
assigns an IGRP metric to ali RIP-derived routes. 

The distribute-Jist router configuration command instructs the Cisco IOS software to use access list I O 
(not defined in this example) to limit the number of entries in each outgoing update . The access list 
prevents unauthorized advertising o f university routes to the regional network. 

EIGRP Redistribution Examples 

Each Enhanced IGRP (EIGRP) routing process provides routing information to only one autonomous 
system. The Cisco IOS software must run a separate EIGRP process and maintain a separate routing 
database for each autonomous system it services. However, you can transfer routing information 
between these routing databases. 

Suppose the software has one EIGRP routing process for network 15.0.0.0 in autonomous system 71 and 
another for network 192.31.7.0 in autonomous system 109, as the following commands specify: 

router eigrp 71 
network 15.0 . 0.0 

router eigrp 109 
network 192 . 31 . 7 . 0 

To transfer a route from 192.31.7 .O in to autonomous system 71 (without passing any other information 
about autonomous system I 09), use the command in the following example: 

router eigrp 71 
redis t ribute eigrp 10 9 route-map 109-to- 71 
route-map 109-to-71 permit 
match ip address 3 
set metric 10000 100 1 255 1500 

access-list 3 permit 192 . 31.7.0 

The following example is an alterna tive way to transfer a route to 192.31.7 .O in to autonomous system 
71 . Unlike the previous configuration, this one does not allow you to arbitrarily set the metric. 

router eigrp 71 
redistribute eigrp 109 
distribute-list 3 out eigrp 109 

access-list 3 permit 192.31 . 7 . 0 

(_ ]p and EIGRP Redistribution Examples 

This section provides a simple RIP redistribution example and a complex redistribution example 
between Enhanced IGRP (EIGRP) and BGP. 

Simple Redistribution Example 

I 

Considera WAN ata university that uses RIPas an interior routing protocol. Assume that the university 
wants to connect its WAN to a regional network, 128.1.0.0, which uses Enhanced IGRP (EIGRP) as the 
routing protocol. The goal in this caseis to advertise the networks in the university network to the routers 
on the regional network . 

The commands for the interconnecting router are listed in the example that follows: 
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router eigrp 109 
network 128 . 1 . 0.0 
redistribute rip 
default-metric 10000 100 255 1 1500 
distribute-list 10 out rip 

In this example, the router global configuration command starts an EIGRP routing process. The 
network router configuration command specifies that network 128.1 .0.0 (the regional network) is to 
send and receive EIGRP routing information . The redistribute router configuration command specifies 
that RIP-derived routing information be advertised in the routing updates. The default-metric router 
configuration command assigns an EIGRP metric to ali RIP-derived routes. 

The dlstribute-Iist router configuration command instructs the Cisco lOS software to use access list I O 
(not defined in this example) to limit the entries in each outgoing update. The access list prevents 
unauthorized advertising o f university routes to the regional network. 

Complex Redistribution Example 

.•. 

The most complex redistribution case is one in which mutual redistribution is required between an IGP 
(in this case EIGRP) and BGP. 

Suppose that BGP is running on a router somewhere else in autonomous system I, and that the BGP 
routes are injected into EIGRP routing process I. You must use filters to ensure that the proper routes 
are advertised. The example configuration for router R I illustrates use o f access filters anda distribution 
Iist to filter routes advertised to BGP neighbors. This example also illustrates configuration commands 
for redistribution between BGP and EIGRP. 

! Configuration for router R1: 
router bgp 1 
network 131.108 . 0 . 0 
neighbor 192.5.10.1 remete-as 2 
neighbor 192 . 5.10 . 15 remete-as 1 
neighbor 192.5 . 10.24 remete-as 3 
redistribute eigrp 1 
distribute-list 1 out eigrp 1 

! All networks that should be advertised from R1 are contro lled with access lists: 

access-list 1 permit 131.108.0 . 0 
access - list 1 permit 150.136.0 . 0 
access-list 1 permit 128 . 125.0 . 0 

router eigrp 1 
network 131.108 . 0 . 0 
network 192.5 . 10.0 
redistribute bgp 1 

OSPF Routing and Route Redistribution Examples 

OSPF typically requires coordination among many internai routers, ABRs, and Autonomous System 
Boundary Routers (ASBRs) . Ata minimum, OSPF-based routers can be configured with ali default 
parameter values, with no authentication, and with interfaces assigned to areas . 
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Three types o f examples follow : 

The first examples are simple configurations illustrating basic OSPF commands. 

The second example illustrates a configuration for an internai router, ABR, and ASBRs within a 
single, arbitrarily assigned, OSPF autonomous system . 

The third example illustrates a more complex configuration and the application o f various tools 
available for controlling OSPF-based routing environments. 

Basic OSPF Configuration Examples 

The following example illustrates a simple OSPF configuration that enables OSPF routing process 9000, 
attaches Ethernet interface O to area 0.0.0.0, and redistributes RIP into OSPF, and OSPF into RIP: 

interface ethernet O 
ip address 130.93 . 1.1 255.255.255.0 
ip ospf cost 1 

interface ethernet 1 
ip address 130.94.1.1 255 . 255.255 . 0 

router ospf 9000 
network 130 . 93.0.0 0 . 0.255 . 255 area 0.0.0.0 
redistribute rip metric 1 subnets 

router rip 
network 130.94 . 0.0 
redistribute ospf 9000 
default-metric 1 

The following example illustrates the assignment o f four area IDs to four IP address ranges . In the 
example, OSPF routing process 109 is initialized, and four OSPF areas are defined: 10.9.50.0, 2, 3, and 
O. Areas I 0.9.50.0, 2, and 3 mask specific address ranges, while are a O enables OSPF for ali other 
networks. 

router ospf 109 
network 131.108 . 20.0 0.0.0 . 255 area 10 . 9 . 50.0 
network 131.108.0 . 0 0.0.255 . 255 area 2 
network 131.109 . 10 . 0 0.0 . 0 . 255 area 3 
network 0.0 . 0.0 255 . 255 . 255 . 255 area O 

! Interface EthernetO is in area 10 . 9 . 50 . 0: 
interface ethernet O 
ip address 131.108 . 20.5 255 . 255.255.0 

! Interface Ethernet1 is in area 2: 
interface ethernet 1 
ip address 131 . 108 . 1 . 5 255.255.255.0 

! Interface Ethernet2 is in area 2: 
interface ethe r net 2 
ip address 131.108 .2 . 5 255. 25 5 .255.0 

! Interface Ethernet3 is in area 3: 
interface ethernet 3 
ip address 131.109.10.5 255.255.255.0 

I 

! Interface Ethernet4 is in area O: 
interface ethernet 4 
ip address 131 . 109.1.1 255 . 255.255.0 

I 

~ 
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I Interface Ethernet5 is in area 0: 
interface ethernet 5 
ip address 10 . 1 . 0 . 1 2 55 . 255.0 . 0 

Each network router configuration command is evaluated sequentially, so the specific arder o f these 
commands in the configuration is important. The Cisco lOS software sequentially evaluates the 
address/wildcard-mask pai r for each interface. See the "IP Routing Protocols Commands" chapter ofthe 
Cisco !OS IP Command Reference, Volume 2 o f 3: Routing Protocols publication for more information. 

Consider the first network command. Area ID I 0.9.50.0 is configured for the interface on which subnet 
131.108.20.0 is located. Assume that a match is determined for interface Ethernet O. Interface Ethernet 
Ois attached to Area 10.9.50.0 only. 

The second network command is evaluated next. For Area 2, the same process is then applied to ali 
interfaces (except interface Ethernet 0) . Assume that a match is determined for interface Ethernet I. 
OSPF is then enabled for that interface and Ethernet I is attached to Area 2. 

This process o f attaching interfaces to OSPF areas continues for ali network commands. Note that the 
last network command in this example is a special case. With this command, ali available interfaces (not 
explicitly attached to another area) are attached to Area O. 

Internai Router, ABR, and ASBRs Configuration Example 

·--... ~. 

Figure 61 provides a general network map that illustrates a sample configuration for severa! routers 
within a sing1e OSPF autonomous system. 
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Figure 61 Example OSPF Autonomous System Network Map 

OSPF domain (BGP autonomous system 1 09) 

Area 1 

Router A Router B 

Interface address: 
131.108.1.1 

Router C 

Network: 131 .108.1.0 

E
3 

Interface address: 
131 .108.1.3 

SO Interface address: 
131.108.2.3 

Network: 131.108.2.0 

Network: 10.0.0.0 

Interface address: 
131.108.2.4 

Interface address: 
10.0.0.4 

E5 

Interface address: 
10.0.0.5 

Area O 

Router E 

Interface address: 
11.0.0.5 

Network: 11 .0.0.0 

Remote address : 
11.0.0.6 
in autonomous 
system 110 

In this configuration, five routers are configured in OSPF autonomous system I 09 : 

Router A and Router B are both interna! routers within area I. 

Router C is an OSPF ABR. Note that for Router C, area I is assigned to E3 and Area O is assign ed 

toSO . 

Router O is an interna! router in area O (backbone area) . In this case, both network router 
configuration commands specify the same area (area O, or the backbone area). 

Router Eis an OSPF ASBR. Note that BGP routes are redistributed into OSPF and that these routes 

are advertised by OSPF. 
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Note lt is not nccessary to include definitions o f ali areas in an OSPF autonomous system in th~ 
configuration of ali routers in the autonomous system. You must only define the directly connected .> _.. 
areas. In the cxample that follows , routes in Area O are learned by the routers in area I (Router A and 
Routcr B) when the ABR (Router C) injects summary LSAs into area I. 

Autonomous system I 09 is connected to the outside world via the BGP link to the externai peer at IP 
address 11 .0.0.6 . 

Following is the cxample configuration for the general network map shown in Figure 6 1. 

Router A Configuration-lntemal Router 

interface ethernet 1 

ip address 131.108.1. 1 255.255.255 . 0 

router ospf 109 
network 131.108.0.0 0.0.255.255 area 1 

Router B Configuration-lntemal Router 

interface ethernet 2 
ip address 131 . 108.1.2 255 . 255.255.0 

router ospf 109 
network 131 . 108 . 0 . 0 0.0.255.255 area 1 

Router C Configuration-ABR 

interface ethernet 3 
ip address 131 . 108 . 1.3 255 . 255 .2 55.0 

interface serial O 
ip address 131 . 108.2 .3 255.255.255 . 0 

router ospf 109 
network 131.108.1.0 0.0.0 . 255 area 1 
network 131.108.2.0 0.0 . 0.255 area O 

Router D Configuration-lntemal Router 

interface ethernet 4 
ip address 10 . 0.0 . 4 255 . 0.0.0 

interface serial 1 
ip address 131 . 108.2 . 4 255 . 255.255.0 

router ospf 109 
network 131.108 . 2.0 0.0.0 . 255 area o 
network 10 .0.0. 0 0.255 .2 55 . 255 area O 

Router E Configuration-ASBR 

interface etherne t 5 
ip address 10 .0.0.5 255.0.0.0 

in terf ace serial 2 
ip address 11.0.0.5 255.0.0.0 

rou t er ospf 109 
network 10.0.0.0 0.255.255.255 area O 
redistribute bgp 109 metric 1 metric-type 1 
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' rDuter bgp 109 
'network 131.108.0.0 
network 10.0.0 . 0 

neighbor 11.0.0.6 remate-as 110 

IP Routing Protocol-lndependent Configuration Examples 

Complex OSPF Configuration Example 

The following example configuration accomplishes severa! tasks in setting up an ABR. These tasks can 
be split into two general categories: 

Basic OSPF configuration 

Route redistribution 

The specific tasks outlined in this configuration are detailed briefly in the following descriptions . 
Figure 62 illustrates the network address ranges and area assignments for the interfaces. 

Figure 62 Interface and Area Specilications for OSPF Conliguration Example 

Network address range: 
192.42.110.0 through 192.42.110.255 
Area 10: 192.42.1 . ...:1..:.0:..::.0 ___ -,--___ _ 

~ 

I 
Network address range: 
36.56.0.0 through 35.56.255.255 
Area 10: 36 .0.0.0 
Configured as stub area 

Router A EO 

E3 

Network address range: 
131.119.251.0 through 131.119.251.255 

/ Area 10: O 
E1,;1 I Configured as backbone area 

Network address range: 
131.119.254.0 through 131.254.255 
Area 10: O 
Configured as backbone area 

The basic configuration tasks in this example are as follows: 

Configure address ranges for Ethernet interface O through Ethernet interface 3 . 

Enable OSPF on each interface. 

Set up an OSPF authentication password for each area and network . 

Assign link-state metrics and other OSPF interface configuration options . 

Create a stub area with area ID 36.0.0.0. (Note that the authentication and stub options ofthe area 
router configuration command are specified with separa te area command entries , but can be merged 

into a single area command.) 

Specify the backbone area (area 0). 

Configuration tasks associated with redistribution are as follows: 

Redistribute IGRP and RIP into OSPF with various options set (including metric-type, metric, tag, 
and subnet) . 

Redistribute IGRP and OSPF into RIP. 

The following is an example OSPF configuration: t 
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inter f ace ethernet O 
ip address 19 2. 4 2 . 110.201 255.2 5 5 . 255.0 
ip ospf au t hentica t ion - key abcdefgh 
ip ospf cost 10 

in t er f ace ethernet 
ip address 131 . 119.251.201 255.255.255.0 
ip ospf authenticat i on-key i jklmnop 

ip ospf cost 20 
ip ospf retransmit-interval 10 
ip ospf transmit-delay 2 
ip ospf priority 4 

inte r face ethernet 2 
ip address 131.119 . 254.201 255 . 255.255.0 
ip ospf authentication-key abcdefgh 
ip ospf cost 10 

interface ethernet 3 
ip address 36.56.0 . 201 255.255 . 0.0 
ip ospf authentication - key ijklmnop 
ip ospf cost 20 
ip ospf dead-interval 80 

In the follow ing configuration, OSPF is on network 131.119.0.0: 

router ospf 201 
network 36 . 0.0.0 0.255.255.255 area 36.0.0.0 
network 192 . 42 . 110.0 0 . 0.0.255 area 192.42.110.0 
network 131.119.0.0 0.0.255.255 area O 
area O authentication 
area 36.0.0.0 stub 
area 36.0 . 0.0 authentication 
area 36.0.0.0 default-cost 20 
area 192.42.110.0 authentication 
area 36 . 0.0 . 0 range 36.0 . 0.0 255.0 . 0 . 0 
area 192.42 . 110.0 range 192.42.110.0 255.255.255 . 0 
area O range 131.119.251 . 0 255.255.255 . 0 
area o range 131.119.254.0 255.255.255.0 

redistr i bute igrp 200 metric-type 2 metric 1 tag 200 subnets 
redistribute rip metric-type 2 metric 1 tag 200 

In thc fo ll owi ng configuration IGRP autonomous system 200 is on 131. 11 9.0.0: 

router igrp 200 
network 131 . 119.0.0 

! RIP for 192.42 . 110 

router rip 
network 192.42 . 110 . 0 
redis t ribute igrp 200 metric 1 
r e d istr ibute o spf 20 1 met r ic 1 
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The following example shows a router in autonomous system 109 using both RIP and IGRP. The 
example advertises IGRP-derived routes using RIP and assigns the IGRP-derived routes a RIP metric of 
10. 

router rip 
default - metric 10 
redistribute igr p 109 

Route Map Examples 

The examples in this section illustrate the use o f redistribution, with and without route maps . Examples 
from both the IP and Connectionless Network Service (CLNS) routing protocols are given. 

The following example redistributes ali OSPF routes into IGRP: 

router igrp 109 
redistribute ospf 110 

The following example redistributes RIP routes with a hop count equal to I into OSPF. These routes will 
be redistributed in to OSPF as externai LSAs with a metric o f 5, metric a type o f type I, anda tag equal 
to I. 

router ospf 109 
redistribute rip route-map rip-to-ospf 

I 

route-map rip-to-ospf permit 
match metric 1 
set metric 5 
set metric-type type1 
set tag 1 

The following example redistributes OSPF learned routes with tag 7 as a RIP metric o f 15 : 

router rip 
redistribute ospf 109 route-map 5 

route-map 5 permit 
match tag 7 
set metric 15 

The following example redistributes OSPF intra-area and interarea routes with next hop routers on serial 
interface O into BGP with an INTER_AS metric of 5: 

router bgp 109 
redistribute ospf 109 route-map 10 

route-map 10 permit 
match route - type internal 
match interface serial O 
set metric 5 

The following example redistributes two types o f routes in to the integrated IS-IS routing table 
(supporting both IP and CLNS). The first type is OSPF externai IP routes with tag 5; these routes are 
inserted into Levei 2 IS-IS Iink-state packets (LSPs) with a metric of 5. The second type is ISO-IGRP 
derived CLNS prefix routes that match CLNS access Iist 2000; these routes will be redistributed into 
IS-IS as Levei 2 LSPs with a metric of 30. 

router isis 
redistribute ospf 109 route-map 2 
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rediatribute iso-igrp nsfnet rou t e-map 3 

I 
route-map 2 permit 

match route - type externa! 
match tag 5 
aet metric 5 
aet level level- 2 

I 

route-map 3 permi t 
match address 2000 
aet metric 30 

With the following configuration, OSPF externai routes with tags I, 2, 3, and 5 are redistributed into RIP 
with metrics o f I, I, 5, and 5, respectively. The OSPF routes with a tag o f 4 are not redistributed. 

router rip 
rediatribute ospf 109 route-map 1 

I 

route-map 1 permit 
match tag 1 2 
aet metric 1 

route-map 1 permit 
match tag 3 
aet metric 5 

route-map 1 deny 
match tag 4 

route map 1 permit 
match tag 5 
aet metric 5 

Given the following configuration, a RIP learned route for network 160.89.0.0 and an ISO-IGRP Ieamed 
route with prefix 49.0001.0002 will be redistributed into an IS-IS Level2 LSP with a metric of5: 

router iaia 
rediatribute rip route - map 1 
rediatribute iso-igrp remote route-map 1 

I 

route-map 1 permit 
match ip addreas 1 
match clna address 2 
aet metric 5 
aet level level-2 

I 
acceaa - list 1 permit 160 . 89 . 0 . 0 0 . 0.255 . 255 

clna filter-set 2 permit 49.0001 . 0002 ... 

The following configuration example illustrates how a route map is referenced by the 
default-informatlon router configuration command. This type ofreference is called conditional default 
origination. OSPF will originate the default route (network 0.0.0.0) with a type 2 metric of 5 if 
140.222 .0.0 is in the routing table . 

route-map ospf - default permit 
match ip address 1 
set metric 5 
set metric-type type- 2 

I 

access - list 1 140 . 222.0 . 0 0 . 0 .2 55.255 
I 

router ospf 109 
default - information originat e route-map ospf - defaul t 
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See more route map examples in the sections "BGP Route Map Examples" and "BGP Commufii~-".;;,.~~- ·~-.. .. 
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The following example sends IGRP updates to ali interfaces on network 131 . I 08.0.0 except Ethernet 
interface I . Figure 63 shows this configuration. 

router igrp 109 
network 131 . 108.0.0 
passive-interface ethernet 1 

Figure 63 Filtering IGRP Updates 

IGRP router 

E1 

No routing updates 
sent to this interface 

In the following example, as in the first example, IGRP updates are sent to ali interfaces on network 
131.108.0.0 except Ethemet interface I . However, in this case a neighbor router configuration command 
is included, which permits the sending ofrouting updates to specific neighbors . One copy ofthe routing 
update is generated per neighbor. 

router igrp 109 
network 131.108.0.0 
passive-interface ethernet 1 
neighbor 131 . 108.20.4 

In OSPF, helio packets are not sent on an interface that is specified as passive. Hence, the router will not 
be able to discover any neighbors, and none o f the OSPF neighbors will be able to see the router on that 
network. In effect, this interface will appear as a stub network to the OSPF domain. This configuration 
is useful ifyou want to import routes associated with a connected network in to the OSPF domain without 
any OSPF activity on that interface. 

The passive-interface router configuration command typically is used when the wildcard specification 
on the network router configuration command configures more interfaces than is desirable. The 
following configuration causes OSPF to run on ali subnets o f 131.108.0.0: 

interface ethernet O 
ip address 131.108.1 . 1 255 . 255.255 . 0 

interface ethernet 1 
ip address 131.108.2.1 255.255.255.0 

interface ethernet 2 
ip address 131.108 . 3.1 255 .255 .255 . 0 

router ospf 109 
network 131.108.0.0 0 . 0 . 255.255 area O 

I f you do not want OSPF to run on 131.1 08.3 .0, ente r the following commands: 

router ospf 109 

Cisco lOS IP Configura · 
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network 131.108.0 .0 0.0.255.255 area O 
passive-interface ethernet 2 

/ 
/ !2G6R_ 
t_ fón_IQ./ 

Default Passive Interface Example 

The following example configures the network interfaces, sets ali interfaces running OSPF as passive, 
then enables serial interface ): 

interface EthernetO 
ip address 172 . 19 . 64.38 255.255.255.0 secondary 
ip address 171.69.232.70 255.255.255 . 240 
no ip directed-broadcast 

interface Seria10 
ip address 172.24.101 . 14 255.255.255.252 
no ip directed-broadcast 
no ip rnroute-cache 

interface TokenRingO 

I 

ip address 140.10.10.4 255.255.255.0 
no ip directed-broadcast 
no ip rnroute-cache 
ring-speed 16 

router ospf 100 
passive-interface defau1t 
no passive-interface Seria10 
network 140 . 10 . 10.0 0 . 0 . 0 . 255 area O 
network 171 . 69 . 232 . 0 0 . 0.0 . 255 area 4 
network 172.24 . 101.0 0 . 0.0.255 area 4 

Polipy Routing Example 

The following example provides two sources with equal access to two different service providers. 
Packets arriving on asynchronous interface I from the source 1.1.1.1 are sent to the router at 6.6.6.6 if 
the router has no explicit route for the destination ofthe packet. Packets arriving from the source 2.2.2.2 
are sent to the router at 7.7.7.7 ifthe router has no explicit route for the destination of the packet. Ali 
other packets for which the router has no explicit route to the destination are diScarde~. 

access-1ist 1 perrnit ip 1.1.1.1 
access-1ist 2 perrnit ip 2.2 . 2.2 
I 

interface async 1 
ip po1icy route-rnap equa1-access 

I 

route-rnap equa1-access perrnit 10 
match ip address 1 
set ip defau1t next-hop 6 . 6.6 . 6 

route-rnap equa1 - access perrnit 20 
rnatch ip ad,dress 2 
set ip defau1t next-hop 7.7.7.7 

route-rnap equa1-access perrnit 30 
set defau1t interface nu110 
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Netflow Pol icy Routing Example 

. ;]66; ' ' 

(~~-
.... ·.- .. -· 

The following example configures CEF, NetFlow, and NetFlow with flow acceleration. It also configü"fes 
policy routing to verify that next hop 50.0.0.8 ofthe route map named test is a CDP neighbor before the 
router tries to policy route to it. 

I f the first packet is being policy routed via route map test sequence lO, the subsequent packets o f the 
same flow always take the same route map test sequence lO, not route map test sequence 20, beca use 
they ali match o r pass access list I check. Therefore, policy routing can be flow accelerated by bypassing 
the access list check. 

ip cef 
ip flow-cach e feature-accelerate 
interface ethernet0 / 0 / 1 
ip route-cache flow 
ip policy route-map test 

route-map test permit 10 
match ip address 1 
set ip precedence priority 
set ip next-hop 50 . 0 . 0 . 8 
set ip next-hop verify-availability 

route-map test permit 20 
match ip address 101 
set interface Ethernet0/0/3 
set ip tos max-throughput 

Key Management Examples 

The following example configures a key chain named trees. In this example, the software will always 
accept and send willow as a valid key. The key chestnut will be accepted from I :30 p.m. to 3:30p.m. 
and be sent from 2:00p.m. to 3:00p.m. The overlap allows for migration ofkeys or discrepancy in the 
set time o f the router. Likewise, the key birch immediately follows chestnut, and there is a 30-minute 
leeway on each side to handle time-of-day differences. 

interface ethernet O 

I 

ip rip authentication key-chain trees 
ip rip authentication mode md5 

router rip 
network 172 . 19 . 0.0 
version 2 

key chain trees 
key 1 
key-string willow 
key 2 
key-string chestnut 
accept-lifetime 13:30 : 00 Jan 25 1996 duration 7 2 00 
send-lifetime 14:00 : 00 Jan 25 1996 dura t ion 36 00 
key 3 
key-string birch 
accept - lifetime 14 : 30 : 00 Jan 25 1996 duration 7200 
send-lifetime 15:00 : 00 Jan 25 1996 duration 3600 

The following example configures a key chain named trees : 

key chain trees 
key 1 
key-string willow 
key 2 
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I 

key-string chesnut 
accept-lifetime 00 : 00 : 00 Dec 5 1995 23 : 59 : 59 Dec 5 1995 
send - lifetime 06 : 00 : 00 Dec 5 1995 18 : 00 : 00 Dec 5 1995 

interface EthernetO 

I 

ip address 172 . 19 . 104 . 75 255 . 255 . 255.0 secondary 
ip address 171 . 69.232 . 147 255 . 255 . 255 . 240 
ip rip authentication key-chain trees 
media-type 10BaseT 

interface Ethernet1 
no ip address 
shutdown 
media-type 10BaseT 

interface FddiO 

I 

ip address 2 . 1 . 1 . 1 255 . 255 . 255 . 0 
no keepalive 

interface Fddi1 
ip address 3 . 1 . 1.1 255 . 255 . 255.0 
ip rip send version 1 
ip rip receive version 1 
no keepali ve 

router rip 
version 2 
network 172.19 . 0.0 
network 2 . 0.0.0 
network 3 . 0 . 0 . 0 
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Configuring Passwords and Privileges 

Using passwords and assigning privilege leveis is a simple way o f providing terminal access control in 
your network. 

For a complete dcscription o f the commands used in this chapter, refer to the "Password and Privileges 
Commands" chapter in the Cisco lOS Security Command Reference. To locate documentation o f other 
commands that appear in this chapter, use the command reference master index or search online. 

To identify the hardware platform or software image information associated with a feature, use the 
Feature Navigator on Cisco.com to search for information about the feature or refer to the software 
release notes for a specific release. For more information, see the "Identifying Supported Platforms" 
section in the chapter "Using Cisco lOS Software." 

In This Chapter 
This chapter includes the following sections: 

• Protccting Acccss to Privileged EXEC Commands 

• Configuring Multiple Privilege Leveis 

• Recovcring a Lost Enable Password 

• Rccovering a Lost Line Password 

• Configuring ldentification Support 

• Passwords and Privileges Configuration Examples 

C rotecting Access to Privileged EXEC Commands 
The following tasks provi de a way to control access to the system configuration file and privileged EXEC 
( enable) commands: 

• Sctting or Changing a Static Enable Password 

• Protccting Passwords with Enable Password and Enable Secret 

• Setting or Changing a Line Password 

Encrypting Passwords 

./'--
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Protecting Access to Privileged EXEC Commands 

Setting or Changing a Static Enable Password 
', 

To setor ehange a statie password that contrais access to privileged EXEC (enable) mode; use the · 
following command in global configuration mode: 

Command Purpose 

Router (config) # enable password password Establishes a new password or change an exist ing password for the 
privileged command levei. 

For examples o f how to define enable passwords for different privilege leveis, see the section "M ultiple 
Leveis o f Privilcgcs Examples" at the end o f this chapter. 

Protecting Passwords with Enable Password and Enable Secret 

To provide an additionallayer o f security, particularly for passwords that cross the network o r are stored 
on a TFTP server, you can use either the enable password or enable secret commands. Both commands 
accomplish the same thing; that is, they allow you to establish an encrypted password that users must 
enter to access enable mode (the default), or any privilege levei you spec ify. 

We recommend that you use the enable secret command because it uses an improved encryption 
algorithm. Use the enable password command only i f you boot an older image of the Cisco lOS 
software, or ifyou boot older boot ROMs that do not recognize the enable secret command. 

Ifyou configure the enable secret command, it takes precedence over the enable password command; ,...., 
the two commands cannot be in effect simultaneously. · _.? 

•. 
·- :· .. 

Command 

To configure the router to require an enable password, use either o f the following commands in global 
configuration mode : 

Purpose 

Router(config)# enable password [level 
level] {passwordl encryption-type 
encrypted-password) 

Establishes a password for a privilege command mode. 

o r 

Router(config)# enable secret [level 
level] {password I encryption-type 
encrypted-password) 

Specifies a secret password, saved using a non-reversibl e encryption 
method. (If enable password and enable secret are both set, users must 
enter the enable secret password.) 

Use either ofthese commands with the levei option to define a password for a specific privilege levei. 
After you specify the levei and seta password, give the password only to users who need to have access 
at thi s levei. Use the privilege levei configuration command to specify commands accessible at various 
levei s. 

Ifyou have the service password-encryption command enabled, the password you enter is encrypted. 
When you display it with the more system:running-config command, it is displayed in encrypted form. 

Ifyou specify an encryption type, you must provide an enc rypted password- an encrypted password you 
copy from another router configuration. 

.• .Cisco lOS Sei:utity Configuration Guide 
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~ .. 
Note 

Protecting Access to Priv1leged EXEC Comriiânds I :--~--, .,..., 
I ; "62651 ' '· 

\' \fcwJ~/ 
You cannot rccovcr a lost encrypted password. Vou must clear NVRAM and seta new passwdrq'-Se·e ·;-··_·· · _ _,: ' 
thc sec tion "Rccovcring a Lost Enable Password" or "Recovering a Lost Line Password " in this~- ----·· ·· 

chapter ifyou havc lost or forgotten your password. 

Setting or Changing a line Password 

To setor change a password on a line, use the following command in global configuration mode : 

Command Purpose 

Router(config)# password password Establishes a new password or change an existing password for the 
privileged command levei. 

Encrypting Passwords 

Command 

Because protocol analyzers can examine packets (and read passwords), you can increase access security 
by configuring the Cisco lOS software to encrypt passwords. Encryption prevents the password from 
being readable in the configuration file . 

To configure the Cisco lOS software to encrypt passwords, use the following command in global 
configuration mode: 

Purpose 

R~uter(config)# service 
password-encryption 

Encrypts a password. 

& 
Caution 

The actual encryption process occurs when the current configuration is written or when a password is 
configured. Password encryption is applied to ali passwords, including authentication key passwords, the 
privileged command password, console and virtual terminal line access passwords, and BGP neighbor 
passwords. The service password-encryption command is primarily useful for keeping unauthorized 
individuais from viewing your password in your configuration file. 

The service password-encryption command does not provi de a high levei o f network security. I f 
you use this command, you should also take additional network security measures . 

Although you cannot recover a lost encrypted password (that is, you cannot get the original password 
back), you can recover from a lost encrypted password . See the section "Recovering a Lost Enable 
Password" or "Rccovcring a Lost Line Password " in this chapter ifyou have lost or forgotten your 
password. 

Cisco lOS Security Configuration -=-----=--------- --
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Configuring Multiple Privilege Leveis 

Configuring Multiple Privilege Leveis 
By default, the Cisco lOS software command-line interface (CLI) has two leveis ofacce~s to commands: 
uscr EXEC mode (levei I) and privileged EXEC mode (levei 15). However, you can configure additional 
leveis o f access to commands, called privilege leveis, to meet the needs o f your users while protecting 
the system from unauthorized access. Up to 16 privilege leveis can be configured, from levei O, which is 
the most restricted levei, to levei 15, which is the least restricted levei. 

Access to each privilege levei is enabled through separate passwords, which you specify when 
configuring the privilege levei. 

For example, i f you want a certain set o f users to be able to configure only certa in interfaces, but not 
al!ow them access to other configuration options, you could create a separate privilege levei for only 
specific interface configuration commands and distribute the password for that leve! to those users. 

The following tasks describe how to configure additional leveis of security: 

Setting the Privilege Levei for a Command 

Changing the Default Privilege Leve! for Lines 

Displaying Current Privilege Leveis 

Logging In to a Privilege Leve! 

Setting the Privilege Levei for a Command 

To create a new privilege levei and associate commands with that privilege leve!, use the following 
commands in beginning in global configuration mode: 

.. 
'· ·~· - Command 

Step1 Router(config)# privilege mode level level 
command-string 

Step2 Router(config)# enable secret level level {o js} 
password-string 

Step3 Router(config)# exit 

Step4 Router# do copy running-config startup-config 

• Cisco lOS Security Configuration Guide 
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Pu r pose 

Configures the specified privilege levei to allow 
access to the specified command. 

Sets the password for the specified privilege levei. 
This is the password users will enter after entering the 
enable leve! command to access the specified levei. 

O indicates an unencrypted password string 
follows; 5 indicates an encrypted password string 
follows. 

Exists global configuration mode and returns to 
EXEC mode. 

(Optional) Saves the configuration to the startup 
configuration file in NVRAM. 

Note The do keyword allows execution o f EXEC 
commands in configuration mode . 



Configuring Passwords and Privileges 

Recovering a lost Enable Password 

- ~--::--;--" 
' -~-~ '\ ·_ ,. js55 \ \ 

Changing the Default Privilege levei for lines p~ ~ 1 : 
I . 

To change thc dcfault privilege levei for a given line o r a group o f I ines, use the following com'ffiand iq,. •. / ·. ,. ,. 
line contiguration mode: ' ··, · 7"' ' _ _>/ 

Command Purpose 

Router(config - l ine )# privilege level 
level 

Specifies a default privilege levei for a line. 

Displaying Current Privilege leveis 

Command 

To display the current privilege levei you can access based on the password you used, use the following 
command in EXEC mode: 

Purpose 

'uter# show privilege Displays your current privilege levei. 

logging In to a Privilege levei 

To log into a router at a specified privilege levei, use the following command in EXEC mode: 

Command Purpose 

Router# enable level Logs in to a specified privilege levei. 

To exit to a specified privilege levei, use the following command in EXEC mode: 

Command Purpose 

Router# disable level Exits to a specified privilege levei. 

Recovering a Lost Enable Password 
You can restare access to enable mode on a router when the password is lost using one o f the three 
procedures described in this section. The procedure you use depends on your router platform. 

You can perform password recovery on mosto f the platforms without changing hardware jumpers, but 
ali platforms require the configuration to be reloaded. Password recovery can be done only from the 
console port on the router. Table 26 shows which password recovery procedure to use with each router 
platform. 

Cisco lOS Security Configuration 
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Recovering a Lost Enable Password 
................... 

lãble26 PlatforTTI-Specilic Password Recovery Procedures 

Password Recovery Procedure Router Platform 

Password Rccovcry Proccdure I Cisco 2000 series 

Cisco 2500 series 

Cisco 3000 series 

Cisco 4000 series with 680x0 Motorola CPU 

Cisco 7000 series runnmg Cisco lOS Release I 0.0 o r !ater in 
ROMs installed on the RP card 

IGS series running Cisco lOS Release 9.1 or !ater in ROMs 

Password Recovery Procedure 2 Cisco I 003 

Cisco 1600 series 

Cisco 2600 series 

Cisco 3600 series 

Cisco 4500 series 

Cisco 7100 series 

Cisco 7200 series 

Cisco 7500 series 

IDT Orion-based routers 

Cisco AS5200 and AS5300 platforms 

This section includes the following sections: 

Password Recovery Process 

Password Recovery Procedure I 

Password Recovery Procedure 2 

Password Recovery Process 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

8oth password recovery procedures involve the following basic steps: 

Configure the router to boot up without reading the configuration memory (NVRAM). This is sometimes 
called the test system mode. 

Reboot the system. 

Access enable mode (which can be dane without a password ifyou are in test system mode) . 

Vicw or change the password, or erase the configuration. 

Reconfigure the routcr to boot up and read the NVRAM as it normally does. 

Rcboot the system. 
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Note 

Recovering a Lost Enable Password 

// -=~~::::----. 
' ; ' Jbs "\., 

S d . h . l . B k . l b t: · · ' ; ftU;_h . orne passwor recovery requ1res t ata terrnma tssue a rea s1gna ; you rnust e arnil1a wlth how 1 

your terminal or PC terminal emulator issues this signal. For example, in ProComm, the ké.{'s'-A.lt-8 .,' ' 
by dcfault generates the Break signal , and in a Windows terminal you press Break or CTRL"-~~k;-,. · · · - _' 
A Windows terminal also allows you to define a function key as a BREAK signal. To do so, select .. "' 
function keys from the Terminal window and define one as Break by entering the characters 
A$8 (Shift 6, Shift 4, and uppercase B) . 

Password Recovery Procedure 1 

~ . 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Use this procedure to recover lost passwords on the following Cisco routers: 

Cisco 2000 series 

Cisco 2500 series 

Cisco 3000 series 

Cisco 4000 series with 680x0 Motorola CPU 

Cisco 7000 series running Cisco lOS Release I 0.0 or la ter in ROMs installed on the RP card. 
The router can be booting Cisco lOS Release I 0.0 software in Flash memory, but it needs the actual 
ROMs on the processor card too. 

IGS series running Cisco lOS Release 9.1 or !ater in ROMs 

To recover a password using Procedure I, perform the following steps: 

Attach a terminal o r PC with terminal emulation software to the console port o f the router. 

Enter the show version command and record the setting o f the configuration register. It is usually 
Ox2102 or Oxl02. 

The configuration register value is on the last line ofthe display. Note whether the configuration register 
is set to enable Break or disable Break. 

The factory-default configuration register value is Ox21 02 . Notice that the third digit from the left in this 
value is I, which disables Break. I f the third digit is not I, Break is enabled. 

Turn off the router, then turn it on. 

Press the Break key on the terminal within 60 seconds o f turning on the router. 

The rommon > prornpt with no router name appears. I f it does not appear, the terminal is not sending the 
correct Break signal. In that case, check the terminal or terminal emulation setup. 

Enter o/r0x42 at the rommon > prompt to boot from Flash memory or o/r0x41 to boot from the boot ROMs. 

~ .. 
Note The first character is the letter o, not the numeral zero. Ifyou have Flash memory and it is 

intact, Ox42 is the best setting. Use Ox41 only ifthe Flash memory is erased or not installed. 
I f you use Ox41, you can only view o r erase the configuration. You cannot change the 
password. 

Cisco lOS Security Configuration 
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Recovering a lost Enable Password 

Step 6 

Step 7 

Step 8 

Step 9 

At thc rommon> prompt, cnter the initialize command to initiali ze the router. 

Thi s causes thc router to reboot but ignore its saved configuration and use the image in Flash memory 
instead. The system configuration display appears. 

~ .. 
Note I f you normally use the boot network command, o r i f you have multi pie images in Fla~h f26.!.b2 

memory and you boot a non-default image, the image in Flash might be different. 

Enter no in response to the System Configuration Dialog prompts until the following message appears: 

Press RETURN to get started! 

Press Return . 

The Router> prompt appears. 

Enter enable. 

The Router# prompt appears. 

Step 10 Choose one of the following options: 

~ .. 
Note 

To view the password, i f it is not encrypted, enter more nvram:startup-config. 

To change the password (i f it is encrypted, for example), enter the following commands: 
Router# configure memory 

Router# configure terminal 

Router(config)# enable secret 12 34abcd 

Router(config)# ctrl-z 

Rout er# write memory 

The enable secret command provides increased security by storing the enab le secret 
password using a non-reversible cryptographic function; however, you cannot recover a lost 
password that has been encrypted. 

Step 11 Enter configure terminal at the EXEC prompt to enter configuration mode . 

Step 12 Enter config-register and whatever value you recorded in Step 2. 

Step 13 Press Ctrl-Z to quit from the configuration editor. 

Step 14 Enter reload at the privileged EXEC prompt and enter write memory to save the configuration. 

Password Recovery Procedure 2 

Use this procedure to recover lost passwords on the following routers: 

Cisco 1003 

Cisco 1600 series 

Cisco 2600 series 

C isco 3600 series 

Cisco 381 O 

Cisco 4500 series 
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Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

Step 7 

Step8 

Step 9 

Cisco 7100 series 

Cisco 7200 scries 

Cisco 7500 series 

IDT Orion-Based Routers 

Cisco AS5200 and AS5300 platforms 

To recover a password using Procedure 2, perform the following steps: 

Attach a terminal or PC with terminal emulation software to the console port o f the router. 

Enter show version and record the setting o f the configuration register. It is usually Ox21 02 or Ox I 02. 

The configuration register value is on the last line ofthe display. Note whether the configuration register 
is set to enable Break or disable Break. 

The factory-default configuration register value is Ox21 02 . Notice that the third digit from the left in this 
value is I, which disables Break. I f the third digit is not I, Break is enabled. 

Tum off the router, then tum it on. 

Press the Break key on the terminal within 60 seconds o f turning on the router. 

The rommon> prompt appears . I f it does not appear, the terminal is not sending the correct Break signal. 
In that case, check the terminal or terminal emulation setup. 

Enter confreg at the rommon> prompt. 

The following prompt appears: 

Do you wish to change configuration [y/n]? 

Enter yes and press Return. 

Enter no to subsequent questions until the following prompt appears : 

ignore system config info [y/n]? 

Enter yes. 

Enter no to subsequent questions until the following prompt appears: 

change boot characteristics [y/n]? 

Step 10 Enter yes . 

The following prompt appears: 

enter to boot: 

Step 11 At this prompt, either ente r 2 and press Return i f Flash memory o r, i f Flash memory is erased, ente r 1. 
!f Flash memory is erased, the Cisco 4500 must be returned to Cisco for service. Ifyou enter 1, you can 
only view or crase the configuration. You cannot change the password. 

A configuration summary is displayed and the following prompt appears: 

Do you wish to change configurat i on [y /n]? 

Step 12 Enter no and press Return. 

The following prompt appears: 

r ommon > 

Cisco lOS Security Configur 
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• 
·· ~· . 

Step 13 Entcr rcsct at thc rommon prompt or, for Cisco 4500 series and Cisco 7500 series routers, power cycle 
thc routcr. 

Step 14 As thc routcr boots , cntcr no to ali the setup questions until the following prompt appears: 

Route r> 

Step 15 Entcr cnablc to enter enable mode . 

Thc Router# prompt appears. 

Step 16 Choose one o f the following options: 

~ .. 

To vicw the password, i f it is not encrypted, enter more nvram:startup-config. 

To change the password (i f it is encrypted, for example), enter the following commands: 
Router# configure memory 

Router# configure terminal 

Router(config)# enable sec r e t 1234abcd 

Router(config ) # ctrl- z 

Router# wri t e memory 

i 

Note The enable secret command provides increased security by storing the enable secret password using 
a non-reversible cryptographic function; however, you cannot recover a lost password that has been 
encrypted. 

Step 17 Enter configure terminal at the prompt. 

Step 18 Enter config-register and whatever value you recorded in Step 2. 

Step 19 Press Ctri-Z to quit from the configuration editor. 

Step 20 Enter reload at the prompt and enter write memory to save the configuration . 

Recovering a Lost Line Password 

Step 1 

Step 2 

Step 3 

lfyour router has the nonvolatile memory option, you can accidentally lock yourself out of enable mode 
i f you enable password checking on the console terminalline and then forget the line password. To 
recover a lost line password, perform the following steps: 

Force the router into factory diagnostic mode . 

See the hardware installation and maintenance publication for your product for specific information 
about sctting the processor configuration register to factory diagnostic mode. Table 27 summarizes the 
hardware or software settings required by various products to set factory diagnostic mode. 

Enter Yes when asked i f you want to set the manufacturers' addresses. 

Thc following prompt appears: 

TEST -SYSTEM > 

Entcr enable to enter enable mode: 

TEST-SYSTEM > enable 
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Step 4 

Step 5 

Step 6 

Configuring ldentification Support 

/ --. -~~:-~~::T" , 

Entcr more nvram:startup-config to review the system configuration and find the password·. ia-~- -\ '-
changc anything in the factory diagnostic mode. \\: i\Y(lLt~ 
TEST - SYSTEM # more nvram:startup-config 

To resume normal operation, restart the router or reset the eontiguration register. 

Log in to the router with the password that was shown in the configuration file. 

\ l ,...,' ... -·~ . 
~ ' 

------------------ --------·-------

Note Ali dcbugging capabilities are turned on during diagnostic mode . 

See the hardware installation and maintenance publication for your product for specific information 
about configuring the processo r eonfiguration register for faetory diagnostie mode . Table 27 summarizes 
the hardware or software settings required by the various products to set factory diagnostic mode . 

Table 27 Factory Oiagnostic Mode Settings for the Configuration Register 

P!atform Setting 

Modular products 

Cisco AS 5100 

Cisco AS5200 

Cisco AS5300 

Cisco 1600 series 

Cisco 2500 series 

Cisco 3000 series 

Cisco 3600 series 

Cisco 4000 series 

Cisco 4500 series 

Cisco 7000 series 

Cisco 71 00 series 

Cisco 7200 series 

Cisco 7500 series 

Set jumper in bit 15 o f the processar configuration register, then 
restart; remove the jumper when finished . 

Use the config-register command to set the processar configuration 
register to Ox8000, then initialize and boot the system. Use the 
reload command to restart and set the processar configuration 
register to Ox21 02 when finished . 

Configuring ldentification Support 
ldcntification support allows you to query a Transmission Control Protocol (TCP) port for identification . 
This feature cnables an unsecure protocol, described in RFC 1413, to report the identity of a client 
initiating a TCP connection anda host responding to the connection. With identification support, you 
can conncct a TCP port on a host, issue a simple text string to request information, and receive a simplc 
text-string reply. 

Cisco lOS Security Configurati 
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Passwords and Privilcges Configuration Examples 

To configure identification support, use the following command in global configuration mode: 

Command Purpose 

Router(config)# ip identd Enables identification support. 

Passwords and Privi leges Configuration Examples 
Thc following sections provide password and privileges configuration examples: 

Multiplc Leveis o f Privileges Examples 

Uscrname Examples 

Multiple leveis of Privileges Examples 

This section provides examples ofusing multiple privilege leveis to specify who can access different sets 
o f commands. This section includes the following sections: 

Allowing Users to Clear Lines Examples 

Defining an Enable Password for System Operators Examples 

Disabling a Privilege Levei Example 

Allowing Users to Clear Unes Examples 

I f you want to allow users to clear I ines, you can do either o f the following: 

Change the privilege levei for the clear and clear line commands to I or "ordinary user levei ," as 
follows. This allows any user to clear lines. 

privilege exec level 1 clear line 

Change the privilege levei for the clear and clear line commands to levei 2. To do so, use the 
privilege levei global configuration command to specify privilege levei 2. Then define an enable 
password for privilege levei 2 and tell only those users who need to know what the password is . 

enable password level 2 pswd2 
privilege exec level 2 clear line 

Defining an Enable Password for System Operators Examples 

In thc following example, you define an enable password for privi lege levei I O for system operators and 
makc clear and debug commands avai lable to anyone with that privilege levei enab led. 

enable password level 10 pswd10 
pri vilege ex e c level 10 clear line 
privilege ex e c leve l 10 debug ppp chap 
privilege ex e c level 10 debug ppp erro r 
privilege ex e c level 10 debug ppp negotia tion 

The following example lowers the privilege levei of the more system:running-config command and 
most configuration commands to operator levei so that the configuration can be viewed by an operator. 
lt I caves thc privilege levei o f the configure command at 15 . Individual configuration commands are 
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Passwords and Privileges Configuration Examples • 

displaycd in thc more system:running-config output only ifthe privilege leve i for a command has been 
lowcrcd to I O. Uscrs are a llowed to see only those commands that have a privil ege levelless thaJ] .. OLf:..'l,ual 
to thcir current privilege levei. /_,-...< ~:: .•. ...:. ____ ;-:-......._, 

privilege exec l eve l 15 configure 

/ /,,.. ., ' 

, / "!2G~-f \ 
\'\(eut!ev 
' ··~'-... " . ; ... ... · .... ....._. ~ ._.:. .. - -·· 

enable password level 15 pswd15 

enable password level 10 pswd10 
privilege exec level 10 more system:running-config 

Disabling a Privilege Levei Example 

In the following example, the show ip route command is set to privilege levei 15. To keep ali show ip 
and show commands from also being set to privilege leve i 15, these commands are specified to be 
privilege levei I. 

privilege exec level 15 show ip route 
privilege exec level 1 show ip 
privilege exec level 1 show 

1 lsername Examples 

The following sample configuration sets up secret passwords on Routers A, B, and C, to enable the three 
routers to connect to each other. 

To authenticate connections between Routers A and B, enter the following commands: 

On Router A: 

username B password a-b_secret 

On Router B: 

username A password a-b_secret 

To authenticate connections between Routers A and C, enter the following commands: 

On Router A: 

username C password a-c secret 

On Router C: 

username A password a-c_secret 

To authenticate connections between Routers B and C, enter the following commands: 

On Router B: 

username C password b-c secret 

On Router C: 

username B password b-c secret 

For example, suppose you enter the following command: 

username bill password westward 

Thc system displays this command as follows: 

username bill password 7 21398211 
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Thc cncryptcd version o f the password is 2139821 I. The password was encrypted by the Cisco-defined 
cncryption a1gorithm, as indicated by the "7." 

Howcver, i f you enter the following command, the system determines that the password is already/ ----::-
cncryptcd and performs no encryption. Instead , it di splays the command exactly as you entered "it. ' 

/ 
username bill password 7 21398211 i :26<;6 
username bill password 7 21398211 ~ 

··fa.J.)_k 

\ \" ',, ,·, ·.--:-~ 
.......... .. 
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Configuring Voice Ports 

Yoicc ports are found at the intersections o f packet-based networks and traditional telephony networks, 
and thcy facilitate the passing ofvoice and call signals between the two networks. Physically, voice ports 
connect a router or access server to a line from a circuit-switched telephony device in a PBX or the public 
switched telephone network (PSTN). 

Basic software configuration for voice ports describes the type of connection being made and the type 
o f signaling to take place over this connection. Additional commands provi de fine-tuning for voice 
quality, enable special features, and specify parameters to match those o f proprietary PBXs. 

This chapter includes the following sections : 

Yoicc Port Configuration Overview, page 38 

• Analog Voicc Ports Configuration Task List, page 42 

• Configuring Digital Yoice Ports, page 56 

Finc-Tuning Analog and Digital Yoicc Ports, page 80 

Vcrif'ying Analog and Digital Yoi ce-Port Configurations, page 99 

• Troublcshooting Analog and Digita l Yoice Port Configurations, page I I O 

Not ali voice-port commands are covered in this chapter. Some are described in the "Configuring Trunk 
Conncctions and Conditioning Features" chapter or the "Configuring ISDN Interfaces for Voice" chapter 
in this configuration guide. The voice-port configuration commands included in this chapter are fully 
documented in the Cisco !OS Voice, Video , and Fax Command Reference. 

To idcntify the hardware platform or software image information associated with a feature in this 
chaptcr, use the Fcaturc Navigator on Cisco.com to search for information about the feature or refer to 
thc software release notes for a specific release. For more information, see the " Identifying Supported 
Plntforms" section in the "Using Cisco lOS Software" chapter. 

I 
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Voice Port Configuration Overview 
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Voice ports on routers and access servers emulate physical telephony switch connections s(Hhat..voice 
calls and their associated signaling can be transferred intact between a packet network and a 
circuit-switched network or device. 

For a voice call to occur, certain information must be passed between the telephony devices at either end 
ofthe call, such as the devices' on-hook status, the line's availability, and whether an incoming call is 
trying to reach a device . This information is referred to as signaling, and to process it properly, the 
devices at both ends o f the call segment (that is, those directly connected to each other) must use the 
same type o f signaling. · · 

The devices in the packet network must be configured to convey signaling information in a way that the 
circuit-switched network can understand. They must also be able to understand signaling information 
received from the circuit-switched network. This is accomplished by installing appropriate voice 
hardware in the router or access server and by configuring the voice ports that connect to telephony 
devices or the circuit-switched network. 

The illustrations below show examples o f voice port usage . 

• In Figure I O, one voice port connects a telephone to the wide-area network (WAN) through the 
router. 

• In Figure li, one voice port connects to the PSTN and another to a telephone; the router acts like a 
small PBX. 

Figure 12 shows how two PBXs can be connected over a WAN to provide toll bypass. 

Figure 10 Télephone to WAN 

Voice port Serial or 
1/0/0 Ethernet port 

~ -----~ , ___________ , a---------~ 

Figure 11 Télephone to PSTN 

Voice port Voice port 
1/0/0 0/0/1 

·----~~--~~=-ª'~-~ ----{ 
Figure 12 PBX-to-PBX o ver a WAN 

Voice port Serial or 
1/0/0 Ethernet port 

Bl--~-liiii:i1-~-~ ----{ 
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Cisco provides a variety ofCisco lOS commands for flexibility in programming voice ports to match \ he 
physical attributes o f the voice connections that are being made. Some o f these connections are m'àde ~- · 
using analog means oftransmission, while others use digital transmission. Table 4 shows the ana log and · · 
digital voice-port connection support o f the router platforms discussed in this chapter. 

lãble 4 Analog and Digital Voice-port Support on Cisco Routers and Access Servers 

Plalform Analog Digital 

Cisco 803 and 804 Yes No 

Cisco 1750 Yes No 

Cisco 2600 series Yes Yes 

Cisco 3600 series Yes Yes 

Cisco MC3810 Yes Yes 

Cisco AS5300 No Yes 

Cisco AS5800 No Yes 

Cisco 7200 series No Yes 

Cisco 7500 series No Yes 

Telephony Signaling Interfaces 

Voice ports on routers and access servers physically connect the router or access server to telephony 
devices such as telephones, fax machines, PBXs, and PSTN central office (CO) switches. These devices 
may use any o f severa! types o f signaling interfaces to generate information about on-hook status, 
ringing, and line seizure. 

The router's voice-port hardware and software need to be configured to transmit and receive the same 
type o f signaling being used by the device with which they are interfacing so that calls can be exchanged 
smoothly between the packet network and the circuit-switched network. 

The signaling interfaces discussed in this chapter include foreign exchange office (FXO), foreign 
exchange station (FXS), and receive and transmit (E&M), which are types o f analog interfaces. Some 
digital connections emulate FXO, FXS, and E&M interfaces, and they are discussed in the second half 
o f this chapter. 1t is important to know which signaling method the telephony si de o f the connection is 
using, and to match the router configuration and voice interface hardware to that signaling method. 

The next three illustrations show how the different signaling interfaces are associated with different uses 
o f voice ports. In Figure 13, FXS signaling is used for end-user telephony equipment, such as a 
telephone or fax machine. Figure 14 shows an FXS connection to a telephone and an FXO connection 
to the PSTN at the far side ofa WAN; this might be a telephone ata local office going over a WAN to a 
router at headquarters that connects to the PSTN. In Figure I 5, two PBXs are connected across a WAN 
by E&M interfaces. This illustrates the path over a WAN between two geographically separated offices 
in the same company. 
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Figure 13 FXS Signaling Interfaces 

Voice por! Serial or 
1/0/0 Ethernet por! 

Configuring Voice Ports 

" ' ;264;;? 
Serial or Voice por! O / 

-~:._____-------=-:-::~-llii:--~~'=iill-~ ----{ 
Ethernet por! 1/0/0 . I l(:U.t 0-.--
1~1 \. t 

}---~· li:!i~~--=-· ::-::--------.' --~->-/ 
,-- FXS liiiL!li' 

Figure 14 FXS and FXO Signaling Interfaces 

Voice port Serial or 
1/0/0 Ethernet port 

lf*'--. ------:F:::-:-:xs=-~ -~~~~~~$a-~--{ 

Figure 15 E&M Signaling Interfaces 

FXS and FXO Interfaces 

Voice por! Serial or 
1/0/0 Ethernet por! 

~ ~ 
11--------- i-----~ 

E&M 

liiiL!li' FXS - ::; 

Serial or Voice por! 
Ethernet port 1/0/0 

~ ~ 
~------ ~-----------~ 

E&M 

An FXS interface connects the router or access server to end-user equipment such as telephones, fax 
machines, o r modems. The FXS interface supplies ring, voltage, and .dia I tone to the station and includes an 
RJ-11 connector for basic telephone equipment, keysets, and PBXs. 

An FXO interface is used for trunk, or tie line, connections to a PSTN CO or to a PBX that does not 
support E&M signaling (when local telecommunications authority permits). This interface is o f value 
for off-premise station applications. A standard RJ-11 modular telephone cable connects the FXO voice 
interface card to the PSTN or PBX through a telephone wall outlet. 

FXO and FXS interfaces indicate on-hook or off-hook status and the seizure of telephone I ines by one 
o f two access signaling methods: loop start or ground start. The type of access signaling is determined 
by the type o f service from the CO; standard h o me telephone !ines use loop start, but business telephones 
can arder ground start tines instead. 
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Loop-start is the more common o f the access signaling techniques. When a handset is picked <pP :{tte--(O.JJ_)~ 
telephone goes off-hook), this action closes the circuit that draws current from the telephone cqmPf.l,_ny ,. 
CO and indicates a change in status, which signals the CO to provide dia! tone. An incoming cci'IL is > ;-· ·-· 
signaled from the CO to the handset by sending a signal in a standard on/off pattern, which cause~·the · · :. 
telephone to ring. 

Loop-start has two disadvantages, however, that usually are not a problem on residential telephones but 
that become significant with the higher cal! volume experienced on business telephones. Loop-start 
signaling has no means of preventing two sides from seizing the same line simultaneously, a condition 
known as glare. Also, loop start signaling does not provide switch-side disconnect supervision for FXO 
calls. The telephony switch (the connection in the PSTN, another PBX, or key system) expects the 
router's FXO interface, which looks like a telephone to the switch, to hang up the calls it receives 
through its FXO port. However, this function is not built into the router for received calls; it only 
operates for calls originating from the FXO port. 

Another access signaling method used by FXO and FXS interfaces to indicate on-hook or off-hook status 
to the CO is ground start signaling. It works by using ground and current detectors that allow the network 
to indica te off-hook or seizure o f an incoming cal! independent o f the ringing signal and allow for 
positive recognition o f connects and disconnects. For this reason, ground start signaling is typically used 
on trunk !ines between PBXs and in businesses where cal! volume on loop start !ines can result in glare. 
See the " Disconnect Supervision Commands" section on page 84 and "FXO Supervisory Disconnect 
Tone Commands" section on page 87 for voice port commands that configure additional recognition of 
disconnect signaling. 

In most cases, the default voice port command values are sufficient to configure FXO and FXS voice 
ports. 

Trunk circuits connect telephone switches to one another; they do not connect end-user equipment to the 
network. The most common form o f analog trunk circuit is the E&M interface, which uses special 
signaling paths that are separate from the trunk's audio path to convey information about the calls. The 
signaling paths are known as the E-lead and the M-lead. The name E&M is thought to derive from the 
phrase Ear and Mouth or rEceive and transMit although it could also come from Earth and Magnet. The 
history o f these names dates back to the days o f telegraphy, when the CO si de had a key that grounded 
the E circuit, and the other side had a sounder with an electromagnet attached to a battery. Descriptions 
such as Ear and Mouth were adopted to help field personnel determine the direction o f a signal in a wire. 
E&M connections from routers to telephone switches or to PBXs are preferable to FXS/FXO 
connections because E&M provides better answer and disconnect supervision. 

Like a serial port, an E&M interface has a data terminal equipment/data communications equipment 
(DTE/DCE) type ofreference. In the telecommunications world, the trunking side is similar to the DCE, 
and is usually associated with CO functionality. The router acts as this si de o f the interface. The other 
side is referred to as the signaling side, like a DTE, and is usually a device such as a PBX. Five distinct 
physical configurations for the signaling part ofthe interface (Types 1-V) use different methods to signal 
on-hookloff-hook status, as shown in Table 5. Cisco voice implementation supports E&M Types I, li, 
III, and V. 

The physical E&M interface is an RJ-48 connector that connects to PBX trunk I ines, which are classified 
as either two-wire or four-wire. This refers to whether the audio path is full duplex on one pair ofwires 
(two-wire) or on two pair ofwires (four-wire). A connection may be called a four-wire E&M circuit 
although it actually has six to eight physical wires. It is an analog connection although an analog E&M 
circuit may be emulated on a digital line. For more information on digital voice port configuration of 
E&M signaling, see the "DSO Groups on Digital TI /E I Voice Ports" section on page 72 . 
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PBXs built by different manufacturers can indicate on-hook/off-hook status and teleph\ ne\J ine seizure . 
on the E&M interface by using any of three types of access signaling that are as follows\ "'>-... . · , ,. 

'-.. .'~ . \ - .. ~ 
• Immediate-start is the simplest method ofE&M access signaling. The calling side seizes thdine by 

going off-hook on its E-lead and sends address information as dual-tone multifrequency (DTMF) 
digits (oras dialed pulses on Cisco 2600 series routers and Cisco 3600 series routers) following a 
short, fixed-length pause. 

• Wink-start is the most commonly used method for E&M access signaling, and is the default for 
E&M voice ports . Wink-start was developed to minimize glare, a condition found in immediate-start 
E&M, in which both ends attempt to seize a trunk at the same time. In wink-start, the calling side 
seizes the line by going off-hook on its E-lead, then waits for a short temporary off-hook pu lse, or 
"wink," from the other end on its M-lead before sending address information. The switch interprets 
the pulse as an indication to proceed and then sends the dialed digits as DTMF or dialed pulses. 

• In delay-dial signaling, the calling station seizes the line by going off-hook on its E-lead. After a 
timed interval, the calling side looks at the status ofthe called side. lfthe called side is on-hook, the 
calling side starts sending information as DTMF digits; otherwise, the calling side waits until the 
called side goes on-hook and then starts sending address information. 

Tãble5 E&M Wiring and Signaling Methods 

M-Lead Signal Battery Lead Signal Ground Lead 
E&M Type E-Lead Configuration Configuration Configuration Configuration 

I Output, relay to Input, referenced to - -
ground ground 

11 Output, relay to SG Input, referenced to Feed for M, Return for E, 
ground connected to -48V galvanically isolated 

from ground 

III Output, relay to Input, referenced to Connected to -48V Connected to ground 
ground ground 

v Output, relay to Input, referenced to - - ' 

ground -48V 

Analog V o ice Ports Configuration T ask List 
Analog voice port interfaces connect routers in packet-based networks to analog two-wire or four-wire 
analog circuits in telephony networks. Two-wire circuits connect to analog telephone or fax devices, and 
four-wire circuits connect to PBXs. Typically, connections to the PSTN CO are made with digital 
interfaces. 

This section describes how to configure analog voice ports and covers the following topics : 

• Configuring Codec Complexity for Analog Voice Ports on the Cisco MC3 81 O with 
High-Performance Compression Modules, page 47 

• Configuring Basic Parameters on Analog FXO, FXS, or E&M Voice Ports, page 48 

• Configuring Analog Telephone Connections on Cisco 803 and 804 Routers, page 52 
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Three other sections !ater in the chapter provide help with fine-tuning and troubleshooting: 

• Finc-Tuning Analog and Digital Voice Ports, page 80 

• Ycrifying Analog and Digital Yoicc-Port Configurations, pagc 99 

Troublcshooting Analog and Digital Yoicc Port Configurations, page li O 

._ ... ~;~"' 
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Prerequisites for Configuring Analog Voice Ports 

• Obtain two- or four-wire tine service from your service provider or from a PBX. 

• Complete your company's dial plan. 

• Establish a working telephony network based on your company's dia! plan. 

• Install at least one other network module or WAN interface card to provide the connection to the 
network LAN o r WAN. 

• Establish a working IP and Frame Relay or ATM network . For more information about configuring 
IP, refer to the Cisco lOS IP Configuration Guide, Release 12.2. 

• Install appropriate voice processing and voice interface hardware on the router. See the 
"Configuring Platform-Specific Analog Yoice Hardware" section on page 45. 

Preparing to Configure Analog V o ice Ports 

Before configuring an analog voice port, assemble the following information about the telephony 
connection that the voice port will be making. I f connecting to a PBX, it is important to understand the 
PBX's wiring scheme and timing parameters . This information should be available from your PBX 
vendar or the reference manuais that accompany your PBX. 

• Telephony signaling interface: FXO, FXS, or E&M 

• Locale code (usually the country) for cal! progress tones 

• IfFXO, type ofdialing: DTMF (touch-tone) or pulse 

• I f FXO, type o f start signal : loop-start o r ground-start 

• I f E&M, type: I, 11, III, or V 

• I f E&M, type o f line: two-wire o r four-wire 

• I f E&M, type of start signal: wink, immediate, delay-dial 

Tablc 6 should help you determine which hardware and configuration instructions are appropriate for 
your situation. Table 7 on page 44 shows slot and port numbering, which differs for each o f the 
voice-enabled routers. More current information may be available in the release notes that accompany 
the Cisco lOS software you are using. 
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Tãble 6 Analog Voice Port Confígurations 

Telephony 
Signaling Section Containing Voice Por,t/ 
Interface Router Platform Voice Hardware Required Configuration lnstructions / 1 

I . 

End user: Cisco 803 - "Configuring Analog Telep~Q~e. 
telephone o r Cisco 804 Connections on Cisco 803 á~< 
fa x 804 Routers" ., 

.. 
FXO Cisco 1750 VIC-2FXO, VIC-2FXO-EU "Configuring Basic Parameters 

Cisco 2600 series on Analog FXO, FXS, or E&M 
Cisco 3600 series Voice Ports" 

Cisco MC3810 MC3810-AVM6 
MC381 0-APM-FXO 

FXS Cisco 1750 VIC-2FXS 
Cisco 2600 series 
Cisco 3600 series 

Cisco MC381 O MC3810-AVM6 
MC381 0-APM-FXS 

E&M Cisco 1750 VIC-2E/M 
Cisco 2600 series 
Cisco 3600 series 

Cisco MC3810 MC3810-AVM6 
MC3810-APM-EM 

-

Tãble7 Analog Voice S!ot/Port Designations 

Chassis Slot Voice NM Slot Voice Port 
Router Platform Voice Hardware Numbers Numbers Numbers 

Cisco 803, 804 Analog POTS - - -

Cisco 1750 Analog VIC O to I - O to I 

Cisco 2600 series Voice/fax network module Varies, based I O to I I 
with two-port VIC on router 

Cisco 3600 series Voice/fax network module I 3620: O to I O to I 
with two-port voice over 3640: O to 3 
interface cards (VICs) 

3660: I to 6 

Cisco MC3810 Analog voice module (AVM) I - I to 6 ~ 
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Configuring Platform-Specific Analog Voice Hardware \. \ YwJ)a-. ' 
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This section describes the general types o f analog voice port hardware available for the router plaú·o~ms -· 
included in this chapter: · 

• Cisco 800 Series Routers, page 45 

• Cisco 1750 Modular Router, pagc 45 

• Cisco 2600 Series and Cisco 3600 Series Routers, pagc 46 

• Cisco MC381 O Multiservice Conccntrator, page 46 

~ .. 
Note For current inforrnation about supported hardware, see the release notes for the platform and 

Cisco IOS release being used. 

Cisco 800 Series Routers 

Cisco 803 and Cisco 804 routers support data and voice applications. The data applications on these 
routers are implemented through the ISDN port, and the voice applications are implemented with ISDN 
Basic Rate Interface (BRI) through the telephone ports . I f a Cisco 803 or 804 router is being used, 
connect two devices, such as an analog touch-tone telephone, fax machine, or modem through two fixed 
telephone ports, the gray PHONE I and PHONE 2 ports that have RJ-11 connectors. Each device is 
connected to basic telephone services through the ISDN line. 

For more information, refer to the Cisco 800 Series Routers Hardware Installation Guide. 

Cisco 1750 Modular Router 

( 

The Cisco 1750 modular router provides Voice over IP (VoiP) functionality and can carry voice traffic 
(for example, telephone calls and faxes) over an IP network. To make a voice connection, the router must 
have a supported VIC installed. The Cisco 1750 router supports two slots for either WAN interface cards 
(WICs) or VICs and supports one VIC-only slot. For analog connections, two-port VICs are available to 
support FXO, FXS, and E&M signaling. VICs provide direct connections to telephone equipment 
(analog phones, analog fax machines, key systems, or PBXs) or to a PSTN. 

For more information, refer to the Cisco 1750 Voice-over-IP Quick Start Guide. 

~ 
- -... -~.: __ 
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\ ; Cisco 2600 Series and Cisco 3600 Series Routers 
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The Cisco 2600 and 3600 series routers are modular, multifunction platforms that Càtllhine âial.aécess, ..__ -~ 

routing, local area network-to-local area network (LAN) services, and multiservice integrãfiõn ofvoice, 
video , and data in the same device . 

Voice network modules installed in Cisco 2600 series or Cisco 3600 series routers convert telephone 
voice signals into data packets that can be transmitted over an IP network. The voice network modules 
have no connectors; VICs installed in the network modules provide connections to the telephone 
equipment or network . VICs work with existing telephone and fax equipment andare compatible with 
H.323 standards for audio and video conferencing. 

The Cisco 2600 series router can house one network module . In the Cisco 3600 series, the Cisco 3620 
router has slots for up to two network modules; the Cisco 3640 router has slots for up to four network 
modules ; and the Cisco 3660 router has slots for up to six network modules. (Typically, one ofthe slots 
is used for LAN connectivity.) 

For analog telephone connections, low-density voice/fax network modules that conta in either one or two 
VIC slots are installed in the network module slots. Each VIC is specific to a particular telephone 
signaling interface (FXS, FXO, or E&M); therefore, the VIC determines the type of signaling on that 
module . 

For more information, refer to the following: 

Cisco 2600 Series Hardware lnstallation Guide 

Cisco 3600 Series Hardware lnstallation Guide 

Cisco Network Module Hardware lnstallation Guide 

Cisco MC3810 Multiservice Concentrator 

MtlíiiW 

~ .. 

To support analog voice circuits, a Cisco MC381 O multiservice concentrator must be equipped with an 
AVM, which supports six analog voice ports . By installing specific signaling modules known as analog 
personality modules (APMs), the analog voice ports may be equipped for the following signa1ing types 
in various combinations: FXS, FXO, and E&M. For FXS, the analog voice ports use an RJ-11 connector 
interface to connect to analog telephones or fax machines (two-wire) or to a key system (four-wire). For 
FXO, the analog voice ports use an RJ-11 physical interface to connect to a CO trunk. For E&M 
connections, the analog voice ports use an RJ-1 CX physical interface to connect to an analog PBX 
(two-wire or four-wire) . 

Optional high-performance voice compression modules (HCMs) can replace standard voice 
compression modules (VCMs) to operate according to the voice compression coding algorithm (codec) 
specified when the Cisco MC381 O concentrator is configured. The HCM2 provides four voice channels 
at high codec complexity and eight channels at medium complexity. The HCM6 provides 12 voice 
channels at high complexity and 24 channels at medium complexity. One or two HCMs can be installed 
in a Cisco MC381 O multiservice concentrator, but an HCM may not be combined with a VCM in one 
chassis. 

For more information, refer to the Cisco MC3810 Multiservice Concentrator Hardware lnstallation 
Cuide. 

Note For current information about supported hardware, see the release notes for the platform and 
Cisco lOS release being used . 
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The term codec stands for coder-decoder. A codec is a particular method o f transforming analog voice 
in to a digital bit stream (and vice versa) and also refers to the type o f compression used. Severa I different 
codecs have been developed to perform these functions, and each one is known by the number o f the 
International Telecommunication Union-Telecommunication Standardization Sector (ITU-T) standard 
in which it is defined . For example, two common codecs are the O. 711 and the O. 729 codecs. The various 
codecs use different algorithms to encode analog voice into digital bit-streams and have different bit 
rates, frame sizes, and coding delays associated with them. The codecs also differ in the amount of 
perceived voice quality they achieve . Specialized hardware and software in the digital signal processors 
(DSPs) perform codec transformation and compression functions, and different DSPs may offer different 
selections of codecs. 

Select the same type of codec as the one that is used at the other end of the cal I. For instance, i f a cal I 
was coded with a 0.729 codec, it must be decoded with a 0 .729 codec. Codec choice is configured on 
dial peers . For more information, see the "Configuring Dia I Plans, Dia I Peers, and Digit Manipulation" 
chapter in this configuration guide. 

Codec complexity refers to the amount o f processing power that a codec compression technique 
requires: some require more processing power than others. Codec complexity affects call density, which 
is the number of calls that can take place on the DSP interfaces, which can be HCMs, port adapte r DSP 
farms, o r voice cards, depending on the type o f router (in this case, the Cisco MC381 O multiservice 
concentrator). The greater the codec complexity, the fewer the calls that can be handled. 

Codec complexity is either medium or high . The difference between medium- and high-complexity 
codecs is the amount o f CPU power necessary to process the algorithm and, therefore, the number o f 
voice channels that can be supported by a single DSP. Ali medium-complexity codecs can also be run in 
high-complexity mode, but fewer (usually half as many) channels will be available per DSP. 

For details on the number o f calls that can be handled simultaneously using each o f the codec standards, 
refer to the entries for the codec and codec complexity commands in the Cisco !OS Voice, Video, and 
Fax Command Reference. 

On a Cisco MC381 O concentrator, only a single codec complexity setting is used, even when two HCMs 
are installed. The value that is specified in this task affects the choice o f codecs available when the codec 
dial-peer configuration command is configured. See the "Configuring Dial Plans, Dial Peers, and Digit 
Manipulation" chapter in this configuration guide. 

Note On the Cisco MC38! O with high-performance compression modules, check the DSP voice channel 
activity with the show voice dsp command. I f any DSP voice channels are in the busy state, the codec 
complexity cannot be changed. When ali the DSP channels are in the idle state, changes can be ma de 
to the codec complexity selection. 
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To configure codec complexity on the Cisco MC381 O multiservice concentrator using fl~l"f~se tp~ 
following commands beginning in privileged EXEC mode: ~~~-/()..; .. 

Purpose 

Step 1 Router# show voice dsp Checks the DSP voice channel activi ty. I f any DSP 
voice channels are in the busy state, the codec 
complexity cannot be changed. 

When ali the DSP channels are in the idle state, 
continue to Step 2. 

Step 2 Router# configure terminal Enters global configuration mode. 

Step 3 Router (conf ig) # voice-card O Enters voice-card configuration mode and 
specifies voice card O. 

Step4 Router(config-voicecard)# codec complexity {high I 
medi um} 

(For analog voice ports) Specifies codec 
complexity based on the codec standard being 
used. This setting restricts the codecs available in 
dia! peer configuration. Ali voice cards in a router 
must use the same codec complexity setting. 

~-

The keywords are as follows : 

• high-Specifies two voice channels encoded 
in any ofthe following formats : 
0.7llulaw, 0.7llalaw, 0.723 . l (r5 .3), 
0.723.1 Annex A(r5.3), 0 .723 . l(r6.3), 
0.723.1 Annex A(r6.3), 0.726(rl6), 
0.726(r24), 0.726(r32), 0 .728, 0.729, 0 .729 
Annex B, and fax relay. 

• medium-(default) Specifies four voice 
channels encoded in any o f the following 
formats: 0 .7llulaw, 0.71 lalaw, 0 .726(rl6), 
0.726(r24), 0.726(r32), 0.729 Annex A, 
0.729 Annex B with Annex A, and fax relay. 

Note I f two HCMs are installed, this command 
configures both HCMs at once. 

Configuring Basic Parameters on Analog FXO, FXS, or E&M Voice Ports 

~ .. 

This section describes commands for basic analog voice port configuration. Ali the data recommended 
in the "Preparing to Configure Ana log Voice Ports" section on page 43 should be gathered before 
starting this procedure. 

I f configuring a Cisco MC381 O multiservice concentrator that has HCMs, codec complexity should also 
be configured, following the steps in the "Configuring Codec Complexity for Analog Voice Ports on the 
Cisco MC3810 with High-Performance Compression Modules" section on page 47. 

Note I f you have a Cisco MC381 O multiservice concentrator or Cisco 3660 router, the compand-type 
a-Iaw command must be configured on the analog ports only. The Cisco 2660, 3620, and 3640 routers 
do not require the configuration ofth compand-type a-Jaw command, however, ifyou request a list 
o f commands, the compand-type a-law command will display. 
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In addition to the basic voice port parameters described in this section, there are commands th~t allQw 
voice port configurations to be fine tuned. In most cases, the default values for fine-tuning comr~·i'ana·;, -· 7 - ---: 
are sufficient for establishing FXO and FXS voice port configurations. E&M voice ports are more lik~ly . 
to require some configuration. If it is necessary to change some ofthe v o ice port values to improve v o ice 
quality or to match parameters on proprietary PBXs to which you are connecting, use the commands in 
the current section and also in the "Fi ne-Tuning Analog and Digital Voice Ports" section on page 80. 

After the voice-port has been configured, make sure that the ports are operational by following the steps 
described in the following sections: 

Ycrifying Analog and Digita l Yoicc-Port Co nfigurations, page 99 

• Troubleshooting Analog and Digital Yoice Port Configurations, page li O 

For more information on these and other voice port commands, see the Cisco !OS Voice, Video, and Fax 
Command Reference. 

Note The commands, keywords, and arguments that you are able to use may differ slightly from those 
presented here, based on your platform, Cisco IOS release, and configuration. When in doubt, use 
Cisco lOS command help (command ?) to determine the syntax choices that are available. 

To configure basic analog voice port parameters on Cisco 1750, Cisco 2600 series, Cisco 3600 series, 
and Cisco MC3810 routers, use the following commands beginning in global configuration mode : 

Command 

Cisco 1750 and MC3810 
Router{config)# voice-port slot/port 

Cisco 2600 and 3600 series 

Router{config)# voice-port slot/subunit / port 

Purpose 

Enters voice-port configuration mode. 

The arguments are as follows: 

• slot--Specifies the number o f the router slot 
where the voice network module is installed 
(Cisco 2600 and Cisco 3600 series routers) or 
the router slot number where the analog voice 
module is installed (Cisco MC3 81 O 
multiservice concentrator). 

• port--Indicates the voice port. Valid entries 
are O or L 

• subunit-Specifies the location of the VI C. 

Note The slash must be entered between slot 
andport. 

Valid entries vary by router platform; see Table 7 
on pagc 44 or enter the show voice port 
summary command for available values. 

Step 2 FXO or FXS Selects the access signaling type to match that of 
the telephony connection you are making. The 
keywords are as follows: 

Router{config-voiceport)# signal {loop-start I 
ground-start} 

loop-start--(default) Uses a closed circuit to 
indicate off-hook status; used for residential ~ 
loops. 

ground-start--Uses ground and current 

detectors; preferred for PBX~ and t~unk~: ______ ..... LÁ 
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Command 

E&M 
Router(config-voiceport)# signal {wink-start I 
immediate-start I delay-dial} 

Step3 Router(config- v oiceport)# cptone locale 

Configuring Voice Ports 

Purpose · - -·-~·~ . ·,, 
The keywords are as follows : :JJ;, 3 ;2 •, 

• wink-start-(default) lndicates that the (-).. la ~ 
calling si de seizes the line, then waits for ~CU<. ! 
short off-hook wink from the ca lle.d side ./ 

· I 
before proceeding. 

' ·-. 'I I "_~/'P' 
----~---• immediate-start-Indicates that the calling 

si de seizes the line and immediately proceeds; 
used for E&M tie trunk interfaces. 

• delay-dial-Indicates that the calling side 
seizes the line and waits, then checks to 
determine whether the called side is on-hook 
before proceeding; i f not, it waits until the 
called side is on-hook before sending digits. 
Used for E&M tie trunk interfaces. 

Note Configuring the signal keyword for one 
voice port on a Cisco 2600 or 3600 series 
router VIC changes the signal value for 
both ports on the VIC. 

Selects the two-letter locale for the voice call 
progress tones and other locale-specific 
parameters to be used on this voice port. 

Cisco routers comply with the ISO 3166 1ocale 
name standards. To see valid choices, enter a 
question mark (?) following the cptone command. 

The default is us . 

Step 4 Router (con f ig- v oiceport l # dial-type { dtmf I pulse} (FXO only) Specifies the dia1ing method for 
outgoing calls. 

Step 5 Router (config-voiceport l # operation { 2 -wire I 4 -wire} (E&M only) Specifies the number o f wires used 
for voice transmission at this interface (the audio 
path only, not the signaling path). 

Step6 Router(config-voiceport)# type {1 I 2 I 3 I s} 

Step 7 Cisco 1750 Router and 2600 and 3600 Series Routers 

Router(config-voiceport)# ring frequency {25 I 50} 

Cisco MC3810 Multiservice Concentrator 

Router(config - voi c eport)# ring frequency {20 I 30} 

• Cisco lOS Voice, Video, and Fax Configuration Guide 

The default is 2-wire. 

(E&M only) Specifies the type ofE&M interface 
to which this voice port is connecting. See Table 5 
on page 42 for an explanation o f E&M types . 

The default is 1. 

(FXS only) Selects the ring frequency, in hertz, 
used on the FXS interface. This number must 
match the connected telephony equipment and 
may be country-dependent. lfnot set properly, the 
attached telephony device may not ring or it may 
buzz. 

The keyword default is 25 on the Cisco 1750 
router, 2600 and 3600 series routers; and 20 on the 
Cisco MC381 O multiservice concentrator. 
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Command 

Step8 Router(config-voiceport)# ring number number 

Step 9 Router ( conf ig-voiceport) # ring cadence { [patternOl 
pattern02 I pattern03 I pattern04 I patternOS I 

pattern06 I pattern07 I pattern08 I pattern09 I 

patternlO I patternll I patternl2] I [define pulse 
interval]} 

Step10 Router(config-voiceport)# description string 

Step11 Router(config-voiceport)# no shutdown 

Analog Voice Ports Configuration Task Lisv -~ 
,/ ::-... ~:.... . . .... , 

1:263/'\.· 
:f o t . 

Purpose \ \ Cv 
(FXO only) Specifies the maximum number.'oC .... ·~--, 
rings to be detected before an incoming call is · -- ~ 
answered by the router. 

The default is I. 

(FXS only) Specifies an existing pattern for ring, 
or it defines a new one. Each pattern specifies a 
ring-pulse time and a ring-interval time. The 
keywords and arguments are as follows: 

patternOl through pattern12 name pre-set 
ring cadence patterns. Enter ring cadence ? to 
see ring pattern explanations. 

define pulse interval specifies a user-defined 
pattern: pulseis a number (one or two digits, 
from I to 50) specifying ring pulse (on) time 
in hundreds o f milliseconds, and interval is a 
number (one or two digits from I to 50) 
specifying ring interval (off) time in hundreds 
of milliseconds. 

The default is the pattern specified by the cptone 
locale that has been configured. 

Attaches a text string to the configuration that 
describes the connection for this voice port. This 
description appears in various displays and is 
useful for tracking the purpose o r use o f the voice 
port . The string argument is a character string 
from I to 255 characters in length. 

The default is that there is no text string 
(describing the voice port) attached to the 
configuration. 

Activates the voice port. I f a voice port is not being 
used, shut the voice port down with the shutdown 
command. 

~ 
---·----·-L-
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Configuring Analog T elephone Connections on Cisco 803 and 804 Routers 

Command 

Multiple devices (analog telephone, fax machine, or modem) can be connected to a Cisco 803 or 804 
telephone port. The number of devices that can be connected depends on the ringer equivalent number 
(REN) o f each device that isto be connected. (The REN can usually be found on the bottom o f a device.) 
The REN ofthe router telephone port is 5, so ifthe REN ofeach device to be connected is I, a maximum 
of tive devices can be connected to that particular telephone port. 

These routers support touch-tone analog telephones only; they do not support rotary telephones. 

To configure standard features for analog telephone connections on Cisco 803 and 804 routers, use the 
following commands in global configuration mode: 

Purpose 

Step1 Router(config)# pots country country Specifies the country to use for country-specific 
default settings for physical characteristics . Enter 
pots country ? for a list o f supported countries and 
the codes to enter. 

Step2 Router(config)# pots line-type {typel I type2 I 
type3} 

Step3 Router(config)# pots dialing-method {overlap I 
enblock} 

• Cisco lOS Volce, Vldeo, and Fax Configuration Guide 
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A default country is not defined. 

(Optional) Specifies the impedance o f telephones, 
fax machines, or modems connected to a Cisco 800 
series router. The keywords are as follows: 

• typel-Specifies the resistance used for the 
POTS connection, typically 600 ohms. 

type2-Specifies the resistance used for the 
POTS connection, typically 900 ohms. 

• type3-Specifies the resistance used for the 
POTS connection, typically 300/400 ohms. 

The default depends on the country chosen in the 
pots country command. 

(Optional) Specifies how the router collects and 
sends digits dialed on connected telephones, fax 
machines, or modems. The keywords are as follows: 

• overlap-Tells the router to send each digit 
dialed in a separate message. 

• enblock-Tells the router to collect ali digits 
dialed and to sênd the digits in one message. 

The default depends on the country chosen in the 
pots country command. 
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Purpose ·I'( (T6v._/~ Command 

Step4 Router(config)# pots disconnect-supervision {osi I 
reversal} 

Step5 Router(config)# pots encoding {alaw I ulaw} 

Step6 Router(config)# pots tone-source {local I remete} 

~p7 Router(config)# pots ringing-freq {20Hz I 25Hz I 
50Hz} 

(Optional) Specifies how the router not1fies~~"-., .. ·· ' 
connected telephones, fax machines, or modems· -··-:--- .. · 
when the calling party has disconnect. The keyw~rds ··-
are as follows: 

os i--( open switching interval) Specifies the 
duration for which DC voltage applied between 
tip and ring conductors of a telephone port is 
removed. 

reversal--Specifies the polarity reversal o f the 
tip and ring conductors of a telephone port. 

The default depends on the country chosen in the 
pots country command. 

(Optional) Specifies the pulse code modulation 
(PCM) encoding scheme for telephones, fax 
machines, or modems connected to a Cisco 800 
series router. The keywords are as follows: 

alaw--Specifies the ITU-T PCM encoding 
scheme used to represent analog voice samples 
as digital values . 

ulaw--Specifies the North American PCM 
encoding scheme used to represent analog voice 
samples as digital values . 

The default depends on the country chosen in the 
pots country command. 

(Optional) Specifies the source of dia!, ringback, 
and busy tones for telephones, fax machines, or 
modems connected to a Cisco 800 series router. The 
keywords are as follows: 

local--(default) Specifies that the router 
supplies the tones. 

remote--Specifies that the telephone switch 
supplies the tones. 

(Optional) Specifies the frequency at which 
telephones, fax machines, or modems connected to a 
Cisco 800 series router ring . The keywords are as 
follows: 

20Hz--Indicates that connected devices ring at 
20Hz. 

25Hz--Indicates that connected devices ring at 
25Hz. 

SOHz--lndicates that connected devices ring at 
50Hz. 

The default depends on the country chosen in the 
pots country command. 
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Command 

Step 8 Router(config)# pots disconnect-time interval 

Step9 Router(config)# pots silence-time seconds 

.- ' 

Purpose ~ 

(Optional) Specifies the interval at which the 
disconnect method is applied i f connected / /~-=-~ 
telephones, fax machines, or modems fail to detect/ . :'\ \ 
that a calling party has disconnected. The intervat' / ;26:Jc;? '. , , 
argument is the number of milliseconds of the , \ ~ k I .; 
interval and ranges from 50 to 2000. \' \;_ 'OU. C<.-/ / 
The default depends on the country chosen in the '\~-:- ~:-::.:}/ 
pots country command. ~--···· 

(Optional) Specifies the interval of silence after a 
calling party disconnects . The seconds argument is 
the number o f seconds o f the interval and ranges 
from O to 10. 

The default depends on the country chosen in the 
pots country command. 

Step10 Router(config)# pots distinctive-ring-guard-time 
milliseconds 

(Optional) Specifies the delay after which a 
telephone port can be rung after a previous call is 
disconnected. The milliseconds argument is the 
number ofmilliseconds ofthe delay and ranges from 
O to 1000. 

The default depends on the country chosen in the 
pots country command. 

Verifling Analog T elephone Connections on Cisco 803 and 804 Routers 
·\.', 

Step 1 

Step2 

After configuring analog telephone connections, perform the following steps to verify proper operation: 

Pick up the handset o f an attached telephony device and check for a dia! tone. 

Review the configuration using the show pots status command, which disp1ays settings o f physical 
characteristics and other information on telephone interfaces. 

Router# show pots status 

POTS Global Configuration: 
Country : United States 
Dialing Method : Overlap, Tone Source : Remete, Callerld Support: YES 
Line Type: 600 ohm, PCM Encoding : u-law, Disc Type: OS!, 
Ringing Frequency: 20Hz, Distinctive Ring Guard timer : O msec 
Disconnect timer: 1000 msec, Disconnect Silence timer : 5 sec 
TX Gain : 6dB, RX Loss: -6 dB, 
Filter Mask: 6F 
Adaptive Cntrl Mask : O 

POTS PORT : 1 
Hook Switch Finite State Machine : 
State: On Hook, Event : O 
Hook Switch Register : 10, Suspend Poll: O 

CODEC Finite State Machine 
State: Idle, Event: O 

Connection : None, Call Type: Two Party, Direction : Rx only 
Line Type : 600 ohm, PCM Encoding: u-law, Disc Type: OSI, 
Ringing Frequency: 20Hz, Distinctive Ring Guard timer: O msec 
Disconnect timer: 1000 msec, Disconnect Silence timer: 5 sec 
TX Gain : 6dB, RX Loss: - 6dB, 
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Filter Mask: 6F 
Adaptive Cntrl Mask: O 
CODEC Registers: 

SPI Addr: 2, DSLAC Revision: 4 
SLIC Cmd: OD, TX TS: 00, RX TS: 00 
Op Fn: 6F, Op Fn2: 00, Op Cond: 00 
AISN: 60, ELT: 85, EPG: 32 52 00 00 
SLIC Pin Direction: 1F 

CODEC Coefficients: 
GX: AO 00 
GR: 3A A1 
Z: EA 23 
8: 29 FA 
X: A8 40 
R: 01 11 

GZ: 60 

2A 
SF 
38 
01 

35 AS 9F C2 AD 
2A C8 A9 23 92 
9F AS ?E 22 97 
90 01 90 01 90 

ADAPT B : 91 82 SF 62 31 
CSM Finite State Machine: 

Call o - State: idl e , Call 
Active: no 

Call 1 - State: idle , Call 
Active: no 

Call 2 - State: idle, Call 
Active: no 

POTS PORT: 2 

3A AE 22 
28 49 FS 
36 A6 2A 
01 90 01 

Id : oxo 

Id : OxO 

Id: OxO 

Hook Switch Finite State Machine: 
State: On Hook, Event: O 

46 C2 FO 
37 10 01 
AE 
90 

Hook Switch Register: 20, Suspend Poll: O 
CODEC Finite State Machine: 
State : I d l e, Event: O 
Connection: None, Ca l l Type : Two Party, Direction: Rx only 
Line Type : 600 ohm, PCM Encoding: u-law, Disc Type : OSI, 
Ringing Frequency : 20Hz, Distinctive Ring Guard timer: O mse 

Disconnect timer: 1000msec,Disconnect Silence timer: 5 sec 
TX Gain: 6dB, RX Loss : - 6d8, 
Filter Mask: 6F 
Adaptive Cntrl Mask: O 

CODEC Registers: 
SPI Addr: 3, DSLAC Revision: 4 
SLIC Cmd: OD, TX TS: 00, RX TS: 00 
Op Fn : 6F, Op Fn2: 00, Op Cond: 00 
AISN : 60, ELT: BS, EPG: 32 52 00 00 
SLIC Pin Direction: 1F 

CODEC Coefficients: 
GX : AO 00 
GR : 3A A1 
Z: EA 23 
B: 29 FA 
X: AB 40 
R: 01 11 
GZ: 60 

2A 
SF 
3B 
01 

35 AS 9F C2 AD 
2A CB A9 23 92 
9F AS ?E 22 97 
90 01 90 01 90 

ADAPT B: 91 B2 SF 62 31 
CSM Finite State Machine: 

Call o - State: idle, Call 
Active: no 

Call 1 - State: id le , Call 
Active: no 

Call 2 - State: idle, Call 
Active: no 

Time Slot Control: o 

3A AE 22 
28 49 FS 
36 A6 2A 
01 90 01 

Id: OxO 

Id: OxO 

Id: OxO 

46 C2 FO 
37 10 01 
AE 
90 

-.,._ ·-- .. . .::.. ·--""" 

c~~~ -CORREIOS 
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Configuring Digital Voice Ports 

T roubleshooting Tip for Cisco 803 and 804 Routers 

Check to ensure that ali cables are securely connected. 

Configuring Digital Voice Ports 
The digital voice port commands discussed in this section configure channelized TI orE! connections; 
for information on ISDN connections, see "Configuring ISDN Interfaces for Voice" in this configuration 
guide . 

The TI o r E I !ines that connect a telephony network to the digital voice ports on a router o r access server 
contain channels for voice calls; a TI line contains 24 full-duplex channels or timeslots , and anEl line 
contains 30 . The signal on each channel is transmitted at 64 kbps, a standard known as digital signal O 
(DSO); the channels are known as DSO channels. The dsO-group command creates a logical voice port 
(a DSO group) from some or ali ofthe DSO channels, which allows you to address those channels easily, 
as a group, in voice-port configuration commands. 

Digital voice ports are found at the intersection o f a packet voice network anda digital , circuit-switched 
telephone network . The digital voice port interfaces that connect the router o r access server to TI o r E 1 Iines 
pass voice data and signaling between the packet network and the circuit-switched network. 

Signaling is the exchange of information about calls and connections between two ends of a 
communication path . For instance, signaling communicates to the call 's end points whether a line is idle 
or busy, whether a device is on-hook or off-hook, and whether a connection is being attempted. An end 
point can be a CO switch, a PBX, a telephony device such as a telephone or fax machine, ora 
voice-equipped router acting as a gateway. There are two aspects to consider about signaling on digital 
!ines: one aspect is the actual information about line and device states that is transmitted, and the second 
aspect is the method used to transmit the information on the digital !ines. 

The actual information about line and device states is communicated over digital !ines using signaling 
methods that emulate the methods used in analog circuit-switched networks: FXS , FXO, and E&M. 

The method used to transmit the information describes the way that the emulated analog signaling is 
transmitted over digital !ines, which may be common-channel signaling (CCS) or channel-associated 
signaling (CAS) . CCS sends signaling information down a dedicated channel and CAS takes place 
within the voice channel itself. This chapter describes CAS signaling, which is sometimes called 
robbed-bit signaling beca use use r bandwidth is robbed by the network for signaling. A bit is taken from 
every sixth frame o f voice data to communicate on- o r off-hook status, wink, ground start, dialed digits, 
and other information about the cal!. 

In addition to setting up and tearing down calls, CAS provides the receipt and capture of dialed number 
identification (DNIS) and automatic number identification (ANI) information, which are used to support 
authentication and other functions . The main disadvantage ofCAS signaling is its use ofuser bandwidth 
to perform these signaling functions . ' 

For signaling to pass between the packet network and the circuit-switched network, both networks must 
use the same type of signaling. The voice ports on Cisco routers and access servers can be configured to 
match the signaling o f most COs and PBXs, as explained in thi s chapter. 

This section discusses the following topics : 

Pre rcqui s ites fo r Configurin g Digital Vo ice Ports , page 57 · 

Prcparin g lnformati on to Configure Dig ital Voice Ports, pagc 58 

Pl atforrn-Specific Di g ital Vo ice Hardware, pagc 60 

• Confi gurin g Bas ic Parameters on Digital TI /E I Vo ice Ports, page 63 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 
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Prerequisites for Configuring Digital Voice Ports /· /~as "', . 

. ~ . 
Digital TI orEI packet voice capability requires specific service, software, and hardwáre\ (,?C::cV)CL 

' ' . 
• Obtain TI o r E I service from the servi c e provi der o r from your PBX. \. -: · .. - · · . 

Create your company's dial plan. 

• Establish a working telephony network based on your company's dial plan. 

• Establish a connection to the network LAN or WAN. 

• Set up a working IP and Frame Relay or ATM network . For more information about configuring IP, 
refer to the Cisco !OS !P Configuration Guide, Release 12.2. 

• lnstall appropriate voice processing and voice interface hardware on the router. See the 
" Piatform-Specific Digital Voice Hardware" section on page 60. 

• (Cisco 2600 and 3600 series routers) For digital TI packet voice trunk network modules, insta li 
Cisco lOS Release 12.0(5)XK, 12.0(7)T, 12.2(1), ora later release. The minimum DRAM memory 
requirements are as follows : 

- 32MB, with one or two TI lines 

- 48 MB, with three or four TI lines 

- 64 MB, with tive to ten TI lines 

- 128MB, with more than ten TI lines 

The memory required for high-volume applications may be greater than that listed. Support for 
digital TI packet voice trunk network modules is included in Plus feature sets. The IP Plus feature 
set requires 8 MB o f Flash memory; other Plus feature sets require 16 MB . 

• (Cisco 2600 and 3600 series routers) For digital E I packet voice trunk network modules, instai I 
Cisco lOS Release 12.1 (2)T, 12.2( I), o r a la ter release. The minimum DRAM memory requirements 
are : 

- 48MB, with one or two Eis 

- 64MB, with three to eight Eis 

- 128MB, with 9 to 12 Eis 

For high-volume applications, the memory required may be greater than these minimum values . 
Support for digital E! packet voice trunk network modules is included in Plus feature sets. The IP 
Plus feature set requires 16 MB o f Flash memory. 

• (Cisco MC381 O concentrators) HCMs require Cisco lOS Release 12.0(7)XK o r 12 .1 (2)T, 12 .2( I) , 
or a later release. 

• (Cisco 7200 and 7500 series routers) For digital TI /E I voice port adapters, install Cisco lOS 
Release 12.0(5)XE, 12.0(7)T, 12.2( I), o r a I ater release. The minimum DRAM memory requirement 
to support T 1/E I high-capacity digital voice port adapters is 64 MB . 

The memory required for high-volume applications may be greater than that listed. Support for T 1/E I 
high-capacity digital voice port adapters is included in Plus feature sets. The IP Plus feature set requires 
16 MB o f Flash memory. 

Cisco lOS Voice, Vídeo, and Fax Configurati 
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Preparing lnformation to Configure Digital V o ice Ports ( / :Jj_JD)J . ·. · , 
l, ( ( -(QJJ-ICL \ 

Gather thc following information about the telephony network connection that the v~ic'e port will be' ·I 
k ' 'Z_ I ma mg: ~~-- ·: ___ / 

Line interface: TI orEI ---"' 

Signaling interface: FXO, FXS, or E&M . Ifthe interfaces are Primary Rate Interface (PRI) or BRI, 
sec the "Configuring ISDN Interfaces for Voice" chapter in this configuration guide and Cisco lOS 
Terminal Services Configuration Guide . 

Line coding: AMI or 88ZS for TI, and AMI or HDB3 for El 

Framing format : SF (D4) or ESF for TI , and CRC4 or no-CRC4 for EI 

• Number o f channels 

Tabl e 8 describes voice-port hardware configurations for various platforms. After the controllers have 
been configured, the show voice port summary command can also be used to determine available voice 
port numbers . !f the show voice port command anda specific port number is entered, the default 
voice-port configuration for that port displays . 

TãbleB Digital Voice Slot/Port Oesignations 

Router Platform Voice Hardware Slot Number Port Number 

Cisco 2600 series Digital TI /E I Packet V o ice slot is the router port is the VWIC 
Trunk Network Module location o f the voice location in the 
(NM-HDV with VWIC-IMFT module. network module. 
or VWIC-2MFT) I O to 1 
One network module can be 
installed in a Cisco 2600 series 
router. 

Cisco 3600 series Digital TI /E! Packet Voice slot is the router port is the VWIC 
Trunk Network Module location o f the voice location in the 
(NM-HDV with VWIC-1 MFT module . network module. 
or VWIC-2MFT) 

3620: O to I O to I 
One network module can be 3640: O to 3 
installed in a Cisco 3620 
router. A Cisco 3640 router 3660: O to 5 

can support three modules, and 
as many as six can be installed 
in a Cisco 3660 router. 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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/ I é2brJ3 
TãbleB Digital Voice S!ot/Port Desig nations (continued) : ;((X).L (a_, 
Router Platform Voice Hardware Slot Number Port Number '· ' ··. 
Cisco MC38 10 . Digital voice modu le l - ' .. 

(DVM) 

. Voice compression 
module (VCM3 or 
VCM6) 

o r 

. High-compression 
modu le (HCM2 or 
HCM6) 

VCM3 and VCM6 do not 
support codec complexity 
options. 

Cisco AS5300 One Octal TI/E! feature card - control/er is : 
(eight ports) or one Quad Octal : O to 7 
T l/E I feature card (four ports) 
and one or two VFCs for voice Quad : O to 3 

and fax features . 

Cisco AS5800 Up to four 12-port TI /E I trunk shelfis I O to ll 
cards and up to eight VFCs slot is O to 5 

Cisco 7200 series . Two-port T l /E l enhanced Port adapter s lot: Interface port: O to l 
digita l voice port adapters from l to 4, or from l 

. PA-VXC (high-capacity) to 6 

. PA-VXB (modera te 
capacity) 

Port adapter slot O is reserved 
for the Fast Ethernet port on 
the 110 contro ller (i f present) . 

Cisco 7500 series PA-VXB and PA-VXC on a Interface processar Port adapter slot: 
VIP2 or VIP4 in Cisco 7500 slot : O to 12 ( depends always O or I 
series routers on the number o f slots Interface port: O or I 
I f the VIP is inserted in 

in the router) 

interface processar slot 3 and 
port adapter slot O, then the 
addresses o f the PA-VXB or 
PA-VXC are 3/0/0 or 3/0/l 
(interface processar slot 3, 
port adapter slot O, and 
interfaces O and I). 

Cisco lOS Voice, Vídeo, and fax Configurai 
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The following is show voice port summary sample output for a Cisco MC381 O multiservice 
concentrator: ~ 

-----.., 
/ '• 

Router# show voice port summary / / ÍJE;l::i 
OUT I 'Q I IN ., ( cv 

PORT CH SIG-TYPE ADMIN OPER STATUS STATUS EC \i \~ O))-========== ======== ======== 

0:17 18 fxo-ls down down i dle on-hook y "-. ,,_-
0:18 19 fxo-ls up dorm idle on-hook y 

.._,r-·--.... .... _ ..... 
0:19 20 fxo-ls up dorm idle on-hook y 
0:20 21 fxo-ls up dorm idle on-hook y 
0 : 21 22 fxo-ls up dorm idle on-hook y 
0 : 2 2 23 fxo-ls up dorm idle on-hook y 
0 : 2 3 24 e &m-imd up dorm idle idle y 

Platform-Specific Digital Voice Hardware 

Note 

This section briefly describes digital voice hardware on the following platforms: 

Cisco 2600 series and Cisco 3600 series routers 

Cisco MC3 81 O multiservice concentrator 

Cisco AS5300 universal access server 

Cisco AS5800 universal access server 

Cisco 7200 series and Cisco 7500 series routers 

For current information about supported hardware, see the release notes for the platform and 
Cisco IOS release you are using. 

Cisco 2600 Series and Cisco 3600 Series Routers 

Digital voice hardware on Cisco 2600 series and Cisco 3600 series modular access routers includes the 
high-density voice (HDV) network module and the multiflex trunk (MFT) voice/WAN interface card 
(VWIC). When an HDV is used in conjunction with an MFT and packet voice DSP modules (PVDMs), 
the HDV module is also called a digital packet voice trunk network module. The digital TI o r E I packet 
voice trunk network module supports TI orEI applications, including fractional use. The TI version 
integrates a fully managed data service unit/channel servi c e unit (DSU/CSU), and the E I version 
includes a fully managed DSU. The digital TI orEI packet voice trunk network module provides 
per-channel TI orEI data rates of64 or 56 kbps for WAN services (Frame Relay or leased line) . 

Digital TI o r E I packet voice trunk network modules for Cisco 2600 and 3600 series routers allow 
enterprises or service providers, using the voice-equipped routers as customer premise equipment 
(CPE), to deploy digital voice and fax relay. These network modules receive constant bit-rate telephony 
information o verTI o r E I interfaces and convert that information to a compressed format so that it can 
be sent over a packet network . The digital TI orE! packet voice trunk network modules can connect 
either to a PBX (or similar telephony device) or to a CO to provide PSTN connectivity. One digital TI 
o r E I packet voice trunk network module can be installed in a Cisco 2600 series router o r in a Cisco 
3620 router. A Cisco 3640 router can support three network modules, and a Cisco 3660 router can 
support up to six network modules. 

• Cisco lOS Voi.ce, Video, and Fax Configuration Guide 
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The MFT VW!Cs that are used in the packet voice trunk network modules are available in o11e~'and 
two-port configurations for TI and for E I, and in two-port configurations with drop-and-insert ~apab.iiitY. ·· · 
for TI and E I. MFTs support the following kinds o f traffic: 

Data . As W!Cs for TI o r E I applications, including fractional data line use, the TI version includes 
a fully managed DSU/CSU, and the EI version includes a fully managed DSU . 

• Packet voice . As VW!Cs included with the digital TI o r E I packet voice trunk network modul e to 
provide connections to PBXs and COs, the MFTs enable packet voice applications. 

• Multiplexed voice and data . Some two-port TI o r E I VW!Cs can provi de drop-and-insert 
multiplexing services with integrated DSU/CSUs. For example, when used with a digital TI packet 
voice trunk network module, drop-and-insert allows 64-kbps DSO channels to be taken from one TI 
and digitally cross-connected to 64-kbps DSO channels on another TI. Drop and insert, sometimes 
called TOM cross-connect, uses circuit switching rather than the DSPs that Vo!P technology 
employs. (Drop-and-insert is described in the "Configuring Trunk Connections and Trunk 
Conditioning Features" chapter in this configuration guide .) 

The digital TI orEI packet voice trunk network module contains five 72-pin Single In-line Memory 
Module (SIMM) sockets or banks, numbered O through 4, for PVDMs . Each socket can be filled with a 
single 72-pin PVDM, and there must be at least one packet voice data module (PVDM-12) in the network 
module to process voice calls. Each PVDM holds three digital signal processors (DSPs), so with fiv e 
PVDM slots populated, a total of 15 DSPs are provided. High-complexity codecs support two 
simultaneous calls on each DSP, and medium-complexity codecs support four calls on each DSP. A 
digital TI o r E I packet v o ice trunk network module can support the following numbers o f channels : 

• When the digital TI orE I packet voice trunk network moduleis configured for high-complexity 
codec mode, up to six voice or fax calls can be completed per PVDM-12, using the following codecs : 
0 .711, 0.726, 0 .729, 0729 Annex A (E!), 0 .729 Annex B, 0 .723.1, 0723 .1 Annex A (TI) , 0 .728, 
and fax relay. 

• When the digital TI orE! packet voice trunk network moduleis configured for medium-complexity 
codec mode, up to 12 voice or fax calls can be completed per PVDM-12, using the following codecs : 
0 .711, 0.726, 0 .729 Annex A, 0 .729 Annex B with Annex A, and fax relay. 

For more information, refer to the following publications : 

• Cisco 2600 Series Hardware lnstallation Guide 

Cisco 3600 Series Hardware lnstallation Guide 

Cisco Network Module Hardware lnstallation Guide 

• Cisco lOS Release 12 .0(7)T online document Configuring 1- and 2-Port Tl!El Multiflex Voice/ WA N 
Interface Cards on Cisco 2600 and 3600 Series Routers 

Cisco MC3810 Multiservice Concentrator 

To support a TI o r E I digital v o ice interface, the Cisco MC381 O multiservice concentrator must be 
equipped with a digital voice interface card (DVM) . The DVM interfaces with a digital PBX, channel 
bank, or video codec. lt supports up to 24 channels of compressed digital voice at 8 kbps, or it can 
cross-connect channelized data from user equipment directly onto the router's trunk port for connecti on 
to a carrier network. 

The DVM is available with a balanced interface using an RJ-48 connector or with an unbalanced 
interface using Bayonet-Neill-Concelman (BNC) connectors. 

Optional HCMs can replace standard VCMs to operare according to the voice compression coding 
algorithm (codec) specified when the Cisco MC381 O multiservice concentrator is configured. The / 
HCM2 provides 4 voice channels at high codec complexity and 8 channels at medium complexity. The 
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HCM6 providcs 12 voice channels at high complexity and 24 channels at medium complexity. You can 
insta li one o r two HCMs in a Cisco MC381 O, but an HCM can not be combined with a vcrvprcfl).~e 
chaSSIS. ·., 

For more information, refer to the following publications : 

Cisco MC3810 Multiservice Concentrator Hardware lnstallation Guide 

Overview o f the Cisco MC381 O Series 

Conjiguring Cisco MC38 /0 Series Concentrators to Use High-Performance Compression Modules 

Cisco AS5300 Universal Access Server 

Thc Cisco AS5300 Universal Access Server includes three expansion slots. One slot is for either an Octal 
TI /E I /PRI feature card (eight ports) o r a Quad TI /E I /PRI feature card (four ports), and the other two 
can be used for voice/fa x or modem feature cards. Because a single voice/fax feature card (VFC) can 
support up to 48 (TI) o r 60 (E I) voice calls, the Cisco AS5300/Voice Gateway system can support a total 
o f 96 or 120 simultaneous voice calls . The use of VFCs requires Cisco lOS release 12 .0.2XH or !ater. 

Cisco AS5300 VFCs are coprocessor cards, each with a powerful reduced instruction set computing 
(RISC) engine and dedicated, high-perforrnance DSPs to ensure predictable, real-time voice processing. 
Thc design couples this coprocessor with direct access to the Cisco AS5300 routing engine for 
streamlined packet forwarding . 

For more information, refer to the following publications: 

Cisco AS5300 Chassis lnstallation Guide 

Cisco AS5300 Module lnstallation Guide 

Ciscb,_._AS5800 Universal Access Server 

Milí§fW 

Thc Cisco AS5800 Universal Access Server consists oftwo primary system components: the Cisco 5814 
dia! shelf(DS), which holds channelized trunk cards and connects to the PSTN, and the Cisco 7206 
routcr shelf(RS), which holds port adapters and connects to the IP backbone. 

The dia! shelf acts as the access concentrator by accepting and consolidating ali types o f remo te traffic, 
including voice, dial-in analog and digital ISDN data, and industry-standard WAN and remote 
connection types. The dia! shelf ais o contains controller cards voice feature cards, modem feature cards, 
trunk cards, and dia! shelf interconnect cards. 

One or two dia! shelf controllers (DSCs) provide clock and power control to the dia! she lf cards . Each 
DSC contains a block of logic that is referred to as the common logic and system clocks. This block of 
logic can use a variety o f sources to generate the system timing, including an E I o r T I/T3 input signal 
from the BNC connector on the DSC's front pane!. The configuration commands for the master clock 
spccify the various clock sources anda priority for each source (see the "Clock Sources on Digital TI/E I 
Voicc Ports" section on page 68). 

The Cisco AS5800 voice feature card is a multi-DSP coprocessing board and software package that adds 
VoiP capabilities to the Cisco AS5800 platform. The Cisco AS5800 voice feature card, when used with 
other cards such as LAN/WAN and modem cards, provides a gateway for up to 192 packetized voice/fax 
calls and 360 data calls per card. A Cisco AS5800 can support up to I ,344 voice calls in spiit-diai-shelf 
configuration with two 7206VXR router shelves. 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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For more information, refer to the following publications: 

Cisco AS5800 Universal Access Server Operation, Administration, Maintenance, and Pràvisioning 
Cuide 

Cisco AS5800 Access Server Hardware Installation Cuide 

Cisco 7200 and Cisco 7500 Series Routers 

~. 

Cisco 7200 and Cisco 7500 series routers support multimedia routing and bridging with a wide variety 
o f protocols and media types . The Cisco 7000 family versatile interface processar (VIP) is based on a 
RISC engine optimized for 110 functions. To this engine are attached one or two port adapters or 
daughter boards, which provide the media-specific interfaces to the network. The network interfaces 
provide connections between the routers' peripheral component interconnect (PCI) buses and externai 
networks. Port adapters can be placed in any available port adapter slot, in any desired combination . 

TI/E! high-capacity digital voice port adapters for Cisco 7200 and Cisco 7500 series routers allow 
enterprises or service providers, using the equipped routers as customer premise equipment, to deploy 
digital voice and fax relay. These port adapters receive constant bit-rate telephony information over 
TI /E I interfaces and can convert that information to a compressed format for transmission as v o ice o ver 
IP (VoiP). Two types of digital voice port adapters are supported on Cisco 7200 and Cisco 7500 series 
routers : two-port high-capacity (up to 48 o r 120 channels o f compressed voice, depending on codec 
choice), and two-port moderate capacity (up to 24 or 48 channels of compressed voice) . These 
single-width port adapters incorporate two universal ports configurable for either TI o r E I connection, 
for use with high-performance digital signal processors (DSPs) . Integrated CSU/DSUs, echo 
cancellation, and DSO drop-and-insert functionality eliminate the need for externai line termination 
devices and multiplexers. 

For more information, refer to the following publications: 

• Cisco 7200 VXR Installation and Configuration Cuide 

Cisco 7500 Series lnstallation and Configuration Cuide 

Two-Port TJ/El Moderate-Capacity and High-Capacity Digital Voice Port Adapter lnstallation and 
Configuration 

Note For current information about supported hardware, see the release notes for the platform and 
Cisco lOS release being used . 

onfiguring Basic Parameters on Digital T1/E1 V o ice Ports 

This section describes commands for basic digital voice port configuration. Make sure you have ali the 
data recommended in the " Prcparing lnformation to Configure Digital Yoicc Ports" scction on page 58 
before starting this procedure. 

Cisco lOS Voice, Video, and Fax Configurai 
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Thc basic stcps for configuring digital voice ports are described in the next three sectifns:,They are 
grouped by the configuration mode from which they are executed, as follows: 26 t S 

• Configuring Codcc Complexity for Digital TI /E I Voice Ports, page 64 · ·, ROJJ.JOv 
Codec complexity refers to the amount ofprocessing power assigned to codec process'i~g·:on_a_ voice 
port. On most router platforms that support codec complexity, codec complexity is selected in voice 
card configuration mode, although it is selected in DSP interface mode on the Cisco 7200 and 
7500 series. The value configured for codec complexity establishes the choice of codecs that are 
available on the dia! peers . See the Conjiguring Dia! Plans, Dia! Peers, and Digit Manipulation 
chapter in this configuration guide for more information about configuring dia! peers . 

• Configuring Controller Settings for Digital TI/E! Voice Ports, page 67 

Specific line characteristics must be configured to match those ofthe PSTN line that is being 
connected to the voice port. These are typically configured in controller configuration mode. 

• Configuring Basic Voice Port Parameters for Digital TI/E! Voice Ports, page 78 

Voice port configuration mode allows many ofthe basic voice call attributes to be configured to 
match those o f the PSTN or PBX connection being made on this voice port. 

In addition to the basic voice port parameters, there are additional commands that allow for the fine­
tuning ofthe voice port configurations o r for configuration o f optional features. In most cases, the default 
values for these commands are sufficient for establishing voice port configurations. I f it is necessary to 
change some o f these parameters to improve voice quality or to match parameters in proprietary PBXs 
to which you are connecting, use the commands in the "Fine-Tuning Analog and Digital Voice Ports" 
section on page 80. 

After voice port configuration, make sure the ports are operational by following the steps described in 
these sections: 

Vcrifying Analog and Digital Voice-Port Configurations, page 99 

Troubleshooting Analog and Digital Voice Port Configurations, page 11 O 

For more information on voice port commands, refer to the Cisco lOS Voice, Video, and Fax Command 
Reference. 

Configuring Codec Complexity for Digital T1/E1 Voice Ports 

On the Cisco 2600, 3600, 7200, and 7500 routers, codec complexity can be configured separately for 
each TI /E I digital packet voice trunk network module or port adapter. On a Cisco MC381 0 multiservice 
concentrator, only a single codec complexity setting is used, even when two HCMs are installed. The 
value specified in this task affects the choice o f codecs available when the codec dial-peer configuration 
command is configured . 

For detai ls on the number o f calls that can be handled simultaneously using each ofthe codec standards, 
rcfer to the entries for codec and codec complexity in the Cisco !OS Voice, Vídeo, and Fax Command 
Reference and to platform-specific product literature. 

For more information on codec complexity, see the "Configuring Codec Comp lexity for Ana log Voice 
Porls on lhe Cisco MC381 O with High-Performance Compress ion Modules" section on page 47. 

Two configuration task tables are shown below: one for the Cisco 2600 and 3600 series routers and the 
Cisco MC381 O concentrator, which use voice card configuration mode, and the second for the 
Cisco 7200 and 7500 series routers, which use DSP interface configuration mode. 

• Cisco lOS Voice, Video, and Fax Configuration Guide 

""' "t. 

) 



Configuring Voice Ports 

Configuring Digital Voice Ports 

/ Q61i •. 
Cisco 2600 and 3600 Series and Cisco MC3810 ~ 

This procedure applies to voice ports on digital packet voice trunk network modules on \ ·, ~~ 

~ .. 

Cisco 2600 series and Cisco 3600 series routers, and to voice ports on HCMs on Cisco MC38.!. O .­
multiservice concentrators. 

Note On Cisco 2600 and 3600 series routers with digital TI /E I packet voice trunk network modules, codec 
complexity cannot be configured i f DSO groups are configured. Use the no dsO-group command to 
remove DSO groups before configuring codec complexity. 

~ .. 
Note On the Cisco MC381 O multiservice concentrator with high compression modules, check the DSP 

voice channel activity with the show voice dsp command. Ifany DSP voice channels are in the busy 
state, you cannot change the codec complexity. When ali o f the DSP channels are in the idle state, 
you can make changes to the codec complexity selection. 

To configure codec complexity, use the following commands beginning in privileged EXEC mode : 

Command Purpose 

Step 1 Router# ahow vaie e dap Checks the DSP voice channel activity. I f any DSP voice 
channels are in the busy state, codec complexity cannot be 
changed. 

. 
Step 2 Router# configure terminal 

Step 3 Router (config) # voice-card slot 

Step 4 Router ( conf ig-voicecard) # c ode c complexi ty 
{high I med} 

When ali o f the DSP channels are in the idle state, continue to 
Step 2 . 

Enters global configuration mode. 

Enters voice card configuration mode for the card or cards in 
the slot specified. 

For the Cisco 2600 and 3600 series routers, the slot argument 
ranges from O to 5. For the Cisco MC381 O multiservice 
concentrator, slot must be O. 

Specifies codec complexity based on the codec standard being 
used. This setting restricts the codecs available in dia! peer 
configuration . Ali voice cards in a router must use the same 
codec complexity setting. The keywords are as follows : 

high-(Optional) Specifies up to six voice or fax calls 
completed per PVDM-12, using the following codecs : 
G.711 , G.726, G.729, G.729 Annex 8, G .723 . 1, G .723 . 1 
Annex A, G .728, and fax relay. 

med-(Optional) Supports up to 12 voice or fax calls 
completed per PVDM-12 , using the following codecs: 
G.711, G.726, G.729 Annex A, G.729 Annex 8 with 
Annex A, and fax relay. The default is med. 

Note On the Cisco MC381 O multiservice concentrator, this 
command is valid only with one or more HCMs 
installed, and voice cardO must be specified. I f two 
HCMs are installed, this command configures both / 

HCMs at once. ~~~~~-:-1/5-T- '+"-- ~~~ 
Cisco lOS Voice, Vídeo, and Fax Confi \. 
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Cisco AS5300 Universal Access Server 

Codcc support on the Cisco AS5300 universal access server is determined by the capability list on the 
voicc fcature card, which defines the set o f codecs that can be negotiated for a voice cal I. The capability 
list is created and populated when VCWare is unbundled and DSPWare is added to VFC Flash memory. 
Thc capabi lity I ist does not indicate codec preference; it simply reports the codecs that are available . The 
scssion application decides which codec to use. Codec support is configured on dial peers rather than on 
voicc ports ; see the "Configuring Dial Plans, Dial Peers, and Digit Manipulation" chapter in this 
configuration guide . 

Cisco AS5800 Universal Access Server 

Sclcction o f codec support on Cisco AS5800 access servers is made during dial peer configuration. See 
thc "Configuring Dia I Plans, Dial Peers, and Digit Manipulation " chapter in this configuration guide. 

Cisco 7200 Series and Cisco 7500 Series Routers 

Step 1 

~ .. 

On Cisco 7200 series and Cisco 7500 series routers, codec complexity is configured on the DSP 
interface. 

Note Check the DSP voice channel activity using the show interfaces dspfarm command. I f any DSP 
voice channels are in the busy state, codec complexity cannot be changed. When ali of the DSP 
channels are in the idle state, changes can be made to the codec complexity selection. 

To configure the DSP interface, use the following commands beginning in privileged EXEC mode: 

Command Purpose I 

o --------------------------------------------------+----------------------------------------
Router# show interfaces dspfarm Displays the DSP voice channel activity. I f any 

DSP voice channels are in the busy state, codec 
complexity cannot be changed. 

When ali ofthe DSP channels are in the idle state, 
continue to Step 2. 

Step 2 Router# configure terminal Enters global configuration mode. 

Step 3 Cisco 7200 series 
Router(config ) # dspint dspfarm sl o t / port 

Cisco 7500 series 

Router( c onfig)# dspint dspfarm slot / port-adapter/ port 
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Enters DSP interface configuration mode. The 
arguments are as follows : 

• slot/port--Specifies the slot and port numbers 
o f the interface. 

• adapter/port--Specifies the adapter and port 
numbers o f the interface. 
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Command Purpose 

Step4 Router(config-dspfarm)# codec {high I med} Specifies the codec complexity based on the codec 
standard being used . The keyword specified for 
codec affects the choice o f codecs available when 
the codec dial-peer configuration command is 
used . The keywords are as follows : 

Step5 Router(config-dspfarm)# description 

• high-Supports two voice channels encoded 
in any ofthe following formats: G. 711 , G. 726, 
G.729, G.729 Annex B, G.723 .1, G.723 .1 
Annex A, G.728, and fax relay. 

• med-(default) Supports up to four calls 
using the following codecs : G.711, G.726, 
G.729 Annex A, G.729 Annex B with Annex 
A, and fax relay. 

Enters a string to include descriptive text about 
this DSP interface connection. This information is 
displayed in the output for show commands and 
does not affect the operation ofthe interface in any 
way. 

Configuring Controller Settings for Digital T1/E1 Voice Ports 

The purpose o f configuring controllers for digital TI /E I voice ports is to match the configuration o f the 
router to the line characteristics o f the telephony network connection being ma de so that v o ice and 
signaling can be transferred between them and so that logical voice ports, or DSO groups, may be 
established. 

Figure 16 shows how a dsO-group command gathers some o f the DSO time slots from a TI !in e in to a 
group that becomes a single logical voice port, which can !ater be addressed as a single entity in voice 
port configurations. Other DSO groups for voice can be created from the remaining time slots shown in 
the figure, or the time slots can be used for data or serial pass-through. 

Note that ali the controller commands in Figure 16 other than dsO-group apply to ali the time slots in 
the TI. 

CPMI -CORREIOS 
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Figure 16 T1 Contra/ler Conlíguration on Cisco 2600 or 3600 Sedes Routers 

Network module slot 1 
VWIC slot O 

Configures T1 
controller 1/0 

controller tl 1 / 0 
framing esf 
clock source line 
linecode b8zs 

T1 

Creates DSO group, or 
logical voice port, 1/0:1 
by grouping 12 
time slots together 

dsO-group 1 timeslots 1 - 12 type e&m-wink-start 

Configuring Voice Ports 

·~ .... 

Voice port controller configuration includes setting the parameters described in the following sections: 

Framing Formats on Digital TI /E I Voice Ports 

Clock Sources on Digital T 1/E I Voice Ports 

Line Coding on Digital TI /E! Voice Ports 

DSO Groups on Digital T 1/E I Voice Ports 

Another controller command that might be needed, cablelength, is discussed in the Cisco !OS Interface 
Command Reference, Release 12.2. 

Framing Formats on Digital T1/E1 Voice Ports 

The framing format parameter describes the way that bits are robbed from specific frames to be used for 
signaling purposes. The controller must be configured to use the same framing formatas the line from 
the PBX or CO that connects to the voice port you are configuring. 

Digital TI !ines use super frame (SF) or extended super frame (ESF) framing formats. SF provides 
two-state, continuous supervision signaling, in which bit values of O are used to represent on-hook and 
bit values of I are used to represent off-hook. ESF robs four bits instead oftwo, yet has little impact on 
voice quality. ESF is required for 64-kbps operation on DSO and is recommended for Primary Rate 
Interface (PRI) configurations. 

E I I ines can be configured for cyclic redundancy check (CRC4) o r no cyclic redundancy check, with an 
optional argument for E I I ines in Austral ia . 

Clock Sources on Digital T1/E1 Voice Ports 

Digital T 1/E I interfaces use timers called clocks to ensure that voice packets are delivered and 
assembled properly. Ali interfaces handling the same packets must be configured to use the same source 
o f timing so that packets are not lost or delivered late . The timing source that is configured can be 
externai (from the line) or internai to the router's digital interface . 
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Ifthe timing source is internai, timing derives fr~'rif~h~b~.boafct. phase-lock loop (PLL) chip in the digital 
voice interface. Ifthe timing source is line (externai), then timing derives from the PBX or PSTN CO to 
which the voice port is connected. It is generally preferable to derive timing from the PSTN because their 
clocks are maintained at an extremely accurate levei. This is the default setting for the clocks. When two 
or more controllers are configured, one should be designated as the primary clock source; it will drive 
the other controllers . 

The line keyword specifies that the clock source is derived from the active line rather than from the 
free-running internai clock. The following rules apply to clock sourcing on the controller ports : 

When both ports are set to line clocking with no primary specification, portO is the default primary 
clock source and port I is the default secondary clock source. 

When both ports are set to line and one port is set as the primary clock source, the other port is by 
default the backup or secondary source and is loop-timed. 

I fone port is set to clock source line or clock source line primary and the other is set to clock source 
internai, the internai port recovers clock from the clock source line port i f the clock source !in e port 
is up. I f it is down, then the internai port generates its own clock. 

I f both ports are set to clock source internai , there is only one clock source : internai. 

This section describes the tive basic timing scenarios that can occur when a digital voice port is 
connected to a PBX or CO. In ali the examples that follow, the PSTN (or CO) and the PBX are 
interchangeable for purposes o f providing o r receiving clocking. 

Single Voice Port Providing Clocking-In this scenario, the digital voice hardware is the clock 
source for the connected device, as shown in Figure 17. The PLL generates the clock internally and 
drives the clocking on the line. Generally, this method is useful only when connecting to a PBX, key 
system, or channel bank. A Cisco VoiP gateway rarely provides clocking to the CO because CO 
clocking is much more reliable . The following configuration sets up this clocking method for a 
digital E! voice port: 

controller E1 1/ 0 
framing c r c4 
linecoding hdb3 
clock source interna! 
dsO-group timeslots 1-15 type e&m-wink- s tart 

Figure 17 Single Voice Port Providing C/ocking 

E1 O 
"' a; 

PBX l"l Clock---'~ 

Single Voice Port Receiving Internai Clocking-In this scenario, the digital voice hardware receives 
clocking from the connected device (CO telephony switch or PBX) (see Figure 18). The PLL 
clocking is driven by the clock reference on the receive (Rx) si de o f the digital !in e connection. 

Figure 18 Single E1 Port Receiving Clocking from the Line 

" Clock 
E1 O .._----------{ 
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Note 

Thc following configuration sets up this clocking method : 

controller T1 1/0 
framing esf 
linecoding ami 
clock source line 
dsO-group timeslots 1-12 type e&m-wink-start 

Dual Voice Ports Receiving Clocking from the Line-In this scenario, the digital voice port has two 
rcference clocks, one from the PBX and another from the CO, as shown in Figure 19. Because the 
PLL can derive clocking from only one source, this case is more complex thari the two preceding 
examples. 

Before looking at the details, consider the following as they pertain to the clocking method: 

- Looped-time clocking: The voice port takes the clock received on its Rx (receive) pair and 
regenerates it on its Tx (transmit) pair. While the port receives clocking, the port is not driving 
the PLL on the card but is "spoofing" (that is, fooling) the port so that the connected device has 
a viable clock and does not see slips (that is, loss of data bits). PBXs are not designed to accept 
slips on a TI orEI tine, and such slips cause a PBX to drop the link into failure mode. While 
in looped-time mode, the router often sees slips, but because these are controlled slips, they 
usually do not force failures o f the router's voice port. 

- Slips: These messages indicate that the voice port is receiving clock information that is out of 
phase (out of synchronization). Because the router has only a single PLL, it can experience 
controlled slips while it receives clocking from two different time sources. The router can 
usually handle controlled slips because its single-PLL architecture anticipates them. 

Physicallayer issues, such as bad cabling or faulty clocking references, can cause slips. 
Eliminate these slips by addressing the physicallayer or clock reference problems. 

In the dual voice ports receiving clocking from the line scenario, the PLL derives clocking from the 
CO and puts the voice port connected to the PBX into looped-time mode. This is usually the best 
method because the CO provides an excellent clock source (and the PLL usually requires that the 
CO provide that source) anda PBX usually must receive clocking from the other voice port. 

Figure 19 Dual Ef Ports Receiving C/ocking from the line 

The following configuration sets up this clocking method: 

c ontroller E1 1 / 0 << description - connected to the CO 
framing crc4 
linecoding hdb3 
clock source line primary 
dsO-group timeslots 1-15 type e&m-wink- s tart 

I 
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controller E1 1/1 << description - connected to the PBX 
framing crc4 
linecoding hdb3 

clock s ource line 
dsO-group timeslots 1-15 type e&m - wink-start 
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The clock source line primary command tells the router to use this voice port to drive the PLL. All 
other voice ports configured as clock source line are then put into an implicit loop-timed mode. I f 
the primary voice port fails or goes down, the other voice port instead receives the clock that drives 
the PLL. In this configuration, port I/I might see controlled slips, but these should not force it down. 
This method prevents the PBX from seeing slips. 

Dual Voice Ports (One Receives Clocking and One Provides Clocking)-In this scenario, the digital 
voice hardware receives clocking for the PLL from E I O and uses this clock as a reference to clock 
E I I (se e Figure 20). I f controller E I O fails, the PLL internally generates the clock reference to 
drive E I I. 

Figure 20 Dual Ef ports-One Receiving and One Providing Clocking 

Clock--~ 

PBX 

The following configuration sets up this clocking method: 

controller E1 1/0 
framing crc4 
linecoding hdb3 
clock source line 
dsO-group timeslots 1-15 type e&m - wink-start 

I 

controller E1 1/1 
framing crc4 
linecoding hdb3 
clock source internai 
dsO-group timeslots 1-15 type e&m-wink-start 

Dual Voice Ports (Router Provides Both Clocks)-In this scenario, the router generates the clock for 
the PLL and, therefore, for both voice ports (see Figure 21 ). 

Figure 21 Dual Ef Ports-both Clocks from the Router 

Clock--__. 
PBX 
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The following configuration sets up this cloeking method : 

controller E1 1/0 
framing crc4 
linecoding hdb3 
clock source internal 
dsO-group timeslots 1 - 15 type e&m-wink-start 

I 

controller E1 1/1 
framing esf 
linecoding b8 zs 
clock source internal 
dsO-group timeslots 1-15 type e&m-wink-start 

line Coding on Digital T1/E1 Voice Ports 

Configuring Voice Ports 
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Digital TI /E I interfaces require that !in e encoding be configured to match that ofthe PBX o r CO that is 
being connected to the voice port. Line encoding defines the type of framing used on the tine. 

Tlline encoding methods include altemate mark inversion (AMI) and binary 8 zero substitution (B8ZS). 
AMI is used on older TI circuits and references signal transitions with a binary I, or "mark." B8ZS, a 
more reliable method, is more popular and is recommended for PRI configurations as well. B8ZS 
encodes a sequence of eight zeros in a unique binary sequence to detect line-coding violations . 

Supported E I tine encoding methods are AMI and high-density bipolar 3 (HDB3), which is a form of 
zero-suppression tine coding. 

DSO Groups on Digital T1/E1 Voice Ports 

For digital voice ports, a single command, dsO-group, performs the following funetions : 

Defines the TI /E I channels for compressed voice calls. 

Automatically creates a logical voice port. 

The numbering for the logical voiee port ereated as a result of this command is 
controller:dsO-group-no, where contra/ler is defined as the platform-specific address for a particular 
controller. On a Cisco 3640 router, for example, dsO-group 1 timeslots 1-24 type e&m-wink 
automatically creates the voice port 1/0: I when issued in the configuration mode for controller 1/0. 
On a Cisco MC381 O universal concentrator, when you are in the configuration mode for controller 
O, the command dsO-group 1 timeslots 1-24 type e&m-wink creates logical voice port 0: I. 

To map individual DSOs, define additional DSO groups under the TI/E! controller, specifying 
different time slots . Defining additional DSO groups also creates individual DSO voice ports . 

Defines the emulated analog signaling method that the router uses to connect to the PBX or PSTN. 

Most digital TI /E! connections used for switeh-to-switch (or switch-to-router) trunks are E&M 
connections, but FXS and FXO connections are also supported. These are normally used to provide 
emulated-OPX (Off-Premises eXtension) from a PBX to remate stations. FXO ports connect to FXS 
ports. The FXO or FXS connection between the router and switch (CO or PBX) must use matching 
signaling, or calls cannot conneet properly. Either ground start or loop start signaling is appropriate 
_for these connections. Ground start provides better diseonnect supervision to detect when a remate 
user has hung up the telephone, but ground start is not available on ali PBXs. 

Digital ground start differs from digital E&M because the A and B bits do not track each other as 
they do in digital E&M signaling (that is, A is not necessarily equal to B). When the CO delivers a 
call, it seizes a ehannel (goes off-hook) by setting the A bit to O. The CO equipment also simulates 
ringing by toggling the B bit. The terminating equipment goes off-hook when it is ready to answer 
the cal I. Digits are usually not delivered for incoming calls. 
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E&M connections can use one of three ditferent signaling types to acknowledge on-hook and 
off-hook states: wink start, immediate start, and delay start. E&M wink start is usually preferred, 
but not ali COs and PBXs can handle wink start signaling. The E&M connection between the router 
and switch (CO or PBX) must match the CO or PBX E&M signaling type, or calls cannot be 
connected properly. 

E&M signaling is normally used for trunks . lt is normally the only way that a CO switch can provi de 
two-way dialing with Direct lnward Dialing (DID) . In ali the E&M protocols, otf-hook is indicated 
by A=B=l and on-hook is indicated by A=B=O (robbed-bit signaling) . lfdial pulse dialing is used, 
the A and B bits are pulsed to indicate the addressing digits. The are severa! further important 
subclasses o f E&M robbed-bit signaling: 

- E&M Wink Start-Feature Group B 

In the original wink start handshaking protocol, the terminating side responds to an off-hook 
from the originating side with a short wink (transition from on-hook to off-hook and back 
again). This wink tells the originating side that the terminating side is ready to receive 
addressing digits. After receiving addressing digits, the terminating side then goes off-hook for 
the duration ofthe cal!. The originating endpoint maintains otf-hook for the duration ofthe cal!. 

- E&M Wink Start-Feature Group D 

In Feature Group D wink start with wink acknowledge handshaking protocol, the terminating 
side responds to an off-hook from the originating side with a short wink (transition from 
on-hook to otf-hook and back again) justas in the original wink start. This wink tells the 
originating side that the terminating side is ready to receive addressing digits. After receiving 
addressing digits, the terminating side provides another wink (called an acknowledgment wink) 
that tells the originating side that the terminating side has received the dialed digits. The 
terminating side then goes off-hook to indicate connection. This last indication can be due to 
the ultimate called endpoint's having answered. The originating endpoint maintains an off-hook 
condition for the duration o f the c ali . . 

- E&M Immediate Start 

In the immediate-start protocol, the originating side does not wait for a wink before sending 
addressing information. After receiving addressing digits, the terminating side then goes 
off-hook for the duration of the cal!. The originating endpoint maintains off-hook for the 
duration o f the call . 

Note Feature Group D is supported on Cisco AS5300 platforms, and on Cisco 2600, 3600, and 7200 series 
with digital TI packet v o ice trunk network modules . Feature Group D is not supported on E I o r 
analog voice ports. 
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To configure eontroller settings for digital TI/E! voice ports, use the following commands: b~~~ 
global configuration mode: \ ' ' ·. 

Command 

Step 1 Cisco 7200 and 7500 series 

Router(config)ff card type {tl I el} slot 

Step 2 Cisco 2600 and 3600 series, Cisco MC3810, and Cisco 7200 series 

Router(config)# controller {tl I el} slot/port 

Cisco AS5300 

Router(config)ff controller {tl I el} number 

Cisco AS5800 

Router(config)# controller {tl I el} shelf/ slot/port 

Cisco 7500 series 

Router(config)# controller {tl I el} 
slot/port-adapter/slot 

Step 3 T1 

Router(config-controller)ff framing {sf I esf} 

E1 

Router(conf ig- controller)# framing {crc4 I no-crc4} 
[australia) 
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Purpose 

Defines the card as TI o r E I and stipulates the 
location. 

The keywords and arguments are as follows: 

t1 I e l-Defines the type of eard. 

• slot-A value from O to 5. 

Enters controller configuration mode. 

The keywords and arguments are as follows: 

tlJ el-The type ofcontroller. 

• slotlport-The backplane slot number and 
port number for the interface being 
configured. 

number-The network processo r module 
number; the range is from O to 2. 

-

• shelf/slotlport-Indicates the controller ports; 
the range for port is from O to 11. 

Selects frame type for TI or E I line. 

The keywords and arguments are as fo llows: 

T11ines 

sf-super frame 

esf-extended super frame 

E11ines 

crc4-Provides 4 bits of error protection. 

no-crc4-Disables crc4. 

australia-(Optional) Specifies the E 1 frame 
type used in Australia. 

The default for TI is sf. 

The default for E I is crc4. 
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Step 4 

Command 

Router(config-controller)# clock source {line [primary 
I secondary) I internal} 

Step 5 T11ines 

Router(config-controller)# linecode {ami I b8zs} 

E11ines 

Router(config-controller)# linecode {ami I hdb3} 

Configuring Digital Voic~j'ort!f·" ·. - "". 

Purpose 

Configures the clock source. ~ .. 
' • ·· .. 

The keywords and arguments are as follows: 

line-Specifies that the PLL on this port 
derives clocking from the externai source to 
which the port is connected (generally the 
CO). 

• primary-(Optional) Specifies that the PLL 
on this port derives clocking from the externai 
source and puts the other port (generally 
connected to the PBX) into looped-time 
mode . Both ports are configured with line, but 
only the port connected to the externai source 
is configured with primary. 

• secondary-(Optional) Indicates a backup 
externai source for clocking i f the primary 
clocking shuts down . Configure the clock 
source line secondary command on the 
controller that has the next-best-known 
clocking. 

• internai-(Optional) Specifies that the clock 
is generated from the voice port's internai 
PLL. 

For more information about clock sources, see the 
"Clock Sources on Digital TI /E I Voice Ports" 
section on page 68 . 

The default is line. 

Specifies the tine encoding to use . 

The keywords are as follows: 

ami-Specifies the alternate mark inversion 
(AMI) tine code type . (TI andE I) 

b8zs-Specifies the binary 8 zero substitution 
(B8ZS) tine code type. (TI only) 

hdb3-Specifies the high-density bipolar 3 
(HDB3) tine code type . (E I only) 

The default for TI is ami. 

The default for E I is hdb3. 
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Command 

Cisco 2600 and 3600 Series Routers and Cisco MC3810 Multiservice 
Concentrators-T1 

Router(config-controller)# dsO-group dsO-group-no 
timeslots timeslot - list type {e&m-delay-dial I e&m-fgd 
I e&m-immediate-start e&m-wink-start I ext-sig I 

fgd-eana I fxo-ground-start I fxo-loop-start I 

fxs-ground-start I fxs-loop-start} 

Cisco 2600 and 3600 Series Routers and Cisco MC3810 Multservice 
Concentrators-El 

Rou t er( con f ig-controller)# dsO - group dsO-gr oup-no 
timeslots t imeslot- list type {e&m-delay-dial I 
e&m-immediate-start I e&m-melcas-delay I 
e&m-melcas-immed I e&m-melcas-wink I e&m-wink-start 
ext-sig I fgd-eana I fxo-ground-start I fxo-loop-start 
I fxo-melcas I fxs-ground-start I fxs-loop-start I 

fxs-melcas I r2-analog I r2 - digital I r2-pulse} 

Cisco AS5300 Universal Access Servers-T1 

Router( con f ig-controller)# dsO-group dsO-gro up - no 
timeslots timeslot-list [service {data I fax I voice}l 
[type {e&m-fgb I e&m-fgd I e&m-immediate-start I 

fxs-ground-start I fxs-loop-start I fgd-eana I fgd-os 
I rl-itu I sas-ground-start I sas-loop-start I none}l 

Cisco AS5300 Universal Access Servers-El 

Router(config-cont r oller)# dsO-group dsO-group-no 
timeslots timeslot - list type {none I p7 I r2-analog 
r2-digital I r2-lsvl81-digital I r2-pulse} 

Cisco AS5800 Universal Access Servers-Tl 

Router(config-controller)# dsO-group dsO-group -no 
timeslots timeslot - list type {e&m-fgb I e&m-fgd I 
e&m-immediate-start I fxs-ground-start I 
fxs-loop-start I fgd-eana I rl-itu I rl-modified I 
rl-turkey I sas-ground- start I sas-loop-start I none} 

Cisco AS5800 Universal Access Servers El Voice Ports 

Router (config-co ntroller)# dsO-group dsO-gr oup - no 

timeslots timeslot-list type {e&m-fgb I e&m- fgd I 
e&m-immediate-start I fxs-ground-start I 
fxs-loop-start I p7 I r2-analog I r2 - digital 
r2-pulse I sas-ground-start I sas-loop-start none} 

Cisco 7200 and 7500 Series Series Routers T1 and El Voice Ports 

Router (conf i g-co n tro ller)# dsO-group d s O- g r o up - n o 
timeslots ti mes l ot-l ist type {e&m-delay I 
e&m- immediate I e&m-wink I fxs-ground-start I 

fxs-loop-start I fxo-ground-start I fxo-loop-start} 
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Purpose . ,, 

Defines the TI channels for use by 2t~mpressed 
........ . .. 

voice calls and the signaling method thàt the _. 
router uses to connect to the PBX or CO. 

Note This step shows the basic syntax and 
signaling types available with the 
dsO-group command. For the complete 
syntax , see the Cisco !OS Voice, Vídeo, 
and Fax Command Reference, 
Release 12 .2. 

The keywords and arguments are as follows: 

dsO-group-no-ldentities the DSO group 
(number from O to 23 , for TI , or from O to 30, 
for E!) . 

timeslots timeslot-list-Specities the single 
time slot number, single range o f numbers, o r 
multiple ranges of numbers separated by 
commas. For T 1/E I, allowable values are 
from I to 24. Examples are as follows: 

- 2, 3-5 

- I, 7, 9 

- 1-12 

service-Indicates the type of calls to be 
handled by this DSO group-data, fax , or 
voice) . 

type-Refers to the signaling type o f the 
telephony connection being made. Types 
include the following: 

- e&m-delay-diai-Specifies the 
originating endpoint that sends an 
off-hook signal and waits for the off-hook 
signal followed by an on-hook signal 
from the destination . 

- e&m-fgb-E & M Type 11 Feature 
Group B. 

- e&m-fgd-E & M Type 11 Feature 
Group D. 
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Command Purpose \ \~ 

- e&m-immediate-start-E & M ·,,_,.>--- · 
Immediate Start. 

- e&m-melcas-delay-E&M Mercury 
Exchange Limited Channel Associated 
Signaling (MELCAS) delay start 
signaling support. 

- e&m-melcas-immed-E&M MELCAS 
immediate start signaling support. 

- e&m-melcas-wink-E&M MELCAS 
wink start signaling support. 

- e&m-wink-start-The originating 
endpoint sends an off-hook signal and 
waits for a 

- ext-sig-For the specified channel, 
automatically generates the off-hook 
signal and stays in the off-hook state. 

- fgd-eana-Feature Group D Exchange 
Access North American. 

- fgd-os-Feature Group D Operator 
Services. 

- fxo-melcas-MELCAS Foreign 
Exchange Office signaling support. 

fxs-melcas-MELCAS Foreign 
Exchange Station signaling support. 

- fxs-ground-start-FXS Ground Start. 

- fxs-Ioop-start-FXS Loop Start. 

- none-Null Signaling for Externai Call 
Control. 

- p7-Specifies the p7 switch type. 

- ri-itu-RI !TU 

- sas-ground-start-SAS Ground Start. 

- sas-Ioop-start-SAS Loop Start. 

The ri and r2 keywords refer to line signaling, 
based on international signaling standards . 

The ri i tu keywords are based on signal ing 
standards in countries besides the United States. 

standards in a particular country 
supports the !TU variant . 

Step 7 Router (config-controller) # no shutdown Activates the controller. 

Fls: 
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Step 1 

Step2 

For FXO and FXS connections the default voice-port parameter values are often adequatê~wever; ~9r 
E&M connections, it is important to match the characteristics o f your PBX, so v o ice port paràmetêrs 
may need to be reconfigured from their defaults . 

Each v o ice port that you address in digital v o ice port configuration is one o f the logical voice ports that 
you created with the dsO-group command. 

Companding (from compression and expansion), used in Step 4 ofthe following table, is the part ofthe 
PCM process in which analog signal values are logically rounded to discrete scale-step values on a 
nonl inear scale . The decimal step number is then coded in its binary equivalent prior to transmission. 
The process is reversed at the receiving terminal using the same nonl inear scale. 

~ .. 
Note The commands, keywords, and arguments that you are able to use may differ slightly from those 

presented here, based on your platform, Cisco lOS release, and configuration . When in doubt, use 
Cisco lOS command help (command ?) to determine the syntax choices that are available. 

To configure basic parameters for digital TI/E! voice ports, use the following commands beginning in 
global configuration mode. 

Command 

Cisco 2600 and 3600 Series Routers 

Router(config)# voice-port slot/port : dsO-group-no 

Cisco MC3810 Multiseries Concentrators 

Router(config)# voice-port slot:dsO-group-no 

Cisco AS5300 Universal Access Server 

Router(config)# voice-port controller : dsO-group-no 

Cisco AS5800 Universal Access Server 

Router(config)# voice-port 
shelf/slot/port:dsO-group-no 

Cisco 7200 Series Routers 

Router(config)# voice-port 
slot / port-adapter:dsO-group-no 

Cisco 7500 Series Routers 

Router(config)# voice-port 
slot/port - adapter/slot :dsO-group-no 

Router(config-voiceport)# type {1 I 2 I 3 I s) 

• Cisco lOS Volce, Vídeo, and Fax Configuration Guide 

Purpose 

Enters voice-port configuration mode. The 
arguments are defi ned as the following 

• slot-Specifies the router location where the 
network module (Cisco 2600, 3600, and 
MC381 O) o r voice port adapter (Cisco 
AS5300, AS5800, 7200, and 75 00) is 
installed. This is the same number as the 
controller for the TI /E I voice port. 

• port-lndicates the voice interface card 
location. 

• dsO-group-no-Specifies the logical voice 
port that was created with the dsO-group 
controller command. 

• controller-lndicates the controller for the 
TI/E! voice port. 

shelf-Specifies the dia! shelf, which is 
always O. 

• port-adapter-lndicates the port adapter for 
the voice port. 

(E&M only) Specifies the type ofE&M interface 
to which this voice port is connected. See Tab le 5 
for an explanation of E&M types. 

The default is I . J 
i 

Mtli§l:M 

\ 
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Command 

Step 3 Router(config-voiceport)# cptone locale 

. -- ---;--.. ...__ 
Configuring Digital Voipé Ports -· -. ' 
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Purpose \ ··' ·· ____ _ . '· , / 

Selects a two-letter local e keyword for the ~o ice : . ...:. : ..• / 
cal! progress tones and other locale-specific 
parameters to be used on this voice port. Yoice cal! 
progress tones include dia! tone, busy tone, and 
ringback tone, which vary with geographical 
region. 

Other parameters include ring cadence and 
compand type. Cisco routers comply with the 
IS03166 local e na me standards; to se e vai id 
choices, enter a question mark (?) following the 
cptone command. 

The default is us. 

Step4 Router (config-voiceport) # compand-type {u-law I a-law} (Cisco 2600 and 3600 series routers and 

l 

Cisco 2600 series and 3600 series 

Router(config-voiceport)# ring frequency {25 I 50} 

Cisco MC3810 

Router(config-voiceport)# ring frequency {20 I 30} 

I 

Cisco MC381 O multiservice concentrators only) 
Specifies the companding standard used. This 
command is used in cases when the DSP is not 
used, such as local cross-connects, and overwrites 
the compand-type value set by the cptone 
command. The keywords are as follows: 

• a-law-Specifies the ITU-T PCM a-law 
companding standard used primari ly in 
Europe. The default for E I is a-law. 

• u-law-Specifies the ITU-T PCM mu-law 
companding standard used in North America 
and Japan. The default for TI is u- law. 

Note Ifyou have a Cisco MC3810 multiservice 
concentrator or Cisco 3660 router, the 
compand-type a-Jaw command must be 
configured on the analog ports only. The 
Cisco 2660, 3620, and 3640 routers do not 
require the compand-type a-Iaw 
command configured, however, i f you 
request a list o f commands, the 
compand-type a-law command will 
display. 

(FXS only) Selects the ring frequency, in hertz, 
used on the FXS interface. This number must 
match the connected telephony equipment, and 
can be country-dependent. I f not set properly, the 
attached telephony device may not ring or it may 
buzz. 

The default is 25 on the Cis . :._~A: J-60.0---·····--
series routers and 20 on the ~ 19(5:@)-NJ~t- ·~ • v "' 

multiservice concentrators. CPMI_.: CORREIOS 

03 02 
Fls 3 ~Q~/ 
Doe: 
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Command 

Step6 Rou t e r(con fi g - vo i c epo r t) # ring number number 

Step7 Router(con f ig- voi ceport ) # ring cadence { [patternOl 
pattern02 I pattern03 I pattern04 I patternOS I 
pattern06 I pattern07 I pattern08 I pattern09 I 
patternlO I patternll I patternl2) [define pulse 
i nterval J ) 

Step8 Router(config-voiceport)# description string 

Step9 Router(con f ig-voiceport)# no shutdown 

Fine-Tuning Analog and Digital Voice Ports 

Purpose 

(FXO only) Speci fi es the maximum number of 
rings to be detected before an incoming cal! is 
answered by the router. 

The default is I. 

(FXS only) Specifies an existing pattern for ring, 
or defines a new one. Each pattern specifies a 
ring-pulse time and a ring-interval time. The 
keywords and arguments are as follows : 

patternOl through pattern12-Specifies 
preset ring cadence patterns. Enter ring 
cadence ? to see ring pattern expianations. 

define pulse interval-Specifies a 
user-defined pattern as follows: 

- pulse is a number (I or 2 digits from I to 
50) specifying ring pulse ( on) time in 
hundreds of milliseconds . 

interval is a number (I o r 2 digits from I 
to 50) specifying ring interval (off) time 
in hundreds o f milliseconds. 

The default is the pattern specified by the 
configured cptone locale command. 

Attaches a text string to the configuration that 
describes the connection for this voice port. This 
description appears in various displays and is 
use fui for tracking the purpose o r use o f the voice 
port . The string argument is a character string 
from I to 255 characters in length . 

The default is that no description is attached to the 
configuration. 

Activates the voice port. 

Normally, default parameter values for voice ports are sufficient for most networks . Depending on the 
specifics of your particular network, however, you may need to adjust certain parameters that are 
configured on voice ports. Collectively, these commands are referred to as voice port tuning commands. 

~ .. 
Note The commands, keywords, and arguments that you are able to use may differ slightly from those 

prcsented here, based on your piatform, Cisco lOS release, and configuration . When in doubt, use 
Cisco lOS command help (command ?) to determine the syntax cho ices that are available . 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Fui! descriptions of the commands in this section can be found in the Cisco !OS Voice. Vídeo. and Fax 
Command Reference, Release 12.2. 

( nuto Cut-Through Command 

Command 

The auto-cut-through command allows you to connect to PBXs that do not provide an M-lead response. 

To configure auto-cut-through, use the following command in voice-port configuration mode: 

Purpose 

Router(config-voiceport)# auto-cut-through (E&M only) Enables cal! completion on a router when a PBX 
does not provide an M-lead response. ··. 

Bit Modification Commands for Digital Voice Ports 

The bit modification commands for digital voice ports modify sent or received bit pattems. Different 
versions ofE&M use different ABCD signaling bits to represent idle and seize. For example, North 
American CAS E&M represents idle as OXXX and seize as I XXX, where X indicates that the state o f 
the BCD bits is ignored. In MELCAS E&M, idle is !I O I and seize is O I O I. The commands in this section 
are provided to modify bit pattems to match particular E&M schemes. 

To manipulate bit pattems for digital voice ports, use the following commands as necessary, in voice-port 
configuration mode: 

CPIIAJ ~REIOS 

·- ~fiJ 03 r 

Fls: 
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Step 1 

Command 

Route r (config - voiceport)# condition {tx-a-bit I 
tx-b-bit I tx-c-bit I tx-d-bit} {rx-a-bit I rx-b-bit 
rx-c-bit I rx-d-bit} {on I off I invert} 

Step2 Router(config-voiceport)# define {tx-bits I rx-bits} 
• {seize 1 idle} {oooo I ooo1 1 oo1o 1 oo11 I o1oo I 

·~ 0101 1 0110 1 0111 1 1ooo 1 1001 1 1 010 1 1011 1 11oo 
I 1101 I 1110 I 1111] 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 
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Purpose 

Manipulates sent or ~eceived bit patterns to match 
expected patterns on a connected device. Repeat 
the command for each transmit and/or receive bit 
to be modified, but be careful not to destroy the 
information contento f the bit pattern. 

The default is that the signaling format is not 
manipulated (for ali transmit or receive A, B, C, 
and D bits). 

The keywords are as follows: 

• on-Sets the bit to I permanently. 

off-Sets the bit to O permanently. 

• invert-Changes the state to the opposite of 
the original transmit or receive state. 

Note The show voice port command reports at 
the protocol levei, and the show 
controller command reports at the driver 
levei. The driver is not notified o f any bit 
manipulation using the condition 
command. As a result, the show 
controller command output does not 
account for the bit conditioning. 

(Digital E! E&M voice ports on Cisco 2600 and 
3600 series routers and Cisco MC3810 
multiservice concentrators only) Defines specific 
transmit or receive signaling bits to match the bit 
patterns required by a connected device for North 
American E&M and E&M MELCAS voice 
signaling, i f patterns different from the preset 
defaults are required. 

Also specifies which bits a voice port monitors 
and which bits it ignores, i f patterns that are 
different from the defaults are required. 

See the define command for the default signaling 
patterns as defined in American National 
Standards Institute (ANSI) and code excited linear 
prediction compression (CEPT) standards . The 
keywords are as follows: 

tx-bits-Indicates the pattern applies to 
transmit signaling bits. 
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Stepl 

Command 

Router(config-voiceport)# ignore {rx-a-bit I rx-b-bit 
I rx-c-bit I rx-d-bit} 

Configuring Digital Voice Ports 

·' - --~ :~·"",. 
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Purpose i ../} /r · \ \ ro...u- Q 
• rx-bits-Indicates the pattern appli ~s tç . 

receive signaling bits \ . > ·-·-·· 
.... , . 

• seize-Indicates that the pattern represents ·-· 
line seizure. 

• idle--Indicates that the pattern represents an 
idle condition . 

• 0000 ... 1111-Represents the bit pattern to 
use . 

(Digital E! E&M voice ports on Cisco 2600 and 
3600 series routers and Cisco MC381 O 
multiservice concentrators only) Configures the 
voice port to ignore the specified receive bit for 
North American E&M or E&M MELCAS, i f 
patterns different from the defaults are required. 
See the command reference for the default 
signaling patterns as defined in ANSI and CEPT 
standards. 

Calling Number Outbound Commands 

On the Cisco AS5300 universal access .server platform, ifTI CAS is configured with the Feature 
Group-D (FGD}-Exchange Access North American (FGD-EANA) signaling, the automatic number 
identification (ANI) can be sent for outgoing calls by using the calling-number outbound command. 

FGD-EANA is a FGD signaling protocol o f type EANA, which provides certa in call services, such as 
emergency (USA 911) calls . ANI is an SS7 (Signaling System 7) feature in which a series o f digits, 
analog o r digital, are included in the call to identify the telephone number o f the calling device. In other 
words, ANI identifies the number ofthe calling party. ANI digits are used for billing purposes by Internet 
service providers (ISPs), among other things . The commands in this section can be issued in voice-port 
or dial-peer mode, because the syntax is the same. 

To configure your digital TI/E! packet voice trunk network module to generate outbound ANI digits on 
a Cisco AS5300 universal access server, use the following commands in voice-port configuration mode: 

Fls: ------,7,...___ 
Doe: 
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Step 1 

Command 

Router(config-voiceport)# calling-number outbound 
range stringl string2 

Purpose 
··, ·I 

(Cisco AS5300 un iversal access server only) 
Specifies ANI to be sent out when the Tl-CAS 
fgd-eana command is configured as signaling 
type. The stringl and string2 arguments are valid 
E.164 telephone number strings. Both strings must 
be ofthe same length and cannot be more than 32 
digits long. 

Only the last four digits are used for specifying the 
range (stringl to string2) and for generating the 
sequence of ANI by rotating through the range 
until string2 is reached and then starting from 
stringl again. Ifstrings are less than four digits in 
length, then entire strings are used. 

StepZ Router(config-voiceport)# calling-number outbound 
sequence [stringl] [string2] !string3] [string4] 

[stringS] 

(Cisco AS5300 universal access server only) 
Specifies ANI to be sent out when the Tl-CAS 
fgd-eana command is configured as signaling 
type. This option configures a sequence o f discrete 
strings (stringl ... string5) to be passed out as ANI 
for successive calls using the dia! peer or voice 
port. Limit is tive (5) strings. Ali strings must be 
valid E.164 numbers, up to 32 digits in length. 

Step 3 Router (config-voiceport) # calling-number outbound null (Cisco AS5300 universal access server only) 
Suppresses ANI. No ANI is passed when this 
voice port is selected. 

~\ --------------------------------------------------~--------------------------------------­
•\.' , 

Disconnect Supervision Commands 

PBX and PSTN switches use severa! different methods to indicate that a cal! should be disconnected 
beca use one or both parties have hung up. The commands in this section are used to configure the router 
to recognize the type of signaling in use by the PBX or PSTN switch connected to the voice port. These 
methods include the following: 

Battery reversal disconnect 

Battery denial disconnect 

Supervisory tone disconnect (STD) 

Battery reversal occurs when the connected switch changes the polarity o f the tine in order to indica te 
changes in call state (such as off-hook or, in this case, call disconnect). This is the signaling looked for 
when the battery reversal command is enabled on the voice port, wh ich is the default configuration. 

Battery denial (sometimes called power denial) occurs when the connected switch provides a short 
(approximately 600 ms) interruption ofline power to indicate a change in call state. This is the signaling 
looked for when the supervisory disconnect command is enabled on the voice port, which is the default 
configuration. 

Supervisory tone disconnect occurs when the connected switch provides a special tone to indicate a 
change in call state. Some PBXs and PSTN CO switches provi de a 600-millisecond interruption of line 
power as a supervisory disconnect, and others provide supervisory tone disconnect (STD). This is the 
signal that the router is looking for when the no supervisory disconnect command is configured on the 
voice port. 

• Cisco lOS Volce, Video, aríd Fax Configuration Guide 
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Note 

Configuring Digital Voice Ports ..... -- ' ~-

,. 
•' In some circumstances, you can use the FXO Disconnect Supervision feature to enable analo'g FXQ 

ports to monitor call progress tones for disconnect supervision that are returned from a PBX or\ro'm'·-~-~ ... ·· / 
the PSTN. For more information, see the "FXO Supervisory Disconnect Tone Commands" sectio~---- ·· 
onpagc87. 

·RQSN , 
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To change parameters related to disconnect supervision, use the follow-ing commandsiks appropriate, in 
voice~port configuration mode: ···· ... , ' · · .. <_// 

Command 

Step 1 Router(config-voiceport)# no battery~reversal 

Step2 Router(config~voiceport)# no supervisory disconnect 

Stepl Router(config~voiceport)# disconnect~ack 

• Cisco lOS Voice, Video, and Fax Configuration Guide 

Purpose 

(Analog only) Enables battery reversal. The 
default is that battery reversal is enabled. 

For FXO ports-Use the no battery-reversal 
command to configure a loop~start voice port 
not to disconnect when it detects a second 
battery reversal. The default is to disconnect 
when a second battery reversal is detected. 

This functionality is supported on 
Cisco MC381 0 analog voice ports; on 
Cisco I 750, Cisco 2600 series, and 
Cisco 3600 series routers, only analog voice 
ports on VIC~2FXO cards are able to detect 
battery reversal. 

- Also use the no battery-reversal 
command when a connected FXO port 
does not support battery reversal 
detection. 

For FXS ports-Use the no battery-reversal 
command to configure the voice port not to 
reverse battery when it connects calls. The 
default is to reverse battery when a cal! is 
connected, then return to normal when the cal! 
is over, providing positive disconnect. 

See also the disconnect-ack command (Step 7) . 

(FXO only) Enables the PBX or PSTN switch to 
provide STD. By default the supervisory 
disconnect command is enabled. 

(FXS only) Configures the voice port to return an 
acknowledgment upon receipt o f a disconnect 
signal. The FXS port removes tine power i f the 
equipment on the FXS loop~start trunk 
disconnects first. This is the default. 

The no disconnect-ack command prevents the 
FXS port from responding to the on~hook 
disconnect with a remova I of tine power. . 

) 
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FXO Supervisory Disconnect T one Commands 
'-. . . 

!f the FXO supervisory disconnect tone is configured and a detectable tone from the PSTN o r PBX-ís 
detected by the digital signal processar (DSP), the analog FXO port goes on-hook. This feature prevents 
an analog FXO port from remaining in an off-hook state after an incoming call is ended . FXO 
supervisory disconnect tone enables interoperability with PSTN and PBX systems whether or not they 
transmit supervisory tones. 

Note This feature applies only to analog FXO ports with loop-start signaling on the Cisco 2600 and 3600 
series routers and on Cisco MC381 O multiservice concentrators with high-performance compression 
modules (HCMs). 

~ .. 

To configure a voice port to detect incoming tones, you need to know the parameters o f the tones 
expected from the PBX or PSTN. Then create a voice class that defines the tone detection parameters, 
and, finally, apply the voice class to the applicable analog FXO voice ports. This procedure configures 
the voice port to go on-hook when it detects the specified tones. The parameters o f the tones need to be 
precisely specified to prevent unwanted disconnects due to detection o f nonsupervisory tones or no i se . 

A supervisory disconnect tone is normally a dual tone consisting o f two frequencies; however, tones of 
only one frequency can also be detected. Use caution i f you configure voice ports to detect nondual 
tones, because unwanted disconnects can result from detection o f random tone frequencies. You can 
configure a v o ice port to detecta tone with one on/off time cycle, o r you can configure it to detect tones 
in a cadence pattern with up to four on/off time cycles . 

Note In the following procedure, the following commands were not supported until Cisco lOS Release 
12.2(2)T: freq-max-deviation, freq-max-power, freq-min-power, freq-power-twist, and 
freq-max-delay. 

Doe:. 
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\ 
To crcatc a voicc class that defines the spccific tone or toncs to bc detected and then apply tne,v~ice· class 
to thc voicc port, use the following commands beginning in global configuration mode: -- _ .. · 

Command Purpose 

Step 1 Router(config)# voice class dualtone tag Creates a voice class for defining one tone 
detection pattem. The range for the tag number is 
from I to I 0000. The tag number must be unique 
on the router. 

For more information about configuring voice 
classes, see the "Configuring Dia! Plans, Dia! 
Peers, and Digit Manipulation" chapter in this 
configuration guide. 

Step 2 Router(config-voice-class)# freq-pair tone-id Specifies the two frequencies, in Hz, for a tone to 
frequency-1 frequency-2 be detected ( or one frequency i f a nondual tone is 

to be detected). lfthe tone to be detected contains 
only one frequency, ente r O for frequency-2. The 
arguments are as follows: ~·-. tone-id-Ranges from I to 16. There is no 

default. 

. frequency-1 andfrequency-2-Ranges from 
300 to 3600, or you can enter O for 
frequency-2. There is no default. 

Note Repeat this command for each additional 
tone to be specified. 

Step 3, Router(config-voice-class)# freq-max-deviation Specifies the maximum frequency deviation that 
frequency will be detected, in Hz. The frequency argument 

ranges from lO to 125. The default is 10. 

Step 4 Router(config-voice-class)# freq-max-power dBmO Specifies the maximum tone power that will be 
detected, in dBmO. The dBmO argument ranges 
from O to 20. The default is 10. 

StepS Router(config-voice-class)# freq-min-power dBmO Specifies the minimum tone power that will be 
detected, in dBmO. The dBmO argument ranges 
from I O to 35. The default is 30. 

Step6 Router(config-voice-class)# freq-power-twist dBmO Specifies the power difference allowed between 
the two frequencies, in dBmO. The dBmO 
argument ranges from O to 15. The default is 6. 

Step7 Router(config-voice-class)# freq-max-delay time Specifies the timing difference allowed between 
the two frequencies, in I 0-millisecond increments . 
The time argument ranges from I O to I 00 (I 00 ms 
to I s) . The default is 20 (200 ms). 

Step 8 Router(con f ig-voice - class)# cadence-min-on-time time Specifies the minimum tone on time that will be 
detected, in I 0-mi ll isecond increments. The time 

,• 

- . argument ranges from O to I 00 (O ms to I s) . 

Step9 Router(configcvoice - class)# cadence-max-off-time time Specifies the maximum tone off time that will be 
detected, in I 0-mi ll isecond increments. The time 
argument ranges from O to 5000 (O ms to 50 s). 

• Cisco 10~ Voice, Vídeo, and Fax Configuration Guide 
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Command 

Step10 Router(config-voice-clas s )# cadence-list cadence - id 
cycle-1 - on-time cycle-1-off - time cycle-2-on-time 
cycle-2-off-time cycle-3-on-time cycle-3-off-time 
cycle-4-on-time cycle - 4 - off-time 

Step 11 

( -·ep 12 

\... ..,cep 13 

Router(config-voice - class)# cadence-variation time 

Rou t er(config-voice-class)# exit 

Cisco 2600 and 3600 Series Routers 

Router(config)# voice-port slot/ subunit / port 

Cisco MC3810 Multiservice Concentrators 

Router(config)# voice-port slot/port 

Step14 Router(config-voiceport)# supervisory disconnect 
dualtone {mid-call I pre-connect} voice-class tag 

Step15 Router( c onfig-voicepor t)# supervisory disconnect 
anytone 

Timeouts Commands 

Configuring Digital Voice Põrts ,. ·- \ 

\ 

~:fjOv. 
Purpose ,, 
(Optional) Specifies a tone cadence pattern to be 
detected. Specify an on time and offtime for each 
cycle o f the cadence pattern . 

The arguments are as follows: 

• cadence-id-Ranges from I to I O. There is no 
default. 

• c.ycle-N-on-time and 
cycle-N-off-time-Range from O to I 000 (0 
ms to lOs) . The default is O. 

(Optional) Specifies the maximum time that the 
tone onset can vary from the specified onset time 
and still be detected, in I 0-millisecond 
increments . The time argument ranges from O to 
200 (O ms to 2 s) . The default is O. 

Exits voice class configuration mode. 

Enters voice-port configuration mode. 

The arguments are as follows: 

• s/ot-Specifies the slot number where the 
voice network moduleis installed (Cisco 2600 
and Cisco 3600 series routers) or the router 
slot number where the analog voice module is 
installed (Cisco MC381 O multiservice 
concentrators). 

• subunit-Specifies the voice interface card 
(VIC) where the voice port is located. 

• port-Identifies the analog voice-port 
number. 

Assigns an FXO supervisory disconnect tone 
voice class to the voice port . 

The keywords are as follows: 

• mid-cali-Specifies tone detection during the 
entire call. 

• pre-connect-Specifies tone detection only 
during call set-up. 

Configures the voice port to disconnect on receipt 
o f any tone . 

To change timeouts parameters, use the following commands as appropriate, in oi~~ c<mt)R@it{js - -· mode : 

l 
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Command 

Step1 Router(config -voiceport)# timeouts call-disconnect 
seconds 

Step2 Router(config-voiceport)# timeouts initial seconds 

Step 3 

Step4 

Step 5 

Router(config-voiceport)# timeouts interdigit seconds 

Router(config-voiceport)# timeouts ringing {seconds I 
infinity) 

Router(config-voiceport)# timeouts wait-release 
{seconds I infinity) 

• Cisco lOS Volce, Video, and Fax Configuration Guide 
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Purpose 

Configures the ca ll disconnect timeout value in 
seconds. Valid entries range from O to I 20. The 
default is 60. 

Sets the number of seconds that the system waits 
between the caller input ofthe initial digit and the 
subsequent digit o f the dialed string. If the wait 
time expires before the destination is identified, a 
tone sounds and the call ends. The seconds 
argument is the initial timeout duration. A valid 
entry is an integer from O to 120. The default is I O. 

Configures the number o f seconds that the system 
waits after the caller has input the initial digit ora 
subsequent digit ofthe dialed string. l f the timeout 
ends before the destination is identified, a tone 
sounds and the call ends. This value is important 
when using variable-length dia! peer destination 
patterns (dia! plans). The seconds argument is the 
interdigit timeout wait time in seconds. A valid 
entry is an integer from O to I 20. The default is I O. 

Specifies the duration that the voice port allows 
ringing to continue if a call is not answered. 

The keyword and argument are as follows: 

• infinity-Indicates ringing should continue 
until the caller goes on hook. 

• seconds-Specifies the number o f seconds to 
allow ringing without answer. The range is 
from 5 to 60000. 

The default is 180. 

Specifies the duration that a voice port stays in the 
call-failure state while the Cisco device sends a 
busy tone, reorder tone, or an out-of-service tone 
to the port. 

The keyword and argumentare as follows: 

• infinity-Indicates the voice port should not "' 
be released as Iong as the call-failure state 
remains. 

• seconds-Specifies the number o f seconds to 
allow before the call is released. The rangeis 
from 3 to 3600. 

The default is 30. 

' 
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Timing Commands \ '-

Step 1 

Step2 

Stepl 

Step4 

~tep5 

Step 6 

.ep 7 

Step8 

Step9 

\ ' ·, 

To change ti mi ng parameters, use the fo llowing commands as appro pr iate, in voice-po rt c~~~,g~~;ion · · 
mode: 

Command Purpose 

Router(conf i g-voiceport)# timing c lear-wai t (E&M onl y) Specifies the m inimum amoun t of 
milliseconds time between the inactive seizure s igna l and 

c leari ng o f the ca l L Valid entries for the 
mil/iseconds argument are fro m 200 to 
2000 m illi seconds. The defau lt is 400. 

Router(config-voiceport)# t i ming delay-duration (E&M only) Spec ifies th e de lay s igna l du ration for 
milliseconds de lay-dia l signaling in m ill iseco nds. Va lid entries 

are from I 00 to 5000. The defa ul t is 2000. 

Router(config-voiceport)# timing d e lay- start (E&M on ly) Specifies mi nim um de lay time, in 
milliseconds m illiseconds, from outgo ing seizure to outdia l 

address . Va lid entries are from 20 to 2000. 

The default is 300 for the C isco 3600 series 
routers, and !50 fo r the Cisco MC38 ! O 
mu ltiservice concentrators. 

Router(config-voiceport)# t iming delay~with-integri ty (C isco MC38 1 O mu ltiservice concentrato rs E&M 
mil l ise cond s ports only) Specifies duration of the wink pu lse for 

the de lay dia! in m ill iseco nds . Va lid entri es are 
from O to 5000. The defaul t is O. 

Router(config-voiceport ) # timing d ial - pulse min-d e lay Specifies time, in mi ll iseconds, between the 
milliseconds generation of wi nk- li ke pu lses when th e type is 

pu lse . Valid entr ies are from O to 5000. 

The default is 300 for the C isco 3600 series 
routers, and 140 for the Cisco MC38 10 
multiserv ice concentrators . 

Router(conf i g-voiceport)# t i ming d ialou t -de l ay (C isco MC381 O mu ltiservice concentrators onl y) 
millisecon ds Specifies dialou t de lay, in mi lliseconds, for th e 

sending d igit or cut- through on an FXO trun k or 
an E&M immediate tru nk . Va lid entri es are from 
I 00 to 5000. The default is 300. 

Router(conf i g-voiceport)# t iming digi t milliseconds Spec ifies the DTMF digit s igna l duratio n in 
mi ll iseconds . Va lid entries are from 50 to I 00 . The 

default is I 00 . 

Router(config-voiceport)# timing gua rd-out (FXO ports on ly) Spec ifies the duration in 
milliseconds mil liseconds ofthe guard -out period tha t prevents 

this port from seizing a remate FXS port before 
the remate po rt detects a d isco nnect s igna l. The 
range is from 300 to 3000. T hr--ru:-fa!.! lt is 2000. -----. 

voiceport)# timing h ookflas h-out Specifies the durat ion, in mill 
,,.. 

Router(config Se~o;p_~:i,.'Ul"t'iot""'- Vuv v l'T 

milliseconds hookflash. Val id entries are fr m ~8Mis-oij.OJRREIOS 
default is 300. . 

FiS' f /o3$Â 
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Command Purpose 

Step 10 Router(config-voiceport)# timing interdigit Specifies the DTMF interdigit duration, in 
milliseconds milliseconds. Valid entries are from 50 to 500. The 

default is I 00. 

Step 11 Router(config-vo i ceport)# timing percentbreak percent (Cisco MC381 O multiservice concentrators FXO 
and E&M ports only) Specifies the percentage of 
the break period for the dialing pulses, i f different 
from the default. The range is from 20 to 80. The 
default is 50. 

Step 12 Router(config-voiceport)# timing pulse (FXO and E&M only) Specifies the pulse dialing 
pulses-per-second rate in pulses per second. Valid entries are from I O 

to 20. The default is 20. 

Step 13 Router(config-voiceport)# timing pulse-digit (FXO only) Configures the pulse digit signal 
milliseconds duration. The range o f the pulse digit signal 

duration is from I O to 20. The defaul t is 20. 

Step 14 Router(config-voiceport)# timing pulse-interdigit (FXO and E&M only) Specifies pulse dialing 
interdigit timing in milliseconds. Valid entries are 
from I 00 to I 000. The default is 500. 

Step 15 Router(config-voiceport)# timing wink-duration (E&M only) Specifies maximum wink-signal 
milliseconds duration, in milliseconds, for a wink-start signal. 

Valid entries are from I 00 to 400. The default is 
200. 

Step 16 Router(config-voiceport)# timing wink-wait (E&M only) Specifies maximum wink-wait 
milliseconds duration, in milliseconds, for a wink-start signal. 

Valid entries are from I 00 to 5000. The default is 
200. 

DTMF Timer lnter-Digit Command for Cisco AS5300 Access Servers 

Step 1 

Step 2 

Step3 

Step4 

To configure the DTMF timer for Cisco AS5300 access servers, use the following commands beginning 
in global configuration mode: 

Command 

Router(config)# controller Tl number 

Router(config)# dsO-group channel-number timeslots 
range type signaling-type dtmf dnis 

Router(config)ff cas-custom channel 

Router(conf - ctrl-cas)# dtmf-timer-inter-digit 
milliseconds 

i 

• Cisco lOS Voice, Vídeo, and Fax Configuration Guide 

Purpose 

Configures a TI controller and enters controller 
configuration mode. 

. 
I 

Configures channelized TI timeslots, which enables a 
Cisco AS5300 modem to answer and send an analog 
cal!. 

Customizes EI R2 signaling parameters for a 
particular E I channe l group on a channel ized E I line. 

Configures the DTMF inter-digit timer for a DSO 
group. 
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Verifying DTMF Timer lnter-Digit Command 

To verify the DTMF timer, use the following command in EXEC mode: 

Command Purpose 

Router# show running-config Displays the configuration information currently 
running on the terminal. 

Voice Activity Detection Commands Related to Voice-Port Configuration Mode 

Command 

In normal voice conversations, only one person speaks ata time. Today's circuit-switched telephone 
networks dedica te a bidirectional, 64 kbps channel for the duration o f each conversation, regardless o f 
whether anyone is speaking at the moment. This means that, in a normal voice conversation, at least 
50 percent o f the bandwidth is wasted when one o r both parties are silent. This figure can actually be 
much higher when normal pauses and breaks in conversation are taken into account. 

Packet-switched voice networks, on the other hand, can use this "wasted" bandwidth for other purposes 
when voice activity detection (VAD) is configured . VAD works by detecting the magnitude o f speech in 
decibels and deciding when to cut off the voice from being framed . VAD has some technological 
problems, however, which include the following: 

• General difficulties determining when speech ends 

• Clipped speech when VAD is slow to detect that speech is beginning again 

• Automatic disabling ofVAD when conversations take place in noisy surroundings 

VAD is configured on dial peers; by default it is enabled. For more information, see the "Configuring 
Dial Plans, Dial Peers, and Digit Manipulation" chapter in this configuration guide . Two parameters 
associated with VAD, music threshold and comfort noise, are configured on voice ports. 

I f VAD is enabled, use the following commands to adjust parameter values associated with VAD, 
beginning in voice-port configuration mode: 

Purpose 

Step1 Router(config-voiceport)# music-threshold number Specifies the mini mal decibel levei o f music 
played when calls are put on hold. The decibel 
levei affects how voice activity detection (VAD) 
treats the music data . Valid entries range from -70 
to -30. When used with VAD, ifthe levei is set too 
high, the remote end hears no music; ifit is set too 
low, there is unnecessary voice traffic. The default 
is -38. 

Step2 Router(config-voiceport)# comfort-noise This parameter creates subtle background noise to 
fi li silent gaps during calls when VAD is enabled 
on voice dial peers . I f comfort noise is not 
generated, the resulting silence can fool the caller 
into thinking the call is disco eeteà-ifl.s·kliHI-G-t:...- -.. -.. ---· 
being merely idle . The defaul 
noise is enabled. CPML- ,ÇORREIOS 
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Voice Quality Tuning Commands 
oM o ' 

The cornmands in this section configure pararneters to irnprove voice quality. Common voice quality 
issues include the following : 

Delay in Yoice Networks 

Jitter Adjustment 

Echo Adjustmcnt 

Yoicc Levei Adjustment 

Delay in Voice Networks 

J itter Adjustment 

Delay is the time it takes for voice packets to travei between two endpoints . Excessive delay can cause 
quality problems with real-time traffic such as voice. However, beca use o f the speed o f network links 
and the processing power o f intermediate devices, some delay is expected. 

When listening to speech, the human ear normally accepts up to about 150 ms o f delay without noticing 
delays . The ITU G .114 standard recommends no more than 150 ms o f one-way delay for a normal voice 
conversation. Once the delay exceeds 150 ms, a conversation is more like a "walkie-talkie" conversation 
in which one person must wait for the other to stop speaking before beginning to talk. 

You can measure delay fairly easily by using ping tests at various times ofthe day with different network 
traffic loads. I f network delay is excessive, it must be reduced for adequate voice quality. 

Severa! different types of delay combine to make up the total end-to-end delay associated with voice 
calls: 

Propagation delay-Amount o f time it takes the data to physically travei over the media. 

Handling delay-Amount oftime it takes to process data by adding headers, taking samples, 
forming packets, etc . 

• Queuing delay-Amount of time lost due to congestion. 

Yariable delay o r jitter-Amount o f time that causes the conversation to break and become 
unintelligible. Jitter is described in detail below. 

Propagation, handling, and queuing delay are not addressed by voice-port commands and fa li outside the 
scope o f this chapter. 

Delay can cause unnatural starting and stopping o f conversations, but variable-length delays (also known 
as j itter) can cause a conversation to break and beco me unintelligible. Jitter is not usually a problem with 
PSTN calls beca use the bandwidth o f calls is fixed and each call has a dedicated circuit for the duration 
o f the cal!. However, in YoiP networks , data traffic might be bursty, and jitter from the packet network 
can become an issue . Especially during times ofnetwork congestion, packets from the same conversation 
can arrive at different interpacket intervals, disrupting the steady, even delivery needed for voice calls . 
Cisco v o ice gateways h ave built-in j itter buffering to compensate for a certa in amount o f jitter; the 
playout-delay command can be used to adjust the jitter buffer. 

Normally, the defaults in effect are sufficient for most networks . However, a small playout delay from 
the j itter buffer can cause lost packets and choppy audio, and a large playout delay can cause 
unacceptably high overall end-to-end delay. 

• Cisco lOS Voice, Vldeo, and·Fax Configuration Guide 
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Step 1 

~ .. 
Note 

Command 

-: ~)0-.. 
Prior to Cisco lOS Release 12.1 (5)T, playout delay was configured in voice-port configuration mode. · 
For Cisco IOS Release 12. 1 (5)T and !ater releases, in most cases playout delay should be configured 
in dial-peer configuration mo de on the VoiP dia! peer that is on the receiving end o f the v o ice traffic 
that is to be buffered. This dia! peer senses network conditions and relays them to the DSPs, which 
adjust the jitter buffer as necessary. When multiple applications are configured on the gateway, 
playout delay should be configured in dial-peer configuration mode. When there are numerous dia! 
peers to configure, it might be simpler to configure playout delay on a voice port. I f there are 
contlicting playout delay configurations on a voice port and also on a dia! peer, the dia! peer 
configuration takes precedence. 

To configure the playout delay jitter buffer, use the following commands beginning in dial-peer or 
voice-port configuration mode: 

Purpose 

Router(config-voiceport)# playout-delay mode {adaptive 
I fixed} 

Determines the mode in which thejitter buffer will 
operate for calls on this voice port. 

The keywords are as follows : 

adaptive-Adjusts the jitter buffer size and 
amount o f playout delay during a cal! based 
on current network conditions. 

• fixed-Defines the j itter buffer size as fixed 
so that the playout delay does not adjust 
during a cal!. A constant playout delay is 
added . 

The default is adaptive. 

__ _;:_-----
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Step 2 

Command 

Route r( con f ig-voiceport)# playout-delay {nominal value 
I maximum value I minimum {default I low I high)) 

Purpose 

Tunes the playout buffer to accommodate packet 
jitter caused by switches in the WAN. 

The keywords and arguments are as follows: 

nominal-Defines the amount o f playout 
delay applied at the beginning o f a call by the 
jitter buffer in the gateway. In fixed mode, this 
is also the maximum size o f the j itter buffer 
throughout the call. 

va/ue-Specifies the range that depends on 
type ofDSP and configured codec complexity. 
For medium codec complexity, the range is 
from O to !50 ms. For high codec complexity 
and DSPs that do not support codec 
complexity, the range is from O to 250 ms. 

maximum (adaptive mode only)-Specifies 
the jitter buffer's upper limit (80ms), or the 
highest value to which the adaptive delay is 
set. 

minimum (adaptive mode only)-Specifies 
the jitter buffer's lower limit (I O ms), o r the 
lowest value to which the adaptive delay is 
set. 

default-Specifies 40 ms. 

Echo Adjustment 

Echo is the sound ofyour own voice reverberating in the telephone receiver while you are talking. When 
timed properly, echo is nota problem in the conversation; however, ifthe echo interval exceeds 
approximately 25 milliseconds, it is distracting. Echo is controlled by echo cancellers . 

In the traditional telephony network, echo is generally caused by an impedance mismatch when the 
four-wire network is converted to the two-wire local loop. In voice packet-based networks, echo 
cancellers are built into the low-bit rate codecs andare operated on each DSP. 

By design, echo cancellers are limited by the total amount o f time they wait for the reflected speech to 
be received, which is known as an echo trai!. The echo trai! is normally 32 milliseconds. In Cisco 
System 's voice implementations, echo cancellers are enabled using the echo-cancel enable command, 
and echo trails are configured using the echo-cancel coverage command. 

To configure parameters related to the echo canceller, use the following commands beginning in 
voice-port configuration mode: 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Step 1 

Step2 

Step3 

Command 

Router(config - voi c eport)# echo - cancel enable 

Router(config-voiceport)# echo-cancel coverage {8 I 16 

I 24 1 32) 

Router(config-voiceport)# non-linear 

Configuring Digital Voice Po~ts 

Purpose 

Enables the cancellation o f voice that is sent and 
received on the same interface . Echo cancellation 
coverage must also be configured. The default is 
that echo cancellation is enabled. 

Note Not valid for four-wire E&M interfaces. 
Use no echo-cancel enable to disable the 
feature. 

Adjusts the echo canceller by the specified number 
of milliseconds. The default is 16. 

Enables nonlinear processing (residual echo 
suppression) in the echo canceler, which shuts off 
any signal i f no near-end speech is detected. Echo 
cancelling must be enabled for this feature. The 
default is that nonlinear processing is enabled. 

·· -~· 03.11 
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Voice Levei Adjustment 

Step 1 

Command 

As much as possible, it is desirable to achieve a uniform input decibel levei to the packet voice network 
in order to limit or eliminate any voice distortion dueto incorrect input and output decibel leveis. 
Adjustments to leveis may be required by the type of equipment connected to the network or by local 
country-specific conditions. 

Incorrect input or output leveis can cause echo, as can an impedance mismatch. Too much input gain can 
cause clipped o r fuzzy voice quality. I f the output levei isto o high at the remo te router's voice port, the 
local caller will hear echo. Ifthe local router's voice port input decibel levei is too high, the remote side 
will hear clipping. Ifthe local router's voice port input decibel levei is too low, or the remote router 's 
output levei is too low, the remote side voice can be distorted at a very low volume and DTMF may be 
missed. 

Use the input gain and output attenuation commands to adjust voice leveis, and the impedance 
command to set the impedance value to match that o f the voice circuit to which the voice port connects. 

To change parameters related to voice leveis, use the following commands as appropriate, in voice-port 
configuration mode: 

Purpose 

Router(config-voiceport)# input gain value Specifies, in decibels, the amount of gain to be 
inserted at the receiver si de o f the interface, 
increasing or decreasing the signal. After an input 
gain setting is changed, the voice call must be 
disconnected and reestablished before the changes 
take effect. The value argument is any integer 
from -6 to 14. The default is O. 

StepZ: Router(config-voiceport)# output attenuation value 
~· . 

Specifies the amount o f attenuation in decibels at 
the transmit si de o f the interface, decreasing the 
signal. A system-wide loss plan can be 
implemented using the input gain and output 
attenuation commands. 

Step3 Router(config-voiceport)# impedance {600c I 600r I 
900c I complexl I complex2} 

, ·; · r· '- r.'• , · 
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The default va1ue for this command assumes that 
a standard transmission 1oss p1an is in effect, 
meaning that normally there must be -6 dB 
attenuation between phones. 

The va/ue argument is any integer from -6 to 14. 
The default is O. 

Specifies the terminating impedance o f a voice 
port interface, which needs to match the 
specifications from the specific te1ephony system 
to which it is connected. 

600c-Specifi es 600 ohms comp1ex. 

600r-Speci fi es 600 ohms real. 

900c- Specifi es 900 ohms comp1ex. 

• complexl-Specifies Comp1ex I. 

complex2- Specifies Complex 2. 

The default is 600r. 
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Command 

Step 4 Router (config-voiceport) # loss-plan {planl I plan2 I 
plan5 I plan6 I plan7 I plane I plan9} 

Step5 Router(config-voiceport)# idle-voltage {high I low} 

Purpose 

(Cisco MC381 O multiservice concentrators FXO 
or FXS analog voice ports only) Specifies the 
analog-to-digital gain offset loss plan. For 
definitions o f each plan, se e the Cisco !OS Voice, 
Video, and Fax Command Reference. The default 
is the plan 1 keyword. 

(Cisco MC3810 multiservice concentrators analog 
FXS ports only) Specifies the talk-battery 
(tip-to-ring) voltage condition when the port is 
idle. 

The keywords are as follows: 

• high-Specifies that the voltage is high 
(-48V) . 

• Iow-Specifies that the voltage is low (-24V) 
and is the default. 

Verifying Analog and Digital Voice-Port Configurations 
After configuring the voice ports on your router, perform the following steps to verify proper operation: 

Step 1 Pick up the handset o f an attached telephony device and check for a dia! tone. 

Step 2 I f you have dia! tone, check for DTMF detection . I f the dia! tone stops when you dia! a digit, then the 
voice port is most likely configured properly. 

Step 3 To identify port numbers ofvoice interfaces installed in your router, use the show voice port summary 
command. For examples ofthe output, see the "show voice port summary Command Examples" section 
on pagc I 00. 

Step 4 To verify voice-port parameter settings, use the show voice port command with the appropriate syntax 
from Table 9. For sample output, see the "show voice port Command Examples" section on page I O I. 

Tãble9 Show Voice Port Command Syntax 

Platform Voice Port Type Command Syntax 

Cisco 1750 Analog show voice port [slotlport I summary] 

Cisco 2600 series Analog show voice port [s/ot/port I summary] 
Cisco 3600 series Digital show voice port [slotlport:dsO-group-no I summary] 

Cisco MC3810 Analog show voice port [slot/port I summary] 

Digital show voice port [slot:dsO-group-no I summary] 

Cisco AS5300 Digital show voice-port controller:dsO-group-no r-----
R_l )C:: 1\U 

~OS -
Cisco AS5800 Digital show voice-port {shelf/slot/port:dsO-grouf. ndl PMJ- CORREIO 

Cisco 7200 series Digital show voice port {slot/port-adapter:dsO-gr up-no} 
~ 

Cisco 7500 series Digital show voice port {slot/port-adapterlslot:ds ~-);(oup-~o l 3 
\ ~: 

? 
Doe: 
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Step 5 

Step 6 

Step7 

Step 8 

Step 9 

For digital TI /E! connections, to verify the codec complexity configuration, use the show 
running-config command to display the current voice-card setting. Ifmedium complexity is specified, 
the codec complexity setting is not displayed . I f high complexity is specified, the setting codec 
complexity high is displayed . The following example shows an excerpt from the command output when 
high complexity has been specified : 

Router# show running-config 

hostname router-alpha 

voice-card O 
codec complex ity high 

For digital TI /E I connections, to verify that the controller is up and that no alarrns have been reported, 
and to display information about clock sources and other controller settings, use the show controller 
command. For output examples, see the "show controller Command Examples" section on page I 05 . 

Router# show controller {tl I el} controller-number 

To display voice-channel configuration information for ali DSP channels, use the show voice dsp 
command. For output examples, see the "show voice dsp Command Examples" section on page I 06. 

Router# show voice dsp 

To verify the call status for ali voice ports , use the show voice call summary command. For output 
examples, see the "show voice call summary Command Examples" section on page I 07. 

Router# show voice call summary 

To display the contents ofthe active call table, which shows ali ofthe calls currently connected through 
the router or concentra to r, use the show call active voice command. For output examples, see the "show 
call activc voice Command Example" section on page 107. 

Router# show call active voice 

Step 10 To display the contents o f the call history table, use the show c ali history v o ice command. To limit the 
display to the last calls connected through this router, use the keyword Iast and define the number of 
calls to be displayed with the argument number. To limit the display to a shortened version o f the call 
history table, use the brief keyword . For output examples, see the "show call history voice Command 
Example" section on page I 08. 

Router# show call history voice [last I number I brief] 

show voice port summary Command Examples 

In the following sections, output examples o f the following types are shown : 

C isco 3640 Routcr Analog Voicc Port 

C isco MC3810 Multiscrvicc Concentrator Digital Voice Port 

• Cisco !OS Voice, Vídeo, and Fax Configuration Guide 
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Verifying Ana log and Digita l Voice-Port Confi gurations 

Cisco 3640 Router Analog Voice Port 

The fo llowing output is from a Cisco 3640 router: 

Router# show voice port summary 
IN OUT 

PORT CH SIG-TYPE ADMIN OPER STATUS STATUS EC 

========== :::::::;:::::;:::::;:::;:::;::::;: ======== 

2/0/0 e&m-wnk up dorm idle idle y 

2/0/1 e&m-wnk up dorm idle idle y 
2/ 1/0 fxs-ls up dorm on-hook idle y 
2/1/1 fxs-ls up dorm on-hook idle y 

Cisco MC3810 Multiservice Concentrator Digital Voice Port 

The fo llowing output is from a Cisco MC381 O multiservice concentrator: 

Router# show v o ice por t s ummary 
IN OUT 

PORT CH SIG-TYPE ADMIN OPER STATUS STATUS EC 

l 
========== ======== ======== 

0:17 18 fxo-ls down down id1e on-hook y 

0:18 19 fxo-ls up dorm idle on-hook y 
0 : 19 20 fxo- l s up dorm idle on-hook y 
0:20 21 fxo-ls up dorm idl e on-hook y 
0 : 21 22 fxo - l s up dorm idle on-hook y 

0:22 23 fxo-ls up dorm idle on-hook y 
0:23 24 e&m-imd up dorm idle idl e y 
1/1 fxs- l s up dorm on - hook idle y 
1 /2 fxs-ls up dorm on-hook idle y 
1/3 e&m- imd up dorm idle idle y 

1 /4 e&m-imd up dorm idle idle y 
1/5 fxo -ls up dorm idle on-hook y 
1/6 fxo-ls up dorm idle on-hook y 

show voice port Command Examples 

In the following sections, output examples o f the following types are shown: 

Cisco 3600 Series Router Analog E&M Voice Port, page I O I 

Cisco 3600 Series Router Analog FXS Voice Port, page I 02 

Cisco 3600 Series Router Digital E&M Voice Port, page I 03 

Cisco AS5300 Universal Access Server TI CAS Voice Port, page I 03 

Cisco 7200 Series Router Digita l E&M Voice Port, page I 04 

Cisco 3600 Series Router Analog E&M Voice Port 

/ [2521 
< rf()J.). }o-
' . ........ ,. ~-; - ---· . 
~- --

The follow ing output is from a Cisco 3600 series router ana log E&M voice port: -·-·--- -----.. --­

Router# show v o ice p ort 1/0/0 

E&M Slot is 1 , Sub-unit is O, Port is O 
Type of VoicePort is E&M 
Operation State is unknown 
Administrative State is unknown 
The Interface Down Failure Cause is O 
Alias is NULL 
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~­
~- . 

Noise Regeneration is disabled 
Non Linear Processing is disabled 
Music On Hold Threshold is Set to O dBm 
In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cancellation is disabled 
Echo Cancel Coverage is set to 16ms 
Connection Mode is Normal 
Connection Number is 
Initial Time Out is set to O s 
Interdigit Time Out is set to O s 
Analog Info Follows : 
Region Tone is set for northamerica 
Currently processing nane 
Maintenance Mode Set to Nane (not in mt c mode) 
Number of signaling protocol errors are O 

Voice card specific Info Follows : 
Signal Type is wink-start 
Operation Type is 2-wire 
Impedance is set to 600r Ohm 
E&M Type is unknown 
Dial Type is dtmf 
In Seizure is inactive 
Out Seizure is inactive 
Digit Duration Timing is set to O ms 
InterDigit Duration Timing is set to O ms 
Pulse Rate Timing is set to O pulses/second 
InterDigit Pulse Duration Timing is set to o ms 
Clear Wait Duration Timing is set to o ms 
Wink Wait Duration Timing is set to O ms 
Wink Duration Timing is set to O ms 
Delay Start Timing is set to O ms 
Delay Duration Timing is set to O ms 

Cisco 3600 Series Router Analog FXS Voice Port 

.. 

The following output is from a Cisco 3600 series router analog FXS voice port: 

Router# show voice port 1/2 

Voice port 1/2 Slot is 1 , Port is 2 
Type of VoicePort is FXS 
Operation State is UP 
Administrativ e State is UP 
No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cancellation is enabled 
Echo Cancel Coverage is set to 8 ms 
Connection Mode is normal 
Connection Number is not set 
Initial Ti me Out i s set to 10 s 
Interdigit Time Out is set to 10 s 
Ceder Type is g729ar8 
Companding Type is u-law 
Voice Activity Detection is disabled 
Ringing Time Out is 180 s 
Wait Release Time Ou t i s 30 s 
Nominal Playout Delay is 80 milliseconds 
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Maximum Playout Delay is 160 milliseconds 

Analog Info Follows: 
Region Tone is set for northamerica 
Currently processing Voice 
Maintenance Mode Set to None (not in mtc mode) 
Number of signaling protocol errors are O 
Impedance is set to 600r Ohm 
Analog interface A-D gain offset = - 3 dB 
Analog interface D-A gain offset = -3 dB 
Voice card specific Info Follows: 
Signal Type is loopStart 
Ring Frequency is 20 Hz 
Hook Status is On Hook 
Ring Active Status is inactive 
Ring Ground Status is inactive 
Tip Ground Status is active 
Digit Duration Timing is set to 100 ms 
InterDigit Duration Timing is set to 100 ms 
Ring Cadence are [20 40] * 100 msec 

Verifying Analog and Digital Voice-Port Configurations 

InterDigit Pulse Duration Timing is set to 500 ms 

"isco 3600 Series Router Digital E&M Voice Port 

(_ 

The following output is from a Cisco 3600 series router digital E&M voice port: 

Router# show voice port 1/0:1 

receEive and transMit Slot is 1, Sub-unit is O, Port is 1 
Type of VoicePort is E&M 
Operation State is DORMANT 
Administrative State is UP 
No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
Music On Hold Threshold is Set to -38 dBm 
In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cancellation is enabled 
Echo Cancel Coverage is set to 8 ms 
Connection Mode is normal 
Connection Number is not set 
Initial Time Out is set to 10 s 
Interdigit Time Out is set to 10 s 
Region Tone is set for US 

Cisco AS5300 Universal Access Server T1 CAS V o ice Port 

The following output is from a Cisco AS5300 universal access server TI CAS voice port: 

Router# show voice port 

DSO Group 1:0 - 1:0 
Type of VoicePort is CAS 
Operation State is DORMANT 
Administrative State is UP 
No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
Music On Hold Threshold is Set to -38 dBm 

Doe: 
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In Gain is Set to O dB 
Out Attenuation is Set to O dB 
Echo Cancellation is enabled 
Echo Cancel Coverage is set to 8 ms 
Playout-delay Mode is set to default 
Playout-delay Nominal is set to 60 ms 
Playout-delay Maximum is set to 200 ms 
Con nec tion Mode is normal 
Connection Number is not set 
Initial Time Out is set to 10 s 
In terdigit Time Out is set to 10 s 
Call-Disconnect Time Out is set to 60 s 
Ringing Time Out is set to 180 s 
Companding Type is u- law 
Region Tone is set for US 
Wait Release Time Out is 30 s 
Station name None, Station number None 

Voice card specific Info Follows: 

DSO channel specific status info: 
IN OUT 

PORT CH SIG-TYPE OPER STATUS STATUS 

Cisco 7200 Series Router Digital E&M Voice Port 

TIP RING 

The following output is from a Cisco 7200 series router digital E&M voice port: 

Router# show voice port 1/0 : 1 

Configuring Voice Ports 

receEive and transMit Slot is 1, Sub-unit is O, Port is 1 << voice-port 1/0:1 

~· 
•\:. 

Type of VoicePort is E&M 

Operation State is DORMANT 

Administrative State is UP 

No Interface Down Failure 
Description is not set 
Noise Regeneration is enabled 
Non Linear Processing is enabled 
Music On Hold Threshold is Set to -38 dBm 
In Gain is Set to O dB 

Out Attenuation is Set to o dB 

Echo Cancellation is enabled 

Echo Cancel Coverage is set to 8 ms 
Connection Mode is normal 
Connection Number is not set 
Initial Time Out is set to 10 s 

Interdigit Time Out is set to 10 s 

Region Tone is set for US 
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show controller Command Examples 

In the following sections, output examples o f the following types are shown : 

C isco 3600 Scrics Routcr TI Controller, pagc I 05 

C isco MC381 O Multiscrvicc Conccntrato r E I Controllcr, pagc I 05 

C isco AS5800 Universal Access Serve r TI Controllcr, page I 05 

Cisco 3600 Series Router T1 Controller 

The following output is from a Cisco 3600 series router with a TI controller: 

Router# show contro11er T1 1/1/0 

T1 1/0/0 is up . 
Applique type is Channelized T1 
Cablelength is long gain36 Odb 
No alarms detected. 
alarm-trigger is not set 
Framing is ESF, Line Code is BSZS, Clock Source is Line . 
Data in current interval (180 seconds elapsed): 

O Line Code Violations, O Path Code Violations 
O Slip Secs, O Fr Loss Secs, O Line Err Secs, O Degraded Mins 
O Errored Secs, O Bursty Err Secs, O Severely Err Secs, O Unavail Secs 

Cisco MC3810 Multiservice Concentrator E1 Controller 

•, 
...... \ 

....... ~- ____ ..... 

The following output is from a Cisco MC381 O multiservice concentra to r with an E I controller: 

Router# show contro11er E1 1/0 

El 1/0 is up . 
Applique type is Channelized E1 
Cablelength is short 133 
Description : E1 WIC card Alpha 
No alarms detected . 
Framing is CRC4, Line Code is HDB3, Clock Source is Line Primary. 
Data in current interval (1 seconds elapsed): 

O Line Code Vio1ations, O Path Code Vio1ations 
O Slip Secs, O Fr Loss Secs, O Line Err Secs, O Degraded Mins 
O Errored Secs, O Bursty Err Secs, O Severely Err Secs, O Unavail Secs 

.sco AS5800 Universal Access Server T1 Controller 

The following output is from a Cisco AS5800 universal access server with a TI controller: 

Router# show contro1ler tl 2 

T1 2 is up . 
No alarms detected. 
Version info of s lot O: HW: 2, Firmware: 16, PLD Rev: O 

Manufacture Cookie Info: 
EEPROM Type Ox0001, EEPROM Version Ox01, Board ID Ox42, 
Board Hardware Version 1.0, Item Number 73-2217-4, 
Board Revision AO, Serial Number 06467665, 
PLD/ ISP Version 0.0, Manufacture Date 14-Nov- 19 97. 

Framing is ESF, Line Code i s BSZS, Clock Source is Internal. 

CPM~ORREIOS 

-~~-'\ o 315 
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Data in current interval (269 seconds elapsed) : 
O Line Code Violations, O Path Code Violations 

O Slip Secs, O Pr Loss Secs, O Line Err Secs, 
O Errored Secs, O Bursty Err Secs, O Severely 

show voice dsp Command Examples 

Configuring Voice Ports 

./i ;J,51G 
o Degraded Mins ~ \ 
Err Secs, o Unavail. Secsr<::J..J-Jv Qv 

' -. 

Thc following output is from a Cisco 3640 router when a digital voice port is configured : 

Router# show voice dsp 

TYPE DSP CH CODEC VERS STATE STATE 

C549 010 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 011 00 g729r8 
01 g729r8 
02 g729r8 
03 g72 9r8 

C549 012 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 013 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 014 00 g729r8 
01 g729r8 
02 g729r8 
03 g729r8 

C549 015 00 g729r8 
01 g729r8 
02 g729 r8 
03 g729r8 

Router# show voice dsp 

3.3 busy 
. 8 busy 

busy 
busy 

3.3 busy 
.8 busy 

busy 
busy 

3.3 busy 
.8 busy 

busy 
busy 

3.3 busy 
.8 busy 

busy 
busy 

3.3 busy 
.8 busy 

busy 
busy 

3.3 busy 
.8 busy 

busy 
busy 

idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 
idle 

TYPE DSP CH CODEC VERS STATE STATE 

C549 007 00 {medium} 3.3 IDLE idle 
.13 

C549 008 00 {medium} 3.3 IDLE idle 
.13 

C549 009 00 {medium} 3.3 IDLE idle 
.13 

CS49 010 00 {medium} 3 . 3 IDLE idle 
.13 

C549 011 00 {medium} 3.3 IDLE i dl e 
.13 

C549 012 00 {medium} 3.3 IDLE id le 
.13 

C542 001 01 g711ulaw 3.3 IDLE i dle 
.13 

· C542 002 01 g711ulaw 3.3 IDLE idle 
.13 

C542 003 01 g711alaw 3 . 3 IDLE idle 
. 13 

C542 004 01 g711ulaw 3.3 IDLE idle 
.13 
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RST AI PORT 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 
o 1/015 

RST AI PORT 

o o 1/0 : 1 

o o 1/0:1 

o o 1 / 0:1 

o o 1/0:1 

o o 1/0:1 

o o 1/0: 1 

o o 2/0/0 

o o 2/0/1 

o o 2/1/0 

o o 2/1/1 

TS ABORT 

1 
7 

13 
20 

2 
8 

14 
21 

3 

9 
15 
22 

4 

10 
17 
23 

5 

11 

18 
24 

6 
12 
19 
25 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

TS ABORT 

4 o 

5 o 

6 o 

7 o 

8 o 

9 o 

o 

o 

o 

o 

TX/RX-PAK-CNT 

67400/85384 
67566/83623 
65675/81851 
65530/83610 
66820/84799 
59028/66946 
65591/81084 
66336/82739 
59036/65245 
65826/81950 
65606/80733 
65577/83532 
67655/82974 
65647/82088 
66366/80894 
66339/82628 
68439/84677 
65664/81737 
65607/81820 
65589/83889 
66889/83331 
65690/81700 
66422/82099 
65566/83852 

TX/RX-PAK-CNT 

0/0 

0/0 

0/0 

O/O 

0 /0 

0/0 

512/519 

505/502 

28756/28966 

834/838 
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Verifying Analog and Digital Voice-Port Configurations 

show voice call summary Command Examples 

In the following sections, output examples ofthe following types are shown : 

Cisco MC38l O Multiservice Concentrator Analog Voice Port 

Cisco 3600 Scries Router Digital Voicc Port 

Cisco MC3810 Multiservice Concentrator Analog Voice Port 

The following output is from a Cisco MC38l O multiservice concentrator: 

Router# show voice call summary 

PORT CODEC VAD VTSP STATE VPM STATE 

1/1 g729r8 y S_CONNECT FXSLS_CONNECT 
1/2 FXSLS_ONHOOK 
1/3 EM_ONHOOK 
1/4 EM_ONHOOK 
1/5 FXOLS_ONHOOK 
1 /6 FXOLS_ONHOOK 

Cisco 3600 Series Router Digital Voice Port 

The following output is from a Cisco 3600 series router: 

Router# show voice call summary 

PORT CODEC VAD VTSP STATE VPM STATE 
========= ======== 
1/015.1 g729r8 y S CONNECT S TSP CONNECT 
1 /015.2 g729r8 y S_CONNECT S TSP CONNECT 
1/015.3 g729r8 y S_CONNECT S_TSP_CONNECT 
1 /015.4 g729r8 y S_CONNECT S_TSP_CONNECT 
1/015.5 g729r8 y S_CONNECT S_TSP_CONNECT 
1/015 . 6 g729r8 y S CONNECT S_TSP_CONNECT 
1 /015.7 g729r8 y s - CONNECT S_TSP_CONNECT 
1/015 . 8 g729r8 y S_CONNECT S_TSP_CONNECT 
1/015.9 g729r8 y S_CONNECT S_TSP_CONNECT 
1/015 . 10 g729r8 y s - CONNECT S TSP CONNECT 
1/015.11 g729r8 y S_CONNECT S_TSP_CONNECT 
1 /015.12 g729r8 y s CONNECT S TSP CONNECT -

(~now call active voice Command Example 

The following output is from a Cisco 7200 series router: 

Router# show call active voice 

GENERIC: 
SetupTime=94523746 ms 
Index=448 
PeerAddress=##73072 

PeerSubAddress= 
Peerld=70000 

Peerlfindex=37 

.. . ·-, .. , 
' ' 

- ·----·· 
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Logical If Index=O 
ConnectTime=94524043 
DisconectTime=94546241 
CallOrigin=l 

ChargedUnits=O 
InfoType=2 
TransmitPackets=6251 
TransmitBytes=l25020 
ReceivePackets=3300 
ReceiveBytes=66000 
VOIP: 
Connec tionid[Oxl42E62FB Ox5C6705AF OxO Ox385722BO] 
RemoteiPAddress=l71.68.235.18 

RemoteUDPPort=16580 

RoundTripDelay=29 ms 

Se lectedQoS=best-effort 
tx_DtmfRelay= inband-voice 
SessionProtocol=cisco 
SessionTarget=ipv4:171.68.235.18 
OnTimeRvPlayout=63690 
GapFillWithSilence=O ms 

GapFillWithPrediction=lBO ms 

GapFillWithinterpolation=O ms 
GapFillWithRedundancy=O ms 
HiWaterPlayoutDelay=70 ms 
LoWaterPlayoutDelay=30 ms 
ReceiveDelay=40 ms 
LostPackets=O ms 

EarlyPackets=l ms 

LatePackets=18 ms 

VAD = disabled 

CoderTypeRate=g729r8 

CodecBytes=20 

cvVoiPCal lHi storylcpif=O 
SignalingType=cas 

show call history voice Command Example 

The following output is from a Cisco 7200 series router: 

Router# show call history voice 

GENERIC : 
SetupTime=94893250 ms 
Index=450 
PeerAddress=##52258 

PeerSubAddress= 
Peerld=SOOOO 

• Cisco lOS Volce, Video, and Fax Configuration Guide 
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( 

Peerifindex=35 
Logicalifindex=O 
DisconnectCause=lO 

DisconnectText=normal call clearing. 

ConnectTime=94893780 
DisconectTime=95015500 
CallOrigin= 1 

ChargedUnits=O 
InfoType=2 
TransmitPackets=32258 
TransmitBytes=645160 
ReceivePackets=20061 
ReceiveBytes=401220 
VOIP: 
Connectionld[Oxl42E62FB Ox5C6705B3 OxO Ox388F851C] 
RemoteiPAddress=l71 . 68.235.18 

RemoteUDPPort=l6552 

RoundTripDelay=23 ms 

SelectedQoS=best-effort 
tx_DtmfRelay=inband-voice 
SessionProtocol=cisco 
SessionTarget=ipv4:171.68 . 235.18 
OnTimeRvPlayout=398000 
GapFillWithSilence=O ms 

GapFillWithPrediction=l440 ms 

GapFillWithlnterpolation=O ms 
GapFillWithRedundancy=O ms 
HiWaterPlayoutDelay=97 ms 
LoWaterPlayoutDelay=30 ms 
ReceiveDelay=49 ms 
LostPackets=l ms 
EarlyPackets=l ms 

LatePackets=l32 ms 

VAD = disabled 

CoderTypeRate=g729r8 

CodecBytes=20 
cvVoiPCallHistorylcpif=O 

Verifying Analog and Digital Voice-Port Configurations 

I 
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Troubleshooting Analog and Digital Voice Port Configurations 

Troubleshooting Analog and Digital Voice Port Configurations 
The following sections will assist in analyzing and troubleshooting voice port problems: 

Troubleshooting Chart, page li O 

Yoicc Port Tcsting Commands, page I 12 

T roubleshooting Chart 

Table I O lists some problems you might encounter after configuring voice ports and has some suggested 
remedies . 

Tãble 10 Tioubleshooting Voice Port Conligurations 

Problem 

No connectivity 

No connectivity 

No connectivity 

Suggested Action 

Ping the associated IP address to confirm connectivity. If you 
cannot successfully ping your destination, refer to the Cisco lOS 
IP Configuration Guide. 

Enter the show controller t1 or show controller el command 
with the controller number for the voice port you are 
troubleshooting. This will tell you : 

• I f the controller is up. I f it is not, use the no shutdown 
command to make it active. 

• Whether alarms have been reported . 

• What parameter values have been set for the controller 
(framing, clock source, line code, cable length). I f these 
values do not mate h those o f the telephony connection you 
are making, reconfigure the controller. 

See the "show contro ll er Command Examples" section on 
page I 05 for output. 

Enter the show voice port command with the voice port number 
that you are troubleshooting, which will tell you: 

• I f the voice port is up . I f it is not, use the no shu tdown 
command to make it active. 

• What parameter values have been set for the voice port, 
including default values (these do not appear in the output for 
the show running-config command). I f these values do not 
mate h those o f the telephony connection you are making, 
reconfigure the voice port. 

See the "show voice port Cornrnand Exarnp les" section on 
page I O I for sample output. 

Telephony device buzzes or does Use the show voice port command to confirm that ring frequency 
not ring is configured correctly. It must match the connected telephony 

equiprnent and may be country-dependent. 

' ,. 
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Troubleshooting Analog and Digital Voice Port Configurations 

" ;2)11 '\ 
Table 10 lroub/eshooting Voice Port Conllgurations (continued) i\ -fCLLtla 
Problem Suggested Action -- ~~ ......... ... 
Distorted speech Use the show voice port command to confirm the cptone - .. -

keyword setting (also called region tone) is US . 

Setting a wrong cptone could result in faulty voice reproduction 
during analog-to-digital or digital-to-analog conversions. 

Music on hold is not heard Reduce the music-threshold levei. 

Background noise is not heard Enable the comfort-noise command. 

Long pauses occur in Overall delay is probably excessive; the standard for adequate 
conversation; like speaking on a voice quality is 150 ms one-way transit delay. Measure delay by 
walkie-talkie using ping tests at various times ofthe day with different network 

traffic loads. I f delay must be reduced, arcas to examine include 
propagation delay o f signals between the sending and receiving 
endpoints, voice encoding delay, and the voice packetization time 
for various VoiP codecs. 

Jerky or choppy speech Variable delay, or jitter, is being introduced by congestion in the 
packet network. Two possible remedies are to : 

. Reduce the amount of congestion in your packet network . 
Pings between VoiP endpoints will give an idea of the 
round-trip delay o f a link, which should never exceed 300 ms. 
Network queuing and dropped packets should also be 
examined. 

. Increase the size o f the jitter buffer with the playout-delay 
command. (See the "Jitter Adjustment" section on page 94.) 

Clipped or fuzzy speech Reduce input gain. (See the "Voice Levei Adjustment" section on 
page 98 .) 

Clipped speech Reduce the input levei at the listener's router. (See the "Voice 
Levei Adjustment" section on page 98 .) 

Volume too low or missed DTMF Increase speaker's output levei or listener's input levei. (See the 
"Voice Levei Adjustment" section on page 98.) 

Echo interval is greater than 25 ms Configure the echo-cancel enable command and increase the 
(sounds like a separate voice) value for the echo-cancel coverage keyword. (See the "Echo 

Adjustment" section on page 96.) 

Too much echo Reduce the output levei at the speaker's voice port. (See the 
"Voicc Levei Adjustment" section on page 98.) 

Fls :~-~--=0,....,_ 3-=?,f,..~~·-
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Troubleshooting Analog and Digital Voice Port Configurations 
\ 

V o ice Port T esting Commands 
.. ... ... , 

Thcse commands allow you to force voice ports into specific states for testing. They require the use of 
Cisco lOS Rei case 12.0(7)XK o r 12.1 (2)T o r a I ater release, and they apply only to Cisco 2600 and 3600 
series routers, and to Cisco MC381 O multiservice concentrators. The following types o f voice-port tests 
are covered: 

Dctcctor-Rclatcd Function Tests, pagc 112 

Loopback Function Tests, page 114 

Tone lnjcction Tests, page 115 

Rclay-Re1ated Function Tests, page 116 

Fax/Voice Mode Tests, page 116 

Detector-Related Function T ests 

Using the test voice port detector command, you are able to force a particular detector in to an on or off 
state, perform tests on the detector, and then return the detector to its original state . 

To configure this feature, use the following commands in privileged EXEC mode: 

Command 

Step 1 Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot/subunit / port detector 
{m-lead I battery-reversal I loop-current I ring 
tip-ground I ring-ground I ring-trip} {on I off} 

• 
·, ·~ -

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port:dsO-group detector 
{m-lead I battery-reversal I loop-current I ring I 

tip-ground I ring-ground I ring-trip} {on I off} 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot / port detector {m-lead I 
battery-reversal I loop-current I ring I tip-ground I 

ring-ground I ring-trip} {on I off} 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Purpose 

Identifies the voice port you want to test. Enter a 
keyword for the detector under test and specify 
whether to force it to the on or off state. 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
displayed. The disable keyword is 
displayed only when a detector is in the 
forced state. 
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----------------------------------------------------.---------------------------------------~~\ruuuv 
Command Purpose : ..... ... ----~· .. · 
Cisco MC3810 Multiservice Concentrators Digital Voice Ports · · -·· 
Router# test voice port slot:dsO-group detector 
{m-lead I battery-reversal I loop-current I ring 
tip-ground I ring-ground I ring-trip} {on I off} 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot / subunit / port detector 
{m-lead I battery-reversal I loop-current I ring I 
tip-ground I ring-ground I ring-trip} disable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port:dsO-group detector 
{m-lead I battery-reversal I loop-current I ring I 
tip-ground I ring-ground I ring-trip} disable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector {m-lead 
battery-reversal I loop-current I ring I tip-ground I 
ring-ground I ring-trip} disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group detector 
{m-lead I battery-reversal I loop-current I ring 
tip-ground I ring-ground I ring-trip} disable 

Identifies the voice port on which you want to end 
the test. Enter a keyword for the detector under 
test and the keyword disable to end the forced 
state. 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
displayed. The disable keyword is 
displayed only when a detector is in the 
forced state. 

Fls: 
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loopback Function T ests 
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Configuring Voice Ports 

' / 

To cstablish loopbacks on a voice port, use the following commands in privileged EXEC mode: 

Step 1 

Step 2 

~· . 

Command 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot / subunit / port loopback 
{local I network} 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot / port : dsO-group loopback 

{local I network) 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot / port detector loopback 
{local I network} 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group loopback {local 
I network} 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot / subunit / port loopback 
disable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot / port : dsO-group loopback 
disable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector loopback 
disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot :dsO-group loopback 
disable 

• Cisco lOS Volce, Vldeo, and Fax Configuration Guide 
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Purpose 

Identifies the voice port you want to test and enters 
a keyword for the loopback direction . 

Note A call must be established on the voice 
port under test. 

Identifies the voice port on which you want to end 
the test and enters the keyword disable to en'd the 
loopback. 

• 
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Troubleshooting Analog and Digital Voice Port Configurations 

To inject a test tone into a voice port, use the following commands in privileged EXEC mode: 

Step 1 

StepZ 

Command 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot/subunit/port inject-tone 
{local I network} {1000hz I 2000hz I 200hz I 3000hz I 

300hz I 3200hz I 3400hz I 500hz I quiet) 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port:dsO-group 
inject-tone {local I network} {1000hz I 2000hz I 200hz 
I 3000hz I 300hz I 3200hz I 3400hz I 500hz I quiet) 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector inject-tone 
{local I network) {1000hz I 2000hz I 200hz I 3000hz I 

300hz I 3200hz I 3400hz I 500hz I quiet) 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group inject-tone 
{local I network} {1000hz I 2000hz I 200hz I 3000hz 
300hz I 3200hz I 3400hz I 500hz I quiet) 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot/subunit/port inject-tone 
disable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# teat voice port slot/port:dsO-group 
inject-tone disable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector inject-tone 
disabla 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group inject-tone 
disable 

Purpose 

Identifies the voice port you want to test and enter 
keywords for the direction to send the test tone and 
for the frequency o f the test tone. 

Note A cal! must be established on the voice 
port under test. 

Identifies the voice port on which you want to end 
the test and enter the keyword disable to end the 
test tone. 

Note The disable keyword is available only i f a 
test condition is already activated . 

Cisco lOS Voice, Video, and Fax Configur 
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Troubleshooting Analog and Digital Voice Port Configurations 

Relay-Related Function T ests 

To tcst relay-related functions on a voice port, use the following commands in privileged EXEC mode: 

Step 1 

Command 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port s l o t /s ub un i t/p ort relay 
{e-lead I loop I ring-ground I battery-reversal 
power - denial I ring I tip-ground} {on I off} 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port :dsO -group relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} {on I off} 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} {on I off} 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot : dsO-group relay {e-lead 
loop I ring-ground I battery-reversal I power-denial 
ring I tip-ground} {on I off} 

Purpose i 

Identifies the voice port you want to test. Enter a 
keyword for the relay under test and specify 
whether to force it to the on ar off state . 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
di splayed. The disable keyword is 
displayed only when a relay is in the 
forced state . 

Step 2 Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port sl o t / subunit / por t relay 
{e-lead I loop I ring-ground I battery-reversal 
power-denial I ring I tip-ground} disable 

Identifies the voice port on which you want to end 
the test. Enter a keyword for the relay under test, 
and the keyword disable to end the forced state. 

Note For each signaling type (E&M, FXO, 
FXS), only the applicable keywords are 
displayed. The disable keyword is 
displayed only when a relay is in the 
forced state. 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot / port :dsO-group relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} disable 

Cisco MC3810 Multiservice Concentrators Analog V o ice Ports 

Route r # test voice port s lo t / p o rt detector relay 
{e-lead I loop I ring-ground I battery-reversal I 

power-denial I ring I tip-ground} disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Route r# test voice port s l ot :dsO-group relay {e - lead 
loop I ring - ground I battery-reversal I power-denial 
ring I tip-ground } disable 

FaxNoice Mode Tests 

· •Thc test voice port switch fax command forces a voice port into fax mode for testing. After you enter 
thi s command, you can use the show voice call ar show voice call summary command to check whether 
thc voice port is abl e to opera te in fa x mode . I f no fax datai s detected by the voice port, the voice port 
remains in fax mode for 30 seconds and then reverts automatically to voice mode. 

The disable keyword cnds thc forccd mode switch ; however, thc fax mode cnds automatically after 
30 seconds. Thc di sa blc keyword is availablc only whilc thc voice port is in fax mode . 

• Cisco lOS Voice, Video, and Fax Configuration Guide 
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Step 2 
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Troubleshooting Analog and Digital Voice Port Configurations 
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To force a voice port in,~~- ~~~;d~~~d return it to voice mode, use the following commands in 
privileged EXEC mode: 

Command 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot/subunit/port switch fax 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port:dsO-group switch fax 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector switch fax 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group switch fax 

Cisco 2600 and 3600 Series Routers Analog Voice Ports 

Router# test voice port slot/subunit/port switch 
disable 

Cisco 2600 and 3600 Series Routers Digital Voice Ports 

Router# test voice port slot/port : dsO-group switch 
disable 

Cisco MC3810 Multiservice Concentrators Analog Voice Ports 

Router# test voice port slot/port detector switch 
disable 

Cisco MC3810 Multiservice Concentrators Digital Voice Ports 

Router# test voice port slot:dsO-group switch disable 

Purpose 

Identifies the voice port you want to test. Enter the 
keyword fax to force the voice port into fax mode. 

Identifies the voice port on which you want to end 
the test. Enter the keyword disable to retum the 
voice port to voice mode. 

Fls: -----------------
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CiscoWorks Campus Manager 

Campus Manager is a key component in 

the CiscoWorks family of management 

solutions designed to make Cisco networks 

the most manageable and available in the 

industry. Today's networks are criticai 

business assets, and require sophisticated 

tools for administering, monitoring and 

configuring Layer 2 services. Designed for 

enterprise network operations staff, 

Campus Manager provides powerful 

tools with built-in network intelligence 

to reduce the complexity and automate 

manual tasks associated with maintaining 

complex physical and logical network 

infrastructures. 

Campus Manager Overview 

Campus networks are at the heart of 

business and mission-critical systems. The 

requirement to understand, monitor, and 

react to changing networking conditions 

drives the need for sophisticated, yet 

easy-to-use management tools. Campus 

Manager is part of the LAN Management 

Solution, part o f the broad range of 

CiscoWorks network management 

solutions. 

New in Version 3.3: 

In addition to the rich set o f management 

features already included, the new version 

of Campus Manager has been enhanced to 

provide even greater manageability for 

Cisco networks. New benefits include: 

• lmproved application performance 

• Doubled capacity for tracking end users 

Key Campus Manager features include: 

• lntelligent discovery and display of 

Layer 2 networks on browser-accessible 

topology maps, independent o f VTP 

server 

• Configuration o f virtual LAN (VLAN)/ 

LAN Emulation (LANE) and 

asynchronous transfer mode (ATM) 

services and assignment o f switch ports 

to those services 

• Link and device status display based 

upon Simple Network Management 

Protocol (SNMP) polling 

• ldentlfication <Jf Layer 2 configuration 

discrepancies 

• Diagnostic tools for connectivity related 

problems between end stations, and 

Layer 2 and Layer 3 devices 

• Automatic location and correlation of 

information on users by media access 

contrai (MAC), IP address, NT or 

NetWare Directory Services (NOS) 

login or UNIX host name, with their 

physical connections to the switched 

network 

• Visibility and launch point of Cisco 

CallManager from topology services as 

well as tracking o f phone handset to IP, 

Mac address, and switch port 

• Layer 2 and Layer 3 path trace between 

source and destination handsets 

• Export o f topo lo 

• Java plugins to i 

interface (GUI) p rformance O 
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• Ability to form Custom Groups in Topology View based on criteria like SysLocation, SysName and IP address/ 

Subnet mask . 

• Secure communication between the client browser and Campus applications using Secure Socket Layer (SSL) 

pro toco I. 

Campus Manager enabies administrators to more easily change , monitor, and control network relationships, making 

them more effective in delivering business-critical and advanced networking services to their users and customers. 

Campus Manager is a suite of applications launched from a common "management desktop" used by ali Web-based 

CiscoWorks applications. Campus Manager contains three applications that can be Iaunched from the client's 

browser: 

• Topology Services-This is the principal interface to a variety o f large scale topology maps. tabular summaries, 

reports. and configuration services of the Layer 2 network. A directory-like tree interface lists physical Layer 2 

and loglcal, Virtual Trunking Protocol (VTP). and ATM domain views along with table summarles of the devices 

and interface assoclated with these views. This tree structure acts as the launching point for topology maps. 

discrepancy reporting functions, and configuration services. The integrated VLAN and LANE configuration 

capabilities, ATM soft permanent virtual circuit (PVC) configuration and diagnostic tools, along with physical 

and loglcal configuration discrepancy checklng reports and highlighting tools are found within the Topology 

Services menus. lt also supports discovery and display ofCisco Customer Response Applications, and reports on 

services of these devices. 

Ability to form custom groups based on dynamic and static rules for the group membershlp. System defined 

groups and user defined grouplng can be created by network administrators and users respectlvely and allows 

grouplng by developing rules based on criteria such as IP address, subnets. SysLocatlon, SysName, SysContact, 

lmage Version and hostname. A rules editor allows for creating, editing Topology groups and defines rules for 

membership. 

Figure 1 

Topology Services Tabular View 

' .. 
~ f:dl! """' -· !"!'!"' ~ ~ . 
~l!tiZ}g . ,. ' '. 
~ S M.lnaoed Ooma tM 

&- S A.TW Q(lm~m ~ 

~ (â) VTP Dom•ln'l 

'1il alm-man 
a ~.o_l~Q(3JlJ» 
IJ dtfJult(l) 
B tnlemat\'\.ANO (dOilp)(O) 

B lnternat vv.H 4095 (unt,QQecJ)(~Oi5: 
8 trl(tHnat V"J,tl .C096 (nOnff)( t098) 

e-~ tmel· d~f•u l1 ( 1 00!i. O.o) 
·~dt>tt)()o iOOrrl 

&-li] pmbu-"ffn-lat 

&-li)lltld·dcmo 
&-(!l S' ll tv·f:.mn 

~ GJ r~.,.,.ot ~o.: V•ews 
e- êjl.AI~ EdtJt 'ltP'W 

G3j L;,yw: "J.VIty,· 

1:!1 Vnc onnttl~d Ofo.-!U~ \lltw 

·~ VTrVt t"N't 

-
Cisco Systems. Inc. 

X 

;" 

'!"'1"'' -::Y~;;..ó -~ -I 
!..""~· :, . 

""- DéWeN>Mó 00\k..IPort...bT. IAsSoc: 
:r ... latm-500011.. Hl2. .. p ~rvnk. . . . ': .. ' 

. - •· . 

Ali contents are Copyright «:11992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
Page 2 of 11 

.r·• 
' 



( 

- ·-~ 
"'-·, 

;256;:-·\., '• 

f~k:t..-

Figure 2 

VTP Domain Topology Map 
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Figure 3 

Forming Topology Groups 
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Figure 4 

Topology Group in Topology Maps 
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• User Tracking-Deslgned to assist in locating end-station connections at the access switch, this application ls a 

useful toolln troubleshooting or connectivity analysls. Through automated acqulsltion, a table of end-user 

statlons and Layer 2 connection informatlon ls constructed. Thls table can be sorted and queried allowlng 

admlnlstrators to easily find users. Users can be identlfied by name, IP handset, MAC and IP address, as well as 

the switch port and swltch that they are connected, along wlth VLAN and VTP assignment ofthe port. Predefined 

reports, such as duplicate MAC per switch port, or duplica te IP addresses, enable managers to locate mobile users 

or violatlons In port policies. 

Figure 5 

User Tracking 
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Figure 6 

Subnet based acquisition 
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• Path Analysis-An application for switched network management, this is an extremely powerful tool for 

connectlvlty troubleshooting. Path Analysis utilizes User Tracking, topology services, and real-time spanning tree 

information to determine Layer 2 and Layer 3 connectivity between two end-points, or IP Handsets, in the 

network. The resulting trace is presented in graphical topology views that illustrate the Layer 2 and Layer 3 

devices, path direction and link types, and in tabular formats that provide specific interface, IP address, VLAN, 

and link type informatlon. 

Figure 7 

Path Analysis 

,; I.Í.-..103 

itm-85 40~2!!~b.tiSCO .COm 
~ 

core-8540 embu-mlab.clsco com 

/{ ~~~<' 
field-c5000a.embu-mlólb .clsco .com 

\ "-:: } rield-c5000b-rs~u-mlab .clsco .com 
field·c5{~1sco.com ',"-o 

192.168.76 .192 

Cisco Systems. Inc. 
Ali contents are Copyright o 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy State 

Page 5 of 11 

i -
Fls: 

~......-3 1"7-7 ~o ~, -
Doe: 



VLAN/LANE Configuration and Port Assignment 

Campus Manager provides an easy and graphical means for creating, modifying, or deleting VLANs, LANE 

elements , o r assigning switch ports to VLANs. As VLANs are created or modified , port and user changes are instantly 

updated and transmitted to the switches , eliminating the need to update and configure each participating switch 

individually. As VLANs are selected, the table view shows the participating ports, port status, and switch information 

and the topology map can be launched to graphically highlight participating devices and links o f the VLAN 

connections. Additional map tools allow managers to show spanning-tree states, VTP trunks, swltch port links, and 

existing LANE service elements. 

Figure 8 

VLAN Port Assignment 

Campus Manager 3.3 is a must for switched network management, and is an integral piece of the LAN Management 

Solution, by providing a broad, comprehensive set o f tools for managing and administering the entire LAN 

envlronment. 

Campus Manager 3.3 Features 

Campus Manager provides a variety o f functions within Topology Services, User Tracking, Path Analysis and VLAN/ 

LANE port assignment that network managers can use to better understand, monitor, configure, diagnose, and be 

proactlve to network infrastructure changes. 

Topology Services 

Topology Servlces provides access to a wide variety of physical and logical topology maps, summary lists of devices, 

ports, and thelr network relationships. Topology Services also acts as the launching point for topology-related 

configuration and diagnostlc tools. 
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In Campus Manager 3.3, network topology maps can be displayed in a variety of ways from both a flat Layer 2 to 

abstracted vlews that better represent and scale to large campus networks. These abstractions are categorized in to 

three different groups: managed domains, network views and topology groups. Managed domains are topological 

views o f logical groups of devices organized around ATM switch fabrics and VTP domains. Network views are 

physical dlsplays of the network and are organized to provide full and abstracted views, such as LAN edge views, 

Layer 2 vlews, unconnected device views, and VTP views. Topology Groups are custam views that are a subset of 

the entire network based on the group rule defined while creating the view. They are can be two types of 

groups-system defined groups that are custam views created by admin user and user defined views which are created 

by CiscoWorks users. Membership to these groups are made via rules that can be evaluated either automatically or 

upon user request and these groups help in generating custom views that are a subset o f the Layer 2 views. 

Key features In the Campus Manager topology services include: 

• Autodiscovery and dlsplay of Cisco switches, routers, and probes using the Cisco Discovery Pro toco) (CDP) and 

SNMP 

• Display of physical and logical Layer 2 connections within the discovered LAN environment 

• Hlghllghting tools to identify specific classes of devices or links such as switches, route switch modules (RSMs) . 

Fast Ethernet, EtherChannel®, ATM links, Cisco Customer Response Applications, and other relevant Cisco 

devlce elements 

• Expanded scalability to support more than 2000 Cisco devices 

• Display of multilayer switches and components (switching entities and route-processing entities) with the ability 

to hlghlight logical relationships between devices, such as flow masks and shortcuts 

• Devlce status lndicators on the topology maps based on CDP, ILMI, ELMI. and SNMP availability 

Automated discrepancy reporting during discovery highlights connection problems, link mismatches, and logical 

misconfigurations 

• Graphlcallnterface for creating VLAN and LANE services for Ethernet, Token Ring, and transparent VLANs 

• Graphical Interface for locating-through search parameters-and assigning switch ports individually or in bulk 

to a VLAN 

• ATM soft PVC configuration and diagnostics 

Figure 8 

Topology Views and Tools 
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VLAN/LANE Configuration and Port Assignment 

Campus Manager provides an easy and graphical means for creating. modifying, or deleting VLANs, LANE 

elements, or assigning switch ports to VLANs. As VLANs are created or modified, port and user changes are instantly 

updated and transmitted to the switches, eliminating the need to update and configure each participating switch 

individually. As VLANs are selected, the table view shows the participating ports, port status, and switch information 

and the topology map can be launched to graphically highlight participating devlces and links of the VLAN 

connections . Additional map tools allow managers to show spanning-tree states, VTP trunks, switch port links, and 

existing LANE service elements . 

VLAN management services provide: 

• Tabular summary views o f VLANs shows participating ports, devices, links, and port status information 

• Graphical setup o f VLANs (including transparent VLANs) and VLAN membership to simplify administration 

• lntegration of LANE configuration services in VLAN configuration tools for more efficient operational and 

engineering practices 

• A separa te interface for administrators to quickly search, using a variety of cri teria, and assign selected switch 

ports, individually or in bulk, to VLANs 

• Logical display o f VLAN configurations makes it easy to visualize switch connections 

• Automated discrepancy reports highlight connection problems and link mismatches 

• Automated VLAN membership registration reduces administration and configuration requirements 

ATM Management 

Campus Manager offers a graphical tool for managing complex ATM networks, simplifying configuration and 

performance monitoring. ATM networks are displayed on the topology map and the logical VLAN and ATM domain 

views provi de graphical representations o f ATM switches and LANE elements. "Drill down" capability allows access 

to configuration and performance monitoring tools. ATM management functions include: 

• Autodiscovery of ATM switches, including switched virtual clrcuit (SVC) and PVC connections 

• Connectivity checking of SVC and PVC connections 

• End-to-end virtual circuit path traclng and analysis, which assists in connectivity diagnostics 

• LANE troubleshooting and performance analysis 

• Quality of service (QoS) templates for simplifying the configuration o f typical traffic such as video or 

constant-bit-rate (CBR) 

• Simple configuration of soft PVCs 

• ATM remate monitoring (RMON) data collection and analysis 

User Tracklng 

User Tracking automatically locates servers and end-user workstations, and Cisco voice over IP (VoiP) telephone 

handsets and their connections to Layer 2 Cisco switches. During this discovery process it also tabulates specific 

connection information about that end station, including: 

• VLAN name, type, and VTP domain 

• Switch port number, name , and state 

Cisco Systems, Inc. 
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• MAC and IP address of the end station and its subnet 

• Tabular and sortable listing of ali switch port attached end-user workstations. servers and IP handsets 

• Last-seen time stamp reflecting last acquisition in which the end station was detected 

• User login name passed automatically from the Windows NT Primary Domain Controller or Novell Directory 

Structure, or from the UNIX host 

Campus Manager simplifies the dynamic nature of many business environments by providing a large number of 

sortable parameters that can be used to locate end-user stations. User Tracking discovers end stations connected to 

switch ports automatically and provides a means to identify end users, their assigned VLANs, and host station 

connections. User Tracking also supports voice/data convergence with interfaces to Cisco CaiiManager for 

correlating the IP and MAC addresses of discovered VoiP handsets with their assigned phone number and users. 

User Tracking provides the following features: 

• Enhanced scalability to support 60,000 end stations 

• Predefined reports that identify duplicate MAC and IP addresses, ports with multiple MAC addresses and 

duplicate sysnames. 

• IP and MAC addresses of discovered VolP handsets with their assigned phone number and users 

• Tabular and sortable listing of ali switch port-attached end-user workstatlons and IP handsets 

• Customized tables for user-defined, detailed reporting 

• GUI for user tracking lnformation table configuration to support dynamidmobile users 

• Scheduling managers for automatlng address change updates 

• Easy-to-use search utility box locating users by MAC addresses, IP addresses. DNS host names, switch port 

labels, and optional voice handsets 

• Provides ability to schedule User Tracking. Also exports User Tracking reports. 

• Abllity to define acquisition based on a subnet range 

Figure10 

Scheduled export of User Tracking Reports 
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Path Analysis 

Path Analysls ls a powerful diagnostic tool for determining the Layer 2 and Layer 3 path between two selected 

endpolnts uslng Campus Manager-discovered end-station data, VLANILANE configuratlon information , real-time 

Layer 3 path trace information, and spanning-tree calculations. Displays of path information are available in both 

topologlcal map and tabular displays . Key Path Analysis features include: 

• View the Layer 2 and Layer 3 path information in a map format with traces showing end stations, Layer 2 and 

3 devlces, route dlrectlons, and cut-through paths 

• Vlew specific detalls of the Layer 2 and Layer 3 path, lncluding IP addresses and interfaces traveled, VLAN and 

VTP domaln names, and port speeds and duplex settings 

• Perform traces immediately o r schedule them 

• Perform traces using IP address, DNS name, or by telephone number for voice calls as start/stop polnts 

• Provide Layer 2 and Layer 3 trace lnformation between Cisco volce elements using interfaces to call detall records 

for speclfic volce calls 

• Provides ability to schedule path traces. Also exports path traces data. 

Bullt on the CiscoWorks Management Server 

The CiscoWorks management server provldes common resources, such as Web servlces, discovery, shared 

data bases and database services, and the management desktop. Cisco Management Connection, a servlce on the 

CiscoWorks2000 server, delivers a set of tools for integrating applicatlons lnto the management desktop using 

Internet-based standards and technologies. These tools allow users to llnk Web-based management applications to 

the ClscoWorks famlly of products and applicatlon developers to easily link Web-based applicatlons through a 

certlfied reglstration mechanism. Cisco Management Connectlon has been used by Cisco and more than 30 network 

management vendors, lncluding Hewlett-Packard, Computer Associates, Sun Microsystems, and Tivoll Systems to 

create certlfied Cisco Management Connections for their applications. Thls rapid adoptlon has created an 

envlronment In which users can easlly build management intranets that llnk together their favorite Web-based 

management applicatlons. 

Specifications 

Server, Client, and Web Browser System Requirements 

The server, cllent and web browser system requirements can be found in the Product Overview documents for the 

Routed WAN and LAN Management solutions and on Cisco's maln on-llne documentation slte, under each 

CiscoWorks solution. Please refer to these and other Product Installation documentation for more detailed 

informatlon on setting up and configuring these solutions. 

Supported Cisco Devices 

Most Cisco routers, Catalyst® and LightStream switches, as well as Cisco AVVID devices. Contact your Cisco 

representatlve for a complete list. 

Cisco Systems. Inc. 
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Supported Cisco lOS Versions 

• Cisco lOS® verslon 10.3 and above 

• Catalyst Supervisor code 2.1 and above 

Availability 

Campus Manager 3.3 is an integral part of multi pie CiscoWorks 

solutions and is not sold as an individual product. For additional 

information on Campus Manager, see: 

http://cisco.com/warp/public/cdpd/wr2kl 
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CiscoWorks Campus Manager 

Campus Manager is a key component in 

the CiscoWorks family of management 

solutions designed to make Cisco networks 

the most manageable and available in the 

industry. Today's networks are criticai 

business assets, and require sophisticated 

tools for administering, monitoring and 

configuring Layer 2 services. Designed for 

enterprise network operations staff, 

Campus Manager provides powerful 

tools with built-in network intelligence 

to reduce the complexity and automate 

manual tasks associated with maintaining 

complex physical and Jogical network 

infrastructures. 

Campus Manager Overview 

Campus networks are at the heart of 

business and mission-critical systems. The 

requirement to understand, monitor, and 

react to changing networking conditions 

drives the need for sophisticated, yet 

easy-to-use management tools. Campus 

Manager is part of the LAN Management 

Solution, part o f the broad range of 

CiscoWorks network management 

solutions. 

New in Version 3.3: 

In addition to the rich set of management 

features already included, the new version 

o f Campus Manager has been enhanced to 

provide even greater manageability for 

Cisco networks. New benefits include: 

• Improved application performance 

• Doubled capacity for tracking end users 

Cisco Systems. Inc. 

Key Campus Manager features include: 

• Intelligent discovery and display of 

Layer 2 networks on browser-accessible 

topology maps, independent o f VTP 

serve r 

• Configuration of virtual LAN (VLAN)/ 

LAN Emulation (LANE) and 

asynchronous transfer mode (ATM) 

services and assignment o f switch ports 

to those services 

• Link and device status display based 

upon Simple Network Management 

Protocol (SNMP) polling 

• Identification o f Layer 2 configuration 

discrepancies 

• Diagnostic tools for connectivity related 

problems between end stations, and 

Layer 2 and Layer 3 devices 

• Automatic location and correlation of 

information on users by media access 

contrai (MA C), IP address, NT o r 

NetWare Directory Services (NOS) 

login or UNIX host name, with their 

physical connections to the switched 

network 

• Visibility and Jaunch point of Cisco 

CaiiManager from topology services as 

well as tracking o f phone handset to IP, 

Mac address, and switch port 

• Layer 2 and Layer 3 path trace between 

source and destination handsets 

• Export o f topology maps to Visio 

• Java plugins to improve graphical user 

interface (GUI) performance 

CPMI • CORREIOS 
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• Ability to form Custam Groups in Topology View based on criteria like SysLocation, SysName and IP address/ 

Subnet mask . 

• Secure communication between the client browser and Campus applications using Secure Socket Layer (SSL) 

pro toco L 

Campus Manager enables administrators to more easily change, monitor, and contrai network relationships, making 

them more effective in delivering business-critical and advanced networking services to their users and customers. 

Campus Manager is a suite of applications launched from a common "management desktop " used by ali Web-based 

CiscoWorks applications. Campus Manager contains three applications that can be launched from the client's 

browser: 

• Topology Services-This is the principal interface to a variety o f large scale topology maps, tabular summaries, 

reports, and configuration services of the Layer 2 network. A directory-like tree interface lists physical Layer 2 

and logical, Virtual Trunking Protocol (VTP) , and ATM domain views along with table summaries of the devices 

and interface associated with these views. This tree structure acts as the launching point for topology maps, 

discrepancy reporting functions, and configuration services. The integrated VLAN and LANE configuration 

capabilities, ATM soft permanent virtual circuit (PVC) configuration and diagnostic tools, along with physical 

and logical configuration discrepancy checking reports and highlighting tools are found within the Topology 

Services menus. It also supports discovery and display of Cisco Customer Response Applications, and reports on 

services of these devices. 

Ability to form custam groups based on dynamic and static rules for the group membership. System defined 

groups and user defined grouping can be created by network administrators and users respectively and allows 

grouping by developing rules based on cri teria such as IP address, subnets, SysLocation, SysName, SysContact, 

lmage Version and hostname. A rules editor allows for creating, editing Topology groups and defines rules for 

membership. 

Figure 1 

Topology Services Tabular View 
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Figure 2 

VTP Domain Topology Map 

Figure 3 

Forming Topology Groups 
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Figure 4 

Topology Group in Topology Maps 
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User Tracking-Designed to assist in locating end-station connections at the access switch, this application is a 

useful tool in troubleshooting or connectivity analysis. Through automated acquisition. a table of end-user 

stations and Layer 2 connection information is constructed. This table can be sorted and queried allowing 

administrators to easily find users. Users can be identified by name, IP handset, MAC and IP address, as well as 

the switch port and switch that they are connected, along with VLAN and VTP assignment of the port. Predefined 

reports, such as duplicate MAC per switch port, or duplica te IP addresses, enable managers to loca te mobile users 

or violations in port policies. 

Figure 5 

User Tracking 
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Figure 6 

Subnet based acquisition 
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• Path Analysis-An application for switched network management, this is an extremely powerful tool for 

connectivity troubleshooting. Path Analysis utilizes User Tracking, topology services, and real-time spanning tree 

information to determine Layer 2 and Layer 3 connectivity between two end-points, or IP Handsets. in the 

network. The resulting trace is presented in graphical topology views that illustrate the Layer 2 and Layer 3 

devices, path direction and link types, and in tabular formats that provide specific interface, IP address, VLAN, 

and link type information. 

Figure 7 

Path Analysis 
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VLAN / LANE Configuration and Port Assignment 

Campus Manager provides an easy and graphical means for creating, modifying, or deleting VLANs, LANE 

elements, or assigning switch ports to VLANs. As VLANs are created or modified , port and use r changes are instantly 

updated and transmitted to the switches, eliminating the need to update and configure each participating switch 

individually. As VLANs are selected, the table view shows the participating ports, port status, and switch information 

and the topology map can be launched to graphically highlight participating devices and links o f the VLAN 

connections. Additional map tools allow managers to show spanning-tree states, VTP trunks, switch port links, and 

existing LANE service elements. 

Figure 8 

VLAN Port Assignment 
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Campus Manager 3.3 is a must for switched network management, and is an integral piece of the LAN Management 

Solution, by providing a broad, comprehensive set o f tools for managing and administering the entire LAN 

environment. 

Campus Manager 3.3 Features 

Campus Manager provides a variety o f functions within Topology Services, User Tracking, Path Analysis and VLAN/ 

LANE port assignment that network managers can use to better understand, monitor, configure, diagnose, and be 

proactive to network infrastructure changes. 

Topology Services 

Topology Services provides access to a wide variety o f physical and logical topology maps, summary lists of devices, 

ports, and their network relationships. Topology Services also acts as the launching point fo r topology-related 

configuration and diagnostic tools. 

Cisco Systems. Inc. 
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In Campus Manager 3.3, network topology maps can be displayed in a variety o f ways from both a flat Layer 2 to 

abstracted views that better represent and scale to large campus networks. These abstractions are categorized into 

three different groups: managed domains, network views and topology groups. Managed domains are topological 

views of logical groups of devices organized around ATM switch fabrics and VTP domains. Network views are 

physical displays o f the network and are organized to provi de full and abstracted views, such as LAN edge views, 

Layer 2 views, unconnected device views, and VTP views. Topology Groups are custam views that are a subset of 

the entire network based on the group rule defined while creating the view. They are can be two types of 

groups-system defined groups that are cus tom views created by admin user and user defined views which are created 

by CiscoWorks users. Membership to these groups are made via rules that can be evaluated either automatically or 

upon user request and these groups help in generating custom views that are a subset o f the Layer 2 views. 

Key features in the Campus Manager topology services include: 

• Autodiscovery and display o f Cisco switches, routers, and probes using the Cisco Discovery Pro toco! (CDP) and 

SNMP 

• Display of physical and logical Layer 2 connections within the discovered LAN environment 

• Highlighting tools to identifY specific classes of devices or links such as switches, route switch modules (RSMs), 

Fast Ethernet, EtherChannel®, ATM links, Cisco Customer Response Applications, and other relevant Cisco 

device elements 

• Expanded scalability to support more than 2000 Cisco devices 

• Display of multilayer switches and components (switching entities and route-processing entities) with the ability 

to highlight Iogical relationships between devices, such as flow masks and shortcuts 

• Device status indicators on the topology maps based on CDP, ILMI, ELMI, and SNMP availability 

• Automated discrepancy reporting during discovery highlights connection problems, link mismatches, and Iogical 

misconfigurations 

• Graphical interface for creating VLAN and LANE services for Ethernet, Token Ring, and transparent VLANs 

• Graphical interface for locating-through search parameters-and assigning switch ports individually or in bulk 

to a VLAN 

• ATM soft PVC configuration and diagnostics 

Figure 9 

Topology Views and Tools 
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VLAN/LANE Configuration and Port Assignment 

Campus Manager provides an easy and graphical means for creating, modifying, or deleting VLANs, LANE 

elements, or assigning switch ports to VLANs. As VLANs are created or modified, port and user changes are instantly 

updated and transmitted to the switches, eliminating the need to update and configure each participating switch 

individually. As VLANs are selected, the table view shows the participating ports, port status, and switch information 

and the topology map can be launched to graphically highlight participating devices and links o f the VLAN 

connections. Additional map tools allow managers to show spanning-tree states, VTP trunks, switch port links, and 

existing LANE service elements. 

VLAN management services provide: 

• Tabular summary views o f VLANs shows participating ports, devices, links, and port status information 

• Graphical setup of VLANs (including transparent VLANs) and VLAN membership to simplify administration 

• Integration of LANE configuration services in VLAN configuration tools for more efficient operational and 

engineering practices 

• A separa te interface for administrators to quickly search, using a variety of criteria, and assign selected switch 

ports, individually or in bulk, to VLANs 

• Logical display o f VLAN configurations makes it easy to visualize switch connections 

• Automated discrepancy reports highlight connection problems and link mismatches 

• Automated VLAN membership registration reduces administration and configuration requirements 

ATM Management 

Campus Manager offers a graphical tool for managing complex ATM networks, simplifying configuration and 

performance monitoring. ATM networks are displayed on the topology map and the logical VLAN and ATM domain 

views provide graphical representations of ATM switches and LANE elements. "Drill down" capability allows access 

to configuration and performance monitoring tools. ATM management functions include: 

• Autodiscovery of ATM switches, including switched virtual circuit (SVC) and PVC connections 

• Connectivity checking of SVC and PVC connections 

• End-to-end virtual circuit path tracing and analysis, which assists in connectivity diagnostics 

• LANE troubleshooting and performance analysis 

• Quality of service (QoS) templates for simplifying the configuration o f typical traffic such as video or 

constant-bit-rate (CBR) 

• Simple configuration of soft PVCs 

• ATM remote monitoring (RMON) data collection and analysis 

User Tracking 

User Tracking automatically locates servers and end-user workstations, and Cisco voice over IP (VoiP) telephone 

handsets and their connections to Layer 2 Cisco switches. During this discovery process it also tabulates specific 

connection information about that end station, including: 

• VLAN name, type , and VTP domain 

• Switch port number, name , and state 

Cisco Systems. Inc. 
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• MAC and IP address of the end station and its subnet 

• Tabular and sortable listing o f ali switch port attached end-user workstations, servers and IP handsets 

• Last-seen time stamp renecting last acquisition in which the end station was detected 

• User login name passed automatically from the Windows NT Primary Domain Controller or Novel! Directory 

Structure, or from the UNIX host 

Campus Manager simplifies the dynamic nature of many business environments by providing a large number o f 

sortable parameters that can be used to loca te end-user stations. User Tracking discovers end stations connected to 

switch ports automatically and provides a means to identify end users, their assigned VLANs, and host station 

connections. User Tracking also supports voice/data convergence with interfaces to Cisco CaliManager for 

correlating the IP and MAC addresses of discovered VolP handsets with their assigned phone number and users. 

User Tracking provides the following features: 

• Enhanced scalability to support 60,000 end stations 

• Predefined reports that identify duplicate MAC and IP addresses, ports with multiple MAC addresses and 

duplicate sysnames. 

• IP and MAC addresses of discovered VoiP handsets with their assigned phone number and users 

• Tabular and sortable listing of ali switch port-attached end-user workstations and IP handsets 

• Customized tables for user-defined, detailed reporting 

• GUI for user tracking information table configuration to support dynamidmobile users 

• Scheduling managers for automating address change updates 

• Easy-to-use search utility box Iocating users by MAC addresses, IP addresses, DNS host names, switch port 

labels, and optional voice handsets 

• Provides ability to schedule User Tracking. Also exports User Tracking reports. 

• Ability to define acquisition based on a subnet range 

Figure 10 

Scheduled export of User Tracking Reports 
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Path Analysis 

Path Analysis is a powerful diagnostic tool for determining the Layer 2 and Layer 3 path between two selected 

endpoints using Campus Manager-discovered end-station data, VLANILANE configuration information, real-time 

Layer 3 path trace information, and spanning-tree calculations. Oisplays of path information are available in both 

topological map and tabular displays. Key Path Analysis features include: 

• View the Layer 2 and Layer 3 path information in a map format with traces showing end stations, Layer 2 and 

3 devices, route directions, and cut-through paths 

• View specific details o f the Layer 2 and Layer 3 path, including IP addresses and interfaces traveled, VLAN and 

VTP domain names, and port speeds and duplex settings 

• Perform traces immediately or schedule them 

• Perform traces using IP address, DNS name, or by telephone number for voice calls as startlstop points 

• Provide Layer 2 and Layer 3 trace information between Cisco voice elements using interfaces to call detail records 

for specific voice calls 

• Provides ability to schedule path traces. Also exports path traces data. 

Built on the CiscoWorks Management Server 

The CiscoWorks management server provides common resources, such as Web services, discovery, shared 

databases and database services, and the management desktop. Cisco Management Connection, a service on the 

CiscoWorks2000 server, delivers a set of tools for integrating applications into the management desktop using 

lnternet-based standards and technologies. These tools allow users to link Web-based management applications to 

the CiscoWorks family of products and application developers to easily link Web-based applications through a 

certified registration mechanism. Cisco Management Connection has been used by Cisco and more than 30 network 

management vendors, including Hewlett-Packard, Compu ter Associates, Sun Microsystems, and Tivoli Systems to 

create certified Cisco Management Connections for their applications. This rapid adoption has created an 

environment in which users can easily build management intranets that link together their favorite Web-based 

management applications. 

Specifications 

Server, Client, and Web Browser System Requirements 

The server, client and web browser system requirements can be found in the Product Overview documents for the 

Routed WAN and LAN Management solutions and on Cisco's main on-line documentation si te, under each 

CiscoWorks solution. Please refer to these and other Product lnstallation documentation for more detailed 

information on setting up and configuring these solutions. 

Supported Cisco Devices 

Most Cisco routers, Catalyst® and LightStream switches. as well as Cisco AVVID devices. Contact your Cisco 

representa tive for a complete list. 
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Supported Cisco lOS Versions 

Cisco !OS@ vers ion I 0.3 and above 

• Catalyst Supervisor codc 2. 1 and above 

/ ( s~\\ 
._ J ~ & ! ' 

Availability \ ~ _,/ 
'·_r, ····----::. '/ 

Campus Manager 3.3 is an integral part of multiple Cisc-oWgr.ks'>-

solutions and is not sold as an individual product. For additional 

information on Campus Manager, see: 

http :l/cisco.corn/warp/public/cc/pd/wr2k/ 
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New Cisco 

Secure PIX 535 

and VPN accelerator 

and performance to 

Cisco Secure PIX 

Firewall family 

ER PEOPLE WHO LIKE THE I R FIREWA LLS B IG AND POWERFUL, wE'n 

like to introduce you to the Cisco Secure PIXN 535 Firewall. Delivering carrier-class 

performance that meets the needs o f large enterprise networks as well as service providers, 

the PIX 535 is definitely the pick of the litter. 
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The newest member of the market­

leading Cisco Secure PIX Firewall family 

has the ability to support more than 
500,000 concurrent connections and I 

Gigabit per second of throughput. With 

this levei o f performance in a single system, 

the PIX 535 eliminates the need to load 

balance multiple standalone firewalls. This 

capability significantly reduces network 

complexity without compromising security. 
"The Cisco Secure PIX 535 Firewall 

enables an enterprise to connect to a single, 

fat pipe in the network that previously was 

a choke point for security processing," says 

Dennis Vogel, product manager for the 

isco Secure PIX Firewall family. "The 

;essing power offered in a single PIX 

5;j5 will help enterprises keep pace with 

ever-growing traffic volumes while assuring 
reliable, consistent security protection across 
the network." 

Playing lt SAFE 

The PIX 535 provides important safeguards 

fo~ large corporate networks against vulner­
abillties associated with doing business over 

the Internet. More importantly, it can be 

implemented as part of the recently 

announced Cisco SAFE blueprint for secure 

e-business. 

Developed for real-world network 

Which PIX ls Right 
C rvou? 
From the home office to the central 

office, there's a Cisco Secure PIX Firewall 
to meet any environment's security 
and virtual private network (VPN) 
req ui rements. 

deployment, Cisco SAFE helps companies 

compete in the Internet economy by inte­

grating scalable, high performance security 

services throughout the e-business infras­

tructure. lt takes a modular approach to 

security in which design, solution imple­

mentation and management processes are ali 

./---· .-::--:-·~ 
.v .• . - ··- , ' ' 

/ / ' \ · .,_ ' 
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provided in detaiL Companies can choose 

from severa! individual modules, or "build­

ing blocks," each designed, tested and 

proven to address specific e-business appli­

cations, such as electronic commerce or 

supply chain management. (See "Play lt 

SAFE, Sam," page 67.) 

Firewall Tip: Add an IDS 
Deploying an intrusion detection system (IDS) to complement your firewall 
can significantly enhance your security posture. A firewall's primary function is 
to control access to services and hosts based on your site security policy. lf a 

connection to a specific host is permitted, the firewall may not be configured 

to inspect the content of the permitted traffic. For example, ali connection 
requests to a Web server in a demilitarized zone (DMZ) may be permitted by a 

misconfigured firewall, including malicious traffic designed to exploit a buffer 
overflow vulnerability in an HTIP server. While some firewalls may not protect 
against data- or content-driven attacks, an IDS will. An IDS analyzes packet 
datastreams within a network, searching for unauthorized activity. 
Furthermore, firewalls typically will not protect you against attacks originating 
from inside your network or entering your environment from a nonfirewalled 
ingress point, such as a remate access server. IDS appliances can be strategi­
cally deployed to monitor activity from internai sources and other network 
ingress points without impacting your network performance. Today, network 
administrators have the choice of deploying dedicated IDS appliances such as 
the Cisco Secure 4210 IDS appliance and the Catalyst• 6ooo IDS module, or 
turning on IDS capabilities inherent in Cisco lOS" routers and PIX firewalls (see 

"Security Blanket: Weaving Security into the Network Fabric," page 61). 

Cisco Secura PIX 5o6 
Remate affice ar branch affice 
Throughput: 9 Mbps 
Sessions: 1000 

CPU:2ooMHz 
Interfaces: 2 

Cisco Secura PIX 515 
Sma/1 and midsized business 
Throughput: 170 Mbps 
Sessions: 128,ooo 

CPU : 2ooMHz 
Interfaces: up to 6 
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Weii -Bred Family 

The new PIX 535 extends the line of the 
market-leading Cisco Secure PIX Firewall 

family. Ali PIX firewalls offer built-in IP 

security {IPsec) encryption, allowing secure 

site-to-site connectivity or deployment of 
secure, remote-access VPNs. Like other PIX 

models, the PIX 535 also supports redundant 

units with stateful failover capabilities to 

ensure continued secure processing should 

the primary unit experience a problem. 

Booster Shot-the VPN Accelerator Card 

The new VPN accelerator card for the 

Cisco Secure PIX Firewall family improves 

the performance of VPNs by offloading 

IPsec encryption functions from the central 

fir--·<~11 processar to dedicated hardware. 
I .ed in a PCI slot inside the PIX chas­

sis, the card works transparently and does 

not require activation commands nor con­

figuration changes. lt is quite literally a "plug 
and play" process. 

The VPN accelerator card encrypts data 

using the Data Encryption Standard {DES) 

and Triple DES algorithms at speeds up to 

100 l}1bps. By handling IPsec-related tasks 

such as hashing, key exchange, and storing 

security associations, the card frees the PIX 

main processar and memory for other 

perimeter security functions . ......_ 

Cisco Secure PIX szo 
Enterprise 

Throughput: 370 Mbps 
Sessions: 25o,ooo 
CPU: 350 MHz 
Interfaces: up to 6 

CISCO SYSTEMS 

Fools for Security 
The Motley Fool recently selected 
Cisco Secure PIX firewalls to secure 
its popular financiai Web site, 
Fool.com. The Fool's IT department 
evaluated severa! software-based 
solutions, but decided against them 
beca use they were based on general­

purpose operating systems. The evaluation team's preference was 
to go with a robust, hardened, VPN-enabled firewall appliance that 
wasn't as susceptible to the types of bugs, glitches and vulnerabil­
ities often associated with other firewalls. 

"Cisco's PIX is exactly what we wanted," explained Joel Salamone, 
MIS Di redor for The Motley Fool. "There is no extraneous software 
cluttering the operating system that can be exploited."The PIX fam­
ily's similar management interface and configuration also short­
ened training time, and guaranteed easier administration. In addi­
tion, the number of maximum possible connections running 
through PIX was more than enough to accommodate the Fool's 
global network needs. "One of the things we really like about the 
PIX," said Dwight Gibbs, Chief Technology Officer for The Motley 
Fool, "is that it enabled us to quickly and inexpensively roll out a 
VPN linking ou r offices in the US, UK, and Germany. We can now col­
laborate securely thanks to the PIX." 

Cisco Secure PIX 535 Cisco Secure PIX 5:15 
Large enterprise 

Throughput: 370 Mbps 
Sessions: 28o,ooo 
CPU: 6oo MHz 
Interfaces: up to 8 

Large enterprise and service provider 

Throughput: 1.0 Gbps 
Sessions: 50o,ooo 
CPU: 1 GHz 
Interfaces: up to 8 
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Cisco PIX 525 Security Appliance 

Figure 1 

Cisco PIX 525 Security 
Appliance 

The Cisco PIX® 525 Security Appliance delivers enterprise-class security for 

medium-to-large enterprise networ1<s in a reliable, purpose-built appliance. lts modular 

two-rack unit (2RU) design supports up to eight 10/100 Fast Ethemet interfaces or three 

Gigabit Ethemet interfaces, making it an ideal choice for businesses requiring a resilient, 
high performance, Gigabit Ethemet-ready solution that provides solid investment 
protection. Part of the wor1d-leading Cisco PIX Security Appliance Series, the Cisco PIX 
525 Security Appliance provides a wide range of rich integrated security services, 
hardware VPN acceleration capabilities, and powerful remote management capabilities 

in a cost-effective, highly-resilient solution. 

Enterpríse-Ciass Securíty for 

Medíum-to-Large Enterpríse 

Networks 

The Cisco PIX 525 Security Appliance 

delivers a multllayered defense for large 

enterprise networks through Iich, integrated 

security services including stateful inspection 

firewalling, protocol and applicatlon 

lnspection, virtual private networking (VPN) 

In-Une intrusion protectlon and Iich 

multimedia and voice security in a single 

devlce. The state-of-the-art Cisco Adaptive 

Security Algorithm (ASA) provides rich 

stateful inspection firewall services, tracking 

the state of ali authorized network 

communications and preventing 

unauthorized network access. 

Enterprise networks benefit from an 

additionallayer of security via intelligent, 

"application-aware" security services that 

examine packet streams at Layers 4-7, using 

lnspection engines specialized for many of 

today's popular applications. Administrators 

can also easily create cus tom security policies 

for firewall traffic by using the flexible access 

contrai methods and the more than 100 

predefined applications, services, and 

protocols that Cisco PIX Security Appliances 

provi de. 

Market-Leadíng Voíce-over-IP 

Securíty Servíces Protect 

Next·Generatíon Converged 

Networks 

Cisco PIX Security Appliances provide 

market-leading protection for a wlde range 

ofvoice-over-IP (VoiP) and multimedia 

standards, allowing businesses to securely 

take advantage of the many benefits that 

converged data, voice, and video networks 

deliver. By combining VPN with the rich 

stateful inspection firewall services that Cisco 

PIX Security Appliances provide for these 

oonvNg•d n•n.oc~ng •mo;;;~;~--L_ 
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can securely extend volce and multimedia services to home office and remote office environments for additlonal cost 

savings, improved productivity, and competitive advantage. 

Flexible VPN Services Extend Networks Economically to Remote Networks a nd 

Mobile Users 

Businesses can securely extend their networks across low-cost Internet connections to mobile users, business 

partners, and remote offices worldwide using the full-featured VPN capabilitles provided by the Cisco PIX 525 

Securlty Appliance. Solutlons range from standards-based site-to-site VPN leveraging the Internet Key Exchange 

(IKE) and IP security (IPsec) VPN standards, to the innovative Cisco Easy VPN capabilities found in Cisco PIX 

Securlty Appliances and other Cisco security solutions-such as Cisco lOS® routers and Cisco VPN 3000 Serles 

Concentrators. Easy VPN delivers a uniquely scalable, cost-effective, and easy-to-manage remote-access VPN 

architecture that eliminates the operational costs associated with malntaining remote-device configurations typically 

required by traditional VPN solutions. Cisco PIX Security Appliances encrypt data using 56-bit Data Encryption 

Standard (DES), 168-bit Triple DES (3DES), or up to 256-bit Advanced Encryption Standard (AES) encryption. 

Certain Cisco PIX 525 Security Appliance models have integrated hardware VPN acceleration capabilities, deliverlng 

highly scalable, high performance VPN servlces. 

lntegrated lntrusion Protection Guards Against Popular Internet Threats 

The integrated ln-IIne intruslon-protection capabllities ofthe Cisco PIX 525 Securlty Appliance can protect enterprlse 

networks from many popular forms of attacks, lncluding Denlal-of-Service (DoS) attacks and malformed packet 

attacks. Using a wealth of advanced intrusion-protectlon features, including DNSGuard, FloodGuard, FragGuard, 

MaliGuard, IPVerify and TCP intercept, in addition to looking for more than 55 different attack "signatures," Cisco 

PIX Security Appliances keep a vigilant watch for attacks, can optionally block them, and can notify administrators 

about them in real time. 

Award·Winning Resiliency Provides Maximum Business Uptime 

Select models o f Cisco PIX 525 Securlty Appliances provi de stateful fallover capabillties that ensure resilient network 

protectlon for enterprise network environments. Employing a cost-effective, active-standby, high-avallability 

architecture, Cisco PIX Security Appliances that are configured as a fallover palr continuously synchronize their 

connection state and device configuration data. Synchronization can take place over a high-speed LAN connection, 

providing another layer of protection through the ability to geographically separate the failover pair. In the event of 

a system or network failure, network sessions are automatically transitioned between appliances, with complete 

transparency to users. 

Robust Remote·Management Solutions Lower Total C o st of Ownersh ip 

The Cisco PIX 525 Security Appliance is a reliable, easy-to-maintain platform that provides a wide variety of 

methods for configurlng, monitoring, and troubleshooting. Management solutions range from centralized, 

policy-based management tools to integrated, Web-based management to support for remote monitorlng protocols 

such as Simple Network Management Protocol (SNMP) and syslog. 

Cisco Systems. Inc. 
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Administrators can easily manage large numbers of remote Cisco PIX Security Appliances using CiscoWorks VPN/ 

Security Management Solution (VMS). This suíte consists of numerous modules including Management Center for 

Firewalls, Auto Update Server Software and Security Monitor. This powerful combination provides a highly scalable, 

next-generation, three-tier management solution that includes the following features : 

• Comprehensive configuration and software image management 

• Device hierarchy with "Smart Rules" -based configuration inheritance 

• Customizable administrative roles and access privileges 

• Comprehensive enterprise change management and auditing 

• "Touchless" software image management for remo te Cisco PIX Security Appliances 

• Support for dynamically addressed appliances 

Additional integrated event management and inventory solutions are also avallable as part of the CiscoWorks VMS 

network management suíte. 

The integrated Cisco PIX Device Manager provides an intuitive, Web-based management interface for remotely 

configuring, monitoring, and troubleshooting a Cisco PIX 525 Security Appliance-without requiring any software 

(other than a standard Web browser) to be installed on an administrator's computer. A setup wizard is provided for 

easy installation into any network environment. 

Alternatively, through methods including Telnet and Secure Shell (SSH) , o r out o f band through a console port, 

administrators can remotely configure, monitor, and troubleshoot Cisco PIX Security Appliances using a 

command-line interface (CLI). 

Table 1 Key Product Features and Benefits 

Key Features Benefit 

Enterprise-Ciass Security 

True security appliance . Uses a proprietary, hardened operating system that eliminates security risks associated 
with general purpose operating systems 
Cisco quality and no moving parts provide a highly reliable security platform 

Stateful inspection . Provides perimeter network security to prevent unauthorized network access 
firewall . Uses state-of-the-art Cisco ASA for robust stateful inspection firewall services 

Provides flexible access-control capabilities for over 100 predefined applications, 
services and protocols, with the ability to define custom applications and services 
lncludes numerous application-aware inspection engines that secure advanced 
networking protocols such as H.323 Version 4, Session lnitiation Protocol (SIP), Cisco 
Skinny Client Control Protocol (SCCP), Real-Time Streaming Protocol (RTSP), Internet 
Locator Service (ILS), and more 

. lncludes content filtering for Java and ActiveX applets 

Easy VPN Server Provides remote access VPN concentrator services for a wide variety of Cisco software 
or hardware-based VPN clients 

. Pushes VPN policy dynamically to Cisco Easy VPN Remote-enabled solutions upon 
connection, ensuring the latest corporate security policies are enforced . Extends VPN reach into environments using Network Address Translation (NAT) or Port 
Address Translation (PAT), via support of Internet Engineering Task Force (IETF) 
UDP-based draft standard for NAT traversal 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Site-to-site VPN Supports IKE and IPsec VPN standards 

Ensures data privacy/integrity and strong authentication to remete networks and 
remete users over the Internet 

Supports 56-bit DES, 168-bit 3DES and up to 256-bit AES data encryption to ensure data 
privacy 

lntrusion protection Provides protection from over 55 different types of popular network-based attacks 
ranging from malformed packet attacks to DoS attacks 

lntegrates with Cisco Network lntrusion Detection System (lOS) sensors for the ability to 
dynamically blocklshun hostile network nodes via the firewall 

AAA support lntegrates with popular authentication, authorization, and accounting services via 
TACACS+ and RADIUS support 

Provides tight integration with Cisco Secure Access Control Server (ACS) 

X.509 certificate and . Supports SCEP-based enrollment with leading X.509 solutions from Baltimore, Entrust, 
CRL support Microsoft, and VeriSign 

lntegration with leading Supports the broad range of Cisco AVVID (Architecture for Voice, Video and lntegrated 
third-party solutions Data) partner solutions that provide URL filtering, content filtering, virus protection, 

scalable remete management, and more 

Robust Networi< Services/lntegration I 

Virtual LAN Provides increased flexibility when defining security policies and eases overall 
(VLAN)-based virtual integration into switched network environments by supporting the creation of logical 
interfaces interfaces based on IEEE 802 .1q VLAN tags, and the creation of security policies based 

on these virtual interfaces . Supports multiple virtual interfaces on a single physical interface through VLAN 
trunking 

Supports multi pie VLAN trunks per Cisco PIX Security Appliance 

Supports up to 10 VLANs on Cisco PIX 525 Security Appliances 

Open Shortest Path Provides comprehensive OSPF dynamic rout ing services using technology based on 
First (OSPF) dynamic world-renowned Cisco lOS Software 
routing Offers improved network reliability through fast route convergence and secure, efficient 

route distribution 

Delivers a secure routing solution in environments using NAT through tight integration 
with Cisco PIX Security Appliance NAT services . Supports MD5-based OSPF authentication, in addition to plaintext OSPF authentication, 
to prevent route spoofing and various routing-based DoS attacks 

Provides route redistribution between OSPF processes, including OSPF. static, and 
connected routes 

Supports load balancing across equal-cost multipath routes 

DHCP server Provides DHCP Server services one or more interfaces for devices to obtain IP addresses 
dynamically 

lncludes extensions for support of Cisco IP Phones and Cisco SoftPhone IP telephony 
solutions 

DHCP relay Forwards DHCP requests from internai devices to an administrator-specified DHCP 
server, enabling centralized distribution, tracking, and maintenance of IP addresses 

NAT/PAT support Provides rich dynamic/static NAT and PAT capabilities 
I 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Rich Remote Management Options 

CiscoWorks VPN/ Comprehensive management suite for large scale deployments 
Security Management 
Solution (CiscoWorks 

lntegrates policy management, software maintenance, and security monitoring 

VMS) 

PIX Device Manager . lntuitive, Web-based GUI enables simple, secure remote management of Cisco PIX 
(PDM) Security Appliances . Provides wide range of informative, real-time, and historical reports which give criticai 

insight into usage trends, performance baselines, and security events 

Auto Update Provides "touchless" secure remote management of Cisco PIX Security Appliance 
configuration and software images via a unique push/pull management model . Next-generation secure XMUHTIPS management interface can be leveraged by Cisco 
and third-party management applications for remote Cisco PIX Security Appliance 
configuration management, inventory, software ímage management/deployment and 
monitoring 

lntegrates seamlessly with CiscoWorks Management Center for Firewalls and Auto 
Update Server for robust, scalable remote management of up to 1000 Cisco PIX Security 
Appliances (per management server) 

Cisco PIX CU • Allows customers to use existing PIX CU knowledge for easy installation and 
management without additional training 

. Accessible through variety of methods including console port, Telnet, and SSH 

Command-level . Enables businesses to create up to 16 customizable administrative roles/profiles for 
authorization accessing Cisco PIX Security Appliances (for example, monitoring only, read-only 

access to configuration, VPN administrator, firewaii/NAT administrator, and so on) 
. Leverages either the internai administrator data base or outside sources via TACACS+, 

such as Cisco Secure ACS 

SNMP and syslog . Provide remote monitoring and logging capabilities, with integration into Cisco and 
support third-party management applications 

Flexible Expansion Capabilities 

Fast Ethernet and . Supports easy installation of additional network interfaces via 3 PCI expansion slots 
Gigabit Ethernet Supports expansion cards including single-port Fast Ethernet card, 4-port Fast Ethernet 
expansion options card, and single-port Gigabit Ethernet card 

Hardware VPN Delivers high speed VPN services via support of VPN Accelerator Card (VAC) and VPN 

acceleration options Accelerator Card+ (VAC+) 
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License Options 

/ 
I 

I 
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The Cisco PIX 525 Security Appliance is available in three primary models that provi de different leveis of interface 

denslty, failover capabilities, and VPN throughput. 

Restricted Software License 

The Cisco PIX 525 "Restricted" (PIX 525-R) model provides an excellent value for organizations looking for robust 

Cisco PIX Security Appliance services with Gigabit Ethernet support, medi um interface density, and moderate VPN 

throughput requirements. It includes 128MB of RAM and support for up to six 101100 Fast Ethernet or three 

Gigablt Ethernet interfaces. 

Unrestricted Software License 

The PIX 525 "Unrestricted" (PIX 525-UR) model extends the capabilitles of the family with support for stateful 

failover, addltional LAN interfaces, and lncreased VPN throughput via integrated hardware-based VPN acceleration. 

It lncludes an integrated VAC or VAC+ hardware VPN accelerator, 256MB ofRAM, and support for up to eight 10/ 

100 Fast Ethernet or three Gigablt Ethernet Interfaces. The Cisco PIX 525-UR also adds the ability to share state 

information with a hot-standby Cisco PIX Securlty Appliance for resilient network protection. 

Failover Software License 

The Cisco PIX 525 "Failover" (PIX 525-FO) modells deslgned for use In conjunctlon with a PIX 525-UR, providlng 

a cost-effectlve, hlgh-availabllity solutlon.lt operates In hot-standby mode acting as a complete redundant system 

that malntalns current sesslon state information. Wlth the same hardware configuration as the Cisco PIX 525-UR, it 

delivers the ultima te in high availabillty for a fraction of the price. 

Performance Summary 

Cleartext throughput: 330 Mbps 

Concurrent connections: 280,000 

168-bit 3DES IPsec VPN throughput: Up to 155 Mbps with VAC+ or 72 Mbps with VAC 

128-blt AES IPsec VPN throughput: Up to 165 Mbps with VAC+ 

256-bit AES IPsec VPN throughput: Up to 170 Mbps with VAC+ 

Simultaneous VPN tunnels: 2000 

Technical Specifications 

Processar: 600-MHz Intel Pentium IIl Processar 

Random access memory: 128MB or 256MB ofSDRAM 

Flash memory: 16 MB 

Cache: 256 KB levei 2 at 600 MHz 

System bus: Single 32-bit, 33-MHz PCI 

Cisco Systems. Inc. 
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Environmental Operating Ranges 

Operating 

Temperature: -25" to 104"F (-5" to 40"C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 6500 ft (2000 m) 

Shock: 1.14 m/sec (45 in./sec) 112 sine input 

Vibration: 0.41 Grms2 (3-500 Hz) random input 

Acoustlc Noise: 45 dBa maximum 

Nonoperating 

Temperature: -13" to 158"F (-25" to 70"C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 15,000 ft (4570 m) 

Shock: 30G 

Vibration: 0.41 Grms2 (3-500Hz) random input 

Power 

lnput {per power supply) 

Range Line Voltage: lOOV to 240V AC or 48V DC to 60V DC 

Nominal Line Voltage: lOOV to 240V AC or 48V DC to 60V DC 

Current: 5-2.5 Amps AC or 12 Amps DC 

Frequency: 50 to 60 Hz, single phase 

Output 

Steady State: 50W 

Maximum Peak: 65W 

Maximum Heat Dissipation: 410 BTU/hr, full power usage (65W) 

Physical Specifications 

Dimensions and Weight Specifications 

Form factor: 2 RU, standard 19-in. rack mountable 

Dimensions (H x W x D) : 3.5 x 17.5 x 18.25 in. (8 .89 x 44.45 x 46.36 em) 

Weight (one power supply): 32 lb (14 .5 kg) 

Ci~o Sy>"m>, loc. . IR!-..... ·-,--
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Expansion 

Three 32-bit/33-MHz PC! slots 

Two 168-pin DIMM RAM slots, supporting up to 256MB memory maximum 

Interfaces 

Console Port: RS-232 (RJ-45) 9600 baud 

Failover Port: RS-232 (DB-15) 115 'Kbps (Cisco specified cable required) 

Two integrated 10/100 Fast Ethernet ports, auto-negotiate (half/full duplex), RJ-45 

Regulatory and Standards Compliance 

Safety 

UL 1950, CSA C22.2 No. 950, EN 60950 IEC 60950, AS/NZS3260, TSOOl 

Electra Magnetic Compatibility (EMC) 

CE marking, FCC Part 15 Class A. AS/NZS 3548 Class A, VCCI Class A, EN55022 Class A, CISPR22 Class A. 
EN61000-3-2, EN61000-3-3 

Product Ordering lnformation 

PIX-525 PIX 525 chassis only 

PIX-525-DC PIX 525 DC chassis only I 

PIX-525-R-BUN PIX 525 restricted bundle (chassis, restricted software, 2 10/100 ports, 128MB RAM) 

PIX-525-UR-BUN PIX 525 unrestricted bundle (chassis, unrestricted software, 2 10/100 ports, 256MB RAM, 
VAC ar VAC+) 

PIX-525-UR-GE-BUN PIX 525 unrestricted 2 GE + 2 FE bundle (chassis, unrestricted software, 2 Gigabit 
Ethernet + 2 10/100 ports, 256MB RAM, VAC ar VAC+) 

PIX-525-FO-BUN PIX 525 failover bundle (chassis, failover software, 2 10/100 ports, 256 MB RAM, VAC 
ar VAC+) 

PIX-525-FO-GE-BUN PIX 525 failover 2 GE + 2 FE bundle (chassis, failover software, 2 Gigabit Ethernet + 
2 10/100 ports, VAC ar VAC+) 

PIX-525-HW= PIX 525 rack-mount kit, console cable and fa ilover serial cable 

PIX-FO= PIX failover serial cable 

PIX-4FE 4-port 10/100 Fast Ethernet PCI expansion card 

PIX-1FE Single-port 10/100 Fast Ethernet PCI expansion card I 

PIX-1GE-66 Single-port Gigabit Ethernet 64-bit/66-MHz PCI expansion card, M ulti mede (SX) 
se connector 

PIX-VPN-ACCEL 3DES IPsec hardware VAC 

PIX-VAC-PLUS 3DES/AES IPsec hardware VAC+ 

Cisco System s. Inc. 
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PIX-VPN-3DES 

PIX-VPN-3DES= 

PIX-VPN-DES 

PIX-VPN-DES= 

Support Serviees 

168-bit 3DES and up to 256-bit AES encryption software license 

168-bit 3DES and up to 256-bit AES encryption software license 

56-bit DES encryption software license 

56-bit DES encryption software license 

'-, 

/ :.2531 
,\-faJ.ÀJo 
' ";_ .. __ .. 

Support services are available from Cisco and Cisco partners. Cisco SMARTnet service augments customer support 

resources, and provides anywhere, anytime access to technical resources (both online and by telephone), the ability 

to download updated system software, and hardware advance replacement. 

Support Ordering lnformation 

CON-SNT-PIX525 SMARTnet 8x5xNBD service for PIX 525 chassis only 

CON-SNT-PIX525R SMARTnet 8x5xNBD service for PIX 525-R bundle 

CON-SNT-PIX525UR SMARTnet 8x5xNBD service for PIX 525-UR bundle 

CON-SNT-PIX525FO SMARTnet 8x5xNBD service for PIX 525-FO bundle 

CON-SNTE-PIX525 SMARTnet 8x5x4 service for PIX 525 chassis only 

CON-SNTE-PIX525R SMARTnet 8x5x4 service for PIX 525-R bundle 

CON-SNTE-PIX525UR SMARTnet 8x5x4 service for PIX 525-UR bundle 

CON-SNTE-PIX525FO SMARTnet 8x5x4 service for PIX 525-FO bundle 

CON-SNTP-PIX525 SMARTnet 24x7x4 service for PIX 525 chassis only 

CON-SNTP-PIX525R SMARTnet 24x7x4 service for PIX 525-R bundle 

CON-SNTP-PIX525UR SMARTnet 24x7x4 service for PIX 525-UR bundle 

CON-SNTP-PIX525FO SMARTnet 24x7x4 service for PIX 525-FO bundle 

CON-S2P-PIX525R SMARTnet 24x7x2 service for PIX 525-R bundle 

CON-S2P-PIX525UR SMARTnet 24x7x2 service for PIX 525-UR bundle 

CON-S2P·PIX525FO SMARTnet 24x7x2 service for PIX 525-FO bundle 

CON-OS-PIX525 SMARTnet On-Site 8x5xNBD service for PIX 525 chassis only 

CON-OS-PIX525R SMARTnet On-Site 8x5xNBD service for PIX 525-R bundle 

CON-OS-PIX525UR SMARTnet On-Site 8x5xNBD service for PIX 525-UR bundle 

CON-OS-PIX525FO SMARTnet On-Site 8x5xNBD service for PIX 525-FO bundle 

CON-OSE-PIX525 SMARTnet On-Site 8x5x4 service for PIX 525 chassis only 

CON-OSE-PIX525R SMARTnet On-Site 8x5x4 service for PIX 525-R bundle 

CON-OSE-PIX525UR SMARTnet On-Site 8x5x4 service for PIX 525-UR bundle 
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CON-OSE-PIX525FO SMARTnet On-Site 8x5x4 service for PIX 525-FO bundle 

CON-OSP-PIX525 SMARTnet On-Site 24x7x4 service for PIX 525 chassis only 

CON-OSP-PIX525R SMARTnet On-Site 24x7x4 service for PIX 525-R bundle 

CON-OSP-PIX525UR SMARTnet On-Site 24x7x4 service for PIX 525-UR bundle 

CON-OSP-PIX525FO SMARTnet On-Site 24x7x4 service for PIX 525-FO bundle 

Additional lnformation 

For more informatlon, please visit the following links : 

Cisco PIX Security Appllance Series: 

http://www.cisco.com/go/pix 

Cisco PIX Device Manager: 

http://www.cisco.com/warp/public/cc/pd/fw/sqfw500/prodlit/pixd3_ds.pdf 

Cisco Secure ACS: 

http://www.cisco.com/go/acs 

CiscoWorks VMS, Management Center for Firewalls, Auto Update Server Software and Security Monitor: 

http://www.cisco.com/go/vms 

SAFE Blueprlnt from Cisco: 

http://www.cisco.com/go/safe 
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Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Amerlcas Headquarters 
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San jose, CA 95134-1706 
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Firewall Services Module for Cisco Catalyst® 6500 Series and 
Cisco 7600 Series 

c 
Figure 1 

The Firewall Services Module (FWSM)-a 

high-speed, integrated firewall module for 

Cisco Catalyst® 6500 switches and Cisco 

7600 Series routers-provides the fastest 

firewall data rates in the industry: 5 Gb 

throughput, 100,000 CPS, and IM 

concurrent connections. Up to four FWSMs 

can be installed in a single chassis providing 

scalability to 20 GB per chassis. As part of 

the world-leading Cisco PIX® Firewall 

family, the FWSM provides large 

enterprises and service providers with 

unmatched security, reliability, and 

performance. 

The FWSM leverages Cisco PIX technology 

and runs the Cisco PIX Operating System 

(OS), a real-time, hardened, embedded 

system that eliminates security holes and 

performance-degrading overhead. At the 

heart of the system, a protection scheme 

based on the Adaptive Security Algorithm 

(ASA) offers stateful connection-oriented 

firewalling. Using ASA, the FWSM creates a 

connection table entry for a session flow 

based on the source and destination 

addresses, randomized TCP sequence 

Cisco Systems, Inc. 

numbers, port numbers, and additional 

TCP flags . The FWSM contrais ali inbound 

and outbound traffic by applying the 

security policy to these connection table 

entries. 

Major FWSM Benefits 

The traditional role of firewalls has 

changed. Firewalls now do more than 

protect a corporate network from 

unauthorized externai access. They can also 

prevent unauthorized users from accessing 

a particular subnet, workgroup or LAN 

within a corporate network. FBI statistics 

indica te that 70 percent of ali security 

problems originate from inside an 

organization. According to one in five 

respondents to the FBI's survey, intruders 

broke into, or tried to break in to their 

corporate networks during the preceding 

12 months. And most experts agree that 

the majority of network break-ins 

go undetected. 

lntegrated Module 

Installed inside a Cisco Catalyst 6500 Series 

Switch or Cisco 7600 Internet Router, the 

FWSM allows any port on the device to 

opera te as a firewall port and integra tes 

stateful firewall security inside the network 

infrastructure. This becomes especially 

important where rack space is at a 

premium. The Cisco Catalyst 6500 truly 

emerges as the IP services switch o f choice 

for customers requiring intelligent services 

·- ·-~·-·-
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such as firewall services, intrusion detection, and virtual private networking (VPN), along with multilayer LAN, 

WAN, and MAN switching capabilities. 

Future Proof 

The FWSM can handle up to 5 Gb of traffic, providing unsurpassed performance to meet future requirements 

without requiring a system overhaul. Up to three additional FWSMs can be added to the Catalyst 6500 to meet 

growing demands. 

Reliability 

The FWSM is based on Cisco PIX technology and uses the same time-tested Cisco PIX Operating System, a secure, 

real-time operating system. The FWSM offers a unique combination of performance and security on the same 

platform, using proven Cisco PIX technology for inspecting packets. 

Lower Cost of Ownership 

The FWSM offers the best price/performance of any firewall. Cost o f maintenance is included in the SmartNet™ 

contract of the Cisco Catalyst chassis. Because the FWSM is based on the Cisco PIX Firewall, the cost of training and 

management is lower, and because it is integrated in the chassis, there are fewer boxes to manage. 

Ease of Use 

The Cisco PIX Device Manager's intuitive graphical user interface (GUI) can be used to manage and configure the 

FWSM. The FWSM is supported by the Cisco management framework and by Cisco AWID (Architecture for Voice, 

Vídeo and Integrated Data) partners for configuration and monitoring. 

FWSM Features 

Key Features Benefits 

Perfonnance 

Multiple Interfaces 

Cut-through Proxies 

5 Gbps 

1 million concurrent connections 

More than 100,000 connection setup and teardowns/sec 

• Supports up to 100 firewall VLANs-any of the Cisco Catalyst 4000 VLANs 
can be a firewall VLAN 

• Understands 802.1q and lnter-Switch link (ISL) protocols 

Enforces security policies on a per VLAN basis 

Cisco Systems, Inc. 
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Key Features Benefits 

Configuration Support Console to command-line interface (CU) 
. Telnet to the inside interface of the Cisco PIX Firewall 

Telnet over IP Security (IPSec) to the outside interface of the Cisco PIX 
Firewall 

Secure Shell Protocol (SSH) to CU 

Secure Sockets Layer (SSL) to Cisco PIX Device Manager 

AAA Support lntegrates with popular authentication, authorization, and accounting services 
via TACACS+ and RADIUS support 

NAT /PAT Support Provides dynamic/static Network Address Translation (NAn and Port Address 
Translation (PAn 

Cisco PIX Device Manager (PDM) . Simple, intuitive, Web-based GUI supports remate firewall management 

Wide range of real-time and historical reports providing usage trend, 
performance baseline, and security event information 

Secure Networ1< Management Secure, Triple Data Encryption Standard (3DES)-encrypted network 
management access 

Access Lists • Up to 128,000 access lists 

URL Filtering Uses Websense software to check outgoing URL requests with the policies 
defined on the server 

Command Authorization Allows privilege leveis to be assigned to ali CU, and creation of user accounts 
or login contexts tied to these privilege leveis 

Object Grouping Ability to group network objects (e.g ., hosts) and services (e.g ., ftp and http) 

Protection from DoS DNS Guard 

Flood Defender 
. Flood Guard 

TCP lntercept 
. Unicast Reverse Path Forwarding 

Mail Guard . FragGuard and Virtual Reassembly 

Routing Static routes 

Dynamic; i.e., Routing Interface Protocol (RIP) and Open Shortest Path First 
(OSPF) 

High Availability Stateful failover-intra and interchassis 

Logging Comprehensive syslogging, FTP. URL, and ACL logging 

Additional Protocols H.323 V2 . NetBios over IP 

RAS Version 2 

RTSP 

SIP 

XDMCP 
. Skinny 

Cisco Systems, Inc. 
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FWSM Deployment 

The FWSM can be deployed in topologies serving enterprise campuses and data centers. 

Today's Enterprises need more than just perimeter security-they need to connect business partners and provide 

campus security domains that serve multiple groups within the organizations. The FWSM provides a flexible, 

cost-effective and performance-based solution by allowing users and administrators to establish security domains 

with different policies within the organization. Figure 2 shows a campus deployment using stateful filtering to 

establish separa te VLAN-based security domains: 

Figure 2 

Campus Deployment 

Access 
Layer 

Catalyst 6500 
withFWSM 

Catalyst 6500 
with FWSM 

Access 
Layer 

VLAN 10 
Engineering 

VLAN 20 
Sales 

The FWSM firewall stateful 
filtering enforces security 
domains at distribution points 

Using the FWSM, users can set appropriate policies for different VLANs. 

Data Centers also require stateful firewall security solutions to protect data while delivering gigabit performance at 

the lowest possible cost. Figure 2 shows a data center with redundant FWSMs protecting server data. 

Cisco Systems, Inc. 
Ali contents are Copyright <t> 1992-2002 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 4 of 7 

Fls: - O 3 4 9 
f ~37~· · -ohã. ,-, r--

Doe; 
. -=--== 

-.~J 



c 

.. ---~--.._,, 

\ 
i 

----- -~ .... · 

Figure 3 

eCommerce Data Center Deployment 

The FWSM maximizes capital investment by providing the best price/performance in a firewall and allows customers 

to replace expensive multiple firewalls that require additional firewallload balancer devices. 

Ordering lnformation 

Product Number Description 

WS-SVC-FWM-1-K9 Firewall Service Module for Cisco Catalyst 6500 

WS-SVC-FWM-1-K9= Firewall Service Module for Cisco Catalyst 6500 (spare) 

SC-SVC-FWM·1 .1-K9 Firewall Module Software for Catalyst 6500 

SC-SVC-FWM-1.1-K9= Firewall Module Software for Catalyst 6500 (spare) 

Licen5ing 

No licensing is required for the FWSM. 

Sy5tem Requirement5 

• Supervisor 2/Multilayer Switch Feature Card 2 (MSFC2) 

• Na tive Cisco lOS® software release 12.1 (13)E or higher 

• Hybrid CatOS minimum software release 7.5(1) 

• Occupies one slot in a Cisco Catalyst 6500 Series Switch or Cisco 7600 Series Internet Router 

• Up to four firewall modules in the same chassis 

~ 
----· ~-- .... -.. 
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Regulatory Compliance 

Safety 

UL 1950 

CSA C22.2 No. 950-95 

EN60950 

EN60825-1 

TS001 

CE Marking 

IEC 60950 

AS/NZS3260 

EMI 

FCC Part 15 Class A 

ICES-003 Class A 

VCCI Class B 

EN55022 Class B 

. R22 Class B 

CE Marking 

AS/NZS3548 Class B 

NEBS 

SR-3580 - NEBS: Criteria Leveis (Levei 3 compliant) 

GR-63-CORE- NEBS: Physical Protection 

GR-1089-CORE- NEBS: EMC and Safety 

ETSI 

ETS-300386-2 Switching Equipment 

( 

Telecommunications 

ITU-T G.610 

ITU-T G.703 

ITU-T G.707 

ITU-T G.783 Sections 9-10 

ITU-T G.784 

ITU-T G.803 

ITU-T G.813 

ITU-T G.825 

ITU-T G.826 

ITU-T G.841 

ITU-T G.957 Table 3 

ITU-T G.958 

ITU-T 1.361 

ITU-T 1.363 

ITU 1.432 

ITU-T Q.2110 

ITU-T Q.2130 

ITU-T Q.2140 

ITU-T Q.2931 

ITU-T 0.151 

ITU-T 0.171 

ETSI ETS 300 417-1-1 

TAS SC BISDN (1998) 

ACA TS 026 (1997) 

BABT fTC/139 (Draft 1e) 
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Firewall Services Module for the Cisco Catalyst 6500 Series 
Switch and Cisco 7600 Series Internet Router 

c 

Q. What is the Firewall Services Module? 

A. The Firewall Services Module (FWSM) 

is a Catalyst 6500 Series multigigabit 

firewall module. The FWSM is a 

fabric-enabled module capable of 

interacting with both the bus as well as the 

switch fabric. The FWSM provides stateful 

firewall functionality in a Cisco Catalyst 

6500 Series Switch and Cisco 7600 Series 

Internet Router. 

Q. What are the key features of the 

FWSM? 

A. Key FWSM features: 

• High-performance, OC-48 or 5 Gbps 

throughput, full-duplex firewall 

functionality 

• Includes entire PIX 6.0 software feature 

set and the following features of 

PIX 6.2: 

- Command authorization 

- Object grouping 

- ILS/NetMeeting fixup 

- URL filtering enhancement 

• 3M pps throughput 

• Support for 100 VLANs 

• 1M concurrent connections 

• LAN failover : active/standby, inter/intra 

chassis 

• Dynamic Routing with OSPF/RIP 

• Supports multiple modules per chassis 

Cisco Systems. Inc. 

Q. What is the difference between the 

Firewall Services Module (FWSM) and the 

Cisco PIX® Firewall? 

A. The FWSM is an integrated module for 

the Cisco Catalyst 6500 Series Switch and 

the Cisco 7600 Series Internet Router­

unlike the standalone Cisco PIX® Firewall. 

The FWSM is based on Cisco PIX 

technology. 

Q. What operating system does the 

FWSM run? 

A. The FWSM and Cisco PIX Firewall run 

the same operating system: Finesse, the 

real-time operating system. Finesse, which 

is a true microkernel, provides software 

reusability, source-code portability, 

increased product quality, decreased 

testing, shorter time to market, and 

increased return on investment. 

Q. What mechanism does the FWSM use to 

inspect traffic? 

A. The FWSM uses the same algorithm for 

inspection as the Cisco PIX Firewall: 

Adaptive Security Algorithm (ASA). ASA is 

a stateful inspection engine that inspects 

traffic integrity. ASA takes the source and 

destination addresses and ports, TCP 

sequence numbers, and additional TCP 

flags and hashes the IP header information. 

Hashing works like a fingerprint, creating 

a code that uniquely identifies the client 

that initiates the inbound or outbound 

connection. 

Ali contents are Copyright tO 1992-2002 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
Page 1 of 4 

Doe: ~ 1 ~ 1 



For further ASA documentation refer to: 

h t tp:l /www.cisco. com/u n ivercd/cc/1 d/d oc/prod uct/iaa bu/pi x/ 

pix_60/config/inlro.htm 

Q. What are the feature differences between the Cisco PIX Firewall 

and the FWSM? 

A. The FWSM supports ali Cisco PIX Firewall version 6.0 features 

and select version 6.2 features. The following table lists general 

differences. For a detailed description o f differences, refer to the 

"Cisco PIX vs. Firewall Module Differences" document (http :// 

www.cisco.com/en/US/products/hw/modules/ps2706/ps4452/ 

index.html) . 

Q. What is the performance of the FWSM? 

A. Aggregate performance is approximately 5 Gbps. The FWSM 

can support one million concurrent connections with a setup rate o f 

more than 100,000 connections per second. 

Q. What are some o f the typical deployments for a Catalyst 6500 

with FWSM? 

A.(_ Cisco Catalyst 6500 Series combined with the FWSM offers 

the highest performing firewall function to date-allowing 

corporations to collapse mission criticai firewall functions into a 

switch chassis, reducing the number o f discrete firewalls and 

simplifying the management of multi pie firewalls. The FWSM is 

deployed at the enterprise campus edge and at distribution points. 

A. What are the minimum software releases required for 

the FWSM? 
• 

A. Th~· i'ninimum lOS software release is Release 12.1 (13)E and the 

minimum hybrid CatOS software release is 7.5(1) 

Q. ls FWSM fabric enabled? 

A. Yes. The FWSM is fabric-enabled. It has one connection to the 

bus and one connection to the switch fabric. 

Q. Does the FWSM use Hot Standby Resource Pro toco! (HSRP) for 

redundancy? 

A. t primary and redundant FWSMs use the same pro toco! as 

the . .J PIX Firewall for exchanging logical updates and stateful 

information. 

Q. How is traffic sent to the FWSM? Does the module have any 

externai ports? 

A. There are no externai ports on the FWSM. Some of the virtual 

LANs (VLANs) carrying traffic are assigned to the FWSM, and 

traffic on those VLANs is protected by firewalls. 

~~-........., 
1/ . ~----~···-..... "'-, 

/ (" :);>\,~·, , \ 
Q. Does the FWSM support redundancy? ·, \ \p~ ~ 
A. Stateful firewall failover is available at FCS. The FWS~ ~- ~ / 

designed to work with the PIX stateful failover feature. Th~'E\:_V)M ~--·:···~ . 
module can be installed in the same o r a different Catalyst 6500 ... - · · ---. 

Series switch. 

Q. Does the FWSM support Routing Protocols? 

A. Yes. It supports Open Shortest Path First (OSPF) and Routing 

Interface Protocol (RIP). 

Q. When ordering the FWSM, what product numbers should I use? 

A. The product numbers for the FWSM are: 

Product Number Description 

WS-SVC-FWM-1-K9 Firewall Service Module for 
Cisco Catalyst 6500 

WS-SVC-FWM-1-K9= Firewall Service Module for 
Cisco Catalyst 6500 (spare) 

SC-SVC-FWM-1.1-K9 Firewall Module Software for 
Catalyst 6500 

SC-SVC-FWM-1.1-K9= Firewall Module Software for 
Catalyst 6500 (spare) 

Q. Does the FWSM have any licensing options? 

A. No, there are no licensing options with the module, either 

restricted or unrestricted. 

Q. What Triple Data Encryption Standard (3DES) software does 

the FWSM use? 

A. The encryption on the FWSM is used only for network 

management purposes. You cannot use the 3DES software on the 

module for remote access or site-to-site tunnel termination. 

Q. Is 3DES software included with the module software or do I 

need to arder it separately? 

A. 3DES comes bundled with the software image. You do not have 

to order it separately. 

Q. How much Flash and ORAM memory is available on board and 

can I upgrade the ORAM? 

A. The Flash size on the FWSM is 128MB and the ORAM memory 

is 1 GB. Memory is not field upgradable. 

Q. What certifications are available for the FWSM? 

A. We expect to have ICSA certifications by Q4CY02. 

Q. Can I terminate remate virtual private networking (VPN) users 

on the FWSM? 

A. No, the FWSM does not provide VPN capabilities. 

Cisco Systems. Inc. 
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Q. Can I pul mulliple modules in lhe same chassis? 

A. Yes, up lo four modules per chassis. 

Q. Does lhe FWSM supporl multicasl? 

A. The initial release does nol supporl mullicasl, but multicast 

supporl is on the roadmap. 

Q. Can I install and run the FWSN wilh lhe IPSec VPN accelerator 

module in the same chassis? 

A. No. The lOS images for initial release are incompatible, so the 

modules cannot be installed in the same chassis. 

Q. Does the FWSM support the IDSM Intrusion Detection module? 

A. The Firewall Services Module and lOS module can coexist in the 

same chassis. Since the lOS module is a passive device, VLANs that 

are firewalled can also be spanned to the lOS module for intrusion 

detection. 

Q. Does the FWSM provide Denial of Service/DDoS detection and 

management? 

A{ Thresholds, logging, and settings may be configured based 

on p .... wcol or address. 

Q. What Denial o f Service attacks can the FWSM detect? 

A. lt detects the following attacks: 

- ICMP Flood 

- UDP Flood 

- Ping of Death 

- IP Spoofing 

- IP Source Route Option 

Q. Does the FWSM support the IP source route filter option? 

A. IP source route filtering is provided in lOS. 

Q. Can the FWSM support URLIHTTP filtering? 

A. Yes, in conjunction with web filtering tools like Websense. 

Q. What is the default security posture of the FWSM? 

A.Lr-- FWSM denies ali packets in ali directions, including pings 

fro .e management interface. 

Q. Does the FWSM provide high availability active/active support? 

A. FWSM provides active/passive supporl today. Active/active is 

currently under investigation. 

Q. Does the FWSM active/passive redundancy feature provide 

hitless failover? 

A. Yes. 

Q. Does the FWSM support traffic shaping? 

A. Traffic shaping is supported via the Catalyst 6500 line cards, 

which provide the VLAN interfaces to the FWSM. 

_,..-· ;::·~­
// ·:.---··· '· 

,' / .- n9 \. 
Q. Does the FWSM support QoS mechanisms and rate limiti~~? í}<j<:Y ~ : 
A. Yes, it supports ali Catalyst 6500 QoS capabilities. < ~ sf / 

'\ . .. ~ ........ _ _..·" : 

Q . Does the FWSM support secure out -of-band management? · .. : ...... ·-· ' __ :_.·. / 

A. Yes, via IPSec on the management VLAN. 

Q. Does FWSM support Traceroute and ping? 

A. Yes, if explicitly allowed. Not supported by default. 

Q. What application should be used to configure the FWSM and 

monitor syslog traffic? 

A. At initial release, the FWSM is managed via CLI and the Cisco 

PIX Device Manager (PDM) . PDM uses wizard-based menus to 

guide users through firewall configuration. For more information, 

visit: 

http://www.cisco.com/warp/public/cdpd/nemnsw/vpdvmn/ 

index .shtml 

In addition the FWSM is supported by Cisco AWID partners. 

Cisco Systems, Inc. 
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Tei: 408 526-7660 
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Cisco Web site at www.cisco.com/go/offices 
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Israel • Italy • japan • Korea • Luxembourg • Maiaysia • Mexico • The Netheriands • New Zea!and • Norway • Peru • Philippines • Poiand 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia Scotiand • Singapore • Slovakia • Siovenia • South Africa • Spain • Sweden 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • Venezuela • Vietnam • Zimbabwe 

!-
·----~ - -- ~~ --· - ~··· - . -- ·- · -~~- . 

~! ~.~";~~ •;;,~.~~~:~~~ ~0~~~~~~~002. Cisco SySiems, Inc. Ali 'lghts r<servod . Catalysl . Cisco. Cisco lOS. Cisco SySiems. and lhe Cisco Systems logo m "glstmd "adema<ks or Cisco Systems. I c.~~@' fiP'''t§Sl'~ c r~ 
Ali other tradtmarks mentloned In thls document or Web slte are the property ar thelr respecllve owners. The use of lhe word partner does notlmply a partnershlp relatl onshlp between Cisco and ~Mfco1n~ . OS 
(0207R) LW".!5 140802 I 

035\7 I 

Fls : ------
37 o, 

Doe:: 
_::z::: __ ___ ___ _ _ 



(_ 

'>.J 

CPMI -CORREIOS 

--
03 58 Fls:_-_ ___ _ 



!rt Serial Connector Cables 
The following cables are specific to the new dual-serial port WAN interface cards and feature Cisco's new, compact, high­
density Smart Serial connector to support a wide variety o f electrical interfaces when used with the appropriate transition 
cable. Two cables are required to support the two ports on the WIC. Each port on a WIC can support a ditferent physical 
interface (protocol and DTE/DCE). 

9: Smart Serial Connector Cables 

erface Card Cable Type Pro d uct Number Length Gender 

S (up to 128 kbps Sync or 115.2 kbps V.35 DTE CAB-SS-V35MT(=) lO ft (3.048 m) Mal e 

(high speed serial) V.35 DCE CAB-SS-V35FC(=) I O ft (3 .048 m) Female 

RS-232 DTE CAB-SS-232MT(=) I O ft (3.048 m) Mal e 

RS-232 DCE CAB-SS-232FC(=) I O ft (3.048 m) Female 

__( RS-449 DTE CAB-SS-449MT(=) I O ft (3.048 m) Mal e 

RS-449 DCE CAB SS-449FC(=) I O ft (3.048 m) Female 

X.21 DTE CAB-SS-X21 MT(=) I O ft (3 .048 m) Mal e 

X.21 DCE CAB-SS-X21 FC(=) I O ft (3.048 m) Female 

RS-530 DTE CAB-SS-530MT(=) I O ft (3.048 m) Mal e 

RS-530 A DTE CAB-SS-530AMT(=) I O ft (3 .048 m) Mal e 

( 
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Terminal Services Commands 

translate lat 

translate lat 

Syntax Description 

To translate a connection request to another protocol connection type when receiving a local-area 
transport (LAT) request, use the translate lat command in global configuration mode . To remove or 
change the translation request, use the no form o f this command. 

translate lat incoming-service-name [incoming-options] protocol outgoing-address 
[ outgoing-options] [global-options] 

no translate lat incoming-service-name [incoming-options] protocol outgoing-address 
[outgoing-options] [global-options] 

incoming-service-name 

incoming-options 

A LAT service name. When used on the incoming portion o f the 
command, incoming-service-name is the name of the service that users 
specify when trying to make a translated connection. This name can 
match the name ofthe final destination resource, but is not required to . 
This argument is useful when making remate translated connections. 

(Optional) An incoming connection request option. For LAT, the only 
option currently supported is : 

unadvertised-Prevents service advertisements from being 
broadcast to the network. This keyword can be useful, for example, 
when you define translations for many printers, and you do not want 
these services advertised to other LAT terminal servers. (VMS 
systems will be able to connect to the service even though it is not 
advertised.) 

protocol outgoing-address A protocol name followed by an address or host name. Protocol 
translation choices are: ppp, slip, tcp, and x25. 

~~ 
Note The host name is resolved to an address during configuration, 

unless you are translating to TCP and use the host-name 
keyword, which allows the host name to be resolved at 
connection time instead of configuration time. See Table 38 
for more information about the host-name keyword. 

Additional keywords that can be entered with the protocol are as 
follows: 

autocommand-Specifies an EXEC command for an outgoing 
connection. The command executes upon connection to a host. You 
can issue any EXEC command and any switch or host name as an 
argument to the autocommand command. I f the string following 
autocommand has one or more spaces as part o f the string, you 
must place quotation marks (" ") around the string. 

Cisco lOS Terminal Services Command Re 
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translate lat 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

outgoing-options 

global-options 

Terminal Services Commands 

lfyou want to enable AppleTalk Remate Access (ARA) on an 
outgoing connection, specify the autocommand arap keywords . 
These keywords are necessary for ARA because ARA does not use 
addressing, and this option permits you to invoke the ARA string. 

o virtual-template-Associates a virtual template with a virtual 
access interface. See the transla te lat (virtual access interfaces) 
command description for more information. 

(Optional) Outgoing connection request options. Choices depend upon 
the protocol or command entered. See Table 36, Table 37, Table 38, and 
Table 39 for more information. 

(Optional) One or more ofthe following translation options can be used 
by any connection type: 

access-class number-Allows the incoming call to be used by 
source hosts that match the access list parameters. The argument 
number is an integer previously assigned to an access list. Standard 
access list numbers are in the range froml to 99; expanded standard 
access lists numbers are in the range 1300 to 1999. 

o locai-Allows Telnet protocol negotiations to not be translated. 

Iogin-Requires that the user log in before the outgoing connection 
is made. This type o f login is specified on the virtual terminal I ines 
with the login command. 

o max-users number-Limits the number o f simultaneous users o f 
the translation to number (an integer you specify). 

quiet-Suppresses printing ofuser-information messages. 

No default translation parameters 

Global configuration 

Release 

10.0 

12.1 

Modification 

This command was introduced. 

The no-reset permanent virtual circuits (PVC) subkeyword was added 
to support outgoing PVCs. 

You define protocol translation connections by supplying a protocol keyword and the address, host 
name, or service name. A LAT protocol translation command can be as simple as the following 
example: 

Router(config)# trans1ate 1at LAT-1 X.25 1236672 

However, the Cisco lOS software provides a broad range o f options that support protocol translations 
in many networking environments. Table 36, Table 37, Table 38, and Table 39 list the translate lat 
translation options by protocol. 

• Cisco lOS Tenninal Services Command Reference 
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~ .. 

translate lat 

You can also use the Cisco lOS command-line interface to help you understand how these keywords are 
entered. In global configuration mode, begin entering the translate command and add a question mark 
at each portion of the command to display the options available . Some examples follow : 

Router(config)# translate lat ? 

WORD LAT service name 

Router(config)# translate lat LSVC ? 

autocommand 
lat 
ppp 
slip 
tcp 
unadvertised 

Associate a command with a translation on this connections 
DEC LAT protocol 
Virtual async PPP 
Virtual async SLIP 
TCP/IP Telnet 
Prevent service advertisements from being broadcast to the 
network 

virtual-template Associate a virtual template with virtual access interface 
x25 X. 25 

Router(config)# translate lat LSVC tcp ? 

Hostname or A. B.C.D IP address 

Router(config)# translate lat LSVC tcp 1.1.1.1 ? 

access-class 
binary 
host-name 
local 
login 

max-users 
multibyte-IAC 
port 
quiet 
source-interface 
stream 

Allow access list parameters to be used by source hosts 
Negotiate Telnet binary mode on the connection 
Store the host name rather than its IP address 
Allow Telnet protocol negotiations not to be translated 
Require that the user log in before the outgoing connection 
is made 
Limit the number of simultaneous users of the translation 
Always treat multiple IACs as telnet command 
Port Number 
Suppress printing of user-information messages 
Specify source interface 
Treat telnet escape characters as data 

Note I f you planto translate to X.25 on a permanent virtual circuit (PVC), see the description for the 
translate x25 command for important configuration notes. 

Tãble 36 LAT-to-PPP Outgoing úanslation Options 

Outgoing PPP Translation 

ppp {ip-address / ip-pool [scope-name name]} 

Translates from LAT to virtual asynchronous PPP. Supply an IP address as a standard, four-part dotted 
decimal IP address. 

The ip-pool keyword obtains an IP address from a Dynamic Host Configuration Protocol (DHCP) 
proxy client ora local pool. lfthe optional scope-name keyword is not specified, the address is 
obtained from a DHCP proxy client. lfthe scope-name keyword is specified, the IP address is 
obtained from the specified local pool. The scope-name keyword can specify a range o f IP addresses . 

Fls: 
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lãble :16 LAT-to-PPP Outgoing li-anslation Options (continued) ' ;_ 21) cJ 
Outgoing PPP Connection Request Options \ \::,-· __ 
Add any o f the following keywords to configure PPP connection requests : ""--..... .. ___ / 

• authentication {pap I chap }-Sets Challenge Handshake Authentication Protocol (CHAP) or 
Password Authentication Protocol (PAP) authentication for PPP on virtual asynchronous 
interfaces. I f you specify both keywords, order is significant; the system will try to use the first 
authentication type, then the second. 

• header-compression-Implements header compression on IP packets only. 

• ipx Ioopback number-Specities the loopback interface to be created and permits clients running 
IPX-PPP to connect through virtual terminallines on the router. A loopback interface must have 
been created and configured with a Novel! IPX network number before IPX-PPP can work on the 
virtual terminal line. The virtual terminal line is assigned to the loopback interface. 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on 
Serial Line Internet Protocol (SLIP) and PPP virtual asynchronous interfaces. By default, 
keepalive packets are enabled and sent every I O seconds. To shut off keepalive packets, use a 
value o f O. The active keepalive interval is 1 through 32,767 seconds. When you do not change 
from the default of 10, the keepalive interval does not appear in more system:running-config or 
show translate command output. 

• mtu bytes-Sets the interface maximum transmission unit (MTU) of packets that the virtual 
asynchronous interface supports. The default MTU is 1500 bytes on a virtual asynchronous 
interface. The acceptable rangeis from 64 to 1,000,000 bytes. 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one o f the interfaces on the router. 

• use-tacacs-Uses TACACS to verify PPP authentications for CHAP or PAP on virtual 
asynchronous interfaces. 

lãble :17 LAT-to-Sl/P Outgoing li-anslation Options 

Outgoing SLIP Translation 

slip {ip-address/ ip-pool [scope-name name]} 

Translates from LAT to virtual asynchronous SLIP. Supply an IP address as a standard, four-part 
dotted decimal IP address. 

The ip-pool keyword obtains an IP address from a DHCP proxy client ora local pool. lf the optional 
scope-name keyword is not specified, the address is obtained from a DHCP proxy client. lfthe 
scope-name keyword is specified, the IP address is obtained from the specified local pool. The 
scope-name keyword can specify a range o f IP addresses . 

~ .. 
Note The slip argument applies only to outgoing connections; SLIP is not supported on 

incoming protocol translation connections. 

• Cisco lOS Terminal Services Command Reference 
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Tãble .17 LAT-to-SL/P Outgoing Translation Options (continued) 

Outgoing SLIP Connection Request Options 
Add any o f the following keywords to configure SLIP connection requests: 

header-compression [passive]-Implements header compression on IP packets only. The 
passive keyword permits compression on outgoing packets only i f incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic_ 

ipx loopback number-Specifies the loopback interface to be created and permits clients running 
IPX-PPP to connect through virtual terminal I ines on the router. A Ioopback interface must have 
been created and configured with a Novell!PX network number before IPX-PPP can work on thc 
virtual terminalline_ The virtual terminal line is assigned to the Ioopback interface. 

keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on SLIP 
and PPP virtual asynchronous interfaces. By default, keepalive packets are enabled and sent every 
lO seconds. To shut offkeepalive packets, use a value ofO. The active keepalive interval is I 
through 32,767 seconds. When you do not change from the default of I O, the keepalive interval 
does not appear in more system:running-config or show translate command output. 

mtu bytes-Sets the interface MTU o f packets that the virtual asynchronous interface supports . 
The default MTU is 1500 bytes on a virtual asynchronous interface. The acceptable rangeis from 
64 to I ,000,000 bytes. 

routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one of the interfaces on the router. 

Tãble .18 LAT-to-TCP Outgoing Options 

Outgoing TCP Translation 

tcp ip-address 

Translates LAT to TCP/IP TelneL Supply an IP address as a standard, four-part dotted decimal I P 
address, the name ofan IP host that can be resolved by the DNS, or explicit specification in an ip host 
command (refer to the description for the host-name keyword in the "Outgoing TCP Connection 
Request Options" section). 

Outgoing TCP Connection Request Options 
Any ofthe following optional keywords can be used to configure TCP connection requests: 

binary-Negotiates Telnet binary mode on the connection_ 

host-name--Stores the host name rather than its IP address, thereby allowing the host name to 
be resolved at connection time instead of configuration time. There is also a roto r keyword 
suboption that you can use to modify the behavior o f the host-name keyword by allowing one o f 
the IP addresses defined by the ip host configuration command to be chosen random ly. I fone 
address fails, another one will be tried, and so on until ali address choices are exhausted. You can 
use the rotor keyword, therefore, to provide basic load sharing of the IP destinations. 

multibyte-IAC-Always treat multiple lnterpret as Command (IAC) escape character codes as a 
Telnet command. 

port number-For outgoing connections, enter the number o f the port to match. The default is 
port 23 (Telnet). 

Cisco lOS Terminal Services Command Re 
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Table .JB LA T-to- TCP Outgoing Options (continued) 
' h::J 
·\ :~ 

sou ree-i n t erface --Srcc i fies the source address used for Telnet connections in i tiat·~·d ,b;/the -.. 
routcr. 

stream- Pcrforms stream processing, which enables a raw TCP stream with no Telnet contrai 
scqucnccs. A stream connection does not process or generate any Telnet options, and also 
prcvcnts Tclnet processing ofthe data stream . This keyword might be useful for connections to 
rorts running the UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocols, or to 
port s connected to printers. For ports connected to printers using Telnet, the stream keyword 
prcvents some o f thc problems associated with using Telnet for printers, such as unusual events 
happcning to carriage rcturns or line feeds and echoing of data back to VMS systems. 

Table .J9 LAT-to-X25 Outgoing Translation Options 

Outgoing X.25 Translation 

x25 x. 121-address 

Translates LAT to the X.25 protocol. Supply an X.l21 address that conforrns to the specifications 
provided in the CCITT 1984 Red Book, or the na me of an X.25 host that can be resolved by the DNS, 
or explicit specification in an x25 host command. 

The address number generally consists of a portion that is administered by the public data network 
( PDN) and a portion that is locally assigned . You must be sure that the numbers that you assign agree 
with the addresses assigned to you by the X.25 service provider. The X.121 addresses generally will 
be subaddresses o f the X.l21 address for the X.25 network interface. 

Outgoing X.25 Connection Request Options 
Any o f the following optional keywords can be used to configure X .25 connection requests : 

cud c-u-data-Sends the specified X.25 Call V ser Data (CUD) text as parto f an outgoing cal! 
request after the protocol identification bytes. 

no-reverse-Specifies that outgoing calls not request the X.25 reverse charge faci lity, when the 
interface default is that ali outgoing calls are reverse charged. 

profile projile-Sets the X.3 packet assembler/disassembler (PAD) parameters as defined in the 
pro fi I e created by the x29 pro file command. 

pvc numher [interface serial number I packetsize in-size out-size I windowsize in-size out-size I 
no-reset]-Specifies that the outgoing connection is actually a PVC. The number argument 
srecifies the virtual circuit channel number ofthe connection, which must be less than the virtual 
circuits assigned to the switched virtual circuit (SVC).Only one session is allowed per PVC. Use 
the following optional keywords to further define the connection: 

- interface serial number- Specifies a PVC interface on which to set up the PVC connection. 

- packetsize in-size out-size- Specifies the input packet size (in-size) and output packet size 
(out-size) for the PVC. Vai id packet size values are: 16, 32, 64, 128, 256, 512, I 024, 2048 , 
and 4096 . 

- windowsize in-size out-size-Specifies the packet count for input windows (in-size) and 
output windows (out-size) for the outgoing translation. Values of in-size and out-size range 
from I to 127 and must not be greater than the value set fo r the x25 modulo command. You 
must specify the same value for in-size and out-size. 

- no-reset- Causes the Cisco router to send a no Reset packet request at startup of a TCP or 
LAT to permanent virtual circuit (PVC) translation session. 

\ 

_, 



T enninal Services Commands 

Examples 

c 

Related Commands 

c 

translate lat 

lãble 39 LAT-to-X.25 Outgoing Translation Options (continued) --. --

reverse-Provides reverse charging for X.25 on a per-call rather than a per-interface basis . 
Requests reverse charges on a specified X.121 address, even i f the serial interface is not 
configured to request reverse charge calls . 

use-map-Applies x25 map pad command entry options (such as CUD and idle) and facilities 
(such as packet in, packet out, win in, and win out) to the outgoing protocol translation cal!. When 
the use-map keyword is specified on the translate command, the Destination address and 
optional PAD Protocol Identification (PID), CUD, and faci!Üies are checked against a configured 
list ofx25 map pad entries. Ifa match is found, the map entry PID, CUD, and facilities are applied 
to the outgoing protocol translation cal!. The X.25 map facilities applied to the outgoing 
translation can be displayed with the show translation command throughout the duration o f the 
translation session. 

The following example illustrates incoming LAT to outgoing TCP translations . The unadvertised 
keyword prevents broadcast o f service advertisements to other servers in the network. Outgoing 
translated packets are sent to IP host Host I, TCP port 4005 . 

translate lat pt-printer1 unadvertised tcp Host1 port 4005 

The following example translates LAT on an incoming tine to SLIP on an outgoing tine . lt uses header 
compression only i f incoming TCP packets on the same interface are compressed. 

translate lat Service1 slip 10.0 . 0 . 4 header-compression 

The following example first shows how to disable keepalive packets on a PPP tine using the 
translate lat command, then shows translated session output from the show translate EXEC command 
indicating keepalive packets have been tumed off. 

translate lat Service2 ppp 172 . 21 . 2 . 2 keepalive O 

Router# show trans1ate 

Translate From : LAT Service2 
To: PPP 172 . 21 . 2 . 2 keepa1ive O 
0/0 users active, O peak, O total, O failures 

Command Description 

show translate Displays configured translation sessions. 

translate tcp Translates a TCP connection request automatically to another outgoing protocol 
connection. 

translate x25 

x29 access-list 

x29 profile 

Translates an X.25 connection request automatically to another outgoing protocol 
connection. 

Limits access to the access server from certain X.25 hosts. 

Creates a PAD profile script for use by the translate command. 
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translate lat (virtual access interfaces) 

Syntax Description 

~-. \ 

When receiving a local-area transport (LAT) connection request to a service name, to set up the Cisco 
router to automatically translate the request to another outgoing protocol connection type, use the 
translate lat command in global configuration mode . To remove or change the translation request, use 
the no form o f this command. 

The command syntax that follows shows how to apply a virtual interface template in place of outgoing 
translate options. I f you are using virtual templates for protocol translation, ali outgoing options are 
defined in the virtual interface template. Table 40 lists ali outgoing options and their corresponding 
interface configuration commands. 

translate Iat incoming-service-name [incoming-options] virtual-template number 
[global-options] 

no translate lat incoming-service-name [incoming-options] virtual-template number 
[global-options] 

incoming-service-name 

incoming-options 

virtual-template number 

global-options 

A LAT service name. When used on the incoming portion o f the 
translate Iat command, service-name is the name of the service that 
users specify when trying to make a translated connection. This name 
can mate h the name o f the final destination resource, but this match is 
not required. Such matches can be useful when making remate translated 
connections. 

(Optional) An incoming connection request option. For LAT, the only 
keyword currently supported is : 

unadvertised-Prevents service advertisements from being 
broadcast to the network. This keyword can be usefu l, for example, 
when you define translations for many printers, and you do not want 
these services advertised to other LAT terminal servers . (VMS 
systems will be able to connect to the service even though it is not 
adverti sed.) 

Applies the virtual interface template specified by the number argument 
in place o f outgoing options. 

(Optional) Translation options that can be used by any connection type 
and can be one o r more of the following: 

access-class number-Allows the incoming call to be used by 
source hosts that match the access list parameters. The argument 
number is an integer previously assigned to an access Iist. Standard 
access list numbers are in the range from I to 99; expanded standard 
access lists numbers are in the range 1300 to 1999. 

max-users number-Limits the number o f simultaneous users o f 
the translation to number (an integer you specify) . 

locai-AIIows Telnet protocol negotiations to not be translated . 

login-Requires that the user log in before the outgoing connection 
is made . This type of login is specified on the virtual terminal I ines 
with the login command. 

q uiet-Suppresses printing o f user-information messages. 

• Cisco lOS Terminal Services Command Reference 
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Defaults 

Command Modes 

Command History 

Usage Guidelines 

C xamples 

translate lat (vinual access interfaces) 

No default translation parameters 

Global configuration 

Release Modification 

10.0 This command was introduced. 

You define the protocol translation connections by choosing a protocol keyword and supplying the 
appropriate address, host name, or service name. The protocol connection information is followed by 
optional features for that connection, as appropriate. For example, the binary keyword is only 
appropriate with TCP/IP connections. The global options, in general, apply to ali the connection types, 
but there are exceptions. 

Rather than specifying outgoing translation options in the translate command, configure these options 
as interface configuration commands under the virtual interface template, then apply the virtual 
interface template to the translate command. Table 40 maps outgoing translate command options to 
interface commands you can configure in the virtual interface template . 

Table 40 Mapping Outgoing translate lat Options to InterFace Commands 

translate lat Command 
Options Corresponding Interface Configuration Command 

ip-pool peer default ip address { ip-address I dhcp I pool [poo/name]} 

header-compression ip tcp header compression [on I off I passive] 

routing ip routing or ipx routing 

mtu mtu 

keepalive keepalive 

authentication { chap I pap} ppp authentication { chap I pap} 

ppp use-tacacs ppp use-tacacs 

ipx loopback ipx ppp-client loopback number 

The following example configures PPP tunneling from a PC across a LAT network. The remate PC is 
given the IP address I 0.12.118.12 when it dials in. The unadvertised keyword prevents broadcast o f 
service advertisements to other servers. 

interface Virtual-Template1 
ip unnumbered EthernetO 

I 

peer default ip address 10.12.118.12 
ppp authentication chap 

translate lat pt-printer1 unadverti sed virtual-template 1 
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translate lat (virtual access interfaces) 

Related Commands Command Description 

show translate Displays configured translation sessions. 

translate tcp 

translate x25 

Translates a TCP connection request automatically to another outgoing protocol 
connection. 

Translates an X.25 connection request automatically to another outgoing protocol 
connection. 

x29 access-list Limits access to the access server from certain X.25 hosts. 

x29 profile Creates a PAD profile script for use by the translate command. 

• Cisco lOS Terminal Services Command Reference 
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Syntax Description 

. ., 
To translate a connection request to another protocol connection type when receiving a TCP co~e~-tiÕn­
request to a particular destination address or host name, use the translate tcp command in global - · 
configuration mode. To remove or change the translation request, use the no form o f this command. 

translate tcp incoming-address [incoming-options] protocol outgoing-address [outgoing-options] 
[global-options] 

no translate tcp incoming-address [incoming-options] protocol outgoing-address 
[outgoing-options] [global-options] 

incoming-address Standard IP address in standard, four-part dotted decimal notation. The IP 
address cannot be in use by other routers, and it should be on a connected subnet. 

incoming-options (Optional) An incoming connection request option. Choices are as follows : 

• binary-Negotiates Telnet binary mode on the Telnet connection. (This was 
the default in previous versions ofthe protocol translation software and is set 
automatically when you enter a translate command in the previous format.) 

• port number-The number o f the port to match for incoming connections. 
The default is port 23 (Telnet). For outgoing connections, enter the number 
ofthe port to use . The default is port 23. 

• printer-Supports local-area transport (LAT) and X.25 printing over a TCP 
network among multiple sites. This keyword causes the protocol translation 
software to delay the completion o f an incoming Telnet connection until 
after the outgoing protocol connection (to LAT or X.25) has been 
successfully established. An unsuccessful outgoing connection attempt 
results in the TCP connection to the router being refused, rather than being 
accepted and then closed, which is the default behavior. Note that using this 
keyword will force the global quiet keyword to be applied to the translation . 

• stream-Performs stream processing, which enables a raw TCP stream with 
no Telnet contrai sequences. A stream connection does not process or 
generate any Telnet options, andais o prevents Telnet processing o f the data 
stream. This keyword might be useful for connections to ports running the 
UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocols, or to 
ports connected to printers. For ports connected to printers using Telnet, the 
stream keyword prevents some ofthe problems associated with using Telnet 
for printers, such as unusual events happening to carriage returns or tine 
feeds and echoing o f data back to VMS systems. 
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Defaults 

Command Modes 

protocol 
outgoing-address 

. ....--~---:-;-·--..... .... 

' ' ·· Terminal Services Commands 

A prolo):ol na me followed by an address o r host name. Protocol translation 
choices ~re : lat, ppp, slip, and x25. 

Additional keywords that can be entered with the protocol are as follows : 

autocommand-Specifies an EXEC command for an outgoing connection. 
The command executes upon connection to a host. You can issue any EXEC 
command and any switch or host name as an argument to the autocommand 
keyword . lf the string following autocommand has one o r more spaces as 
part ofthe string, you must place quotation marks (" ") around the string. If 
you want to enable AppleTalk Remote Access (ARA) on an outgoing 
connection, specify the autocommand arap keywords. These keywords are 
necessary for ARA because ARA does not use addressing, and this option 
permits you to invoke the ARA string. 

virtual-template-Associates a virtual template with a virtual access 
interface. See the translate tcp (virtual access interfaces) command 
description for more information. 

outgoing-options (Optional) Outgoing connection request options. Choices depend upon the 
protocol or command entered. See Table 41, Table 42, Table 43, and Table 44 for 
more information. 

global-options (Optional) One o r more o f the following translation options can be used by any 
connection type: 

access-class number-Allows the incoming call to be used by source hosts 
that match the access list parameters. The argument number is an integer 
previously assigned to an access list. Standard access list numbers are in the 
range from I to 99; expanded standard access lists numbers are in the range 
1300 to 1999. 

• local-AIIows Telnet protocol negotiations to not be translated. 

login-Requires that the user log in before the outgoing connection is made. 
This type o f login is specified on the virtual terminal lines with the Iogin 
command. 

max-users number-Limits the number o f simultaneous users o f the 
translation to number (an integer you specify) . 

quiet-Suppresses printing o f user-information messages . 

swap-Valid for TCP-to-X.25 translations only, and allows X.3 parameters 
to be set on the router by the host originating the X.25 call, or by an X.29 
profile. This configuration enables incoming and outgoing X.25 connections 
to be swapped so that the device is treated like a PAD when it accepts a call. 
By default, the router functions like a PAD for calls that it initiates, and like 
an X.25 host for calls it accepts. The swap keyword allows connections from 
an X.25 host that wants to connect to the router, and then treats it like a PAD. 

No default translation parameters 

G loba I configuration 

• Cisco lOS Terminal Services Command Reference 
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10.0 

12.1 

translate tcp 

Modification 

This command was introduced. 

The no-reset permanent virtual circuits (PVCs) subkeyword was added to 
support outgoing PVCs. 

You define protocol translation connections by supplying a protocol keyword and the address, host 
name, or service name. A TCP protocol translation command can be as simple as the following 
example: 

Router(config)# translate tcp 10.1.1.1 X.25 1236672 

However, the Cisco lOS software provides a broad range o f options that support protocol translations 
in many networking environments. Table 41, Table 42, Table 43, and Table 44 list the translate tcp 
translation options by protocol. 

You can also use the Cisco lOS command-line interface to help you understand how these keywords are 
entered. In global configuration mode, begin entering the translate command and add a question mark 
at each portion o f the command to display the options available. Some examples follow: 

Router(config)# translate tcp ? 

Hostname or A.B.C . D IP address 

Router(config)# translate tcp 1.1.1.1 ? 

autocommand 
binary 
lat 
port 
ppp 
printer 
slip 
stream 
tcp 
virtual-template 
x25 

Associate a command with a translation on this connections 
Negotiate Telnet binary mode on the connection 
DEC LAT protocol 
Port Number 
Virtual async PPP 
Enable non-interactive (implies global quiet) 
Virtual async SLIP 
Enable stream processing 
TCP/IP Telnet 
Associate a virtual template with virtual access interface 
X.25 

Router(config)# translate tcp 1.1.1.1 lat LAT-1 ? 

access-class Allow access list parameters to be used by source hosts 
local Allow Telnet protocol negotiations not to be translated 
login Require that the user log in before the outgoing connection is 

ma de 
max -users Limit the number of simultaneous users of the translation 
node LAT node name 
port LAT port name 
quiet Suppress printing of user-information messages 
unadvertised Prevent service advertisements from being broadcast to t he 

network 

Note I f you plan to translate to X.25 on a permanent virtual circuit (PVC), see the description for the 
translate x25 command for important configuration notes. 
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Tãble 41 TCP-to-LAT Outgoing Options 

Outgoing LAT Translation 

Iat service-name 

Terminal Services Commands 

Translates TCP to the LAT protocoi.The software must learn the service name thro~gh LAT service 
advertisements before it can use the service. 

Outgoing LAT Connection Request Options 
Any o f the following optional keywords can be used to configure LAT connection requests: 

node name-Connects to the specified node that offers a LAT service. By default, the connection 
is made to the highest-rated node that offers the service. 

port name-Destination LAT port na me in the format of the remote system. This parameter is 
usually ignored in most time-sharing systems, but is used by terminal servers that offer 
reverse-LAT services. 

unadvertised-Prevents LAT service advertisements from being broadcast to the network. 

Tãble42 TCP-to-PPP Outgoing Options 

Outgoing PPP Translation 

ppp {ip-address / ip-pool [scope-name name]} 

Translates from TCP to virtual asynchronous PPP. Supply an IP address as a standard, four-part dotted 
decimal IP address. 

The ip-pool keyword obtains an IP address from a Dynamic Host Configuration Protocol (DHCP) 
proxy client ora local pool. Ifthe scope-name keyword is not specified, the address is obtained from 
a DHCP proxy client. lfthe scope-name keyword is specified, the IP address is obtained from the 
specified local pool. The scope-name keyword can specify a range ofiP addresses. 

Outgoing PPP Connection Request Options 
Any o f the following optional keywords can be used to configure PPP connection requests: 

authentication { pap I chap }-Sets Challenge Handshake Authentication Pro toco! (CHAP) o r 
Password Authentication Protocol (PAP) authentication for PPP on virtual asynchronous 
interfaces. If you specify both keywords, order is significant; the system will try to use the first 
authentication type, then the second. 

header-compression [passive]-Implements header compression on IP packets only. The 
passive keyword permits compression on outgoing packets only i f incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic . 

ipx loopback number-Specifies the Ioopback interface to be created and permits clients running 
IPX-PPP to connect through virtual terminal !ines on the router. A Ioopback interface must have 
been created and configured with a Novell IPX network number before IPX-PPP can work on the 
virtual terminal line. The virtual terminal Iine is assigned to the Ioopback interface. 

keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on 
Serial Line Internet Protocol (SLIP) and PPP virtual asynchronous interfaces. By default, 
keepalive packets are enabled and sent every I O seconds. To shut off keepalive packets, use a 
value o f O. The active keepalive interval is I through 32,767 seconds. When you do not change 
from the default o f I O, the keepalive interval does not appear in more system:running-config or 
show translate command output. 

• Cisco .lOS Terminal ~ervices Command Reference 
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lãble 42 TCP-to-PPP Outgoing Options {continued) 

• mtu bytes- Sets the interface maximum transmission unit (MTU) o f packets that the virtual 
asynchronous interface supports . The default MTU is 1500 bytes on a virtual asynchronous 
interface. The acceptable range is from 64 to I ,000,000 bytes. 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one o f the interfaces on the router. 

• use-tacacs-Uses TACACS to verify PPP authentications for CHAP or PAP on virtual 
asynchronous interfaces. 

lãble 43 TCP-to-Sl/P Outgoing Options 

Outgoing SLIP Translation 

slip {ip-address I ip-pool [scope-name name]} 

Translates from TCP to virtual asynchronous SLIP. Supply an IP address as a standard, four-part dotted 
decimal IP address. 

The ip-pool keyword obtains an IP address from a DHCP proxy client ora local pool. Ifthe optional 
scope-name keyword is not specified, the address is obtained from a DHCP proxy client. I f the 
scope-name keyword is specified, the IP address is obtained from the specified local pool. The 
scope-name keyword can specify a range o f IP addresses . 

Note The slip keyword applies only to outgoing connections; SLIP is not supported on incoming 
protocol translation connections. 

Outgoing SLIP Connection Request Options 
Any ofthe following optional keywords can be used to configure SLIP connection requests: 

• header-compression [passive]-Implements header compression on IP packets only. The 
passive keyword permits compression on outgoing packets only i f incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic . 

• ipx Ioopback number-Specifies the loopback interface to be created and permits clients running 
IPX-PPP over X.25 to connect through virtual terminal !ines on the router. A loopback interface 
must have been created and configured with a Novell IPX network number before IPX-PPP can 
work on the virtual terminal line. The virtual terminal line is assigned to the loopback interface. 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on SLIP 
and PPP virtual asynchronous interfaces. By default, keepalive packets are enabled and sent every 
I O seconds. To shut off keepalive packets, use a value o f O. The a c tive keepalive interval is I 
through 32,767 seconds. When you do not change from the default o f I O, the keepalive interval 
does not appear in more system:running-config or show translate command output. 

mtu bytes-Sets the interface MTU o f packets that the virtual asynchronous interface supports . 
The default MTU is 1500 bytes on a virtual asynchronous interface. The acceptable range is from 
64 to I ,000,000 bytes. 

• routing-Permits routing updates between connections. This keyword is required i f the 
destination device is not on a subnet connected to one o f the interfaces on the router. 

Cisco lOS Terminal Services Command 
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Tãble 44 TCP-to-X25 Outgoing Options 

Outgoing X.25 Translation 

x25 x. 121-address 

Terminal Services Commands 1 

Translates TCP to the X.25 protocol. Supply an X.l21 address that conforrns to the specifications 
provided in the CCITT 1984 Red Book, or the name of an X.25 host that can be resolved by the DNS, 
or explicit specification in an x25 host command. 

The address number generally consists of a portion that is administered by the public data network 
(PDN) and a portion that is locally assigned. You must be sure that the numbers that you assign agree 
with the addresses assigned to you by the X.25 service provider. The X.l21 addresses generally will 
be subaddresses of the X. 121 address for the X.25 network interface. 

Outgoing X.25 Connection Request Options 
Any o f the following optional keywords can be used to configure X.25 connection requests : 

• cud c-u-data-Sends the specified X.25 Call User Data (CUD) text as part of an outgoing call 
request after the protocol identification bytes. 

• no-reverse-Specifies that outgoing calls not request the X.25 reverse charge facility, when the 
interface default is that ali outgoing calls are reverse charged. 

• profile profile-Sets the X.3 packet assembler/disassembler (PAD) parameters as defined in the 
profile created by the x29 profile command. 

• pvc number [interface serial number I packetsize in-size out-size I windowsize in-size out-size I 
no-reset]-Specifies that the outgoing connection is actually a PVC. The number argument 
specifies the virtual circuit channel number ofthe incoming connection, which must be less than 
the virtual circuits assigned to the switched virtual circuit (SVC).Only one session is allowed per 
PVC. Use the following optional keywords to further define the connection: 

- interface serial number-Specities a PVC interface on which to set up the PVC connection. 

- packetsize in-size out-size-Specifies the input packet size (in-size) and output packet size 
(out-size) for the PVC. Valid packet size values are: 16, 32, 64, 128, 256, 512, 1024, 2048, 
and 4096. 

- windowsize in-size out-size-Specifies the packet count for input windows (in-size) and 
output windows (out-size) for the outgoing translation. Values of in-size and out-size range 
from I to 127 and must not be greater than the value set for the x25 modulo command. You 
must specify the same value for in-size and out-size. 

- no-reset-Causes the Cisco router to send a no Reset packet request at startup o f a TCP or 
LAT to PVC translation session. 

reverse-Provides reverse charging for X.25 on a per-cal! rather than a per-interface basis . 
Requests reverse charges on a specified X.l21 address, even i f the serial interface is not 
configured to request reverse charge calls . 

use-map-Applies x25 map pad command entry options (such as CUD and idle) and facilities 
(such as packet in, packet out, win in, and win out) to the outgoing protocol translation call. When 
the use-map keyword is specified on the translate command, the Destination address and 
optional PAD Protocol Identification (PID), CUD, and facilities are checked against a configured 
list ofx25 map pad command entries. Ifa match is found, the map entry PID, CUD, and facilities 
are applied to the outgoing protocol translation call. The X.25 map facilities applied to the 
outgoing translation can be displayed with the show translation command throughout the 
duration o f the translation session. 
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translate tcp 

The following example illustrates the use o f the TCP incoming protocol printer keyword for an 
incoming TCP connection: 

translate tcp 172 . 19 . 32.250 printer x25 5678 

The following example permits clients running IPX-PPP to connect through the device virtual terminal 
lines to a server running PPP: 

interface loopbackO 
no ip address 
ipx network 544 
ipx sap-interval 2000 

translate tcp 172 . 21 . 14 . 67 port 1234 ppp 10 . 0.0.2 ipx loopbackO 

Command 

show translate 

translate lat 

translate x25 

x29 access-Iist 

x29 profile 

Description 

Displays configured translation sessions. 

Translates a LAT connection request automatically to another outgoing protocol 
connection. 

Translates an X.25 connection request automatically to another outgoing protocol 
connection. 

Limits access to the access server from certain X.25 hosts. 

Creates a PAD profile script for use by the translate command. 
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translate tcp (virtual access interfaces) 

translate tcp (virtual access interfaces) 

Syntax Description 

. ... .. . .... -· · 

When receiving a TCP connection request to a particular destination address or host name, to set up the 
Cisco router to automatically translate the request to another outgoing protocol connection type, use the 
translate tcp command in global configuration mode. To remove or change the translation request, use 
the no form o f this command. 

The command syntax that follows shows how to apply a virtual interface template in place o f outgoing 
translate options. I f you are using virtual templates for protocol translation, ali outgoing options are 
defined in the virtual interface template. 

translate tcp incoming-address [incoming-options] virtual-template number [global-options] 

no translate tcp incoming-address [incoming-options] virtual-template number [global-options] 

incoming-address TCP/IP Telnet anda standard IP address or host name. The ip-address argument 
is a standard, four-part dotted decimal IP address o r the name o f an IP host that 
can be resolved by the Domain Name System (DNS) or explicit specification in 
an ip host command. 

incoming-options (Optional) Incoming connection request options. These arguments can have the 
following values : 

binary-Negotiates Telnet binary mode on the Telnet connection. (This was 
the default in previous versions o f the Cisco lOS software and is set 
automatically when you enter a translate command in the old format.) 

• port number-For incoming connections, enter the number ofthe port to 
match. The default is port 23 {Telnet). For outgoing connections, enter the 
number o f the port to use. The default is port 23. 

printer-Supports LAT and X.25 printing over a TCP network among 
multiple sites. This keyword causes the protocol translation software to delay 
the completion o f an incoming Telnet connection until after the outgoing 
protocol connection (to LAT or X.25) has been successfully established. An 
unsuccessful outgoing connection attempt results in the TCP connection to 
the router being refused, rather than being accepted and then closed, which 
is the default behavior. Note that using this keyword will force the global 
qulet keyword to be applied to the translation. 

stream-Performs stream processing, which enables a raw TCP stream with 
no Telnet control sequences. A stream connection does not process or 
generate any Telnet options, and also prevents Telnet processing o f the data 
stream. This keyword might be useful for connections to ports running the 
UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocols, or to 
ports connected to printers. For ports connected to printers using Telnet, the 
stream keyword prevents some ofthe problems associated with using Telnet 
for printers, such as unusual events happening to carriage returns or line feeds 
and echoing of data back to VMS systems. 

virtual-template Applies the virtual interface template specified by the number argument in place 
number o f outgoing options. 
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Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

global-options 

translate tcp (virtual access interfaces) 

(Optional) One or more o f the following translation options can be used by any 
connection type: 

access-class number- Ailows the incoming call to be used by source hosts 
that match the access list parameters. The argument number is an integer 
previously assigned to an access list. Standard access list numbers are in the 
range froml to 99; expanded standard access lists numbers are in the range 
1300 to 1999. 

locai-Allows Telnet protocol negotiations to not be translated. 

login-Requires that the user log in before the outgoing connection is made. 
This type o f login is specified on the virtual terminal !ines with the Iogin 
command. 

max-users number-Maximum number of simultaneous users of the 
translation. 

quiet-Suppresses printing o f user-information messages. 

swap-Valid for TCP-to-X.25 translations on1y, and allows X.3 parameters 
to be set on the router by the host originating the X.25 call, or by an X.29 
profile . This configuration enables incoming and outgoing X.25 connections 
to be swapped so that the device is treated like a PAD when it accepts a cal i. 
By default, the router functions like a PAD for calls that it initiates, and like 
an X.25 host for calls it accepts . The swap keyword allows connections from 
an X.25 host that wants to connect to the router, and then treats it like a PAD . 

No default translation parameters 

Global configuration 

Release Modification 

10.0 This command was introduced. 

You define the protocol translation connections by choosing a protocol keyword and supplying the 
appropriate address, host name, or service name. The protocol connection information is followed by 
optional features for that connection, as appropriate. For example, the binary keyword is only 
appropriate with TCP/IP connections. The global options, in general, apply to ali the connection types , 
but there are exceptions. 

The following example illustrates the use ofthe TCP incoming printer keyword for an incoming TCP 
connection : 

interface Virtual-Template1 
ip unnumbered EthernetO 
peer default ip address 10.12 . 108 . 1 
ppp authentica tion chap 

translate tcp 172. 19.32.250 printer Virtual-Templatel 
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translate tcp (virtual access interfaces) 

Related Commands Command Description 

show translate Displays configured translation sessions. 

translate tcp Translates a TCP connection request automatically to another outgoing 
protocol connection. / 

Translates an X.25 connection request automatically to another outgoi~g: ff·--fj 
protocol connection. , \ ~ \\J 
Limits access to the access server from certain X.25 hosts. \ ~ 

translate x25 

x29 access-Iist 

x29 profile Creates a PAD profile script for use by the translate command. '-•.. 

• Cisco lOS Tenninal Services Command Reference 

ij 



T enninal Services Commands 

translate x25 

translate x25 
To translate a connection request to another protocol connection type when receiving an X.25 
connection request to a particular destination address or host name, use the translate x25 command in 
global configuration mode. To remove o r change the translation request, use the no form o f this 
command. 

translate x25 incoming-address [incoming-options [pvc number fpvc-options]]] pro toco/ 
outgoing-address [ outgoing-options] [global-options] 

no translate x25 incoming-address [incoming-options [pvc number fpvc-options]]] pro toco/ 
outgoing-address [ outgoing-options] [global-options] 

Syntax Description incoming-address An X.25 and X. l21 address that conform to specifications provided in the 
CCJTT 1984 Red Book. 

incoming-options 

c 

This address generally consists of a portion that is administered by the PDN 
anda portion that is locally assigned. You must be sure that the numbers that 
you assign agree with the addresses assigned to you by the X.25 service 
provider. The X.l21 addresses generally will be subaddresses o f the X.l21 
address for the X.25 network interface. Typically, the interface address will be 
a 12-digit number. Any additional digits are interpreted as a subaddress . The 
PDN still routes these calls to the interface, and the Cisco lOS software is 
responsible for interpreting the extra digits. 

Do not use the same address on the interface and for translation . 

(Optional) An incoming connection request option. Choices are as follows : 

• accept-reverse-Accepts reverse charged calls on an X.l21 address even 
i f the serial interface is not configured to accept reverse charged calls . 

• cud c-u-data-Specifies the Call User Data (CUD) field to match in the 
X.25 Incoming Call packet. I f not configured, the CUD in the Incoming 
Call packet must be blank. 

• idle minutes-Specifies the number of minutes the virtual circuit is idle. 
This keyword enables the pro toco! translation function to clear a switched 
virtual circuit after a set period o f inactivity, where minutes is the number 
o f minutes in the period. Calls either originated o r terminated are cleared . 
The maximum value of minutes is 255. The default value of minutes is 
zero . 

• printer-Supports local-area transport (LAT) and TCP printing over an 
X.25 network among multiple sites . Provides an "interlock mechanism" 
between the acceptance o f an incoming X.25 connection and the opening 
of an outgoing LAT or TCP connection. This keyword causes the 
Cisco lOS software to delay the call confirmation of an incoming X.25 
call request until after the outgoing protocol connection (to TCP or LAT) 
has been successfully established. An unsuccessful outgoing connection 
attempt to the router results in the incoming X.25 connection being 
refused, rather than being accepted and then closed, which is the default 
behavior. Note that using this keyword will force the global quiet 
keyword to be applied to the translation . 

Cisco lOS Terminal Services Command 

- __ 03 71 
Fls: ------
tJpq; 

3 7 o 1 
---=-



• translate x25 

protocol 
outgoing-address 

Terminal Services Commands 

.. ----;----.....,, 
.-" \ / _ i)"~ \ 

profile profile-Sets t~e X.3 packet assembler/disassembler (PAD~ (\J 
parameters as defined m the profile created by the x29 profile cpmmahzf. 

pvc number [interface serial number I packetsize in-size out-size I 
windowsize in-size out-size ]-Specifi es that the outgoing connection is 
actually a PVC. The number argument specifies the virtual circuit channel 
number o f the connection, which must be less than the virtual circuits 
assigned to the switched virtual circuit (SVC).Only one session is allowed 
per PVC. Use the following optional keywords to further define the 
connection: 

- interface serial number-Specifies a PVC interface on which to set 
up the PVC connection. 

- packetsize in-size out-size-Specifies the input packet size (in-size) 
and output packet size (out-size) for the PVC. Valid packet size values 
are as follows: 16, 32, 64, 128, 256, 512, 1024, 2048, and 4096. 

- windowsize in-size out-size-Specifies the packet count for input 
windows (in-size) and output windows (out-size) for the outgoing 
translation. Values of in-size and out-size range from 1 to 127 and 
must not be greater than the value set for the x25 modulo command. 
You must specify the same value for in-size and out-size. 

A protocol name followed by an address or host name. Protocol translation 
choices are lat, ppp, slip, and tcp. 

~ ... 
Note The host name is translated to an address during confi guration, 

unless you are translating to TCP and use the host-name keyword, 
which allows the host name to be resolved at connection time 
instead o f configuration time. See Table 48 for more information 
about the host-name keyword . 

Additional keywords that can be entered with the protocol are as follows: 

autocommand-Specifies an EXEC command for an outgoing 
connection. The command executes upon connection to a host. You can 
issue any EXEC command and any switch or host name as an argument to 
the autocommand keyword. I f the string following autocommand has 
one or more spaces as part ofthe string, you must place quotation marks 
(" ") around the string. Ifyou want to enable AppleTalk Remote Access 
(ARA) on an outgoing connection, specify the autocommand arap 
keywords. These keywords are necessary for ARA because ARA does not 
use addressing, and this option permits you to invoke the ARA string. 

virtual-template-Associates a virtual template with a virtual access 
interface. See the translate x25 (virtual access interfaces) command 
description for more information. 
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Defaults 

Command Modes 

Command History 

Usage Guidelines 

outgoing-options 

global-options 

translate x25 • 

(Optional) Outgoing connection request option. Choices depend upon the 
protocol or command entered. See Table 45,Table 46, Table 47, and Tabl e 48 
for a list of outgoing protocol translation options. 

(Optional) One or more ofthe following translation options can be used by any 
connection type: 

access-class number-Allows the incoming call to be used by source 
hosts that match the access list parameters. The argument number is an 
integer previously assigned to an access list. Standard access list numbers 
are in the range from I to 99; expanded standard access lists numbers are 
in the range 1300 to 1999. 

locai-Ailows Telnet protocol negotiations to not be translated . 

login-Requires that the user log in before the outgoing connection is 
made. This type of login is specified on the virtual terminal I ines with the 
login command. 

max-users number-Limits the number o f simultaneous users o f the 
translation to number (an integer you specify). 

• quiet-Suppresses printing o f user-information messages . 

swap-Valid for X.25-to-TCP translations only, and allows X.3 
parameters to be set on the router by the host originating the X.25 cal!, or 
by an X.29 profile . This configuration enables incoming and outgoing 
X.25 connections to be swapped so that the device is treated like a PAD 
when it accepts a cal i. By default, the router functions like a PAD for calls 
that it initiates, and like an X.25 host for calls it accepts. The swap 
keyword allows connections from an X.25 host that wants to connect to 
the router, and then treats it like a PAD . 

No default translation parameters. 

Global configuration 

Release Modification 

10.0 This command was introduced. 

You define protocol translation connections by supplying a protocol keyword and the address, host 
name, or service name. An X.25 protocol translation command can be as simple as the following 
example: 

Router(config)# trans1ate X.25 1236672 tcp 1.1.1.1 

However, the Cisco lOS software provides a broad range o f options that support protocol translations 
in many networking environments. Table 45, Table 46, Table 47, and Table 48 lists the translate x25 
translation options by protocol. 
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You can also use the Cisco lOS command-line interface to help you understand how these keywords are 
entered . In global configuration mode, begin entering the translate command and add a question mark 
at each portion o f the command to display the options available . Some examples follow : 

Router(config)# translate x25 

WORD X. 121 Address pattern 

Router(config)# translate x25 66666 ? 

accept-reverse 
autocommand 
cud 
idle 
lat 

PPP 
printer 
profile 
pvc 
slip 
tcp 
virtual - template 
x 25 

Accept reverse charge on a per-call basis 
Associate a command with a translation on this connections 
Specify the Call User Data (CUD) 
Specify vc idle timer 
DEC LAT protocol 
Virtual async PPP 
Enable non-interactive (implies global quiet) 
Use a defined X. 3 profile 
An incoming connection is actually a PVC 
Virtual async SLIP 
TCP/ IP Telnet 
Associate a virtual template with virtual access interface 
X.2 5 

Router(config)# trans1ate x25 66666 tcp 1.1 . 1.1 ? 

access-class 
binary 
host-name 
local 
login 

max-users 
multibyte-IAC 
port 
quiet 

Allow access list parameters to be used by source hosts 
Negotiate Telnet binary mode on the connection 
Store the host name rather than its IP address 
Allow Telnet protocol negotiations not to be translated 
Require that the user log in before the outgoing connect ion 
is made 
Limit the number of simultaneous users of the translation 
Always treat multiple IACs as telnet command 
Port Number 
Suppress printing of user-information messages 

source-interface Specify source interface 
stream Treat telnet escape characters as data 
swap Allow X.3 parameters to be set on the protocol translator 

by the host originating the X. 25 call 

Táble 45 X.25-to-LAT Outgoing Options 

Outgoing LAT Translation 

Iat service-name 

Translates X.25 to the LAT protocoi.The software must learn the service name through LAT service 
advertisements before it can use the service. 

Outgoing LAT Connection Request Options 
Any o f the following optional keywords can be used to configure LAT connection requests: 

node name-Connects to the specified node that offers a LAT service. By default, the connection 
is made to the highest-rated node that offers the service. 

port name-Destination LAT port name in the format o f the remo te system. This parameter is 
usually ignored in most time-sharing systems, but is used by terminal servers that offer 
reverse-LAT services. 

unadvertised- Prevents LAT service advertisements from being broadcast to the network. 
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Tãble 46 X.25-to-PPP Outgoing Options 

Outgoing PPP Translation 

ppp {ip-address / ip-pool [scope-name name]} 

Translates from X.25 to virtual asynchronous PPP. Supply an IP address as a standard, four-part dotted 
decimal IP address. 

The ip-pool keyword obtains an IP address from a Dynamic Host Configuration Protocol (DHCP) 
proxy client ora local pool. I f the optional scope-name keyword is not specified, the address is 
obtained from a DHCP proxy client. I f the scope-name keyword is specified, the IP address is 
obtained from the specified local pool. The scope-name keyword can specify a range of IP addresses. 

Outgoing PPP Connection Request Options 
Any o f the following optional keywords can be used to configure PPP connection requests : 

• authentication {pap I chap }-Sets Challenge Handshake Authentication Pro toco! (CHAP) or 
Password Authentication Protocol (PAP) authentication for PPP on virtual asynchronous 
interfaces. I f you specify both options, order is significant; the system will try to use the first 
authentication type, then the second. 

• header-compression-Configures header compression on IP packets only. 

• ipx loopback number-Specifies the loopback interface to be created and permits clients running 
IPX-PPP over X.25 to connect through virtual terminal !ines on the router. A loopback interface 
must have been created and configured with a Novel! IPX network number before IPX-PPP can 
work on the virtual terminal line. The virtual terminal line is assigned to the loopback interface . 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on 
Serial Line Internet Protocol (SLIP) and PPP virtual asynchronous interfaces. By default, 
keepalive packets are enabled and sent every I O seconds. To shut off keepalive packets, use a 
value ofO. The active keepalive interval is I through 32,767 seconds. When you do not change 
from the default of 10, the keepalive interval does not appear in more system:running-config or 
show translate command output. 

• mtu bytes-Sets the interface MTU of packets that the virtual asynchronous interface supports. 
The default MTU is 1500 bytes on a virtual asynchronous interface. The acceptable range is from 
64 to I ,000,000 bytes. 

• routing-Permits routing updates between connections. This option is required ifthe destination 
devi c e is not on a subnet connected to one o f the interfaces on the router. 

• use-tacacs-Uses TACACS to verify PPP authentications for CHAP or PAP on virtual 
asynchronous interfaces. 

Cisco lOS Tenninal Services Command 
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Tãble 47 )(.25-to-Sl/P Outgoing Options 

Outgoing SLIP Translation 

slip {ip-address / ip-pool [scope-name name]} 

Translates from X.25 to virtual asynchronous SLIP. Supply an IP address as a standard, four-part 
dotted decimal IP address . 

The ip-pool keyword obtains an IP address from a DHCP proxy client o r a local pool. I f the optional 
scope-name keyword is not specified, the address is obtained from a DHCP proxy client. I f the 
scope-name keyword is specified, the IP address is obtained from the specified local pool. The 
scope-name keyword can specify a range o f IP addresses. 

~ .. 
Note The slip argument applies only to outgoing connections; SLIP is not supported on 

incoming protocol translation connections. 

Outgoing SLIP Connection Request Options 
Any o f the following optional keywords can be used to configure SLIP connection requests: 

• header-compression [passive]-Implements header compression on IP packets only. The 
passlve keyword permits compression on outgoing packets only i f incoming TCP packets on the 
same virtual asynchronous interface are compressed. The default (without the passive keyword) 
permits compression on ali traffic. 

• lpx loopback number-Specifies the loopback interface to be created and permits clients running 
IPX-PPP over X.25 to connect through virtual terminal tines on the router. A loopback interface 
must have been created and configured with a Novell IPX network number before IPX-PPP can 
work on the virtual terminal tine. The virtual terminal line is assigned to the loopback interface. 

• keepalive number-of-seconds-Specifies the interval at which keepalive packets are sent on SLIP 
and PPP virtual asynchronous interfaces. By default, keepalive packets are enabled and sent every 
1 O seconds. To shut off keepalive packets, use a value of O. The active keepalive interval is 1 
through 32,767 seconds. When you do not change from the default o f 1 O, the keepalive interval 
does not appear in more system:running-config or show translate command output. 

• mtu bytes-Sets the interface MTU o f packets that the virtual asynchronous interface supports . 
The default MTU is 1500 bytes on a virtual asynchronous interface. The acceptable range is from 
64 to I ,000,000 bytes. 

• routlng-Permits routing updates between connections. This keyword is required ifthe 
destination device is not on a subnet connected to one o f the interfaces on the router. 

Tãble 48 X.25-to- TCP Outgoing Options 

Outgoing TCP Translation 

tcp ip-address 

Translates X.25 to TCP/IP Telnet. Supply an IP address as a standard, four-part dotted decimal IP 
address, o r the na me o f an IP host that can be resolved by the DNS, or explicit specification in an ip 
host command (refer to the description for the host-name keyword in the "Outgoing TCP Connection 
Request Options" section). 
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Outgoing TCP Connection Request Options \ · \ Q.. & 
Any o f the following optional keywords can be used to configure 1\ÇP·connection requests: 

' · · · ~ ' . -
_ ........ ·· binary-Negotiates Telnet binary mode on the connection. 

host-name-Stores the host name rather than its IP address, thereby allowing the host name to 
be resolved at connection time instead o f configuration time. There is also a roto r keyword 
suboption that you can use to modify the behavior o f the host-name keyword by allowing one o f 
the IP addresses defined by the ip host configuration command to be chosen randomly. I fone 
address fails, another one will be tried, and so on until ali address choices are exhausted . You can 
use the roto r keyword, therefore, to provi de basic load sharing o f the IP destinations. 

• multibyte-IAC-Always treat multi pie Interpretas Command (IAC) escape character codes as a 
Telnet command . 

• port number-For incoming connections, enter the number of the port to match . The default is 
port 23 (Telnet). 

• source-interface-Specifies the source address used for Telnet connections initiated by the 
router. 

• stream-Performs stream processing, which enables a raw TCP stream with no Telnet contrai 
sequences. A stream connection does not process or generate any Telnet options, and also 
prevents Telnet processing ofthe data stream. This option might be useful for connections to ports 
running UNIX-to-UNIX Copy Program (UUCP) or other non-Telnet protocols, or to ports 
connected to printers. For ports connected to printers using Telnet, the stream keyword prevents 
some ofthe problems associated with using Telnet for printers, such as unusual events happening 
to carriage returns or line feeds and echoing of data back to VMS systems. 

Protocol Translation and X.25 PVCs Functional Description 

This section describes how the protocol translator works with X.25 PVCs. It will help you understand 
the overall behavior o f incoming and outgoing X.25 PVCs associated with a translate command, 
enabling you to correctly configure protocol translator PVCs for your application. 

Configuring X.25 PVCs 

When the translate x25 command is configured with a PVC, an attempt is made to create the PVC. The 
following conditions can cause this attempt to fail : 

• The PVCs assignment ofthe X.25 interface does not include the PVC number in the translate x25 
command. 

• The PVC number in the translate x25 command is already in use. 

• An X.25 destination in a translate x25 command is routed to X.25 over TCP/IP (XOT), Connection 
Mode Network Service (CMNS), or Annex G, which do not support translated PVCs. 

PVC numbers must be unique across an X.25 connection; however, PVC I on Serial 1/0 is different (and 
therefore unique) from PVC I on Serial 2/1 . 

If, once the translate x25 command is accepted, the X.25 interface on which the PVC is created goes 
down, the PVC enters an inactive state, the TCP or LAT connection is terminated, but the existing PAD 
context remains inactive. 

An incoming TCP or LAT connection associated with a down outgoing PVC (displaying a "PIInactive 
message") will be rejected by the protocol translator. 
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I f any X.25 traffic is received while the corresponding TCP or LAT connection is termiQat'e~, àrld i f a 
Data packet is received in state DI, a Reset with a diagnostic message will be displayed, sitr1Iar_to_.the 
following: 

20 : 17:11.809: Serial2: X. 25 O D1 Reset (5) 8 lei 4 
20 : 17:11.809: Cause 29, Diag 113 (Network out of order (PVC)/Remote network problem) 

The number o f outgoing and incoming protocol translation PVCs is limited only by the number of 
virtual terminal !ines supported on the Cisco router. Remember that each protocol translation session 
uses a virtual terminal line, which lowers the number o f virtual terminal !ines availab le for Telnet 
sessions. 

By default, the Cisco router sends a Reset packet with the cause "PVC Network Operational" and 
diagnostic "Maintenance action" messages at the start of a TCP or LAT to PVC translation session, to 
announce that the connection is established and that the PVC is able to handle data traffi c. To suppress 
the PVC Reset packet at TCP or LAT session startup, configure the no-reset outgoing PVC keyword as 
shown in the following example : 

translate tcp 192.168.22 . 102 port 5 x25 333 pvc 5 no-reset profile tcl 

Changing or Removing a translate Command PVC Configuration 

Removing a translate command with an outgoing PVC specified is allowed only when there no active 
connection is associated with the outgoing PVé. An attempt to remove an active translation results in 
the following message: 

Translate : Can't delete/add entry - Connection(s) are curre ntly active 

For example, i f PVC 5 is assigned to a translate command as shown in the following example: 

translate tcp 10.0 . 155 . 61 port 5 x25 5 pvc 5 interface Serial2/0 

And you want PVC 5 to be assigned under an X.25 interface instead o f the translate command, as 
shown in the following example: 

interface serial2/0 
x25 pvc 5 int s4/0 pvc 25 

Perform the following steps to configure this reassignment: 

Check whether a PVC is associated with a serial connection using the show x25 EXEC command, as 
follows: 

Router# show x25 vc 5 

PVC 5, State:D1, Interface : Serial2/0 
Started ... 

Line:230 vty 4 Location:Host:nmos3ml 
connected to PAD <--> X25 

I f the PVC is associated with a TCP connection, termina te the connection by disconnecting the TCP 
session or by using the clear tine EXEC command as shown in the following example: 

Router# clear line vty 4 

Enter configuration mode, delete the translate command, and reassign PVC 5 to an interface: 

Router(config)# no translate tcp 10.0.155.61 port 5 x25 5 pvc 5 interface Se rial2/0 
Router(config)# interface seria12/0 
Router(config-if)# x25 pvc 5 int s4/0 pvc 25 

l ' 
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Related Commands 

translate x25 

Command Description 

show translate Displays configured translation sessions. 

translate lat Translates a LAT connection request automatically to another outgoing protocol 
connection. 

translate tcp Translates a TCP connection request automatically to another outgoing protocol 
connection. 

x29 access-Iist Limits access to the access server from certain X.25 hosts. 

x29 profile Creates a PAD profile script for use by the translate command. 
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translate x25 (virtual access interfaces) -- -.._ 

~-..!} 
translate x25 (virtual access interfaces) \.~ ~ 9--J 

Syntax Description 

When receiving an X.25 connection request to a particular destination address, to set·up ttt,e Cisco router 
to automatically translate the request to another outgoing protocol connection type, us·e the tra·rislate 
x25 command in global configuration mode. To remove or change the translation request, use the no 
form o f this command . 

The command syntax that follows shows how to apply a virtual interface template in place o f outgoing 
translate x25 options. I f you are using virtual templates for protocol translation, ali outgoing options 
are defined in the virtual interface template. Table 49 lists ali outgoing options and their corresponding 
interface configuration commands. 

translate x25 incoming-address [incoming-options [pvc number [pvc-options]]] protocol 
outgoing-address [ outgoing-options] virtual-template number [global-options] 

no translate x25 incoming-address [incoming-options [pvc number [pvc-options ]]] protocol 
outgoing-address [ outgoing-options] virtual-template number [global-options] 

incoming-address 

incoming-options 

An X.25 and X.l21 address that conform to specifications provided in the 
CC!TT 1984 Red Book. 

This address generally consists o f a portion that is administered by the PDN 
and a portion that is locally assigned. You must be sure that the numbers that 
you assign agree with the addresses assigned to you by the X.25 service 
provi der. The X.l21 addresses generally will be subaddresses o f the X.l21 
address for the X.25 network interface. Typically, the interface address will 
be a 12-digit number. Any additional digits are interpreted as a subaddress. 
The PDN still routes these calls to the interface, and the Cisco lOS software 
is responsible for interpreting the extra digits. 

Do not use the same address on the interface and for translation. 

(Optional) Incoming connection request keywords and arguments, as 
follows: 

• accept-reverse-Accepts reverse charged calls on an X.l21 address 
even i f the serial interface is not configured to accept reverse charged 
calls. This is an incoming option only. 

• cud c-u-data-Specifies the Call User Data (CUD) field to match in the 
X.25 Incoming Call packet. Ifnot configured, the CUD in the Incoming 
Call packet must be blank. 

• printer-Supports LAT and TCP printing over an X.25 network among 
multiple sites . Provides an "interlock mechanism" between the 
acceptance o f an incoming X.25 connection and the opening o f an 
outgoing LAT or TCP connection. The printer keyword causes the 
protocol translation software to delay the call confirmation o f an 
incoming X.25 call request until the outgoing protocol connection (to 
TCP or LAT) has been successfully established. An unsuccessful 
outgoing connection attempt to the router results in the incoming X.25 
connection being refused, rather than being confirmed and then cleared, 
which is the default behavior. Note that using this keyword will force the 
global quiet keyword to be applied to the translation. 

• Cisco lOS Terminal Services Command Reference 

li;AI:Iij 



-·-···---- ........ ... 

\ 
Tenninal Services Commands 

c 

Examples 

c 

translate x25 

I f you want to modify the translate command and change the PVC ·Íl'umb~r f;om 5 to 12, follow steps 
I and 2, and modify the translate command with PVC 12, as follows: 

Router(config)# trans1ate tcp 10 . 0.155.61 port 12 x25 12 pvc 12 interface Serial2/0 

Understanding the X.25 Address and the PVC Interface Option on a translate Command 

The protocol translator !acates the X.l21 destination address in the X.25 route table to determine the 
interface on which to establish the PVC. A more up-to-date, simpler approach uses the translate 
command with the interface keyword, which ignores the status ofthe interface by avoiding referencing 
the X.25 route table. 

For example, instead of configuring an x25 route command for each translated PVC, arrd entering a 
long X.l21 address on the translate command, as shown this example: 

x25 route A3.2785223344502 interface Seriall/5 
translate tcp 10 . 0 . 155 .61 port 2502 x25 32785223344502 pvc 1 

You can simply enter one translate command that links the IP port number with the X.l21 address and 
specifies the interface on which to establish the PVC, as follows : 

translate tcp 10.0 . 155.61 port 2502 x25 2502 pvc 1 interface Serial 1/5 

This is the recommended approach and should be adopted in place o f translate commands that cause 
the destination address to be looked up in the route table . 

The following example shows how to use the translate global configuration command to translate from 
an X.25 PAD to a LAT device on Network A. lt is applied to Router-A. The configuration example 
includes an access list that limits remate LAT access through Router-A to connections from PAD-C. 
This example typifies the use of access lists in the Cisco lOS software. The first two !ines define the 
scope of access-list I . The first line specifies that access list I will permit ali calls from X.l21 address 
44444. The caret symbol (" ) specifies that the first number 4 is the beginning ofthe address number.The 
second line o f the definition explicitly denies calls from any other number. (Refer to the appendix 
"Regular Expressions" in the Cisco !OS Terminal Services Configuration Guide, Release 12.2, for 
details conceming the use o f special characters in defining X. l21 addresses.) 

! Define X25 access list to only allow pad-c. 
x29 access-list 1 permit A44444 
x29 access-list 1 deny * 
I 

! Set up translation. 
translate x25 1111101 lat LAT-A access-class 1 

The following example shows a simple X.25-to-TCP translate x25 command. Packets coming in X.25 
address 652365123 arrive via PVC I and are translated to TCP packets and sent out IP address 
172.16.1.1. 

translate x25 652365123 pv c 1 tcp 172 . 16 . 1 . 1 

The following example shows a more complex configuration that calls an X.29 profile and swaps the 
default PAD operation of the router to that o f an X.25 host. The name o f the pro file is fullpackets . 

x29 profile fullpackets 2:0 3:0 4 : 100 7 : 21 
translate x25 217536124 profile fullpackets tcp Host 1 port 4006 swap 

Cisco lOS Tenninal Services 

CPMI . 

03{6 
Ffs: 

3 7 o 1 
Doe: 



translate x25 

Terminal Services Commands 

The following example shows the use ofthe X.25 incoming protocol printer keyword for an incoming 
X.25 connection: 

translate x 25 55555 printer tcp 172.16 . 1 . 1 

The following examples causes the protocol translator to try connecting to IP address 172.16.1. 1 and if 
that failed, to try IP address 172.16.2.1, and so on through ali IP addresses listed in the ip host 
command: 

ip host my-hosts 172.16.1.1 172 . 16.2.1 172.16 . 3.1 
translate x25 55555 tcp my-hosts host-name 

The following example uses the rotor keyword to cause the protocol trans1ator to randomly choose one 
ofthe IP address listed in the ip host command and i f it fai1s to connect, to try another IP address, until 
ali are exhausted : 

ip host my - hosts 172 . 16.1.1 172.16 . 2 . 1 172 . 16.3 . 1 
translate x25 55555 tcp my-hosts host1 rotor 

The following example translates X.25 packets to PPP. lt enab1es routing updates between the two 
connections: 

translate x25 12345678 ppp 10.0.0.2 routing 

The following example permits clients running ARA to connect through the virtual terminal tines ofthe 
device to an AppleTalk network: 

appletalk routing 
translate x 25 12345678 autocommand arap 

arap enable 
arap dedicated 
arap timelimit 45 
arap warningtime 5 
arap noguest 
arap require-manual-password 
arap net-access-list 614 

The following example specifies IP pooling from a DHCP server named D-Serverl . lt then specifies 
that incoming TCP traffic be translated to SLIP. The DHCP server will dynamically ass ign IP addresses 
on the outgoing sessions. 

ip address-pool dhcp-proxy-client 
ip dhcp-server D-Server1 
translate x25 5467835 ppp ip-pool scope-name D-Serverl 

The following example specifies a local IP pool named Pool2 with IP addresses ranging from 
172. 18.10.1 O to 172.18.10.11 O. It then specifies that incoming X.25 traffic be translated to PPP. The 
local IP pool Poo12 will be used to dynamically assign IP addresses on the outgoing sessions. 

i p-pool Pool2 172.18.10.10 172.18.10.110 
translate x25 1234567 ppp ip-pool scope-name Pool2 

The following examp1e shows how to set the idle timer. X.25 calls are cleared i f they are idle for the 
configured time. 

translate x25 1234 idle 2 lat Service3 
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Terminal Services Commands 

virtual-tem pia te 
number 

g/obal-options 

/ ·• · ·~ '-. '- translate x25 (virtual access interfaces) 

í / ~ ·~ey 

, ' <~~~ 
profile pr'o.ft..i0 Sets the X.3 PAD parameters as defined in the pro fil e 
created by th·e x29. profile command . 

pvc number [interface serial number I packetsize in-size out-size I 
windowsize in-size out-size ]- Specifies that the outgoing connection is 
actually a PVC. The number argument specifies the virtual circuit 
channel number o f the connection, which must be less than the virtual 
circuits assigned to the switched virtual circuit (SVC).Only one session 
is allowed per PVC. Use the following optional keywords and arguments 
to further define the connection : 

- interface serial number-Specities a PVC interface on which to set 
up the PVC connection. 

- packetsize in-size out-size-Specifies the input packet size (in-size) 
and output packet size (out-size) for the PVC. Valid packet size 
values are as follows : 16, 32, 64, 128, 256, 512, I 024, 2048, and 
4096. 

- windowsize in-size out-size-Specifies the packet count for input 
windows (in-size) and output windows (out-size) for the outgoing 
translation. Values of in-size and out-size range from I to 127 and 
must not be greater than the value set for the x25 modulo command. 
You must specify the same value for in-size and out-size. 

Applies the virtual interface template specified by the number argument in 
place of outgoing options. 

(Optional) Translation options that can be used by any connection type and 
can be one or more o f the following: 

access-class number-Allows the incoming cal! to be used by source 
hosts that match the access list parameters. The argument number is an 
integer previously assigned to an access list. Standard access list 
numbers are in the range froml to 99 ; expanded standard access lists 
numbers are in the range 13 00 to I 999 . 

locai- Allows Telnet protocol negotiations to not be translated. 

login-Requires that the user log in before the outgoing connection is 
made. This type of login is specified on the virtual terminal !ines with 
the login command. 

max-users number-Limits the number o f simultaneous users o f the 
translation to number (an integer you specify) . 

quiet-Suppresses printing o f user-information messages . 

swap-Valid for X.25-to-TCP translations only, and al!ows X.3 
parameters to be set on the router by the host originating the X.25 call, 
or by an X.29 profile. This keyword al!ows incoming and outgoing X.25 
connections to be swapped so that the device is treated like a PAD when 
it accepts a cal!. By default, the router functions like a PAD for calls that 
it initiates, and like an X.25 host for calls it accepts . The swap keyword 
allows connections from an X.25 host that wants to connect to the router, 
and then treats it like a PAD. 
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Terminal Services Commands 

translate x25 (virtual access interfaces) 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

No default translation parameters. 

Global configuration 

Release Modification 

10.0 This command was introduced. 

You define the protocol translation connections by choosing a protocol keyword and supplying the 
appropriate address or service name. The protocol connection information is followed by optional 
features for that connection, as appropriate. The global options, in general, apply to ali the connection 
types, but there are exceptions. The swap keyword, for example, is for X.25- to-TCP translations only. 
See the example for more explanations on how to enter this command. 

Rather than specifying outgoing translation options in the translate command, configure these options 
as interface configuration commands under the virtual interface template, then apply the virtual 
interface template to the translate command. Table 49 maps outgoing translate command options to 
interface commands you can configure in the virtual interface template . 

Tãble 49 Mapping Outgoing translate x25 Options to Interface Commands 

translate x25 Command 
Options Corresponding Interface Configuration Command 

ip-pool peer default ip address {ip-address I dhcp I pool [poolname]} 

header-compression ip tcp header compression [ on I off I passive] 

routing ip routing or ipx routing I 
mtu mtu I 
keepalive keepalive I 
authentication { chap I pap} ppp authentication { chap I pap} I 
ppp use-tacacs ppp use-tacacs I 
ipx Io6pback ipx ppp-client loopback number I 

I 
The following example shows a virtual template with PPP encapsulation specified by default (not 
explicit). It also specifies CHAP authentication and an X.29 access list. 

x29 access-list 1 permit A5555 
I 

interface Virtual-Template1 
ip unnumbered EthernetO 

I 

peer default ip address 172 . 16 . 2 . 129 
ppp authentication chap 

translate x25 5555667 virtual-template 1 a c cess-class 1 
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Related Commands Command 

interface virtual- template 

\ 
show translate 

translate lat 

translate tcp 

x29 access-Iist 

x29 profile 

c 

translate x25 (virtual access interfaces) 

Description 

Creates a virtual template interface that can be configured and applied 
dynamically in creating virtual access interfaces. 

Displays configured translation sessions . 

Translates a LAT connection request automatically to another outgoing 
protocol connection type . 

Translates a TCP connection request automatically to another outgoing 
protocol connection type. 

Limits access to the access server from certain X.25 hosts . 

Creates a PAD profile script for use by the translate command. 
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transport input 
\ . - . il 
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.. "' · ·~ ...... .... 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

To define which protocols to use to connect to a specific line o f the router, use the transport input 
command in line configuration mode. To change or remove the protocol. use the no formo f this 
command. 

transport input {ali llat I mop I nas i I none I pad I rlogin I telnet I v120} 

no transport input {ali llat I mop I nas i I none I pad I rlogin I telnet I v120} 

ali 

lat 

mop 

nas i 

none 

pad 

rlogin 

telnet 

v120 

Selects ali protocols. 

Selects the Digital LAT protocol and specifies both incoming reverse LAT and 
host-initiated connections. 

Selects Maintenance Operation Protocol (MOP). 

Select NetWare Access Servers Interface (NASI) as the input transport protocol. 

Prevents any protocol selection on the tine. This makes the port unusable by 
incoming connections. 

Selects X.3 packet assembler/disassembler (PAD) incoming connections. 

Selects the UNIX rlogin protocol. 

Specifies ali types of incoming TCP/IP connections. 

Selects the V.120 protocol for incoming asynchronous connections over ISDN. 

No protocols allowed on the line (none). 

Line configuration 

Release 

10.0 

I 1.1 

Modification 

This command was introduced. 

The none keyword was added and became the default. Before Cisco IOS 
Release 11 .1, the default keyword was ali. 

Cisco routers do not accept incoming network connections to asynchronous ports (TTY lines) by 
default. You must specify an incoming transport protocol or specify the transport input ali command 
before the line will accept incoming connections. For example, ifyou are using your router as a terminal 
server to make console-port connections to routers or other devices, you will not be able to use Telnet 
to connect to these devices. You will receive the message "Connection Refused." This behavior is new 
as o f Cisco lOS software Release 11.1 . Previous to Release 11 .1, the default was the t r ansport input 
ali command, and the ali keyword restored pre-Cisco lOS software Release 11.0 defaults. lf you are 
upgrading to Cisco lOS software Release 11.1 (I) o r I ater releases from earlier Cisco IOS software 
Releases, you must configure the transport input {pro toco! I ali} command, or you wi ll be locked out 
o f your router. 
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·' 

Examples 

Related Commands 

c 

transpon input • 

You can specify one protocol, multiple protocols, ali protocols, orno protocols. To specify multiple 
protocols, enter the keyword for each protocol, separated by a space. 

This command can be useful in distributing resources among different types o f users, o r in making 
certain that only specific hosts can access a particular port. When using two-step protocol translation, 
the transport input command is useful in controlling exactly which protocols can be translated to other 
protocols. 

Access lists for each individual protocol can be defined in addition to the allowances created by the 
transport input command. Any settings made with the transport input command override settings 
made with the transport preferred command. 

The following example sets the incoming protocol to Telnet for virtual terminal I ines O to 32: 

line vty O 32 
transport input telnet 

Command 

transport output 

transport 
preferred 

Description 

Determines the protocols that can be used for outgoing connections from a line . 

Specifies the transport protocol that the Cisco lOS software uses ifthe use r does 
not specify one when initiating a connection . 
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• transport output 

....---------...,_ 
/"- . . .: . . ----...... 

transport output I/~~---,\_\_; 
.! ~'-'1()' ; ' 

Syntax Description 

Defaults 

Command Modes 

Command History 

To determine the protocols that can be used for outgoing connections fro~ \,line,l"ftse the"tr.ànsport 
output command in line configuration mode. To change or remove the proto~i~--._JJ~e:_t~e:n,~form ofthis 
command . .,, __ __ __ . _ · 

transport output {allllat I mop I nasi I none I pad I rlogin I telnet I v120} 

no transport output {allllat I mop I nasi I none I pad I rlogin I telnet I vl20} 

ali 

Iat 

mop 

nas i 

none 

pad 

rlogin 

telnet 

vl20 

Telnet 

Line configuration 

Release 

10.0 

I I. I 

Selects ali protocols . 

Selects the Digital LAT protocol, which is the protocol used most often to connect 
routers to Digital hosts. 

Selects Maintenance Operation Protocol (MOP). 

Selects NetWare Access Server Interface (NASI) as the output transport protocol. 

Prevents any protocol selection on the tine . The system normally assumes that any 
unrecognized command is a host name. I f the pro toco I is set to none, the system 
no tanger makes that assumption. No connection will be attempted i f the 
command is not recognized. 

Selects X.3 packet assembler/disassembler (PAD), used most often to connect 
routers to X.25 hosts. 

Selects the UNIX rlogin protocol for TCP connections. The rlogin setting is a 
special case o f Telnet. I f an rlogin attempt to a particular host has failed, the 
failure will be tracked, and subsequent connection attempts will use Telnet 
instead. 

Selects the TCP/IP Telnet protocol. lt allows a user at one site to establish a TCP 
connection to a login server at another site . 

Selects the V.l20 protocol for outgoing asynchronous connections over ISDN. 

Modification 

This command was introduced. 

The following keywords were added : 

• ali 

• lat 

• pad 

• rlogin 

• vl20 

• Cisco lOS Terminal Services Command Reference 
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Terminal Services Commands 

Usage Guidelines 

Examples 

Related Commands 

transport output • 

You can specify one protocol, multiple protocols, ali protocols, orno protocols . To specify multiple 
protocols, enter the keyword for each protocol, separated by a space. ...--~- .- .•.. 

Any settings made with the transport output command override settings made with the 
transport preferred command. 

. -" .. .-.-·- ~-- ... 

The following example prevents any protocol selection : 

transport output none 

Command 

transport input 

transport preferred 

--- - ····· 

Description 

Defines which protocols to use to connect to a specific line ofthe router. 

Specifies the transport protocol that the Cisco lOS software uses i f the 
user does not specify one when initiating a connection . 
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• transport preferred 

. -.. ...... , 
. . ··., . \ \o . ' i 

transport preferred ·, · r:i f ,: ,.; 
To specify the transport protocol that the Cisco lOS software uses ifthe user does not spe~ify on~ep ' , / 
initiating a connection, use the transport preferred command in line configuration mode. 'To.::.c_§_~S,<;_ .. ~/ 

Syntax Description 

Defaults 

Command Modes 

Command History 

o r remove the protocol. use the no form of this command. 

transport preferred {ali llat I mop I nas i I none I pad I rlogin I telnet I v120} 

no transport preferred { all l lat I mop I nas i I none I pad I rlogin I telnet I v120} 

ali 

lat 

mop 

nas i 

none 

pad 

rlogin 

telnet 

v120 

Telnet 

Line configuration 

Release 

10.0 

I I. I 

Selects ali recognized protocols . 

Selects the Digital LAT protocol, which is the protocol used most often to 
connect routers to Digital hosts. 

Selects Maintenance Operation Protocol (MOP). 

Selects NetWare Access Server Interface (NASI) protocol. 

Prevents any protocol selection on the Iine. The system normally assumes that 
any unrecognized command is a host na me. If the protocol is set to none, the 
system no Ionger makes that assumption. No connection is attempted i f the 
command is not recognized. 

Selects X.3 packet assembler/disassembler (PAD), used most often to connect 
routers to X.25 hosts. 

Selects the UNIX rlogin protocol for TCP connections. The rlogin setting is a 
special case o f Telnet. If an rlogin attempt to a particular host has failed, the 
failure will be tracked, and subsequent connection attempts will use Telnet 
instead. 

Selects the TCP/IP Telnet protocol. lt allows a user at one si te to establish a TCP 
connection to a Iogin server at another site. 

Selects the asynchronous protocols over ISDN. 

Modification 

This command was introduced. 

The following keywords were added : 

• Iat 

• pad 

• rlogin 

• Cisco. lOS Te~!nal Services Command Reference 
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T enninal Services Convnands 

Usage Guidelines 

Examples 

Related Commands 

transport preferred 

Specify the transport preferred none command to prevent errant connection attempts. 

Any settings made with the transport input or transport output commands override settings made 
with the transport preferred command. 

The following example sets the preferred protocol to Telnet on physical terminalline I : 

line tty 1 
transport preferred telnet 

Command 

terminal transport 
preferred 

transport input 

transport output 

Description 

Specifies the preferred protocol to use for the current session when a 
command does not specify one. 

Defines which protocols to use to connect to a specific line of the router. 

Determines the protocols that can be used for outgoing connections from a 
line . 
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x25 subaddress 

x25 subaddress 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

To append either a physical port number ora value specified for a line as a subaddress to the X.121 
calling address, use the x25 subaddress command in line configuration mode. To disable 
subaddressing, the no form of this command. 

x25 subaddress {line I number} 

no x25 subaddress { line I number} 

line 

number 

Physical port number for the indicated line to be appended to the X.121 address 
as the subaddress . 

Numeric variable assigned to a specific line. 

No default behavior or values. 

Line configuration 

Release Modification 

11 .2 F This command was introduced. 

Use the x25 subaddress line command to create a unique X. l21 calling address by adding either a 
physical port number ora numeric value for a line as a subaddress to the X.121 calling address . 

The following example shows how to configure subaddressing on virtual terminal !ines lO through 20 
by appending the tine number as a subaddress to the X. l21 calling address: 

line vty 10 20 
x25 subaddress line 

The following example shows how to configure subaddressing on the first tive TTY lines by appending 
the value 09 as a subaddress to the X.121 calling address of an X.28 connection originating on these 
!ines: 

line 1 5 
x25 subaddress 9 
autocommand x28 

Command 

line 

Description 

Identifies a specific tine for configuration and starts the line configuration 
command collection mode. 
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aycop. 

A slring .uquence is a two-eharactcreapability name followed by an cqual sisn ( =) and lhe character 
scqucncc. 

The following examplc illusuatcs the copabilíty for homing thc cursor: 

no•\&lH: 

Thc sequence \E represents the ESC character. 

~­

f~w.'\r:y 
. \ ~oY ' , _ 

Conlrol characlcrs can bc rcprescntcd in string sequences by entering a two·choraclcr scquence stànil)g · 
with a earet symbol ('), followed by lhe charactcr to bc used as a control eharacter. -

Thc following cxomplc illustrales the detinition o f a con1rol eharac1er. 
bc: ... h: 

In lhis example, the baekspace is entcred ínto lhe lcnncap enny as thc string scqucncc ·~lhe characlers 
ff"h.tt 

A numeric sequence is a two-eharactcr capability namc followed by a numbcr symbol (li) and the 
number. 

The following example rcprescnts thc number of columns on a screen. 

e01!80: 

Use the backslash symbol (\)to extend the detinílíon lo multiplc lincs. The end ofthc ttycap <crmcap 
entry ís specitied by e colon 1ennina1ing e line followed by an end-of-line character and no backslash. 

For the dcfínítions of supported Boolcan-Oag ltycap cnpnbilities, see Tablc 50. For lhe definilions o f 
supponed string-sequence uycap eapabi!íties, soe Tablc 51. For lhe definilions of 3upported 
number·sequence uyeap capabililics, sec Tablc 52. For the defini ti o os o f supported color-scqucncc 
ttycap cnpabilílies, see Tablc S3. 

8oo1Nnflag Oescriplion 

am Aulomalic mnrgin 

bs Tenninal can backspace wilh bs 

ms Safe to move in standout modos 

nc No currently working carriage retum 

xn NEWLINE ignored afler 80 columns {Concept) 

xs Standoul nor erased by overwriting (Hcwlcn-Packard) 

Tilbk> Sf Oefinltlons qf tt_yc;p c.tpabílititJS: Slrfng Sm{utmr:>r~s 

.. 0382 
Fls: ----
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---

String 
Sequet~ce DescrlpUon 

.- c r Carriagc rerurn sequcnce 

C$ Changc serolling region 

DL Ocletc lhe linc lhe cursor is on 

cl End inseri mode 

ho Home, move cursor to uppcr leR 

i c Charoctcr inseri 

im Bcgin lnscrt mode 

os lnitializ::~tion strinc (typically tab Slop initialization) 

11 Move cursor to I owcr left co.mer 

md Tum on bold ( exrro brighr) character auribute 

me Tum offall character aurlbutcs 

nd Nondestructívc •pace 

nl Newl in e sequencc 

pc Pad character i f not NULL 

rc Restare cursor position 

rs R.esets tenninalto known starling sl.llte 

se Save cursor posirion 

se End standout mode (highllght) 

$0 Start standout mode (highli&hr) 

ta Tab 

te Eod prognoms tbar use cursor molion 

ti lnitial i:zation for programs that ux cursor motion 

uc Underlínc chanetcr at cursor 

uc End underl in e mo de 

up Move cursor up 

us Bcgin underlíne modo 

vb Visual bcll 

vs Visual cursor 

VC Nonnal cursor 

• asco lOS lom~lool S<nloos c.....nd Ro!onnco 
ll;§pi:l 

o 
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ExiUIIple• 

o 

Related Commands 

~ .--. 
<J.\).'' 

IJ..J()l 1ilble SZ lhlinitiDns oi tfj'Up C..pJbt1ities: Numbflr SeqUfl.ntt~s 

~----~--------------------------------------~ Number 
Sequet~ce Descrlpllon 

li Lines on lhe screen 

co Columns on lhe sercen 

sg Standoul glítch, number M spaces printcd whcn cnccring o r lcaving standouo display 
mode 

ug Underline glitch, numbcr ofspaces prín1ed when enoering or leaving underlíne modo 

Color 
SeqU<!nce Oescription 

.o Blaá 

xl Bluc 

x2 Red or orange 

x3 Pink or purple 

x4 Green, which is thc dcfaulc color 

xS Turquoise 

x6 Ycllow 

x7 Orny or whitc 

The uyeap database uses thcsc color sequences 10 cranslatc IBM dircctivcs into sçrccn drawin& 
commands. Thesc color sequcnccs control only foreground termi nal colors. Thcy do noo con1rol 
background color, which is configurcd co black by defaulc. 

Thc following is an exomple o f • uyeap file. Refer co lhe chaptcr "Conftgunng Oial-ln Tcmunal 
Services" in the Cisco !OS T~rminal Strvices Configuration Gutd• and lhe lnJ270.examples file in the 
Cisco ftp@cisco.com directory for more eumplcs. 

t.tyeap ttycapl \ 
dO ivtlOO(v~160 ·amlvtlOOamldec Y~100:do•~J:coi80:1JI24: \ 
cl•~O~((jM~{(2J:be:~~:cm•S• (ftitdr tdH : nd·2~([C:up•2•( (At \ 

ce•l.ll~:80•2•lt7~:se•2•(1~1UQ•l ~ ((4m : ue•2~((m:~•2•(flm:\ 

me•2.f(m:ho• .((H:xn:ao•A(7trc••l&(ee•~r (\i,d;tdr: 

Command Oes<:ripllon 

k~ymap·Cype Specilics lhe kcyboard map for a terminal eonnectcd to lhe fine. 

termlnal-type Specilies lhe cype ofcerminal connected lo a line. 

Clsco lOS T....,lnol SoniCH eo.m. ... 
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txspeed --­• 

Sym.x Doscripti on 

Oefoulls 

Commllnd Modes 

Command Hlsloty 

Usage GuiclellnH 

Examples 

Relotod Coml!'lllnds 

To •••the tcrminaltrnnsmilspeed (how fast thc terminal sends information to lha modem), use thc 
txspeed eommand in linc confoguration mode. To rc:rurn to the default •otting, use thc no form of tbis 
command. 

IJS p«d hp.r 

no t'Xapeed 

bps Baud rote, in bits per sccond (bps). 

9600bps 

Une configuration 

Release ModiHca\1011 

10.0 This command was inlrodueed. 

Setthe speed 10 motch lhe ba.ud rale ofwhlllcverdevice you have conncctcd 10 thc pon. Some baud mes 
availablc on deviocs connoclod to lhe pon might not bc supported on lhe router. Thc Cisco lOS software 
will indico te i( the spccd you selec:t is not supported. 

The following example seis lhe transmit specd for line 5 to 2400 bps: 

Une 5 
tx.epee-d 24.1)0 

Command 

rotary-group 

source templote 
termIna I t.spced 

Descfiptlon 

Seu thc terminal receive speed (how fast thc terminal rcceivt>• informotion from 
the modem). 

SeiS the flow contrai stnrt chancter. 

Scts lhe terminal transmit spced (how fostthe terminal can scnd infonnation) on 
thc current line and session. 

• 

o 



wtuere • 

where 
To list the open sessions, use the wbore command in EXEC mode. 

where 

S)lltaX DescrlpUon This eommand has no argumcms o r kcywords. 

Comrnand Molles EXEC 

~ 
\....Jsagl--e""'Gu-1-de_lf_ne_s_ 

o 

Release Modlftcallon 
10.0 Tbis command Wll$ introduced in a release prior to Cisco lOS Rclease I 0.0. 

Thc wllere command displays ali open sessions associated with tltc current terminal line. 

The ClriAx, w&cr~. and resume commands are available with ali supporced conncction protocols. 

The following is sample output from the where command: 
Routertt •huo 

COM HO&t 
1 AATIIOM 

• 2 <::"HAF.F' 

Ad.dreoo 
192.16$.'1.21 
17.2.18.12.19 

Byce Idle Conn Name 
O O AA'T'HOM 

O o CK!lPF 

The astcrisk (•) indicates the current terminal session. 

Table 54 describes thc significant fields shown in the display. 

fiehf Oescripllon 

Conn Name o r address ()( the remo te hostto which che connection is made. 

Host Remoto host to whicll the router is conncctcd through a Telnet session. 

Address lP addrcss of thc rcmotc host. 

Bytc Number o f unread bytes for thc uscr to see on the connection. 

ldle (ntcrval. in minutes, since data was Jast scnt on the line. 

Conn Name Assigncd na me o f thc connection. 

Raleted Commands Command Oescrlption 
~s~h~o~w~,=.= •• ~!o_a_s----~D~is=p~la~y=s~in~r.~o-rm~at~io-n~~~b-o-u~r -op_e_n_L~A7~;.~~~e~l-ne~t-,o-,-,~lo-s~i~n-c_o_n-nc-c~u~·o~n~s.---------

lOS Temlnal Senlion ç,&n<l 
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x25 subaddress 

Syma• Oonçriptiun 

Defaults 

Command Modes 

Camntand Hlstory 

Osage G.ll<lellrws 

Examples 

To append cithcr a phy•i""l port number ora vuluc spccilicd for a linc os • subaddrcss to lhe X.l21 
calling addrc•s, uso thc x2S subad<lress commsnd in linc configuration moda. To disable 
subaddrcssing, thc no formo f this command. 

xl5 subaddrcss {llrtc l numbcr) 

no xl5 suboddreu {llnt l number} 

llno 

number 

Physical port numbcr for lhe lndícotcd linc to be appended to lhe X.l21 addrcss 
as thc subaddress. 

Numcric variable assignod to a spccific fine. 

No default behavior or valucs. 

Linc configuration 

Rele~se Modlftcallon 

11.2F This command was introduced.. 

Use rhe :as sulteddreu lloo comm211d 10 ercate a uniquc X.l21 ctlling addrcss by odding eithera 
physical port number ora numcric value for a linc ua subaddress 10 thc X.121 callins addrcss. 

The following cxample shows how to configure s.ubaddressins on vírtual1enninol lincs lO 1hrou$h 20 
by appcnding the fine numbcr as a subaddress to lhe X.l21 calling addrcss: 

Une vty 10 20 
x2S au~ddres• lin~ 

o 

o 

The following exemplo shows bow 10 confi&urc sul>oddreuing on the fiB1 fivc TTY fines by appending 
the valuc 09 as a subaddress to th.e X.12l ealling addrcss of an X.28 connection origínetin& on those o 
Jíncs: 

Une 1 s 
x:;: s subeldttre•• t 
autocort4111aind x28 

Commancl 
llne 

Oesc:ripllon 

ldcntifies a specifie line for configura1ion ond stuts th.c linc configura1ion 
eomma.nd eolleetion modo. 
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x28 

Syntax Description 

Defaults 

Command Modes 

Command History 

c 
Usage Guidelines 

x28 • 

· .. 

To enter X.28 mode and access an X.25 network or set X.3 packet assembler/disassembler (PAD) 
parameters, use the x28 command in EXEC mode. To exit X.28 mode, use the no form ofthis command. 

x28 [escape character-string] [noescape] [nuicud] [profilejile-name] [reverse] [verbose] 

no x28 [escape character-string] [noescape] [nuicud] [profileji/e-name] [reverse] [verbose] 

escape 
character-string 

noescape 

nuicud 

profile fi/e-name 

reverse 

verbo se 

(Optional) Specifies a character string to use to exit X.28 mode and return to 
EXEC mode. The character string can be any string o f alphanumeric 
characters. The Ctrl key can be used in conjunction with the character string. 

(Optional) Specifies that no escape character string is defined (user cannot 
return to EXEC mode). On the console line, the noescape option is ignored, 
and the default escape sequence is used (exit command). 

(Optional) Specifies the network user identification (NUI) data to not be 
placed in the NUI facility ofthe call request. Instead the datais placed in the 
Call User Data (CUD) arca o f the call request packet. 

(Optional) Specifies using a user-configured profile o f X.3 parameters. A 
profile is created with the x29 profile EXEC command. 

(Optional) Specifies reverse charges for outgoing calls made from the local 
router to the destination device. 

(Optional) Displays optional service signals such as the called DTE address, 
facility block, and CUD. 

Disabled. X.28 mode uses standard X.28 command syntax. 

EXEC 

Release Modification 

11.2 F This command was introduced. 

Ifboth the escape and noescape options are not set, the default escape sequence is used (exit 
command). 

X.28 mode is identified with an asterisk (*) router prompt. After you enter this mode, the standard X.28 
user interface (with the exception ofthe escape sequence) is available . From this interface, you can 
configure a PAD device using X.3 parameters, or you can access an X.25 network. 

In X.28 mode, you can set PAD command signals using standard or extended command syntax. For 
example, you can enter the clr command or clear command to clear a virtual cal I. A command specified 
with standard command syntax is merely an abbreviated version o f the extended syntax version. 

Table 55 lists the commands available in both standard and extended command syntax. 

Cisco lOS Terminal Services 
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Tãble 55 Avai/able PAD Command Signals 

Standard Extended 
Syntax Syntax Description 

break Simulate an asynchronous break. 

c ali Place a virtual call to a remote device. I 
clr ele ar Clear a virtual call. 

cornrnand-signa/ 1 Specifies a call request without using a standard X.28 
command, which is entered with the following syntax: 
facilities-x 121-addressDcal/-user-data. 

help Display help information. (See Table 57 .) I 
lei r iclear Request the remote device to clear the cal!. 

' int interrupt Send an Interrupt Packet. I 

par? para meter Display the current values o f local parameters. (See 
par read Table 56.) 

pro f pro file file-narne Load a standard or a named profile. I 
reset Reset the cal!. I 
rpar? rread Display the current values o f remo te parameters. I 
rset? rsetread Set and then read the values o f remo te parameters. 

set Change the values of local parameters. (See Table 56.) 

set? setread Change and then read the values o f parameters. 

stat status Request the status o f a connection. I 
selection pad Set up a virtual call. 

I. This is an cxamplc o f issuing a call request command: the R,G23,P2-234234Duserl command. 

Table 56 lists the different types o f parameters you can set using the set pararneter-nurnber:new-value 
PAD command signal from X.28 mode. Refer to the "X.3 PAD Parameters" appendix in the Cisco !OS 
Terminal Services Configuration Guide, Release 12.2 for more complete information about these 
parameters. See Table 35 in this publication for a list of ASCII characters. 

Tãble 5G Supported X:J PAD Parameters 

Para meter 
Number ITU-T Para meter Name ITU-T X.3 and Cisco Values 

I PAD recall using a Minimum value: O; maximum value: 126; X.28 PAD user 
character emulation mode default: 1. 

~ .. 
Note Not supported by PAD EXEC user interface. 

2 Echo Minimum value: O; maximum value: 1; PAD EXEC mo de 
and X.28 PAD user emulation mode defaults : 1. 

3 Selection o f data Minimum value: O; maximum value: 255 ; PAD EXEC mode 
forwarding character default: 2 (CR); X.28 PAD user emulation mode 

default: 126 (-). I 

Cisco lOS Terminal Services Command Reference 

' ; ... I 

.. 
" 



Terminal Services Commands 

x28 • 

Table 56 Supported X.3 PAO Parameters (continued) 

" 
Para meter -
Number ITU-T Parameter Na me ITU-T X.3 and Cisco Values 

4 Selection o f idle time r Minimum value: O; maximum value: 255; PAD EXEC mode 
delay default: I; X.28 PAD user emuiation mode default: O. 

5 Ancillary device control Minimum value: O; maximum value: 2; PAD EXEC mode 
default: O; X.28 PAD user emulation mode default: I . 

6 Control o f PAD service Minimum value: O; maximum value: 255; PAD EXEC mode 
signals default: O; X.28 PAD user emulation mode default: 2. 

~ .. 
Note Not supported by PAD EXEC user interface. 

7 Action upon receipt o f a Minimum value: O; maximum value: 31 ; PAD EXEC mode 
BREAK signal default: 4; X.28 PAD user emulation mode default: 2. 

8 Discard output Minimum value: O; maximum value: I; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

9 Padding after Retum Minimum value : O; maximum value: 255; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

( 
lO Line folding Not supported. 

li DTE speed (binary speed o f Minimum value: O; maximum value: 18; PAD EXEC mode 
start-stop mode DTE) and X.28 PAD user emulation mode default: 14. 

12 Flow control ofthe PAD by Minimum value: O; maximum value: I ; PAD EXEC mode 
the start-stop DTE default: O; X.28 PAD user emulation mode default: I . 

13 Line feed insertion (after a Minimum value: O; maximum value: 7; PAD EXEC mode 
Retum) and X.28 PAD user emulation mode default: O. 

I4 Line feed padding Minimum value: O; maximum value: 255; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

15 Editing Minimum value : O; maximum value: I; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

16 Character delete Minimum value: O; maximum value: 127; PAD EXEC mode 
and X.28 PAD user emulation mode default: 127 (DEL). 

17 Line delete Minimum value: O; maximum value: 127; PAD EXEC mode 
default: 2I (Ctrl-U); X.28 PAD user emulation mode default: c 24 (Ctri-X). 

18 Line display Minimum value: O; maximum value: 127; PAD EXEC mode 
and X.28 PAD user emulation mode default: 18 (Ctrl-R). 

19 Editing PAD service signals Minimum value: O; maximum value: 126; PAD EXEC mode 
default: O; X.28 PAD user emulation mode default: 2. 

~ .. 
Note Not supported by PAD EXEC user interface. 

Cisco lOS Terminal Services Command 
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Terminal Services Commands 

Tãble 56 Supported X:J PAD Parameters (continued) 

Para meter 
Number ITU-T Para meter Na me ITU-T X.3 and Cisco Values 

I 
20 Echo mask Minimum value: O; maximum value: 255; PAD EXEC mode 

and X.28 PAD user emulation mode default: O. 

~ .. 
Note Not supported by PAD EXEC user interface. 

21 Parity treatment Minimum value: O; maximum value: 4; PAD EXEC mode 
and X.28 PAD user emulation mode default: O. 

~ .. 
Note For additional values that can be selected for 

parameter 21 and to se1ect parity treatment to 
conforrn to the French Transpac pub1ic switched 
data network and its technica1 specification and 
utilization o f networks standards (STUR), refer 
to the appendix "X.3 PAD Parameters" in the 
Cisco lOS Terminal Servíces Conjiguratíon 
Guide, Re1ease 12.2. 

22 Page wait Not supported. 

Abbreviated X.121 addresses are not supported. Such addresses start with a period, are 
alphanumeric, andare mapped to a full X.121 address by the PAD. 

Table 57 lists the options for the X.28 he1p command. 

Tãble57 X28 help Options 

Command Description 

help Describes the he1p PAD command. 

he1p command Displays the list of available PAD command signals. 

he1p parameter Displays the list o f available X.3 PAD parameters. I 

he1p parameter number Displays the specified X.3 PAD parameter and its current value. 

help Iist Lists the available help subjects . 
~ 

help profiles Lists available profiles. 

help profile name Displays the specified parameter name and current value. 

help any-PAD-command Describes the specified PAD command signal. 

You can issue call requests from X.28 mode without using standard X.28 commands by using the 
following command syntax : 

facilities-xl 21 -addressDcall-user-data 

• Cisco lOS Terminal Services Command Reference 
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( 

c 

Examples 

x28 • 

where: 

facilities Applies X.25 facilities to the outgoing cal!. The hyphen is mandatory. 

xl21-address Specifies the address of the remate X.25 device. 

D Facility request code that specifies CUD for the outgoing cal!. 

ca/1-user-data Specifies the data that accompanies the cal! request packet sent to the remate X.25 
device . 

The following rules apply to ali cal! requests parsed in X.28 mode: 

• When an X. I2 I address specified using standard command syntax is followed by an optional CUD 
field, the cal! is placed to the X. I 2 I address. 

• When standard command syntax is used, one or more facility request codes can be entered, 
followed by the code value. Additional facility request codes and values also can be entered. 
Separate each entry with a comma, followed by a dash. An X.l2l address and optional CUD can 
follow this entry. 

• I f an X.28 command is not entered, a cal! request is assumed. 

• Ensure that the cal! request begins with a facility co de letter, and that it contains a hyphen (-) 
followed by a string of digits (the X.l2 I address) . The cal! request can be terminated by an asterisk 
(*), a "P," ora "D," followed by some data. 

• When using extended command syntax is used, the call command uses the facility codes and X. l2l 
address as its operand. 

• I f facility codes are entered without an X.l2l address, remember the codes for the next cal!. When 
a cal! is completed, forget the facility codes until they are once again set. 

Table 58 shows examples o f parsed cal! requests. 

lãble 58 Example X.28 Cal/ Requests 

Command Description 

123456789 Calls this X. I 21 address. 

123456789*userdata Calls this X. I 2 I address, with specified data. 

123456789Puserdata Calls this X. I 21 address, with specified data. 

123456789Duserdata Calls this X. I 21 address, with specified data. 

Nabcd-123456789 Calls this X. I 21 address, with NUI set to abcd. 

Nabcd,R-123456789 Calls I23456789 with NUI ofabcd, and with reverse charging. 

The following example uses the ? command to display the optional X.28 keywords : 

Router# x28 ? 

debug 
escape 

Turn on Debug Messages for X28 Mede 
Set the string to escape from X28 PAD mede 

noescape Never exit x28 mede (use with caution) 
nuicud All calls with NUI, are normal charge with the NUI placed in Call 

User Data 

Cisco lOS Terminal Services Command Ref 
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Related Commands 

pro file 
r evers e 
v erbos e 
< C r > 

Us e a defined X. 3 Prof ile 
All c all s de f ault t o r everse charge 
Turn on Verbose Mes sages fo r X28 Mede 

Terminal Services Commands 

After you are in X.28 mode, use the call PAD signal command to place a virtual call : 

Router# x28 

• call 123456 

The following example enters X.28 mode with the x28 EXEC command and configures a PAD with the 
set X.3 parameter command. The set command sets the idle time delay to 40 seconds. 

Router# x28 

• set 4:40 

Command Description 

pad Logs in to a PAD. 

• Cisco lOS Terminal Services Command Reference 
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x3 

Syntax Description 

Defaults 

(_ 

Command Modes 

Command History 

Usage Guidelines 

c 

x3 • 
. ~.-"'"" 

' ' ... . ·-.,.._ \, 

<Q\ \.. 
J;~ ~'-{Y l 
' ~ / f 

To set X.3 packet assembler/disassembler (PAD) parameters, use the x3 command in EXEC"fri~de : ··· 

x3 parameter:value 

parameter:value Sets the PAD parameters . (See Table 56 in the x28 command description.) 

For outgoing connections, the X.3 parameters default to the following: 

2 : 1, 3:2, 4:1, 7 : 4, 16:127, 17 : 21, 18:19 

Ali other parameters default to zero, but can be changed using the /set switch keyword with either the 
resume command or the x3 command. 

For incoming PAD connections, the software sends an X.29 SET PARAMETER packet to set only the 
following parameters: 

2:0, 4 : 1, 7 : 21, 15:0 

For a complete description ofthe X.3 PAD parameters, see the appendix titled "X .3 PAD Parameters" 
in the Cisco lOS Terminal Services Configuration Guide. 

EXEC 

Release Modification 

11.2 This command was introduced . 

You can have severa! PAD connections open at the same time and switch between them . You can also 
exit a connection and retum to the user EXEC prompt at any point. 

To open a new connection, first suspend the current connection by pressing the escape sequence 
(Ctri-Shift-6 then x [Ctrl"x] by default) to return to the system command prompt, then open the new 
connection with the pad command. 

You can have severa! concurrent sessions open and switch between them. The number ofPAD sessions 
that can be open is defined by the session-Iimit command. 

To switch between sessions you must escape one session and resume a previously opened session. Use 
the Ctrl" x sequence to escape out o f a connection, use the where EXEC command to check the 
connection number, and then use the resume command with the connection number to resume the 
suspended connection. These commands are available with ali supported connection protocols. 

You can issue any o f the following commands to termina te a terminal session: 

exit 

quit 

logout 

Cisco lOS Terminal Services Command 
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Related Commands 
~' 
\~. 

Terminal Services Commands 

To display information about packet transmission and X.3 PAD parameter settings, use the show x25 
pad command. 

The following example shows how to change a local X.3 PAD para meter from a remate X.25 host using 
X.29 messages, which is a secure way to enable a remate host to gain contrai o f local PAD. The local 
device is named Router-A. The remate host is named Router-B . The parameters listed in the Paramsln 
field are incoming parameters, which are sent by the remate PAD. The parameters listed in the 
ParamsOut field are parameters sent by the local PAD. 

Router-A# pad 123456 
Trying 123456 . .. Open 

Router-B> x3 2:0 
Router-B> 
Router-A# show x25 pad 

ttyO, connection 1 to host 123456 

Total input: 12, control 3, bytes 35. Queued: O of 7 (O bytes). 
Total output: 10, control 3, bytes 64. 
Flags : 1, State: 3, Last error: 1 

Paramsln: 1:0, 2:0, 3 : 0, 4:0, 5:0, 6:0, 7:0, 
8 : 0, 9:0, 10:0, 11:0, 12 : 0, 13:0, 14:0, 15:0, 
16:0, 17 : 0, 18:0, 19:0, 20:0, 21 : 0, 22:0, 

ParamsOut: 1: 1, 2 : O, 3 : 2, 4 : 1, 5: 1, 6 : O, 7 : 21, 
8:0, 9:1, 10:0, 11:14, 12:1, 13:0, 14:0, 15 : 0, 
16:127, 17:21, 18:18, 19:0, 20:0, 21:0, 22:0, 

Router-A# 

Command Description 

resume (X.3 PAD) Sets X.3 parameters for PAD connections. 

• Cisco lOS Terminal Services Command Reference 
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xremote 
To prepare the router for manual startup and initiate an XRemote connection, use the xremote 
command in EXEC mode. This command begins the instructions that prompt you through the 
connection . 

xremote 

Syntax Description This command has no arguments or keywords. 

Defaults Disabled 

Command Modes EXEC 

( ~-----
Command History Release Modification 

Usage Guidelines 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

c ~A 
Note 

11.1 This command was introduced. 

Ifyou do not use a host computer that supports XDMCP or LAT, you must use manual session startup. 
Manual session startup involves the following steps: 

Enable XRemote manually on the router port. 

Connect to the host computer by using a telnet, lat, or rlogin command, then log in as usual. 

Set the location o f the X display. 

Start client applications. 

Return to the EXEC prompt. 

Enter the xremote command to enable XRemote manually again on the server port. 

In manual operation, the server and X terminal remain in XRemote mode until ali clients disconnect 
or the access server receives a reset request from the X terminal. A session might terminate during 
startup because you invoked transient X clients that set some parameters (such as xset or xmodmap) 
and then disconnected. One session must always be open or the connection resets. 

Refer to the Cisco lOS Terminal Services Configuration Guide for more information about how to 
establish XRemote sessions between servers. 

Cisco lOS Terminal Services Comrnand 
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• xremote 

Examples The following example starts a manual XRemote session: 

dialup > xremote 

//~-ç:_-:- '· .,, ~~=:~t~0~~a~~~=~t~o~~d d~~!a~R!:o~!a!~~~~006 
/ ( / ~ ~ . '. ._ The router replies with a message informing you ofyour X display location. Use this information to tell 
: .. ~ ~ . ]the XRemote host the location o f your X display server. I f no clients are found, you see the following 

· ~ C\ \.5 . / message : 
\ ~ """' . . . , 

'-. -·-· ,., .. ·. No X clients waiting - check that your display is darkstar:2006 
'-~~.---' 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

The following example shows a connection from an X display terminal through a router to a host 
running client programs: 

dialup> xremote 

XRemote enabled; your display is dialup:2006 
Start your clients and type XRemote again 

dialup> te1net eureka 
Trying EUREKA.NOWHERE . COM (722 . 18 . 1.55) ... Open 

SunOS UNIX (eureka) 

login : dea1 
Password: 

Last login: Fri Apr 1 17:17 : 46 from dialup.nowhere.com 
SunOS Release (SERVER+FDDI+DBE . patched) #14: Fri Apr 8 10:37:29 PDT 1994 

eureka% setenv DISPLAY dia1up:2006 
eureka% xterm & 
[1) 15439 

eureka% 1ogout 

[Connection to EUREKA closed by foreign host) 

dialup > xremote 
Entering XRemote 

The following procedure shows how an XRemote connection is established for a configuration like the 
one shown in Figure 2. This example assumes that the administrator has set the display environment 
variable for the user to identify the X display terminal. 

From the PCX, MacX, or UNIX machine in Figure 2, the user connects to port 9003 on access server 
I. I f your administrator has configured a rotary number 7, the user connects to port 10007. For more 
information about rotary groups, refer to the Cisco /OS Dia/ Technologies Configuration Cuide. 

Access server I connects the user to a modem. 

The modem calls access server 2. 

The user enters xremote at the access server 2 prompt. 

The user connects to the host from access server 2 using the telnet command. 

• Cisco lOS Tenninal Services Command Reference 
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Step 6 

Step 7 

xremote • 

~--:---" 
····•·· ' 

The user starts the X client program that will run on the host and display on the X display server.( RCX, 
MacX, or UNIX host) . : C\ \.\S~ · \ '• 

The user escapes from the host back to the AccessServer2, or logs out i f clients were ru~i~ ~ ) . 
background, and enters the xremote command at the AccessServer2 prompt. \.. \ / . 

You can use the master indexes or search online to find documentation of related comm~~ds:_ · · · ·· · -_>·· 

Figure2 

NCD 

Access 
server 1 

Modem 

Modem 

Access 
server 2 

XRemote Session Between Servers 

Sun Ma eX PCX 

The following example shows how to make an XRemote connection between servers. The number 9016 
in the first line of the display indicates a connection to individual 1ine 16. I f the administrator had 
configured a rotary connection, the user would enter 10000 p1us the number o f the rotary instead o f 

9016. 

Router% telnet golden-road 9016 

Trying 192 . 168 . 7 . 84 ... 
Connected to golden-road .cisco.com. 
Escape character is 'A] ' . 

User Access Verification 

Password : 
Password OK 

Cisco lOS Terminal Services Command Refe/ 
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_.---- ........ 

/ ..... r · · . ..... ::.-· ~· ··· ....... ,_ 

1
1 '" ~ . / \o. s:3 ·, ~-- Outbound XRemote service 

f I _}f;j ~ 1 En;ter X serve r name o r I P address: innerspace 

\ ; ' ,1 

Qs~ · ,~9ter display number [O] : 

·, ...... ~,.· ·. / 
"-. ......_ -- ~::- ·· ;_ / Connecting to tty 16 ... please start up XRemote on the remote system 

... ....... ~ .. .. ----"" 

Related Commands 

atdt 13125554141 
DIALING 
RING 
CONNECT 14 4 O O 

User Access Verification 
Username : dea1 
Password: 

Welcome to the cisco dial-up access server . 

dialup> xremote 
XRemote enabled ; your display is dialup : 2006 
Start your clients and type XRemote again 

dialup> te1net sparks 
Trying SPARKS . NOWHERE . COM (172 . 18 . 1 . 55) ... Open 

SunOS UNIX (sparks) 

login : dea1 
Password : 
Last login : Fri Apr 1 17:17 : 46 from dialup . nowhere . com 
SunOS Release (SERVER+FDDI+DBE.patched) #14: Fri Apr 8 10:37:29 PDT 1994 

sparks% setenv DISPLAY dia1up:2006 
sparks% xterm & 
[1] 15439 

sparks% 1ogout 

[Connection to SPARKS closed by foreign host] 

dialup> xremote 
Entering XRemote 

Command 

xremote lat 

xremote xdm 

Description 

Initiates a DECwindow session over a LAT connection. 

Activates automatic session startup for an XRemote connection. 

• Cisco lOS Terminal Services Command Reference 

() 



T enninal Services Commands 

xremote lat 

xremote lat ... _.,.. ... 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

~ .. 

To initiate a DECwindow session over a local-area transport (LAT) connection, use the xremote lat 
command in EXEC mode. 

xremote lat service 

service Name ofthe desired LAT service . 

EXEC 

Release Modification 

11.2 This command was introduced. 

I f your host computer supports DECwindows login sessions, you can use automatic session startup to 
make an XRemote session connection. Once the system administrator at the remate host configures 
support for DECwindows over LAT, use the xremote Iat EXEC command to initiate the connection . 
After you issue this command, the following events occur: 

• The XRemote font server down-line loads severa! initial fonts for the DECwindows login display. 

• The terminal displays the DIGITAL logo and DECwindows login box. 

Log in to the host. Upon completion of login, more fonts are loaded, and the remate session begins . 

Note Because ofheavy font usage, DECwindows applications can take longer than expected to start when 
XRemote is used. Once the application starts, performance and access times should be as expected . 

(-::-_ 
Examples 

Related Commands 

To exit XRemote sessions, you must quit ali active X connections, usually with a command supported 
by your X client system. Usually when you quit the last connection (when ali client processes are 
stopped), XRemote closes and you return to the EXEC prompt. However, your X client system 
determines how the session closes. 

The following example begins connection with a LAT service named service I: 

xremote lat servicel 

Command Description 

xremote Prepares the router for manual startup and initiates an XRemote connection . 

xremote xdm Activates automatic session startup for an XRemote connection . 

.• • ,.._.h ~ " • . .. _ .. ~ 



Terminal Services Commands 

xremote tftp buffersize 

xremote tftp buffersize 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To change the butfer size used for loading font files, use the xremote tftp buffersize command in global 
configuration mode. To restore the buffer size to the default value, use the no form of this command . 

xremote tftp buffersize bu.!Jersize 

no xremote tftp buffersize 

bu.!Jersize 

70000 bytes 

Buffer size in bytes. This is a decimal number in the range from 4096 to 70000 bytes. 
The default is 70000 . 

Global configuration 

Release Modification 

10.0 This command was introduced. 

When the X terminal requests that a font file be loaded, the Cisco lOS software must fi rst load the font 
file in to an internai butfer before passing it to the X terminal. The default value of 70000 bytes is 
adequate for most font files, but the size can be increased as necessary for nonstandard font files . 

The butfer size can be setas low as 4096 bytes and as large as the available memory on the router will 
allow. I f you are using local-area transport (LAT) font access, you should not lower the buffer size 
below the default, because the font directory for ali ofthe LAT fonts (created internally) requires 
70000 bytes. 

This command applies to both TFTP and LAT font access. 

The following example sets the butfer size to 20000 bytes: 

x remote tft p buffersi z e 20000 

• Cisco lOS Terminal Services Command Reference 
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Terminal Services Commands \ 
xremote lftp host 

xremote tftp host 

Syntax Description 

Defaults 

'mmand Modes 

Command History 

Usage Guidelines 

Examples 

To add a specific Trivial File Transfer Protocol (TFTP) font server as a source o f fonts for the terminal, 
use the xremote tftp host command in global configuration mode. To remove a font server from the 
list, use the no form o f this command. 

xremote tftp host host-name 

no xremote tftp host host-name 

host-name IP address o r name o f the host containing fonts. 

No TFTP font server is specified. 

Global configuration 

Release Modification 

10.0 This command was introduced. 

Each time a new host name is entered, the list in the Cisco lOS software is updated. Font servers are 
queried in the order o f their definition when the X terminal requests a font. 

The following example sets the host named IBM-I as an XRemote TFTP font server: 

xremote tftp host IBM-1 

The following example sets the host with IP address I 0.0.0. 7 as an XRemote TFTP font server: 

xremote tftp host 10.0.0 . 7 

c 

f 
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Terminal Services Commands 

• xremote tftp retries . ---~~-
' ' 

r[§~ ';·' .. 
xremote tftp retries \ ... ~J . .-c:.//1 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 
! 

Examples 

·.......... . . .. . :/ 
To specify the number ofretries the fonHmrãér will attempt before declaring an error condition, use the 
xremote tftp retries command in global configuration mode. To restare the default retries number, use 
the no form o f this command . 

xremote tftp retries retries 

no xremote tftp retries 

retries 

3 retries 

(Optional) Number o f retries . Acceptable values are decimal numbers in the range 
from I to 15 . 

Global configuration 

Release Modification 

10.0 This command was introduced. 

Under certa in conditions, you might need to increase the number o f retries, particularly i f the font 
servers are known to be heavily loaded. 

The following example sets the number o f font loader retries to 5: 

xremote tftp retries 5 

• Cisco lOS Tennlnal Services Command Reference 
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Terminal Services Commands 

xremote xdm • 

xremotexdm 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

To activate automatic session startup for an XRemote <:onnection, use the xremote xdm command in 
EXEC mode. 

xremote xdm [host-name] 

host-name (Optional) Host computer name or IP address . 

EXEC 

Release Modification 

11.2 This command was introduced. 

Ifyour host computer supports a server running X Display Manager Control Protocol (XDMCP) (such 
as the xdm program included in X li R4 o r la ter), you can use automatic session startup to make an 
XRemote session connection using the xremote xdm EXEC command. 

This command sends an XDMCP session startup request to the host compu ter. I f you do not specify a 
host name or IP address, a broadcast message is sent to ali hosts . The first host to respond by starting 
up a session is used . 

The XRemote (the host) server and X terminal stay in XRemote mode until either the display manager 
terminates the session or the XRemote server receives a reset request from the X terminal. 

To exit XRemote sessions, you must quit ali active X connections, usually with a command supported 
by your X client system. Usually when you quit the last connection (ali client processes are stopped), 
XRemote closes and you return to the EXEC prompt. However, your remete X client system determines 
how the session closes . 

To terminate a session, disconnect from the device on the network using the command specific to that 
device. Then exit from the EXEC by using the exit command. 

( ·amples The following example starts a session with a remete host named host I: 

xremote xdm hostl 

Related Commands Command Description 

xremote Prepares the router for manual startup and initiates an XRemote connection. 

xremote lat Initiates a DECwindow session over a LAT connection . 

Cisco lOS Terminal Services Command Rei 
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CiscoWorks VPN/Security Management Solution Version 
2.2 

CiscoWorks VPN/Security Management 

Solution (VMS) is the flagship integrated 

security management solution from Cisco, 

and is an integral parto f the SAFE Blueprint 

from Cisco for network security. 

CiscoWorks VMS protects the productivity 

and reduces operating costs for enterprises, 

by combining Web-based tools for 

configuring, monitoring, and 

troubleshooting enterprise VPNs, firewalls, 

and network and host-based intrusion 

detection systems (lOS). CiscoWorks VMS 

delivers the industry's first robust and 

scalable foundation and feature set that 

addresses the needs o f small and large-scale 

VPN and security deployments. 

Today's business challenges and resulting 

security deployments require more 

scalability than merely supporting a large 

number o f devices. Many customers have 

limited staffing, yet are asked to manage a 

myriad o f security devices. These customers 

must manage the security and network 

infrastructure; frequently update many 

remate devices; implement change contrai 

and auditing when multiple organizations 

are involved in defining and deploying 

policies; enhance security without adding 

more headcount; or roll out remate access 

VPNs to ali employees and monitor the 

VPN service. 

CiscoWdrks VMS enables customers to 

deploy security infrastructures from a small 

to large environment, using the following 

multifaceted scalability features: 

• Complete SAFE Blueprint Coverage 

To completely manage a SAFE 

environment, a network management 

solution must manage SAFE 

infrastructure components, support 

features based upon an appliance or 

Cisco lOS® Software, and support a 

range o f management functions. 

CiscoWorks VMS is uniquely able to 

scale across SAFE Blueprint 

components, including firewalls, VPNs, 

and network- and host-based IDSs. 

CiscoWorks VMS also takes advantage 

of Cisco Secure Access Contrai Server 

(ACS) by using a common ACS logon. 

CiscoWorks VMS can manage a feature 

set through an appliance, for example, 

the Cisco PIX® Firewall, or through the 

Cisco lOS Software. Scalable 

management also involves more than 

configuring devices. CiscoWorks VMS 

provides the complete range of 

management with features to configure, 

monitor, and troubleshoot the network. 

• Scalable Foundation 

CiscoWorks VMS implements a 

foundation with a consistent user 

experience, which makes it easier to 

scale management to many devices. 

CiscoWorks VMS provides users with a J 
consistent GUI, workflow, ACS logon, ) '-

roles definition, platforms, database 
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engine, installation, and more. An industry-leading feature o f this foundation is the Auto Update feature, which 

allows numerous devices to be updated easily and quickly. Auto Update enables devices, even remote and 

dynamically addressed devices, to periodically "call h o me " to an update server and "pull" the most current 

security configurations or Cisco PIX operating system. Auto Update is required to effectively scale remote office 

firewall deployments across intermittent links or dynamic addresses. Prior policy updating methods relied on a 

"push" model. Although this model works for known devices, it does not work for remote devices with unknown 

addresses or devices that are not always active. Without Auto Update a more manual process is required to update 

each remote device. The Auto Update feature provides a dramatic scalability improvement for organizations that 

want to deploy devices with many remote and locallocations. In addition to easier and faster policy updates, 

Auto Update also provides consistent policy deployments. 

• Enterprise Operational Integration 

CiscoWorks VMS enables organizations to easily integrate management into their operations. One operational 

need is to replicate policies to multiple locations. The Smart Rules hierarchy addresses this need, by enabling 

administrators to define device groups and implement policy inheritance. For example, an administrator can 

define a device group for the New York sales office and deploy that same policy to ali other sales offices quickly 

and consistently. The Comrnand and Contrai Workflow feature provides change control and auditing, and is 

particularly important for customers who have separa te groups for network and security operations. The solution 

includes processes for generating, approving, and deploying configurations. This can help security operations to 

define and approve new policies. Network operations can !ater deploy the new policies during their regular 

maintenance window. An audit of the changes can be maintained. 

• Centralized Role-Based Access Contrai (RBAC) 

Role-based access control enables organizations to scale access privileges. CiscoWorks VMS conveniently uses a 

common ACS logon for users, administrators, devices, and applications. CiscoWorks VMS enables different 

groups to have different access rights across different devices and applications. 

• Integrated Infrastructure Management 

Scalability requires that multiple components be managed, notjust firewalls, but also VPNs, network- and 

host-based IDSs, routers, and switches. CiscoWorks VMS not only manages the security infrastructure, but also 

manages the network infrastructure. Customers benefit from being able to manage these components from one 

solution. Integrated monitoring is also required to see the larger picture. CiscoWorks VMS provides integrated 

monitoring of Cisco PIX and Cisco lOS syslogs, and events from network and host-based IDSs, along with event 

correlation. 

CiscoWorks VMS Functions 

CiscoWorks VMS is launched from the CiscoWorks dashboard and is organized into severa! functional areas: 

• Firewall management 

• Auto Update Server 

• IDS management, network and host-based 

• VPN router management 

• Security monitoring 

• VPN monitoring 

• Operational management 

Cisco Systems, Inc. 
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These functional areas supply multifaceted scalability by offering features such as a consistent user experience, auto 

update, command and contrai workflow, and role-based access contrai. 

Figure 1 shows CiscoWorks VMS displayed as a "drawer" in the CiscoWorks dashboard. 

Figure 1 

CISCOWORKS2.000 

-~ ·· 

Firewall Management 

CiscoWorks VMS enables the large-scale deployment of Cisco PIX firewalls, by praviding the following features: 

• Smart Rules hierarchy and inheritance 

• User-defined device and customer graups including nesting 

• Global rale-based access with administrative privileges per device and customer graups with other CiscoWorks 

products and Cisco Secure ACS 

• Mandatory and default device settings inheritance 

• Workflow deployment to device, directory, or Auto Update Server 

• Look and feel of Cisco PIX Device Manager but with scalability to thousands of PIX firewalls 

• Integration with other CiscoWorks network management software 

• Complete SAFE Blueprint coverage for centralized management of Cisco PIX firewalls , including access contrai, 

VPN, IDS, and authentication, authorization, and accounting (AAA) 

Smart Rules is an innovative feature that allows common information including access rules and settings to be 

inherited for ali firewalls in a device or customer group. Smart Rules allows a user to define common rules once , 

which results in reduced configuration time, fewer administra tive errors, and higher device scalability. Using Smart 

Rules, a user can configure a common rule such as allowing ali HTTP traffic once and can apply this rule globally to 

ali firewalls. Smart Rules can also be defined on a device or customer graup basis. For specific information on the 

firewall management functionality of VMS, refer to : http://www.cisco.com/en/US/praducts/sw/cscowork/ps3992/ 

index.html 

Auto Update Server for Firewall Management 

CiscoWorks VMS intraduces the industry's first firewall Auto Update Server that allows users to implement a "pull" 

model for security and Cisco PIX operating system management. Auto Update Server permits remate firewall 

networks with unprecedented scalability. The Auto Update Server allows Cisco PIX firewalls to both periodically and 

automatically contact the update server for any security configuration, Cisco PIX Operating System, and PIX Device 

Manager (PDM) updates. The Auto Update Server supports the following features: 

Cisco Systems, Inc. 
Ali contents are Copyright te 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 3 of 8 

j 

0397 Fls: ______ _ 

~ .- 37 o 1 
Doe: 



( 

. .... - ... ..____, 

• Security management of remo te Cisco PIX firewalls that use Dynamic Host Contrai Protocol (DHCP) 

• Automated Cisco PIX OS distribution to groups o f Cisco PIX firewalls 

• Automated Cisco PDM updates to remate firewalls 

• Configuration verification at periodic intervals 

• Automated replacement of inaccurate o r tampered configurations 

• New firewalls configured at "boot time" 

The Auto Update Server is an indispensable component of any large-scale remo te Cisco PIX firewall deployment. 

Auto Update Server is an easy-to-use solution to automatically update ali remate or local firewalls with new 

operating system releases. Cisco is the industry's first vendar to provide this pull model of security policy and 

operating system management. For specific information on the Auto Update Server component of VMS, refer to: 

http://www.cisco.com/en/US/products/sw/cscowork/ps3993/index.htrnl 

Network-Based lOS Management 

Administrators can use CiscoWorks VMS to configure network and switch IDS sensors. Many sensors can be quickly 

configured using group profiles. Additionally, a more powerful signature management feature is included to increase 

the accuracy and specificity of detection. Some prominent features are: 

• Easy-to-use Web-based interface 

• Wizards that lead users through common management tasks 

• Access to the Network Security Database (NSDB), which provides meaningful information about alarms for users 

without IDS security expertise 

• Ability to define a hierarchy o f sensors containing groups and subgroups, and the ability to configure multi pie 

sensors concurrently using group profiles 

• Support for severa! hundred sensor deployments from each console 

• Use of a robust relational data base to store a high volume of data 

For specific information on the network-based IDS management functionality of VMS, refer to: 

http://www.cisco.com/en/US/products/sw/cscowork/ps3990/index.html 

Host-Based lOS Management 

CiscoWorks VMS provides threat protection for server and desktop computing systems, also known as "endpoints." 

VMS goes beyond conventional endpoint security solutions by identif)'ing and preventing malicious behavior before 

it can occur, thereby removing potential known and unknown security risks that threaten enterprise networks and 

applications. Because CiscoWorks VMS analyzes behavior rather than relying on signature matching, its solution 

provides robust protection with reduced operational costs. Features of host-based IDS management include: 

• Aggregates and extends multiple endpoint security functions by providing host intrusion prevention, distributed 

firewall , malicious mobile code protection, operating system integrity assurance, and audit log consolidation ali 

within a single agent. 

• Provides preventive protection against entire classes of attacks including port scans, buffer overflows, Trojan 

horses, malformed packets, and e-mail worms. 

• Offers "zero update" prevention for known and unknown attacks 
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• Provides industry-Ieading protection for UNIX and Windows servers and Windows desktops allowing customers 

to patch systems on their own schedules. 

• Open and extensible architecture offers the capability to define and enforce security according to corporate 

policy. 

• Scalable to thousands of agents per manager to support large enterprise deployments. 

For specific information on the host-based IDS management functionality ofVMS, refer to: the Management Center 

for Cisco Security Agents Datasheet. 

VPN Router Management 

Cisco Works VMS includes functions for the setup and maintenance o f large deployments o f VPN connections and 

provides users with a point-and-click interface for setting up and deploying connections. This application is intended 

for scalable configuration of site-to-site VPN connections in a hub-and-spoke topology for centralized, multidevice 

configuration and deployment o f Internet Key Exchange (IKE) and IP Security (IPsec) tunneling policies on VPN 

routers. 

Major features include: 

• Wizard-based interface for the creation of IKE and VPN tunneling policies. 

• Hierarchical inheritance and Smart Rules hierarchy to reflect the organizational and common setup o f devices 

and simplified device management 

• IKE-KA (IKE Keepalive) or generic routing encapsulation (GRE) with Open Shortest Path First (OSPF) and 

Enhanced Interior Gateway Routing Protocol (EIGRP) for failover routing scenarios. 

Centralized role-based access control model allows for centralized management of users and accounts. 

For specific information on the VPN router management functionality of VMS, refer to: http://www.cisco.com/en/ 

US/products/sw/cscoworklps3994/index.html 

Security Monitoring 

Cisco Works VMS provides integrated monitoring to reduce the number o f security monitoring consoles, reduce the 

number of events to monitor, and provide a broader view of security status. 

• Integrated monitoring is used to capture, store, view, correia te, and report on events from many of the devices in 

the SAFE Blueprint such as Cisco network IDSs, switch IDSs, host IDSs, firewalls, and routers. 

• Event correlation is used to identify attacks that are not easily recognizable from a single event. A flexible 

notification scheme and automated responses to criticai events also aid in quick action. 

• The event viewer can read both real-time and historical events. 

• Events are color-coded and administrators can quickly isolate problems. Administrators can also define 

thresholds and time periods when rules can be triggered to provide notification . 

• On-demand and scheduled reports facilitate ongoing monitoring. 

For specific information on the security monitoring component of VMS, refer to: http://www.cisco.com/en!US/ 

products/sw/cscoworklps3991/index. html 
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VPN Monitoring 

CiscoWorks VMS offers a Web-based management tool that allows network administrators to collect, store, and 

view information on IPsec VPN connections for remote-access or site-to-site VPN terminations. Multi pie devices can 

be viewed from an easy-to-use dashboard that is configured using a Web browser. This dashboard provides the 

following capabilities: 

• Provides data on system resources related to real-time memory usage, percent CPU usage per device, and active 

tunnel and active sessions. This data simplifies the identification of devices with potential performance problems 

and devices with the highest usage. 

• Enables viewing of current and Iong-term packet rates and packet dropped percentage which can aid in 

determining where excess capacity can be tapped or quickly identify bottlenecks and device throughput problems. 

• Enables identification of the devices with the most persistent problems through the event Iog; key device and VPN 

statistics are evaluated against a set of global and device-specific thresholds, and exceptions are recorded in the 

event Iog. 

• Provides graphing of important common metrics. Device performance comparisons provide a global view of 

short-term trends in VPN performance, enabling administrators to identify problem areas before they become 

criticai failures. 

For specific information on the VPN monitoring component ofVMS, refer to: http://www.cisco.com/en!US/products/ 

sw/cscowork/ps2326/index.html 

Operational Management 

CiscoWorks VMS provides the operational management for the network, allowing network managers to perform the 

following: 

• Quickly build a complete network inventory 

• Manage device credentials information 

• Monitor and report on hardware, software, configuration, and inventory changes 

• Manage and deploy configuration changes and software image updates to multiple devices 

• Monitor and troubleshoot criticai LAN and WAN resources 

• Quickly identify devices that can be used for VPNs, i f upgraded with the appropriate Cisco lOS Software 

• Discover which VPN devices have hardware encryption modules 

• Graphically compare configurations of VPN devices 

• Isolate IPsec-related problems by running customized Syslog reports 

For specific information on the operational management functionality o f VMS, refer to: http://www.cisco.com/enl 

US/products/sw/cscowork/ps2073/index.html 

Server Specifications (Minimum requirements) 

Server Hardware 

• PC-compatible computer with 1 GHz or faster Pentium processar 

• Sun UltraSPARC 60 MP with 440 MHz or faster processar 

• Sun UltraSPARCIII (Sun Blade 2000 Workstation or Sun Fire 280R Workgroup Server) ;0· 
.--- - - - ·---·--- --·--··--
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• CD-ROM drive 

• 100BASE-T or faster connection 

• 1GB RAM 

• 9 GB available disk drive space 

• 2GB virtual memory 

• Colar monitor with vídeo card capable of 16-bit calor 

Server Operating System 

CiscoWorks VMS requires the following operating systems: 

• Windows 2000 Professional, Server, and Advanced Server (Service Pack 3) 

Note: Support for Advanced Server requires that Terminal Services be tumed off. 

Sun Solaris 2.8 with patches: 

109742 has been replaced by 108528-13 

109322 has been replaced by 108827-15 

109279 has been replaced by 108528-13 

108991 has been replaced by 108827-15 

Java Requirements 

Sun Java plug-in 1.3.1-b24 

Client Requirements 

Hardware 

• PC-compatible compu ter with 300 MHz or faster Pentium processar 

• Solaris SPARCstation or Sun Ultra 10 

Client Operating System 

/ . . ..... ----.... 
~"'" ................ 

.. l 

• Windows 2000 Server or Professional Edition with Service Pack 3, or Windows XP SPl with Microsoft VM. 

• Solaris 2.8 

Client Browser 

• Internet Explorer 6.0 Service Pack 1, on Windows operating systems 

• Netscape Navigator 4. 79, on Windows 2000 Server or Professional Edition with Service Pack 3, o r Windows XP: 

Netscape Navigator 4.76 on Solaris 2.8 

The CiscoWorks Management Center for Firewalls, and CiscoWorks Management Center for VPN Routers, are 

supported on Internet Explorer 6.0, but not on Netscape Navigator. In addition to supporting Internet Explorer The 

Management Center for lOS and the Monitoring Center for Security are also supported on Netscape Navigator. 

/~ 
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Service and Support 

CiscoWorks products are eligible for coverage under the Cisco 

Software Application Service (SAS) program. This service program 

offers customers contract-based 24-hour access to the Cisco 

Technical Assistance Center (TAC), full Cisco.com privileges, and 

software maintenance updates. A SAS contract ensures that 

customers have easy access to the information and services needed 

to stay current with newly supported device packages, patches, and 

minar updates. For further information about service and support 

offerings, contact your local sales office. 

''-' · 

' / I), 

:' )J.ll'J ()J 
Ordering lnformation t., \~ oJ 
CiscoWorks VMS is available for purchase through regtil9r .cl~~o 
sales and distribution channels worldwide. CiscoWorks VMS·· ·~ 

includes ali the necessary components needed for an independent 

installation on a Microsoft Windows or Sun Solaris workstation. 

For More lnformation 

For more information, go to http://www.cisco.com/warp/publidcc/ 

pd/wr2k/vpmnso/prodlit/ or send e-mail to ciscoworks@cisco.com 
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Cisco VPN 3000 Concentrator Series 
;' _ ... --··-'....... ' 

:'( ~~~ 
Product Overview \ \. ~ . 

\. "'-.._ _/ " ·'"' -.. __ 
The Cisco VPN 3000 Concentrator Series is a best-of-breed, remote-access VPN solution for enterprise-clã'ss deploymênt. 
A standards-based, easy-to-use VPN client and scalable VPN tunnel termination devices are included as well as a 
management system that enables corporations to easily install, configure and monitor their remate access VPNs. 
Incorporating the most-advanced, high-availability capabilities with a unique purpose-built, remote-access architecture, the 
Cisco VPN 3000 Concentrator allows corporations to build high-performance, scalable, and robust VPN infrastructures to 
support their mission-critical, remote-access applications. Uni que to the industry, it is the only scalable platform to offer 
components that are field-swappable and can be upgraded by the customer. These components, called Scalable Encryption 
Processing (SEP) modules, enable users to easily add capacity and throughput. The Cisco VPN 3000 Concentrator supports 
the widest range ofVPN client software implementations, including the Cisco VPN Client, VPN 3002 Hardware Client, the 
Microsoft Windows 2000 L2TP/IPsec Client and the Microsoft PPTP for Windows 95, Windows 98, Windows NT, and 
Windows 2000. 

The Cisco VPN 3000 Concentrator is available in tive different models to support any business: 

Cis"l')· VPN 3005 Concentrator 
I' 
\ The 3005 is a VPN platform designed for small- to medium-sized organizations with bandwidth requirements up to full-

duplex TI/E I (4Mbps maximum performance) and up to 100 simultaneous sessions. Encryption processing is performed in 
software. The 3005 does not have built-in upgrade capability. 

Cisco VPN 3015 Concentrator 
The 3015 is a VPN platform designed for small- to medium-sized organizations with bandwidth requirements up to full-x 
TI/E I (4Mbps maximum performance) and up to 100 simultaneous sessions. Like the 3005, encryption processing is 
performed in software, but the 3015 is also field-upgradeable to models 3030, 3060, and 3080. 

Cisco VPN 3030 Concentrator 
The 3030 is a VPN platform designed for medium- to large-sized organizations with bandwidth requirements from full TI/ 
E I through fractional T3 (50 Mbps maximum performance) and up to 1500 simultaneous sessions. Specialized SEP modules 
perform hardware-based acceleration. The 3030 is field-upgradeable to the 3060. Redundant and non-redundant 
configurations are available. 

Cisco VPN 3060 Concentrator 

( 

The 3060 is a VPN platform designed for large organizations demanding the highest levei ofperformance and reliability, 
with high-bandwidth requirements from fractional T3 through full T3/E3 o r greater (I 00 Mbps maximum performance) and 
up to 5000 simultaneous sessions. Specialized SEP modules perform hardware-based acceleration. Redundant and non­
redundant configurations are available. 

Cisco VPN 3080 Concentrator 
The 3080 is optimized to support large enterprise organizations that demand the highest levei ofperformance combined with 
support for up to 10,000 simultaneous remate access sessions. Specialized SEP modules perform hardware-based 
acceleration. The VPN 3080 is available in a fully redundant configuration only. 

Cisco VPN Client 
Simple to deploy and operate, the Cisco VPN Client is used to establish secure, end-to-end encrypted tunnels to compliant* 
Cisco Remate Access VPN devices. This thin design, IPSec-compliant implementation is available via CCO download for 
use with any compliant* Cisco Remate Access VPN product and is included free o f charge with the Cisco VPN 3000 
Concentrator. The client can be pre-configured for mass deployments and initiallogins require very little user intervention. 

Visit Cisco Connection Online at www.cisco.com 
CP~w~RRE S 

. .\~ 4 0 4 
Fls: _ _ _ _ ~~-

l Doe: 



VPN access policies and configurations are downloaded from the central gateway and pushed to the client when a connection 
is established, allowing simple deployment and management. The Cisco VPN client provides support for Windows 95, 98, 
ME, NT 4.0, and 2000. 

The Cisco VPN Client is compatible with the following Cisco product versions (compliant Cisco Remote Access products) : 

• Cisco VPN 3000 Concentrator Release 3.0 

• IOS-based platforms (future availability) 

• Cisco VPN 5000 Concentrator Release 6.2 and greater (future availability) 

• PIX Firewalls Release 6.0 and greater (future availability) 

Key Features and Benefits 

Cisco VPN 3000 Concentrator Series Features 

Table 19-6: Feature Summary for the Cisco VPN 3000 Series 

Fe.,· · · 'l Cisco 3005 Cisco 3015 Cisco 3030 Cisco 3060 Cisco 3080 

~-- - -~·'eous Users 100 100 1500 5000 10000 

Encryption Throughput 4 Mbps 4 Mbps 50 Mbps 100 Mbps 100 Mbps 

Encryption Method Software Software Hardware Hardware Hardware 

Encryption (SEP) Module o o 2 4 

Redundant SEP N/ A N/ A Option Option Yes 

Available Expansion Slots o 4 3 2 N/ A 

Upgrade Capability No Yes Yes N/ A N/ A 

System Memory 32MB (fixed) 64MB 128MB 256MB 256MB 

TI WAN Module Fixed option Option Option Option Option 

Hardware lU, Fixed 2U, Scalable 2U, Scalable 2U, Scalable 2U 

Dual Power Supply Single Option Option Option Yes 

Client License Unlimited Unlimited Unlimited Unlimited Unlimited 

The Cisco VPN 3000 Concentrator Series supports the entire range o f enterprise applications. 

Prr- ·ct Highlights 
• High-Performance, Distributed-Processing Architecture 

-Cisco SEP modules provide hardware-based encryption, ensuring consistent performance throughout the rated 
capacity (3030 - 3080). 

-Large-scale tunneling support provided for !Psec, PPTP and L2TP/IPSec connections. 

• Scalability (30 15-3080) 

-Modular design (four expansion slots) provides investment protection, redundancy anda simple upgrade path. 

-System architecture is designed to supply consistent, high-availability performance. 

-Ali digital design provides the highest reliability and 24-hour continuous operation. 

-Robust instrumentation package provides run-time monitoring and alerts. 

-Microsoft compatibility offers large-scale client deployment and seamless integration with related systems. 

• Security 

I 
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-Fui I support o f current and emerging security standards allows for integration o f externai authentication system's·ahd · -. ~/ 
interoperability with third-party products. ~-- .. 

- Firewall capabilities through stateless packet filtering and address translation to assure the required security o f a 

corporate LAN. 

- User and group levei management offers maximum flexibility. 

• High Availability 

-Redundant subsystems and multi-chassis fail-over capabilities ensure maximum system uptime. 

-Extensive instrumentation and monitoring capabilities provide network managers with real-time system status and 
early-waming alerts. 

• Robust Management 

- The Cisco VPN 3000 Concentrators can be managed using any standard Web browser (HTTP or HTTPS), as well as 
by Telnet, Secure Telnet, SSH, and via a console port. 

-Configuration and monitoring capability is provided for both the enterprise and the service provider. 

- Access leveis are configurable by user and groups, allowing easy configuration and maintenance of security policies. 

Sf( 1 :ifications 

Hardware 

Table 19-7: Technlcal Speclfications for Cisco VPN 3000 Series 

Description 

Processo r 

Ports 

Memory 

Encryption 

\ ~ Emboddol LAN '"~'''"" 

l '.('illmentatiOn 

Speclficatlon 

Motorola PowerPC Processar 

Console port-Asynchronous serial (DB-9) 

Redundant system images (Flash) 

Variable memory options (see chart) 

3005,3015: Software encryption 

3030, 3060, 3080: Hardware encryption 

3005: Two auto-sensing, full-duplex I 0/1 OOBaseTX Fast Ethemet (public/untrusted, private/trusted) 

3015- 3080: Three auto-sensing, full-duplex I 0/1 OOBaseTX Fast Ethemet (public/untrusted, private/trusted 
and DMZ) 

3005 Front pane!: Unit status indicator 

3005 Rear pane!: Status light-emitting diodes (LED) for Ethemet ports 

3015-3080 Front pane!: Status LEDs for system, expansion modules, power supplies, Ethemet modules, fan 

3015-3080 Rear pane! : Status LEDs for Ethemet modules, expansion modules, power supplies 

30 15-3080:Activity monitor displays number o f sessions, aggregate throughput, or CPU utilization; push­
button selectable 

Table 19-8: Power Requlrements for Cisco VPN 3000 Series 

Descrlption 3005 3015-3080 

Nominal 15 watts (51.22BTU/hr) 35 watts (119.50BTU/hr) 

Maximum 25 watts (85.36BTU/hr) 50 watts (170.72BTU/hr) 

lnput Voltage I00-240VAC I00-240VAC 

Frequency 50160 Hz 50/60Hz 

Power Factor Correction Universal Universal 

Vísít Cisco Connectíon Onlíne at www.cisco.com 
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T«lllo 19-9: Physlcaland Envlronmonlõll Charact.!rlstlcs for Cla<:o VPN 3000 Sttlas 
' . '- ' -- . ... -: ... ·-~~""' -----------------------------------------------------------Oescrlpllon 3005 3015 3030 3060 ao ao 

Oirncruion.s I. 7S' ll.S x II.S io. J . .Sx 17.Sxi4.Sin. 
tHxWxO) (4.45 x 44.45 >29.21 em) (8.89 x 44.45 x )6.83 em) 

Same,..)OIS Samc as )OIS Samc odOIS 

Wdghl s.s lbs (3.9ksJ 271bs(l2.3kg) 281bs(l2.7kç) 33lbs(ISk~) 33 lbs(JSksl 

Opc111tins 3ZloiJI'FIOloSS'C) Sarncas300S 
Tcmpc:n.tW"C 

Same os 300$ SamcM )OOS S•meas 3005 

Storagc Ttmpct31trte -4 lo J76'F (·20 lo 80'C) S.mus300S S•me os 3005 S:ut~e as 300S Same as 3005 

Humidity 0-to--9$•/• ooo.çondensing Some os 3005 Sameas 3005 Same os300S Same os lOO.S 

Teblo19·1D: Regul>lary Approvals for Cisco VI>N 3000 Sorfoo 

O$scrlptlon Spoclncatian 

R~uJ;:uory Compti(Jnce CIZ Markiní: 

Safety UL 1950, CSI\ 

Tabla19-11: SoflwaN Requlromonta for Clooo VPN 3000 Serln 

Oucrfpllon 

C<!I!I(Wiribilily Clitnl SoOw.arc 
Comp~fibility 

Tunneling Pt'Otocoh. 

Enayption/ 
Auth.c:ntK:ation 

K.ey Ma.nag,ement 

Routing Ptotocols 

Thin:I·P•IIY 
Compatibility 

Hi&h Availabilicy 

Speclfieatlon 

CiS«> VPN Cli<nt (IP•ec) for Winclow• 9$. 98, ME, NT 4.0 aod Windows 2000. inol"ding ocnl18liu4 split· 
lunl\(:li)\$ e:ontrol artd data compn:.ssion 
Cisoo VPN )OOl Hord~•rc Clico! 
M ietow n PI'J'l'/M PPIYM PPC 
Mic:rosofi L2iP/IP'$cç ror WindO\Io'S 2000 
Mo•;onVPN (C<rtioorn) IW!dhtld VPN Clicl\l with ECC 

IP"c, PPTP, LlTP, L2TPIIP>«, NAT T11MpormtiP>e< 

IPS<c Encapsulaoin' Seouricy P•ylo>d (tsP) using oesr.mts (S6116S·bil) with MD.S or SHA, MPre wing 
40/l28·bit RC4 

lnoem"' Key Exch.tn~'< (IKE) 

RIP, RIP2, OSPF, Sutic, Autom,ic <:ndJ>Oint discovery, Nc!WO!k Address Tnn•lation (NAT), Cl,slc.t• 
lnl<rdomoin Ro"ling (CID R) 

Cet<icom, il'ass Ready, F uni< Stccl Bd~ed RAOIUS t<nificd, NTS T"nnciBuildor VPN Clicl\l (M"" and 
Window')~ Mlao..son lntcmcl ~•plortr. Nc:($(!Apc Communicator. E.ntnul, GTE Cybc:ni\L$l. Saltimore. R.SA 
KJ:on, Vcrisign 

VRRP protocol ror multi-<:hassis rodundoncy and fei1-o\•et 

OeSiin;Uion pooting fot<:lient.obaJed f.ait-o\'cr and ('onnmton re-<:stablishmcnt 
kcdundanl SEr modules (op!Í()(I4l), power supt>lics. •nd fons (301S • 3060) 
Redundomt SEr module$. powet supplics, and fans (3080} 

4 Cisco Product Catslog. O<:looar. 2002 
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Descrlptlon 

Ma.nogcnte:nt 

Security 

Confis,urnliott 

Monítoring 

Authcnli<:.ation and 
Acooutning Scl'\•ers 

tntemet~&sed Pad:cl 
Flltcriog 

Policy M:.nogemcnt 

'·,r~·---:· 

Speclfioallon 

Embeddcd msne~'-<mc:n• tntc:rfDOC: is accc:ssil:>lc via console pon, T~lnef, SSH. and Scturt: HITP 
AdminiSO'ator ac<:ess is configur3ble for fi v e levei$ ofau1horiu1ion. Authcn1ic11ion c.an be pcrfonncd o.lcmally 
via TIICIICS I• 
Ro~as.cd maoDgc-mcnl polii:y sq1~ru1es (unc:tions for s.trVice pro\•idef ~nd end·user marwgcmml 

Evc:n1 logging and OO(ific:uion vio. t:•m:Jil (SMTP) 
Aufom:Hit: FTP backup afevcnt loç.s 

SNMP M18·11 sop(Kl<1 

Coofi~uroblc SNMP traps 
Sy'-'og: outpu1 

Sy.stc:m stalus 
Se$$Íondat.a 

Vencral .sl.atistiç,s 

Suppon for tedund:l.nt e.x1emal Aulhoentic;ation sem::rs: 

• RADIUS (1\<!!101< AulhtniÍOOIÍO!I Dinl·ln Um S<rvi«) 
.. Mic:rosoft NT Domaln aulhenlication 

• RSII Security Dynamios (S.:.uriO lloady) 
lnttmal A\lthcntication sen·cr for up to 100 u&ett 
TAC\CS+ Adminilõtrativc- user sutheruíacíon 

X.S09v3 Digi1al C""iOO.tes 
RAOIUS IK<OOO!ing 

Sourt<" aod dc:stination IP addrt.n 
PoriV~d pro<ocol 1)1'< 
Fnsment protoetion 
FTP sc:s.tion fi1re1ing 

By i~Jdividual u.&et<>r ç;roup 
- filtcr protilc:s 
... ldlc :1nd moximum s.e.uion timecuts 
.. T1me értd c:by ooc::css conlf'Ocl 
~ T\lnnclíng protoc~ and scc:urity ~ulhorizotion profilcs 

·IP Pool 
Aulh.c:ntication Scrv<:r:i 

Ordering lnformation 

~forl~l Part Numbers 
!..._) Ali par! dcscri~tions and ~·~~ numbcrs for Cisco pr~ducts can be acccsscd using lhe onlinc CiS<o Pricing Tool at 

http:llwww.cisco.com/cgí·binlordcrlpricing_root.pl 

/ 
Visit Clse<> Connect/on Onllne at W\wt.dS<:O.oom 
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CISCO SVSTEMS 

Cisco VPN 3000 Series Concentrator 

[ 

lntroduction 

The Cisco® VPN Series 3000 Concentrator allow corporations to take full advantage ofthe 

unprecedented cost savings, ftexibility, performance, and reliability ofremote access VPN 

connections. Corporations use VPNs to establish secure, end-to-end private network connections 

over a public networking infrastructure. VPNs have become the logical solution for remote-access 

connectivity for two main reasons: 

• Deploying a remote-access VPN enables corporations to reduce communications expenses by 

using the local dialup infrastructures of Internet service providers. 

• Remate Access VPNs allow mobile workers, telecommuters and day extenders to take advantage 

ofbroadband connectivity. 

To fully realize the benefits ofhigh-perforrnance, remote-access VPNs, a corporation must deploy 

a robust, highly available VPN solution, and dedicated VPN devices are optimal for this purpose. 

The Cisco VPN 3000 Series Concentrator is a best-in-class, remote-access VPN solution for 
' enterprise-class deployment. A standards-based, asy-to-use VPN client and scalable VPN tunnel 

terrnination devices are included, as well as a management system that enables corporations to 

easily install, configure, and monitor their remate access VPNs. lncorporating the most advanced, 

high-availability capabilities with a unique purpose-built, remote-access architecture, the Cisco 

VPN 3000 Concentrator allows corporations to build high-perforrnance, scalable, and robust VPN 

infrastructures to support their mission-critical, remote-access applications. 

Unique to the industry, it is the only scalable platforrn to offer components that are field-swappable 

and can be upgraded by the customer. These components, called Scalable Encryption Processing 

(SEP/SEP-E) modules, enable users to easily add capacity and throughput. 

The Cisco VPN 3000 Concentrator supports the widest range ofVPN client software 

implementations, including the Cisco VPN Client, the Microsoft Windows 2000/XP L2TP/1Psec 

. Client, the.Microsoft L2TP/IPSec VPN Client for Windows 98, Windows Millennium (ME), 

Windows NT Workstation 4.0, and Microsoft PPTP.· 

-R-6S-NU-fr:3f9f1f+l;....._..,f:.~ 
CPMI - CORREIOS ·... ') ~ ' 

Cisco Systems, Inc. 
Ali contents are Copyright <C 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statemen 

Page 1 of 9 
0412 

Fls: \ 

. ... . 

-:-=~. =--==----==-=-· =-= ... -::.i;e.:.,.x.,....,' 

Doe: 
3 7 o 1 



Five Models 

The Cisco VPN 3000 Concentrator is available in tive different models: 

Cisco VPN 3005 Concentrator 

The Cisco VPN 3005 Concentrator is a VPN platform designed for small- to medium-sized organizations with bandwidth 

requirements up to full-duplex TI/E I (4 Mbps maximum performance) and up to 100 simultaneous sessions. Encryption 

processing is performed in software. The Cisco VPN 3005 does not have built-in upgrade capability. 

CiscoNPN 3015 Concentrator 

The Cisco VPN 3015 Concentrator is a VPN platform designed for small- to medium-sized organizations with bandwidth 

requirements up to full-duplex TI/El (4 Mbps maximum performance) and up to 100 simultaneous sessions. Like the Cisco 

VPN 3005, encryption processing is performed in software, but the Cisco VPN 3015 is also field-upgradable to the Cisco VPN 

3030 and 3060 models. 

Cisco VPN 3030 Concentrator 

The Cisco VPN 3030 Concentrator is a VPN platform designed for medi um to large organizations with bandwidth 

requirements from full TI/El through T3/E3(50 Mbps maximum performance) and up to 1500 simultaneous sessions. 

Specialized SEP modules perform hardware-based acceleration. The Cisco VPN 3030 is field-upgradeable to the Cisco VPN 

3060. Redundant and nonredundant configurations are available. 

Cisco VPN 3060 Concentrator 

The Cisco VPN 3060 is a VPN platform designed for large organizations demanding the highest levei of performance and 

reliability, with high-bandwidth requirements from fractional T3 through full T3/E3 or greater (100 Mbps maximum 

performance) and up to 5000 simultaneous sessions. Specialized SEP modules perform hardware-based acceleration. 

Redundant and nonredundant configurations are available. 

Cisco VPN 3080 Concentrator 

The Cisco VPN 3080 Concentrator is optimized to support large enterprise organizations that demand the highest levei of 

performance combined with support for up to I 0,000 simultaneous remo te access sessions. Specialized SEP modules perform 

hardware-based accelenition. The VPN 3080 is available in a fully redundant configuration only. 

Cisco Systems, Inc. 
Ali contents are Copyright o 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Models Comparison 

Table 1 The Cisco VPN 3000 Series Supports the Entire Range of Enterprise Applications 

Cisco VPN Cisco VPN Cisco VPN Cisco VPN Cisco VPN 
3005 3015 3030 3060 3080 

Simultaneous 100 100 1,500 5,000 10,000 
Users 1 

Maximum 100 100 500 1000 1000 
LAN-w-LAN 
Sessións 

Encryption 4 Mbps 4 Mbps 50 Mbps 100 Mbps 100 Mbps 
Throughput 

Encryption Software Software Hardware Hardware Hardware 
Method 

Available o 4 3 2 2 
Expansion Slots 

Encryption (SEP) o o 1 2 4 
Module 

Redundant SEP - - Option Option Yes 

System Memory 32/64 MB (fixed) 128MB 128/256 MB 256/512 MB 256/512 MB 

Hardware 1U Fixed 2U Scalable 2U Scalable 2U Fixed 2U 
Configuration 

Dual Power Single Option Option Option Yes 
Supply 

Client License Unlimited Unlimited Unlimited Unlimited Unlimited 

1. For planning purposes, a simultaneous user is considered to be a remate access VPN user connected in ali tunneling mode-this includes one IKE Security 
Assoc1ation and two unidirectionaiiPsec SAs (Security Associations). For environments with rekeying or split tunneling, we recommend using a VPN remate 
access load-balancing environment with spare capacity because these particular sessions will use additional system resources that otherwise would be used to 
support additional users. The Cisco VPN 3000 Series Concentrator supports the entire range of enterprise applications. 

Cisco VPN Client '. 

Simple to deploy and opera te, the Cisco VPN Client is used to establish secure, end-to-end encrypted tunnels to the Cisco 

VPN 3000 Concentrator. This thin design, IPsec-compliant implementation is provided with the Cisco VPN 3000 

Concentrator and is licensed for an unlimited number ofusers. The client can be pre-configured for mass deployments and 

the initiallogoris require very little user intervention. VPN access policies are created and stored centrally in the Cisco VPN 

3000 Concentrator and pushed to the client when a connection is established. 

0414 
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Features and Benefits 

Product Highlights 

High-Performance, Distributed-Processing Architecture 

• Cisco SEP modules provide hardware-based encryption, ensuring consistent performance throughout the rated capacity 

(Cisco VPN 3030--3080). 

• Large-scale tunneling support provided for IPsec, PPTP and L2TP/!Psec connections. 

Scala~ility (Cisco VPN 3015-3060) 

• Modular design (four expansion slots) provides investment protection, redundancy anda simple upgrade path. 

• System architecture is designed to supply consistent, high-availability performance. 

• Ali digital design provides the highest reliability and 24-hour continuous operation. 

• Robust instrumentation package provides run-time monitoring and alerts. 

• Microsoft compatibility offers large-scale client deployment and smooth integration with related systems. 

Security 

• Full support of current and emerging security standards allows for integration o f externai authentication systems and 

interoperability with third-party products. 

• Firewall capabilities through stateless packet filtering and address translation to ensure the required security o f a corporate 

LAN. 

• User and group levei management offers maximum flexibility. 

High Availability 

• Redundant subsystems and multichassis failover capabilities ensure maximum system uptime. 

• Extensive instrumentation and monitoring capabilities provide network managers with real-time system status and 

early-waming alerts. 

Robust Management 

• The Cisco VPN 30QO Concentrator can be managed using any standard Web browser (HTIP or HTIPS), as well as by 

Telnet, SSHv I, and using a 'console port. Files can be accessed through HTIPS, FTP, and SSH Copy (SCP). 

• Configuration and monitoring capability is provided for both the enterprise and the service provider. 

• Access leveis are configurable by user and groups, allowing easy configuration and maintenance of security policies. For 

larger scale deployments, the VPN 3000 Concentrators are supported in severa! Cisco network management applications. 

Those applications include: 

- IP Solution Center (/SC)-Provisions site-to-site and remote access VPN services 

- VPN Monitor-Monitors and reports on remote access and site-to-site VPN tunnel connections 

- Resource Manager Essentials (RME)-Provides operational management features such as software distribution, 

syslog reporting, inventory management 

- CiscoV!ew---Provides real time system status monitoring 

Cisco Systems, Inc. 
Ali contents are Copyright C> 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Technical Specifications 

Hardware 

Processo r 

• Motorola PowerPC Processar 

Memory 

• Redundant system images (Flash) 

• Vartable memory options (see chart) 

Encryption 

• Cisco VPN 3005, 3015-Software encryption 

• Cisco VPN 3030-3080---Hardware encryption 

Embedded LAN Interfaces 

• Cisco VPN 3005-Two autosensing, full-duplex 10/IOOBASE-TX Fast Ethemet (public/untrusted, private/trusted) 

• Cisco VPN 3015-3080---Three autosensing, full-duplex I O/ I OOBASE-TX Fast Ethemet (public/untrusted, private/trusted 

and DMZ) 

lnstrumentation 

• Cisco VPN 3005 Front panel-Unit status indicator 

• Cisco VPN 3005 Rear panei-Status LEDs for Ethemet ports 

• Cisco VPN 3015-3080 Front panei-Status LEDs for system, expansion modules, power supplies, Ethemet modules, fan 

• Cisco VPN 3015-3080 Rear panei-Status LEDs for Ethemet modules, expansion modules, power supplies 

• Cisco VPN 30 15- 3080---Activity monitor displays number o f sessions, aggregate throughput, o r CPU utilization; 

push-button selectable 

Software 

C!ient Software C~mpat~bility 

• Cisco VPN Client (!Psec) for Windows 98, ME, NT 4.0, 2000, XP, Linux (Intel), Solaris (UltraSparc 32 and 64-bit), and 

Mac OS X 10.2 (Jaguar), including centralized split-tunneling control and data compression 

• Microsoft PPTP/MPPE/MPPC, MSCHAPvl/v2, EAP/ RADIUS pass-through for EAP/TLS and EAP/GTC support 

• Microsoft L2TP/1Psec forWindows 2000/XP (including XP DHCP option for route population) 

• Microsoft L2TP/1Psec for Windows 98, Windows Millennium (ME), and Windows NT Workstation 4.0 

• MovianVPN (Certicom) Handheld VPN Client with ECC 

• Netlock (Mac OS 8 & 9) VPN Client 

Tunneling Protocols 

• !Psec, PPTP, L2TP, L4TP/1Psec, NAT Transparent !Psec, Ratified !Psec/UDP (with auto-detection and fragmentation 

avoidance), !Psec/TCP 
- --- ···--• .._H _ _ __ , 

--RGS-N"-1i:Hf.~'5-~~ 
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Encryption/Authentication 

o IPsec Encapsulating Security Payload (ESP) using DES/3DES (56/ 168-bit) o r AES ( 128, 192, 256-bit) with MOS o r SHA, 

MPPE using 401128-bit RC4 

Key Management 

o Internet Key Exchange (IKE) 

o Diffie-Hellman (DH) Groups I, 2, 5, 7 (ECDH) 

Routing 
• 

RIP, RIP2, OSPF, RRI (Reverse Route Injection), static, automatic endpoint discovery, Network Address Translation 

(NAT), Classless Interdomain Routing (CIDR) 

o IPsec fragmentation policiy control, including support for Path MTU Discovery (PMTUD) 

o Interface MTU control 

Third-Party Compatibility 

o Certicom, iPass Ready, Funk Steel Belted RADIUS certified, NTS TunneiBuilder VPN Client (Macintosh and Windows), 

Microsoft Internet Explorer, Netscape Communicator, Entrust, Baltimore, SA Keon 

High Availability 

o VRRP protocol for multi-chassis redundancy and fail-over 

o Remote Access Load Balancing clusters 

o Destination pooling for client-based fail-over and connection re-establishment 

o Redundant SEP modules (optional), power supplies, and fans (Cisco VPN 3015-3080) 

Management 

Configuration 

o Embedded management interface is accessible through console port, Telnet, SSHv I, and Secure HTTP (HTTPS) 

o Administrator access is configurable for five leveis o f authorization. Authentication can be performed externally through 

TACACS+ 

o Role-based management po'licy separates functions for service provider and end-user rnanagement 

Monitoring 

o Event logging and notification through e-mail (SMTP) 

o Automatic FTP backup o f event logs 

o SNMP MIB-11 support 

o Configurable SNMP traps 

o Syslog output 

o System status 

o Session data (including client assign IP, encryption type connection duration, client OS, version, etc) 

o General statistics 

-Cisco Systems. Inc. 
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Security 

Authentication and Accounting Servers 

• Support for redundant externai authentication servers: 

- RADIUS 

- Kerberos/Active Directory authentication 

- Microsoft NT Domain authentication 

- Microsoft NT Domain authentication with Password Expiration (MSCHAPv2) 

RSA S~curity Dynarnics (Secur!D Ready), including native support for RSA 5 (Load Balancing, Resiliency) 

• User authorization through LDAP or RADIUS 

• Internai Authentication server for up to 100 users 

• X.509v3 digital certificates (including CRL/LDAP and CRL/HTTP, CRL Caching and Backup CRL Distribution Point 

support) 

• RADIUS accounting 

• TACACS+ Administrative user authentication 

Internet-Based Packet Filtering 

• Source and destination IP address 

• Port and protocol type 

• Fragment protection 

• FTP session filtering 

• Site-to-Site Filters and NAT (for overlapping address space) 

Policy Management 

• By individual user or group 

- Filter profiles (defined internally or externally) 

- Idle and maximum session timeouts 

- Time and day access control 

- Tunneling protdcol and .security authorization profiles 

- IP Pool 

- Authentication Servers 

Certification 

• FIPS 140-2 Level2 (3.6) in process, FIPS 140-1 Level2 (3 .1), VPNC 

Ports 

• Console port-Asynchronous serial (DB-9) 

H6S·N'-'-fBtZtt1~~~ 
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Table 2 Physieal Charaeteristies 

Cisco VPN CiscoVPN Cisco VPN Cisco VPN 
Concentrator 3005 3015 3030 3060 

Height 1.75" (4.45em) 3.5" (8.89em) 3.5" (8.89em) 3.5" (8.89em) 

Width 17.5" (44.45em) 17.5" (4.45em) 17.5" (4.45em) 17.5" (4.45em) 

Depth 11 .5" (29.21em) - - -
Unit.without - 15" (38.1em) 15" (38.1cm) 15" (38.1em) 
front bezel or 
SEPS/PS 

Unit with front - 16-3/16" 16-3/16" 16-3/16" 
bezel, no (41 .12 em) (41.12 em) (41.12 em) 
SEPS/PS 

Unit with front - 16.75" (42.55 em) 16.75" (42.55 em) 16.75" (42.55 em) 
bezel and 
SEPS/PS 

Weight 8.5 lbs(3.9kg) 27 lbs(12.3kg) 28 lbs(12.7kg) 33 lbs(15kg) 

Table 3 Power Type and Requirements 

Concentrator Cisco VPN 3005 CiscoVPN 3015·3080 

Nominal 15 watts (51.22BTU/hr) 35 watts (119.50BTU/hr) 

Maximum 25 watts (85 .36BTU/hr) 50 watts (170. 72BTU/hr) 

lnput Voltage 100-240VAC 100-240VAC 

Frequency 50/60Hz 50/60Hz 

Power Factor Correction Universal Universal 

Environmental 

• Temperature: 32 to 131 F (O to 55 C) operating; -4 to 176 F (-40 to 70 C) nonoperating 

• Humidity: O to 95 pereent noncondensing 

Regulatory Compliance 

• CEMarking 

Safety 

• UL 1950, CSA 

EMC 

Cisco VPN 
3080 

3.5" (8.89em) 

17.5" (4.45em) 

-
15" (38.1em) 

16-3/16" 
(41.12 em) 

16.75" (42.55 em) 

33 lbs(15kg) 

• FCC Part 15 (CFR 47) C1ass A, EN 55022 C1ass A, EN50082-1, AS/NZS 3548 C1ass A, VCC1 C1as --R8-S·fi·Nr.tf7fl1AJT....-.:~..I 
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CISCO SYSTEMS 0VERVIEW 

Cisco VPN 3000 Series 
Concentrator 

A Remate Access VPN Solution 

lntroduction 

The Cisco VPN 3000 Series Concentrator is a 
family o f purpose-built, remote-access Virtual 

Private Network (VPN) platforms and client 
software that incorporates high availability, high 

performance and scalability with the most 

advanced encryption and authentication 
techniques available today. 

With the Cisco VPN 3000 Series Concentrator, 

customers can take advantage of the latest VPN 

technology to vastly reduce their communications 

expenditures. Unique to the industry, it is the only 

scalable platform to offer field-swappable and 

customer-upgradeable components. These 

components, called Scalable Encryption 
Processing (SEP) modules, enable users to easily 

add capacity and throughput. 

Cisco customers can choose from a range o f VPN 

3000 Concentrator models, the specific unit that 

most suits their needs and !lPPlications. The VPN 
3000 Series Concentrator includes models to 

support a range of enterprise customers, from 

small businesses with 1 00 o r fewer remote-access 

users to large organizations with up to 10,000 

simultaneous remote users. With ali versions of 

the Cisco VPN 3000 Concentrator, the Cisco VPN 

Client is provided at no additional charge and 

includes unlimited distribution licensing. 

The Cisco VPN 3000 Series Concentrator is 

available in both non-redundant and redundant 
configurations, allowing customers to build the 
most robust, reliable and cost-effective networks 

possible. In addition, advanced routing 

capabilities, such as OSPF, RIP, and Network 

Address Translation (NAT) are available. 

Product Híghlights 

The Cisco VPN 3000 Series Concentrator upports 

a wide range of Cisco customer applications in 

both small- and large-sized enterprise 

network environments. 

High-Performance, Distributed-Processing 

Architecture 

• Cisco SEP modules provide hardware-based 

encryption, which ensures consistent 

performance throughout the rated capacity 

(3030-3080) 

• Large-scale tunneling support for IPsec, PPTP 

and L2TP/1Psec connections 

Scalability (3015-3060) 

• Modular design (four expansion slots) provides 

investment protection, redundancy and a simple 

upgrade path (3015-3060) 

• System architecture designed to supply 

consistent, high-availability performance 

(30 1 5-3080) 

• Ali digital design, which provides the highest 
reliability and 24-hour continuous operation 

(30 1 5-3080) 

CPMI-GORREIOS 
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• Robust instrumentation package for run-time 
monitoring and alerts (3015-3080) 

• Microsoft<» compatibility, which offers large-scale client 

deployment and seamless integration with related 

systems (30 15-3060) 

Security 

• Full support o f current and emerging security standards, 

including RADIUS, NT Domain Authentication, RSA 

SecuriD, and digital certificates, allows for integration 

of externai authentication systems and interoperability 

with third-party produçts 

• Advanced packet-filtering capabilities, which provide 

the required security for your corporate local-area 

network (LAN) 

• User and group-level management for maximum 

~xibility 

High Availability 

• Redundant subsystems and multi-chassis fail-over 

capabilities for maximum system uptime 

• Extensive instrumentation and monitoring capabilities, 

which provide network managers with real-time system 

status and early-warning alerts 

Robust Management 

• The Cisco VPN 3000 Concentrator can be managed 

using any standard Web browser (HTTP o r HTTPS), as 

well as by Telnet, Secure Telnet, SSH, and via a console 

port 

• Configuration and monitoring capability for both the 

enterprise and the service provider 

• Access leveis are configured by user and groups, 

allowing easy configuration and maintenanc~ of security 

'J!icies 

• Available for Windows 95, 98, ME, NT 4.0, 2000, XP, 

Linux (Intel), Solaris (UltraSparc-32bit), and MAC OS 

X 10.1. 
• Centrally configurable policy management, such as split 

tunneling/local LAN access policy. is pushed down from 

the Cisco VPN 3000 Concentrator. 

Availability and Ordering lnformation 

Pricing and ordering information can be located at 

http://www.cisco.com/univercd/cc/td/doc/pcat/3000.htm/ 

A wide variety of service plans are available to support the 

Cisco VPN 3000 Series Concentrator. Some of these 

programs include: 

Annual Support Plans 

Extended Warranty, Enhanced Warranty, 7x24 

Installation Support, Remote Telephone Support, Rapid 

Exchange, Software Subscription 

lnstallation Services 

Onsite Installation Service 

Time and Materiais 

· Repair and Return, Remate Telephone Support (7x24 or 

M-F/8 -5), Unit Replacement, Software Update, 

Hardware Configuration 

Cisco Systems CPM~ :~REIOs, 
Copyright O 2001 Cisco Systems, Inc. Ali Rights Reserved. 
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Release Notes for Cisco 
VPN 3000 Series Concentrator, 
Release 4.0 
:. 

CCO Date: April 7, 2003 

Part Number 78-15416-01 

lntroduction 
~ .. 

Note You can find the most current documentation for released Cisco VPN 3000 
products at http://www.cisco.com or http://cco.cisco.com. These electronic 
documents might contain updates and changes made after the hard-copy 
document,s were printed. 

CISCO SYSTEMS 

These release notes are for Cisco VPN 3000 Series Concentrator Release 4.0 
software. These release notes describe new features , limitations and restrictions, 
interoperability notes, and related documentation. They also list issues you should 
be aware o f and the procedures you should follow before loading this release. The 

Corporate Headquarters: 
Cisco Systems , Inc., 170 West Tasrnan Drive, San Jose, CA 95134-1706 USA 
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Contents 

Contents 

section, "Usage Notes," describes interoperability considerations and other issues 
you should be aware o f when installing and using the VPN 3000 Series 
Concentrator. Read these release notes carefully prior to installing this release . 

These release notes describe the following topics: 

System Requirements, page 2 

Upgrading to Release 4.0, page 3 

New Features in Release 4.0, page 6 

Usage Notes, page 10 

Open Caveats for VPN 3000 Series Concentrator, page 16 

Caveat Resolved in Release 4.0, page 21 

Documentation Updates, page 26 

Obtaining Documentation, page 28 

Obtaining Technical Assistance, page 30 

System Requirements 
This section describes the system requirements for Release 4.0. 

Hardware Supported 

Cisco VPN 3000 Series Concentrator software Release 4.0 supports the following 
hardware platforms: 

• Cisco VPN 3000 Series Concentrators, Models 3005 through 3080 

• Altiga Networks VPN Concentrators, Models CIO through C60 

Relme Note• fm c;~o VPN 3000 1.:-:.'~eotrato,, Relea~ 4.0 
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Platform Files 

~· 
Caution 

Release 4.0 contains two binary files, one for each of two platforms: 

• Files beginning with vpn3 o o O- support the VPN Concentrator 3015 through 
3080 platforms. 

• Files beginning with vpn3 o o 5- support the VPN Concentrator 3005 
platform only. 

------------------------------------------------------------
Be sure you install the correct file for the platform you are upgrading. 

Upgrading to Release 4.0 

78-15416-01 

~. 

This section contains information about upgrading from earlier releases to 
Release 4.0. 

When upgrading VPN 3000 Concentrator releases, you must clear the cache in 
your browser to ensure that ali new screens display correctly when you are 
managing the VPN Concentrator. 

Note You must also log in and click "Save Needed" to add new Release 4.0 
parameters to the configuration file. These new Release 4.0 parameters are 
added to the running configuration immediately, but they are not added to the 
saved configuration until you click the "Save Needed" or "Save" icon in the 
VPN Concentrator Manager. 

Upgrading to a new version o f the VPN 3000 Concentra to r software does not 
automatically overwrite the existing configuration file . Configuration options for 
new features (for example, IKE proposals) are not automatically saved to the 
·configuration file on an upgrade. The HTML Manager displays "Save Needed" 
(rather than "Save") to indicate that the configuration needs to be saved. If the 
configuration is not saved, then on the next reboot, the new configuration options 
are added again. I f you need to send the configuration file to the TAC, save the 
running configur;:ttion to the configuration file first. 

·Retease Notes for Ci~co VPN 3000 Series Concentrator, Re 
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• Upgrading to Release 4.0 

Before Vou Begin 

Before you upgrade to this release, back up your existing conjiguration to the flash 
and to an externa! server. This ensures that you can retum to the previous 
configuration and software if you need to. 

Be aware o f the following considerations before you upgrade. These are known 
product behaviors, and your knowing about them at the beginning o f the process 
should expedi te your product upgrade experience. Where appropriate, the number 

• of the caveat documenting the issue appears at the end o f the item. See Open 
Caveats for VPN 3000 Series Concentrator, page 16 for a description o f using this 
number to locate a particular caveat. 

Release 4.0 ofthe VPN 3000 Concentrator software contains severa! features that 
interact with corresponding new features in the Release 3.6.x versions ofthe VPN 
Client and VPN 3002 Hardware Client software. To get the full benefit of this 
release you should upgrade your client software as well as your concentrator 
software. The VPN 3000 Concentrator software, Release 4.0, does operate with 
VPN Client and VPN 3002 Hardware Client versions 3.0 and higher, but you 
should upgrade these, to o, to take full advantage o f the new features. 

• To use the VPN Client, Release 3.0 or higher, you must upgrade the VPN 
Concentrator to Release 3.0 or higher. The VPN Client, Release 3.0 or higher, 
does not operate with the VPN 3000 Concentrator version 2.5 or earlier 
verswns. 

Do not update the VPN 3000 Concentrator when the system is under heavy 
use, as the update might fail (CSCdr61206). 

• Ifyou are upgrading from Release 3.0 to Release 3.1 or higher and you are 
using the "Group Lookup" feature, you must manually set Group Lookup 
after the upgrade. To enable this feature, go to Configuration I System I 
General I Authentication and select the Enable check box (CSCdu63961). 

Use the following backup procedure to ensure that you have a ready backup 
configuration. 

Backing Up the Existing Configuration to the Flash 

1. Go to Administration I F~le Management I Files. 

2. Select the configuration file and click Copy . 

. . Release·Notes for Cisco VPN 3000 Series Concentrator; Releas.e 4.0 
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3. Enter a name for the backup file (in 8.3 format; for example, name it 
CON367BK.TST) 

You have now backed up the existing configuration to the flash. 

Backing Up the Existing Configuration to an Externai Server 

~ .. 

You should also back up the configuration to a server. You can do this in many 
ways, one o f which is to download the file using your Web Browser from the 
HTML interface (VPN Manager) . 

You can now upgrade the software with assurance that you can return to your 
previous firmware using your previous configuration. 

Note After upgrading, be sure to clear the cache on your browser. Release 4.0 adds 
features and enhances HTML page layouts. Clearing your browser cache 
ensures that everything displays correctly and uses the new features and 
layout. 

Downgrading from Release 4.0 

78-15416-01 

lfyou need to return to a release prior to Release 4.0, do the following: 

Step 1 Reloadthe firmware for the desired release. (Do not reboot yet.) 

Step 2 Rename the existing configuration (for example, rename it as CON367BK. TST). 

Step 3 Delete "CONFIO". 
'· 

Step4 Copy the previously saved backup file (for example, CON36BKP.TST) to 
CONFIO. Do not click Save (otherwise, your original CONFIG file will be 
overwritten with the running configuration). 

Step 5 Perform a software re·set. 

Your prior firmware and image are restored. 

-·-·---~-
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New Features in Release 4.0 

New Features in Release 4.0 
This section describes the new features in Release 4.0 of the VPN 3000 Series 
Concentrator. For detailed instructions about how to configure and use these 
features, see VPN 3000 Series Concentrator Reference Volume 1: Configuration 
and VPN 3000 Series Concentrator Reference Volume 11: Administration and 
Management. 

Hardware Acceleration for Advanced Encryption Standard (AES) 

~~ 
Note 

VPN 3000 Concentrator models 3015 and higher now offer an enhanced, scalable 
encryption processar (SEP-E), that provides hardware support for AES (software 
support was added in Release 3.6) . This feature has no configuration implications. 
For installation information about the new SEP-E modules, see Installing SEP or 
SEP-E Modules in the VPN 3000 Series Concentrator. 

The VPN 3000 Concentrator uses either SEP or SEP-E modules, not both. Do 
not install both on the same device. If you install a SEP-E module on a VPN 
Concentrator that already contains a SEP module, the VPN Concentrator 
disables the SEP module and uses only the SEP-E module. 

· 512MB On-Board Memory 

You can now upgrade your VPN 3060 or 3080 Concentrator memory to 512 MB. 

~~ 
Note To take advantage o f this additional memory, you must also update the VPN 

Concentrator Manager to Version 4.0 and update the VPN Concentrator 
Bootcode to Version 4.0. 

If your VPN 3000 Concentrator is running low on memory resources, upgrading 
to 512 MB will help. Symptoms that indicate low memory include the following: 

• VPN Concentrator cannot support the necessary number of tunnels . 

• VPN Concentrator cannot accept additional connections. 

• VPN Concentrator crashes. 

· Release-Notes for Cisco VPN 3000 Series ~ator, Release 4.0 
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New Features in Release 4.0 

To determine the amount o f memory currently installed in your VPN 
Concentrator, use the Monitoring I Status screen. For information about installing 
memory upgrades and about updating the VPN Concentrator Manager and the 
VPN Concentrator Bootcode, see Upgrading Memory to 512MB in the VPN 3000 
Series Concentrator, included with your memory upgrade kit. 

RADIUS User Filters 

With Release 4.0, administrators can define remote access user filters in Cisco 
Secure ACS as download PIX ACLs oras a Cisco vendor-specific RADIUS 
attribute AV-PAIR (26/9/1), rather than having to define them on each VPN 
Concentrator. This feature provides limited support for to download inbound 
access controllists or filters and apply them to a user or group, rather than 
defining the filters on the VPN Concentrator. 

A network administrator can configure the filters on a RADIUS server, rather than 
on the VPN Concentrator. To provide information about the filter and filter rules, 
the VPN Concentrator's management system includes a new screen in the 
monitoring and administration sessions. 

Backup LAN-to-LAN 

78-15416-01 

~ ... 

The Backup LAN-to-LAN feature lets you establish redundancy for your 
LAN-:to-LAN connection. Unlike VRRP, which provides a failover for the VPN 
Concentrator, Backup LAN-to~LAN provides a failo~er for the connection itself. 
Although VRRP and Backup LAN-to-LAN are both ways of establishing 
continuity of service should a VPN Concentrator fail, Backup LAN-to-LAN 
provides tertain advantages that VRRP does not. 

• You can configure Backup LAN-to-LAN and load balancing on the same 
device, but you cannot configure VRRP and load balancing on the same VPN 
Concentrator. 

• Redundant Backup LAN-to-LAN peers do not have to be located at the same 
site. VRRP backup peers cannot be geographically dispersed, 

Note This feature does not work in conjunction with VRRP. Ifyou set up a Backup 
LAN-to-LAN configuration, disable VRRP. t~· · 
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New Features in Release 4.0 

Native Kerberos Authentication 

Release 4.0 supports authentication to Kerberos/ Active directory, which is the 
default authentication mechanism in Windows 2000 and Windows XP. Kerberos 
is an authentication protocol for use on untrusted networks. The protocol 
comprises two stages o f authentication--the first levei is to a key distribution 
center (KDC), and the second levei is between each client and server. 

To configure this feature, an administrator must add a Kerberos authentication 
• server on a group basis or add the server to the global authentication servers list 

and configure such parameters as server IP address, server port, number o f retries, 
and so on. The IPSec group tab includes Kerberos as an authentication type, and 
statistical displays also include Kerberos authentication statistics. 

See the Open Caveats section for information about configuration issues with 
Active Directory (CSCdz62206) and Linux/UNIX (CSCea20236). 

LDAP/RADIUS Authorization 

This feature separates user authorization (permissions) from user authentication. 
lt lets certificate users receive permissions by means of LDAP or RADIUS 
without secondary authentication via XAUTH. lt also lets non-certificate users 
using any type ofauthentication scheme (Kerberos, NT Domain, SDI, Radius, and 
Interna!) to retrieve these permissions/attributes. 

Thefeature pr:ovides a way to configure RADI.US andLDAP. authorization servers 
and event information. The network administrator configures authorization 
servers on a global system or group basis . 

~lerts (Delete with Reason Notifications) 

The VPN 3000 Concentrator and the VPN 3002 Hardware Client can send alerts 
with reasons for disconnects. and reboots they initiate to either the VPl'-l"Client or 
Concentrator to which they connect. When a disconnect occurs, the VPN Client 
displays the disconnect notice and the reason (i f available) in the Event log. 

The VPN Client can also send alerts regarding disconnects that it initiates, but it 
does not send a reason. 

tw 
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New Features in Release 4.0 

SNMP Enhancements 

With Release 4.0, you can configure a list of particular event identifiers to track, 
as well as tracking events by class and severity. For more information, see VPN 
3000 Series Concentrator Reference Volume I: Configuration, Chapter 1 O, 
"Events." 

Disable LAN,.to-LAN T unnels 

With Release 4.0, an administrator can disable a LAN-to-LAN VPN connection 
without deleting its configuration. This feature can be useful for troubleshooting 
a connection. 

Configurable giaddr for Group-Based DHCP 

This feature lets an administrator define a network address on a group basis to be 
used in DHCP proxy address assignments. To use this feature, DHCP proxy must 
be enabled on the VPN 3000 Series Concentrator. The administrator enters a 
network address without a subnet mask under group and user configuration. This 
address indicates to the DHCP server the scope (that is, the range of available IP 
addresses on the DHCP server) within which to assign the address. 

Memory Conservation Enhancemenis 

Release 4.0 includes modifications to memory structures and allocation 
algorithm's to limit unnecessary memory use. 

Memory_ Statistics Display Enhancements 

78-15416-01 

The VPN 3000 Concentrator and the VPN 3002 Hardware Client now monitor and 
display memory usage in terms ofblock size and free and used blocks. The 
display also includes a new page with detailed statistics. 
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• Usage Notes 

Enhanced Sygate Firewall AYT Support 

Release 4.0 includes support for Sygate Personal Firewall, Sygate Personal 
Firewall Pro, and Sygate Security Agent. 

Enhanced PING Command Features 

• Admin users who have only read access can now do PING commands, using either 
the Monitor tab on the GUI or the command-line interface. The PING command 
also appears, as before, on the Admin tab, accessible to users who have full access 
privileges. The PING command now shows the reply time in milliseconds and not 
just "device is available." 

Adjustable DPD Timeout 

For dead-peer detection (DPD), this feature lets an administrator configure the 
interval that the Concentrator waits before beginning Keepalive monitoring. This 
feature applies only to Easy VPN Clients that are using IKE Keepalives. 

Usage Notes 
This section lists interoperability considenitions and othet issues to cónsider 
before installing and using Release 4.0 o f the VPN 3000 Series Concentrator 
software. 

Online Documentation 

The online· documentation might not be accessible when using Internet Expl()rer 
with Adobe Acrobat, Version 3.0.1 . To resolve this issue, upgrade to Acrobat 4.0 
or higher. The latest version of Adobe Acrobat is available at the Adobe web site: 
http://www.adobe.com. 
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Disable Group lock When Using SOl or NT Domain 
Authentication 

This feature is supported only when using Internai or RADIUS authentication. To 
ensure that you are using this feature properly please refer to the following URL: 
http :/ /www.cisco.com/warp/customer/4 71 /altigagroup.html 

Password Expiry Does Not Change User Profile for LAN 

You must enable Start Before Logon on the VPN Client and possibly may need to 
make sure that DNS and WINS servers are properly configured (CSCdv73252). 

Browser lnteroperability lssues 

The following sections describe known behaviors and issues with the indicated 
Web browsers. 

VPN 3000 Concentrator Fully Supports Only Netscape and Internet Explorer 

Currently, the VPN 3000 Concentrator fully supports only Netscape and 
Internet Explorer. Using other browsers might cause unacceptable behavior; 
for_ example, if you attempt to use an unsupported Web Bro_wser to manage 
the VPN 3000 Concentrator, clicking any ofthe links might return you to the 
login screen. (CSCdx87630). 

Internet Explorer 4.x Browser lssues 

78-15416-01 

The following are known issues with Internet Explorer 4 .X and the VPN 
Concentrator Manager (the HTML management interface). To avoid these 
problems, use the latest version o f Internet Explorer. 

• If you encounter a script errar when you try to save your configuration file 
using Internet Explorer 4.0, reinstall Internet Explorer 4.0, or upgrade to a 
!ater version o f Internet Explorer. Reinstalling Internet Explorer fixes the 
problem. 

Release Notes for Çisco VPN 3000 Series Conce11trato~, Releasç 
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Usage Notes 

• If you plan to upgrade the firmware on multiple VPN Concentrators at the 
same time from the same PC, use the version o f Internet Explorer on the 
Cisco VPN 3000 software distribution media or newer. Using an earlier 
version could cause a failure in one or more o f the upgrades. 

• When connecting to the VPN Concentrator using SSL with Internet Explorer 
4.0 (v4. 72.21 06.8), you might receive a message box saying, "This page 
contains both secure and non-secure items. Do you want to download the 
non-secure items?" Select Yes. There really are no non-secure items on the 
page and the problem is with Internet Explorer 4.0. Ifyou upgrade to Internet 
Explorer 4.0 Service Pack 1 or Service Pack 2, you should not see this error 
message agam. 

After adding a new SSL certificate, you might have to restart the browser to 
use the new certificate. 

VPN CI ient Used with Zone Labs lntegrity Agent Uses Port 5054 

VPN Clients, when used with the Zone Labs Integrity Agent, are put into a . ) 
"restricted state" upon connection to the Integrity Server i f a port other than 5054 , 
is used. The restricted state simply means the VPN Client is able to communicate 
on1y with the Integrity Server; all other traffic is blocked (CSCdw50994). 

Workaround: 

Do one o f the following: 

• Configure the VPN Concentrator and the Integrity Server to use port 5054 
when communicating with each other. 

• Edit the WEB.XML file in the Integrity directory and search for 5054 (the 
port that In,tegrity uses/looks for). Change it to 5000, save, and restart the 
Integrity Server. 

Administer Sessions Screen Shows Data for Wrong Group 

When an L2TP/IPSec connection is established, authentication should behave as 
follows: 

1. The Tunnel Grotip is authenticated (using the OU field in the Certificate or 
using the Base Group). 

Release N.otes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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Usage Notes 

2. The User should be authenticated (using the authentication method of the 
tunnel group. 

3. The User's Group (as defined by the group delimiter option) should be 
authenticated. 

This all works properly, but in the Administration I Administer Sessions screen, 
the Tunnel Group displays instead o f the User's Group (CSCdy00360) . 

Long lnitialization for SNMP Traps in Releases 3.0, 3.5, and 3.5.1 

(_ In Releases 3.0, 3.5, and 3.5.1 of the VPN 3000/3002 products, the SNMP task 
takes 3-5 minutes to complete initialization after a device reboot. Traps being 
processed during this interval are queued and sent to the SNMP Management 
station after SNMP task initialization completes. 

However, the cold start trap, normally sent as a result of a device rebooting, is 
never sent. 

In Release 2.5.X, the cold start trap is properly sent to the SNMP Manager after 
a device reboots (CSCdt01583). 

Windows NT Authentication Servers Can't Follow Other Server 
T ypes in the a Prioritized Authentication Server List 

78-15416-01 

· Ifan Windows NT se~ver foliows a non-NT serve~ in the prioritized authentication 
server list, and the non-NT server becomes unavailable for some reason, the VPN 
3000 Concentrator detects this and falls back to the Windows NT server. I f the 
tunnel being established is PPTP or L2TP, the authentication attempt to the 
Windows NT server also fails . 

Therefore, when configuring PPTP or L2TP connections, do not place Windows 
NT authentication servers behind other types o f servers in the applicable 
authentication setver list (CSCdy07226). 

3701 
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Accessing Online Glossary Requires Connection to Cisco.com 

The Glossary button at the top of all Help screens tries to contact univercd at 
www.cisco.com (the Cisco documentation site). This connection requires 
connectivity to Cisco's main web si te . I f your PC does not have a corporate 
Internet connection or your firewall blocks access , the following errar appears 
when you attempt to access the Glossary: 

"The page cannot be displayed." 

To access the Glossary, you must be connected to www.cisco.com (CSCdy14238). 

SNMP T raps VRRP Notifications and cipSecMIBNotifications 
Are Not Supported 

The VPN 3000 Concentrator does not support the VRRPNotifications and 
cipSecMIBNotifications SNMP traps. You can configure VRRP for these SNMP 
traps without getting an errar message, but the traps themselves are not supported, 
sono action occurs. The same is true of Cisco IPSec-flow MIB notifications 
(CSCdx44580). 

RSA Allows aCAto lssue Only One Certificate_with any DN 

The rekey option to renew an SSL certificate from the RSA CA results in a · 
rejection o f the request. 

The resubmit/renew feature does work with RSA as longas the certificate being 
rekeyed or rene)-Ved is first deleted from the CA database. RSA does not allow a 
CAto issue more than 1 certificate with any particular DN (CSCdv27743). 

-Reauthentication on Rekey lnterval 

Ifyou have enabled the Reauthentication on Rekey feature, the VPN Concentrator 
prompts users to enter an ID and password during Phase 1 IKE negotiations and 
also prompts for user authentication whenever a rekey occurs . Reauthentication 
provides additional security. 

· Release Notes for Cisco VPN 3000 Series Concentnitor, Release 4.0 
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If the configured rekey interval is very short, users might find repeated 
authorization requests inconvenient. In this case, disable reauthentication. To 
check your VPN Concentrator's configured rekey interval, see the Lifetime 
Measurement, Data Lifetime, and Time Lifetime fields on the Configuration I 
System I Tunneling Protocols I IPSec I IKE Proposals I Add or Modify screen. 

Note At 85% o f the rekey interval, the software client prompts the user to 
reauthenticate. lfthe user does not respond within approximately 90 seconds, 

• the VPN Concentrator drops the connection. 

PN 3000 Concentrator Ignores RADIUS Packets Longer Than 
4096 Bytes 

Some RADIUS Servers exceed the Maximum RADIUS packet size of 4096 bytes. 
The VPN 3000 Series Concentrator ignores RADIUS packets that exceed this 
length (CSCdz90027). 

Downgrading to Release 3.6 with a Release 4.0 Configuration 
Deletes lnformation from LAN-to-LAN Groups 

78-15416-01 

A VPN Concentrator with more than 125 users and groups combined fails to 
terminate tunnels. ifthe.SEPs are not active. This is because a VPN Concei:Úrator 
with no active SEPs is considered to be a model 3015, and model 3015 supports 
only 125 users and groups combined. 

This condition could unexpectedly arise if a VPN Concentrator with a SEP-E, 
running Release 4.0, is downgraded to Release 3.6. This would result in the 
problem, because the Release 3.6 does not support the SEP-E module . The 

. SEP-Es are det_ectedas unknown cards ifpresent when running Release 3.6 code. 

If you encounter a situation, for whatever reason, where you are trying to load a 
configuration with more users than are supported by the model, the following 
event appears on the console after a reboot: 

* * * * * * * * * * * * * * * * *·* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
3 03/20/2003 14 :03:16.260 SEV=3 CONFIG/32 RPT=l 

'!:~elease Notes for Cisco VPN 3000 Series Concentrator; ·Release 
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Open Caveats for VPN 3000 Series Concentrator 

SERVE Too Many Entries Errar. Delete an entry before adding a new one. 

************************************************************* 

(CSCea51435) 

VPN Client Supports Elevated Privileges Using the MSI Installer 

Windows Installer 2.0 must be installed on a Windows NT or Windows 2000 PC 
prior to configuring the PC for a Restricted User with Elevated Privileges When 
using elevated privileges, the VPN Client program files are created under the 
specific user, not "ALL" users. (CSCea37900). 

Open Caveats for VPN 3000 Series Concentrator 

~ .. 
Note 

Caveats describe unexpected behavior or defects in Cisco software releases. The 
following list is sorted by identifier number. 

Ifyou have an account with CCO, you can use Bug Navigator 11 to find caveats 
of any severity for any release. To reach Bug Navigator 11 on CCO, select 
Software & Support: Online Technical Support: Software Bug Toolkit or 
navigate to 
http://www.cisco.com/cgi-bin/Support/Bugtoolllaunch_bugtool.pl. 

The following problems exist with the VPN 3000 Series Concentrator, 
Release 4.0. 

• CSCds44095 

L2TP over IPSec connections fail if going through a NAT device. During the 
connection establishment, the VPN Client and the VPN 3000 Concentrator 
exchange IP addresses. When the client sends what it believes to be the VPN 
3000 Concentrator's address (really the NATed address), the VPN 3000 
Concentrator releases the connection. 

This is because the address assigned to the interface does not match the 
address coming in from the client. The same issue exists on the client side. 
This will not be resolved until the Windows 2000 MS client supports UDP 
encapsulation. 

· Relea•e Note• foiC;"o VPN - Se1~ceno"o', Rete ... 4.0 
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Open Caveats for VPN 3000 Series Concentrator 

• CSCdt08303 

When configuring a LAN-to-LAN connection with lOS or PIX, it is 
important to match the keepalive configuration (both "ON" or both "OFF"). 
Ifthe keepalive configuration is OFF for the VPN 3000 Concentrator and ON 
for the lOS device, the tunne1 will be estab1ished with data. 

lOS tears down the tunne1 because the VPN 3000 Concentrator does not 
respond to lOS style keepalives ifkeepalives are configured to be OFF for the 
VPN 3000 Concentrator. 

• CSCdw36613 

In some cases, the Zone Labs Integrity Agent may not properly update on the 
Windows NT version 4.0 operating system while the VPN Client is 
connected, policy is changed and re-deployed, and the connection is up. 
Specifically, i f you "Block Internet Servers" under the Firewall Security 
Rules in the Policy and then Deploy that new policy, a PC running Windows 
NT version 4.0 receives the updated policy, but it might not put the "Block 
Internet Servers" setting o f that policy in to effect. 

Workaround: 

Reboot the operating system. 

• CSCdx47596 

Dueto a Microsoft bug, Windows XP PCs are not capable ofreceiving a large 
number ofClassless Static Routes (CSR). The VPN 3000 Concentrator limits 
the number of CSRs that are iriserted into a DHCP INFORM message 
response when configured to doso. 

The VPN 3000 Concentrator limits the number ofroutes to 28-42, depending 
on the class. 

• CSCdx89348 

The Concentrator may display the following events during a VPN Client 
connection. These events were found to be due to the client being behind a 
Linksys Çab1e/DSL router that was incorrectly modifying theClient's 
packets, causing them to fail authentication when received by the VPN 
Concentrator. The problem is more prominent if LZS compression is used. 

Events: 

131500 06/20/2002 17:08:34.300 SEV=4 IPSEC/4 RPT=4632 

IPSec ESP Tunne1 Inb: Packet authentication failed, username: gray, SPI: 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 
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Open Caveats for VPN 3000 Series Concentrator 

4e0ldb67, Seq Num: 0000850f. Dump of fa iled hash follows . 

Linksys has been notified about the problem. 

Workaround: 

Although no workaround currently exists, disabling LZS compression on the 
Concentrator helps reduce the number o f events. To disable LZS compression 
on the Concentrator set the "IPComp" setting on the IPSec tab o f the group 
configuration to "none". 

• CSCdy26161 

The Microsoft L2TP/IPSec client for Windows 98, Windows ME, and 
Windows NT does not connect to the VPN 3000 Concentrator using digital 
certificates. 

Workaround: 

Use Preshared keys. 

• CSCdy27564 

The Assigned IP address for a PIX-501 in Network Extension Mode appears 
on the VPN 3000 Concentrator as 0.0.0.0 until the first IPSec/Phase 2 rekey 
takes place. After the Phase 2 rekey completes, the Assigned IP address is 
correctly set to the PIX-50 1 's private interface network address. 

• CSCdz24882 

U~ing Microsoft Internet Explorer version 5.0, you cannot create a detailed 
memory report from the Monitoring I System Status I Memory Status I 
Detailed Memory Report button. The file memüry.txt is not created. The 
report does work i f the file already exists. You can create the file initially i f 
you run a detailed report from the CLI interface. Internet Explorer version 5.5 
and N:etscape work fine. 

• CSCdz83332 

When switching between tabs under the interfaces section o f the 
html-management page,_ the action may eventually (ail. 

I f this happens simply go back to the interface summary page and drill back 
down into the desired interface. Everything will resume working again. 
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• CSCdz87108 

The LDAP Authorization failure reasons depend on how the LDAP server 
implements these error codes. RFC 1777-LDAP states that the LDAP server 
might not retum an error code, therefore in those situations the VPN 3000 
failure reason is "Invalid response received from server". 

For the case in which the LDAP server does retum a specific error diagnostic 
(for example, noSuchAttribute) the VPN 3000 failure reason displays the 
appropriate string. 

• CSCea20236 

Before you use the VPN Concentrator to authenticate a user to a Linux or 
Unix server running a Kerberos server, follow these steps: 

a. Check the keys available for the user you want to authenticate. Run: 

kadmin.local -q "getprinc username" 

b. Make sure that "DES cbc mode with RSA-MD5, Version 5" is one ofthe 
available keys. If you do not see "DES cbc mode with RSA-MD5, 
Version 5", edit the kdc.conffile and add or move des-cbc-md5 selections 
to the beginning o f the supported_enctypes = line. For example: 

[realms] 

MYCOMPANY.COM = { 

master_key _type = des-cbc-crc 

supported_enctypes = des-cbc-md5:normal des-cbc-md5:norealm 
des-cbc-md5 :onlyrealm 

Save the file. Then, restart the krb5kdc, kadmin, and krb524 services. 

c. ~o create the "DES cbc mode with RSA-MD5" keys, change the users 
password: 

kadmin.local -q "cpw -pw newpassword username" 

Now you should be able to authenticate that user to your Linux/Unix 
Ke.rberos 5 server. · · 

• CSCea29828 

HTTP Software Updates sometimes fail with "Software Update Error". 
Retrying the operation does not update the image. 

Workarounds: 

F1s : O 4 3 4 
-------

Doe: 370 1 



Open Caveats for VPN 3000 Series Concentrator 

Do one o f the following: 

- Perform the Software Update using the CLI/telnet interface. 

- Reboot the VPN 3000. Performing an HTTP Software Update will now 
succeed. 

• CSCea460 18 

When a backup SEP-E fails over to Software, the Activity LED and Status 
LED stay green, even though the SEP-E is no longer operational. 

• CSCea52820 

The text from the Help page for the Monitoring I System Status I Memory 
Details page in HTML incorrectly refers to "Memory Detail Report". The 
page is labelled and called: "Detailed Memory Report" . 

CSCea52936 

The Help for the SEP-E in the Monitoring I System Status I SEP in-line SEP 
page is incomplete. In other sections, we make reference to the SEP-E. We 
should add: 

"AES (SEP-E only)" to the Encryption and Decryption bullet. 

This screen displays status and statistics for a VPN Concentrator SEP 
(Scalable Encryption Processing) ora SEP-E (Enhanced SEP) module, which 
performs hardware-based cryptographic functions: 

- Random-number generation. 

- . Hash transforms (MD5 and SHA-1) for authentication. 

- Encryption and decryption (DES and Triple-DES). 

The screen shows cumulative data since the system was last booted or reset. 

• CSC~a69156 

LDAP Authorization to a Microsoft Active Directory LDAP server using 
authenticated Bind requests is not supported in this release. Only anonymous 
Binds are currently supported. · 

· Release Notes.for.Cisco VPN 3000 Series Concentrator, Release 4.0 
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Caveat Resolved in Release 4.0 • 

Caveat Resolved in Release 4.0 

78-15416-01 

Release 4.0 resolves the following issues: 

• CSCdy09630 

The description o f the lPSec Backup Servers feature in the VPN 3000 
Concentrator Series Reference documentation indicates that it applies only to 
the VPN3002 Hardware Client. The feature now applies to the Software 
Client as well. For information about this feature and how to configure it, on 
the VPN Concentrator, see VPN Client Administrator Guide, Chapter 1. For 
information about how to configure Backup Servers in the VPN Client, see 
VPN Client User Guide. 

CSCdyl2056 

If a LAN-to-LAN tunnel between a VPN 3000 Concentrator and an lOS 
device is misconfigured and repeatedly fails to establish, then the VPN 3000 
Concentrator could enter a state where a reboot is required. 

One way to encounter this problem is to try to setup lOS to handle both 
LAN-to-LAN tunnels and Remate Access tunnels on the same interface, 
without breaking the lOS interface into V-LANs. This is a misconfiguration 
and is not supported by lOS, but it can lead to problems with the VPN 3000 
Concentra to r. 

This configuration is not supported because lOS does not allow the same 
crypto map to be used to terminate hoth LAN-to-LAN tunnels and Remote 

. Acc~ss tupnels . .In additi.on, lOS only allows one crypto map to be applied per 
interface. 

Consequently, ifboth types oftunnels must be terminated on a single physical 
interf!lce, that interface must be broken out into V-LANs. Dividing the 
physical interface in this way enables a different crypto map to be applied to 
each virtual interface. This in turn enables both types o f tunnels to be 
terminated on the same physical interface while maintaining a valid 
configuration .. 

• CSCdy26296 

When viewing bandwidth management statistics via the CLI, with Bandwidth 
Management enabled and multiple users connected, all user sessions scroll 
through on the screen without the user being prompted to press space to 
continue or Q to quit. 

Release for Cisco VPN 3000 Series Concentrator, Release 
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Caveat Resolved in Release 4.0 

• CSCdy28464 

Documentation for the Bandwidth Management feature in Release 3.6.1 
refers to a configuration option in which bandwidth aggregation is 
automatically applied to a LAN-to-LAN connection when a bandwidth 
reservation policy is applied to a LAN-to-LAN connection. This feature is not 
available in Release 3.6.1. 

To ensure that bandwidth is always available for a LAN-to-LAN connection 
via the HTML interface, navigate to Configuration I User Management I 
Groups . Highlight the LAN-to-LAN group, and select the Assign Bandwidth 
Policies button. Select the public interface, and next to the Bandwidth 
Aggregation parameter, enter the amount o f bandwidth to reserve from the 
total available bandwidth for this connection. 

Ifbandwidth aggregation is not set for a LAN-to-LAN connection, a situation 
might occur where there is not enough bandwidth available for the tunnel to 
be established. 

• CSCdz48220 

The VPN 3000 Concentrator continually requests the nade secret from the 
RSA server. The RSA server considers these requests as failed login attempts 
by the RSA server; therefore, the user's account is disabled. 

This problem occurs under the following conditions: 

- The VPN 3000 Concentrator does not have the nade secret stored locally. 

- The VPN Client provides an incorrect passcode. 

CSCdz4S332 

lfyou add and delete filters through the GUI interface (Configuration ISystem 
IPolicy Management I Traffic Management I Filters), there is a very small 
memory leak for each filter created and deleted. 

• CSCdz48402 

The VPN 3000 Concentrator does not consistently send Delete with Reason 
inessages to ali the connected clients when yóu do Reboot *NOW*. The VPN 
Clients believe they are still connected, but they will eventually disconnect 
dueto the Client's Dead-Peer-Detection mechanism. 

• CSCdz53656 

Authorization server statistics are not available in this release. 

. Release Notes for Cisco VPN 3000 Series Concentrator, Release 4.0 
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• CSCdz62206 

If you use Active Directory/Kerberos authentication on the VPN 3000 
Concentrator and would like to authenticate to a Windows 2000 or .NET 
Active Directory server, you must change ali the users' Account options to 
"Use DES encryption types for this account". This is required because the 
Release 4.0 VPN 3000 Concentrator uses DES encryption, but Windows 
Active Directory uses RC4. 

• CSCdz71450 

When using Active Directory/Kerberos for authentication, ifthe user types in 
the usemame or password incorrectly, the VPN 3000 Concentrator simply 
ends the connection after the first failure. The user should be prompted three 
times before failing as it does when using Internai, Radius, or NT Domain 
authentication methods. 

• CSCdz77794 

On the Monitoring I Statistics I Authentication and Monitoring I Statistics I 
Accounting screens, if you click Reset, then ali group-based statistics show 
up with the Group column=Base Group. In order to show group-based 
statistics again, click Restore. 

• CSCdz78109 

SEP-E to SEP-E failover and SEP-E to software failover are not supported in 
Beta releases. 

New connections are not accepted after SEP-E failover with severa! calls 
previously connected and passing data. 

• CSCdz79541 

Duplicate of CSCdz85139. 

• CSCdz83301 

If a simple password is configured under the OSPF tab, in any o f the interface 
configuration pages, the deleted entry will re-appear even after deleting the 
password; selecting none for OSPF authentication and clicking apply. 

• CSCdz84481 

When a user fails authentication due to a restriction placed on the account at 
the Active Directory server, the VPN 3000 Concentrator Events do not 
display the reason for the failure. Some restrictions on the account could be 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 
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Account Expired, Account Disab1ed, Account Locked-Out, Not within Logon 
Hours and Password Change required. For most ofthese restrictions you will 
see the following Events: 

124 01/20/2003 11:12:55.590 SEV=10 AUTHDECODE/43 RPT=4 

Kerberos: Error type: Client's creds have been revoked 

130 01/20/2003 11:12:55.590 SEV=4 AUTH/9 RPT=9 70 .139.1.5 

Authentication fai1ed: Reason = lnva1id response received from server hand1e 
= 196, server = 198.133.219.25, user = myuser 

• CSCdz85139 

When you add an LDAP Authorization server, the events refer to the server ) 
with "type=TACACS+." 

• CSCdz87048 

The VPN 3000 Concentrator may 1eak memory when a VPN Client connects 
and down1oads and ACL User Fi1ter from the RADIUS Server. The amount 
o f memory 1eaked is close1y associated with the size o f the actua1 fi1ter. 

• CSCdz87381 

I f you extemally authenticate Groups and U sers to a RADIUS Server, the 
User filters assigned by the RADIUS Server get corrupted. lt is recommended 
that you authenticate the Groups 1ocally on the Concentrator and the Users 
extemally on a RADIUS Server when uti1izing the RADIUS User Fi1ter 
feature. 

• CSCea02122 

RADIUS based user filters are not cleared from the Concentrator when PPTP 
or L2TP connections are terminated. 

• CSCea03407 

Using Netscape version 4.7, under Admin I Admin Sessions, the RADIUS 
User ACL fi1ters get disp1ayed in a narrow 1 inch wide co1umn with no scroll 

- capabilitiés. The filters are displayed correctly -under Monitoring-j Dynamic 
filters. 

• CSCea12148 

Release Notes 

Ifyour_ VPN Concentrator has a SEP-E installed, you might see the following 
event message when you boot: 

Ci~o VPN 3000 SctconOotM, Rei••~ 4.0 
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Caveat Resolved in Release 4.0 

CAPI-RSA PKCS1 payload to be decrypted is not in PKCS1 forrnat, bad 
block type=[Ox7][0xb8]. 

Ifyou receive this event, you will be unable to use HTTPS to manage the VPN 
Concentrator. To workaround this problem, delete the SSL certificate (from 
the Administration [ Certificate Management screen), then generate a new 
SSL certificate. 

• CSCea13002 

The functionality that allows the administrator to create a network list, from 
within a LAN-to-LAN configuration page, has changed. 

In previous releases, the user could create a network list from within the 
LAN-to-LAN configuration page. The new method for creating a network list 
uses a link on the LAN-to-LAN index page to the network list configuration 
page. 

This change was resolves a problem with Reverse Route lnjection when the 
network lists are added from within the LAN-to-LAN page. With the previous 
method, the routes, corresponding to the network lists that were added via the 
LAN-to-LAN page, were not present in the routing table . 

• CSCea16255 

When Strip Realm is disabled, accounting requests should be sent as user 
name=user. But instead, accounting requests are incorrectly sent with user 
name=user@realm (Duplicate of CSCea44988). 

• CSCea20412 

Using Authentication=RADIUS with Expiry, the VPN Concentrator 
establishes the tunnel but skips either RADIUS or LDAP authorization. 

• CSCea24328 

When using Kerberos/ Active Directory authentication, i f a user types a 
usemame with the "@" symbol and Realm using alllowercase for the realm 
(that is, usemam@mycompany.com instead of 
u.sername@MYCOMPANY..COM), the following error occurs onthe VPN 
Concentrator, and the Kerberos server status changes to "Not-in-service". 

78 02/ 19/2003 16:59:49.250 SEV=7 AUTHDBG/76 RPT=8 
Unable to correlate received message with authentication session 

83 02/ 19/2003 16:59:53 .150 SEV=4 AUTH/15 RPT=76 
Server name = 1 00.136.50.2, type = KERBEROS, 
group = KerberosGroup, status = Not-in-service 

. Release Notes for Cisco VPN 3000 Series Concentrator, Release 
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Documentation Updates 

When using Kerberos/ Active directory for authenticating, users should enter 
only their username, username@REALM.COM with Realm all in 
UPPERCASE letters, or use the Strip Realm setting for the Group on the 
Concentrator. 

• CSCea25668 

Statically assigned filters take precedence over dynamically assigned filters. 
lt should be the other way around. 

Documentation Updates 
The Cisco VPN 3000 Series Concentrator documentation set has been revised for 
this release and is available online through Cisco Connection Online (CCO). This 
section contains any changes and corrections to the documentation that occurred 
after the documentation was published. 

Documentation Changes 

The following document requires modifications, reflecting product changes, as 
noted in the following sections: 

VPN 3000 Series Concentrator Reference Volume I: Configuration 

Changes to VPN 3000 Series Concentrator Reference Volume 1: Configuration 

Please note the following changes to the Configuration manual. 

Syslog Servers Now Supported on Both Windows and UNIX Operating Systems 

The VPN 3000 Concentrator now supports syslog ser:vers on both Windows and 
UNIX (Linux and Soh1ris) operating system platfoims. In VPN 3000 Series. 
Concentrator Reference Volume 1: Configuration, Chapter 1 O, "Events," and in 
the corresponding online Help, the text and the screen captures refer to UNIX 
syslog servers . This restriction on the type o f syslog server operating environment 

· no longer exists. · 

\;V 
Concentrator, Release 4.0 
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lnbound Firewall Rules Must Not limit Traffic to UDP Source Port 4500 

~" 

In VPN 3000 Series Concentrator Reference Volume I: Configuration, Chapter 7, 
"Tunneling Protocols," make the following change to the note on page 7-35, under 
Tunneling Protocols I Configuration I System I Tunneling Protocol I IPsec I NAT 
Transparency area, regarding IPsec over NAT-T: 

Note The source port o f the client may vary from UDP 4500 especially when 
• traversing a PAT device, so any inbound firewall rules must not specifically 

limit traffic to a source port of 4500. 

VPN 3000 Concentrator Documentation Updates 

In addition to these Release Notes, the following documents are new or have been 
updated for Release 4.0: 

VPN 3000 Series Concentrator Reference Volume I: Configuration 

• VPN 3000 Series Concentrator Reference Volume II: Administration and 
Management 

VPN 3000 Series Concentrator Getting Started 

• Online Help 

Related Documentation 

78-15416-01 

VPN qient User Guide for Windows 

VPN Client Administrator Guide 

VPN 3002 Hardware Client Getting Started 

• VPN. 3002 Hardware Client Reference. 

VPN 3002 Hardware Client Quick Start Card 

Release Notes for Cisco VPN 3000 Series Concentrator, Release 



Service and Support 

Service and Support 

~ .. 

For service and support for a product purchased from a reseller, contact the 
reseller, who offers a wide variety o f Cisco service and support programs 
described in "Service and Support" in Cisco Information Packet shipped with 
your product. 

Note • If you purchased your product from a reseller, you can access CCO as a guest. 
CCO is Cisco Systems' primary real-time support channel. Your reseller offers 
programs that include direct access to eco services. 

For service and support for a product purchased directly from Cisco, use CCO. 

Software Configuration Tips on the Cisco TAC Home Page 

The Cisco TAC home page includes technical tips and configuration information 
for the VPN 3000 Concentrator and client. Find this information at: 

http://www.cisco .com/warp/public/707/#vpn3000. 

Obtaining Documentation 

Cisco.com 

Cisco provides several ways to obtain documentation, technical assistance, and 
other technical resources. These sections explain how to obtain technical 
information from Cisco Systems. 

You c~ri access the most current Cisco docurhentation on the World -Wide Web at 
this URL: 

http: //www.cisco.com/univercd/home/home.htm 

You can access the Cisco website at this URL: 

http: //www.cisco.com 

. ReJ~ase Notes for Cisco VPN 3000 Ser_ies Concentrator, Release 4.0 
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Obtaining Doe 

International Cisco websites can be accessed from this URL: 

http: //www.cisco.com/public/countries_languages.shtml 

Documentation CD-ROM 

Cisco documentation and additionalliterature are available in a Cisco 
Documentation CD-ROM package, which may have shipped with your product. 

• The Documentation CD-ROM is updated regularly and may be more current than 
printed documentation. The CD-ROM package is available as a single unit or 
through an annual or quarterly subscription. 

Registered Cisco.com users can order a single Documentation CD-ROM (product 
number DOC-CONDOCCD=) through the Cisco Ordering tool: 

http :/ /www. cisco. com/ en/US/partner I ordering/ ordering_p lace_ order _ orderi ng_ t 
ool_launch.html 

Ali users can order monthly or quarterly subscriptions through the online 
Subscription Store: 

http :/ /www.cisco.com/ go/subscription 

Ordering Documentation 

( 

78-15416-01 

You can find instructions for ordering documentation at this URL: 

http://www.cisco.com/univercd/cc/td/doc/es_inpck/pdi .htm 

You can order Cisco documentation in these ways: 

• Registered ,Cisco.com users (Cisco direct customers) can order Cisco product 
documentation from the Networking Products MarketPlace: 

http://www.cisco.com/en/US/partner/ordering/index.shtml 

• Nonregistered Cisco.com·users can order documentatúm through a . loc~l 

account representative by calling Cisco Systems Corporate Headquarters 
(California, U.S.A.) at 408 526-7208 or, elsewhere in North America, by 
calling 800 553-NETS (6387). 

Fls: -------
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Obtaining T echnical Assistance 

Documentation Feedback 

You can submit comments electronically on Cisco.com. On the Cisco 
Documentation home page, click Feedback at the top o f the page. 

You can e-mail your comments to bug-doc@cisco.com. 

You can submit comments by using the response card (ifpresent) behind the front 
cover of your document or by writing to the following address: 

• Cisco Systems 
Attn: Customer Document Ordering 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 

Obtaining T echnical Assistance 

Cisco.com 

Cisco provides Cisco.com, which includes the Cisco Technical Assistance Center 
(TAC) website, as a starting point for all technical assistance. Customers and 
partners can obtain online documentation, troubleshooting tips, and sample 
configurations from the Cisco TAC website. Cisco.com registered users have 
complete access to the technical support resources on the Cisco TAC website, 
including TAC tools and utilities. 

Cisco.com offers a suíte of interactive, networked services that let you access 
Cisco information, networking solutions, services, programs, and resources at any 
time, from anywhere in the world. 

Ci~co.com provides. abroad range offeatures. and.services to.help you with these . 
tasks: 

• Streamline business processes and improve productivity 

• Resolve technical issues with online support 

• Download and test software packages 
. . 

• Order Cisco learning materiais and merchandise 

Relom.Note• '"' Cl,;co V~N 3000 s.,;~uow, Rele.,. 4.0 
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Obtaining Technical Assistance 

• Register for onlin skill assessment, training, and certification programs 

To obtain customized information and service, you can self-register on Cisco. com 
at this URL: 

http :/ /tools.cisco.com/RPF /register/register.do 

T echnical Assistance Center 

The Cisco TAC is available to all customers who need technical assistance with a 
Cisco product, technology, or solution. Two types of support are available: the 
Cisco TAC website and the Cisco TAC Escalation Center. The type o f support that 
you choose depends on the priority o f the problem and the conditions stated in 
service contracts, when applicable. 

We categorize Cisco TAC inquiries according to urgency: 

Priority levei 4 (P4)-You need information or assistance conceming Cisco 
product capabilities, product installation, or basic product configuration. 
There is little or no impact to your business operations. 

Priority levei 3 (P3)-0perational performance o f the network is impaired, 
but most business operations remain functional. You and Cisco are willing to 
commit resources during normal business hours to restore service to 
satisfactory leveis. 

• Priority levei 2 (P2)-0peration o f an existing network is severely degraded, 
or significant aspects ofyour business operations are negatively impacted by 
inadequate performance of Cisco products. You and.Cisco will commit 
full-time resources during normal business hours to resolve the situation. 

• Priority levei 1 (P 1 )- An existing network is "down," or there is a cri ti cal 
impat t to your business operations. You and Cisco will commit all necessary 
resources around the clock to resolve the situation. 

Cisco TAC Website 

. 78-15416-01 

The Cisco TAC website provides online documents and tools to help troubleshoot 
and resolve technical issues with Cisco products and technologies. To access the 
Cisco TAC website, go to this URL: . 

http :/ /www.cisco.com/tac 

Release Notes for Cisco VPN 3009 Series Conc~ntrator, Release 
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Obtaining Additional Publications and lnfonnation 

All customers, partners, and resellers who have a valid Cisco service contract 
have complete access to the technical support resources on the Cisco TAC 
website . Some services on the Cisco TAC website require a Cisco.com login ID 
and password. I f you have a valid service contract but do not have a login ID or 
password, go to this URL to register: 

http :/ /tools.cisco.com/RPF /register/register.do 

If you are a Cisco.com registered user, and you cannot resolve your technical 
issues by using the Cisco TAC website, you can open a case online at this URL: 

http :/ /www.cisco.com/tac/ caseopen 

I f you have Internet access, we recommend that you open P3 and P4 cases online 
so that you can fully describe the situation and attach any necessary files. 

Cisco TAC Escalation Center 

The Cisco TAC Escalation Center addresses priority levei 1 or priority levei 2 
issues. These classifications are assigned when severe network degradation 
significantly impacts business operations. When you contact the TAC Escalation . -.· ) 
Center with a P 1 or P2 problem, a Cisco TAC engineer automatically opens a case. 

To obtain a directory oftoll-free Cisco TAC telephone numbers for your country, 
go to this URL: 

http://www.cisco.com/warp/public/687/Directory/DirTAC.shtml 

Before calling, please check with your network operations center to determine the 
Cisco support services to which your company is entitled: for example, 
SMARTnet, SMARTnet Onsite, or Network Supported Accounts (NSA). When 
you call the center, please have available your service agreement number and your 
product s~rial ~umber. 

Obtaining Additional Publications and lnformation 
Information about Cisco products, technologies, and network solutions is 
available from various online and printed sources. 

• The Cisco Product Catalog describes the networking products offered by 
Cisco Systems, as well as ordering and customer support services. Access the 
Cisco froduct Catalog at this URL: 

Release Notes for Cisco VPN 3000 Series Concentrat~ase 4.0 . . 
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Obtaining Additional Publications and lnformation 

htt ://www.cisco.com/en/US/products/products_catalog_links_launch.html 

Cisco Press publishes a wide range o f networking publications. Cisco 
suggests these titles for new and experienced users: Internetworking Terms 
and Acronyms Dictionary, Internetworking Technology Handbook, 
Internetworking Troubleshooting Guide, and the lnternetworking Design 
Guide. For current Cisco Press titles and other information, go to Cisco Press 
online at this URL: 

http :/ /www.ciscopress.com 

Packet magazine is the Cisco quarterly publication that provides the latest 
networking trends, technology breakthroughs, and Cisco products and 
solutions to help industry professionals get the most from their networking 
investment. lncluded are networking deployment and troubleshooting tips, 
configuration examples, customer case studies, tutoriais and training, 
certification information, and links to numerous in-depth online resources. 
You can access Packet magazine at this URL: 

http :/ /www.cisco.com/ go/packet 

iQ Magazine is the Cisco bimonthly publication that delivers the latest 
information about Internet business strategies for executives. You can access 
iQ Magazine at this URL: 

http: I lwww. cisco. com/ go/iqmagazine 

• Internet Protocol Journal is a quarterly journal published by Cisco Systems 
·for engineering professionals involved in.designing, developing, and 
operating public and private internets and intranets. You can access the 
Internet Protocol Journal at this URL: 

http://www.cisco.com/en/US/about/ac 123/ac 14 7 /about_cisco_the_internet_ 
proto~o lj ~urna! . html 

Training-Cisco offers world-class networking training. Current offerings in 
network training are listed at this URL: 

http://www.cisco.com/en/US/learning/le31/learning_recommended_training 
_list.html 

This document is to be used in conjunction with the documents listed in the "Related Documentation" section. 

· CCIP, CCSP, the Çisco Arrow logo, the Cisco Pi:Jwered Network mark, the Ci"sco Systems Verified logo, Cisco Unity, 
Follow Me Browsing, FormShare, iQ Net Readiness Scorecard, Networking Academy, and ScriptShare are 
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SNMP Object Navigator 
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SNMP Object Navigator 
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HOME TRANSLATE/BROWSE SEARCH VIEW & MIB 
DOWNLOAD SUPPORT IN 

MIBS SOFTWARE 

Here is a list of MIBs that is supported by c1700-k9sv3y7-mz.12.2-15.T. 

BRIDGE-MIB 
CISCO-ATM-EXT -MIB 
CISCO-MEMORY-POOL-MIB 
Çl s_çp-BjJ_LK.:EJLE-M I B 
CISC_Q:PING-M].6 
CISCO-CALL-HISTORY-MIB 
CISCO-PROCESS-MIB 
CISCO-CAR-MIB 
OLD-CISCO-CPU-MI B 
CISCO-QUEUE-MIB 
CISCO-CDP-MIB 
OLD-CISCO-INTERFACES-MI~ 
CISCO-RTIMON-MIB 
SNMP-TARGET-MIB 
CISCO-CONFIG-COPY-MIB 
OLD-CISCO-IP-MIB 
CISCO-SNAPSHOT-MIB 
SNMP-USM-MIB 
CISCO-CONFIG-MAN-MIB 
OLD-CI SCO-MEMORY -M I B 
CISCO-SYSLOG-MIB 
SNMP-VACM-MIB 
CISCO-DIAL-CONTROL-MIB 
OLD-CISCO-SYSTEM-MIB 
XGCP-MIB 
CISCO-TCP-MIB 
SNMPv2-MIB 
CISCO-FLASH-MIB 
OLD-CISCO-TCP-MIB 
CISCO-IPSEC-FLOW-MONITOR-MI B 
CISCO-VOICE-ANALOG-IF-MIB 
TCP-MIB 

. Ob!2~Ç1$_ÇQ~Is~_MJ!;? 
CIS_ÇO-IPS_f:_Ç-MIB_ 
CISCO-VOICE-DIAL-_CONTRQJ,__:_M_ f_l:! 
UD_P._:-MIB 
PIM-MIB 
CISCO-IPSEC-POLICY -MAP-MIB 
OLD-CISCO-FLASH-MIB 
RFC1213-MIB 
CI_SCO-PIM-MI~ 
CISCO-VLAN-IFT ABLE-RELA TIONSHIP-MIB 
BEC1253-Mill 
CISCO-PRODUCTS-MIB 
CISCO-CLASS-BASED-QOS-M I B 
CJS_CQ:JUE:N~I~_ML~;? 
ÇJSÇQ_:]_Ç_S_~Q_S1J-MJ.~ 
CISCO-ATM-PVCTRAP-EXTN-MIB 
IPMROUTE-STD-MIB 
Ç_I_SÇ_Q_: I_ÇIE:JE': fQ13.WA8_0_:___M.16 
CISCO-IETF-IP-MIB 

Feedback 1 Help 

Related Tools 

TAC Case Open 

T AC Case Query 

MIB Locator 

----·~--·---·------. 
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CISCO-FRAME-RELA Y -MIB 
CISCO-FTP-CLIENT-MIB 
CISCO-VOICE-IF-MIB 
CISCO-H323-TC-MIB 
CISCO-VPDN-MGMT-MIB 
CISCO-HSRP-EXT-MIB 
DIAL-CONTROL-MIB 
RFC1315-MIB 
CISCO-HSRP-MIB 
ENTITY-MIB 
.8_E_C1381-MI~ 

ÇISCO-IETF-AI_M2-PVCTRA!:~Mm 
HC-RMON-MIB 
CISCO-ISDNU-IF-MIB 
RFC1382-MIB 
CISCO-IMAGE-MIB 
IF-MIB 
CISCO-STACKMAKER-MIB 
RFC1406-MIB 
CISCO-IP-STAT-MIB 
I NT -SERV -GUARANTEEO-M I B 
CISCO-CALL-APPLICATION-MIB 
RMON-MIB 
CIS.Q_O-IPM_BOUJE-Mill. 
INT-SERV-MIB 
CISCO-CAS-IF-MIB 
RMON2-MIB 
CISCO-ISDN-MIB 
ISDN-MIB 
CISCO-CIRCUIT-INTERFACE-MIB 
RS-232-MIB 
OLD-CISCO-CHASSIS-MIB 
CISCO-NTP-MIB 
RSVP-MIB 
CISCO-VOICE-COMMON-DIAL-CONTROL-MIB 
.SMON-MIB 
CISCO-VPDN-MGMT-EXT-MIB 
SNMP-FRAMEWORK-MIB 
ETHERLIKE-MIB 
IGMP-STD-MIB 
MSDP-MIB 
CISCO-ENTITY -VENDORTYPE-01 0-M I B 
SNMP-NOTIFICATION-MIB 
IP-FORWARD-MIB 
CISCO-ENTITY -ASSET -MIB 
CISCO-SIP-UA-MIB 
CISCO-BGP4-MIB 
CISCO-PPPOE-MIB 
ATM-MIB '. 
BGP4-MIB 

Page 2 of2 
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Obtaining Additional Publications and lnformation 

trademarks o f Cisco Systems, Inc.; Changing the Way We Work, Live, Play, and Learn, The Fastest Way to lncrease 
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Cisco 1751 Modular A 

The content in this catalog is updated on a monthly basis-for the most current information please see 

http://www.cisco.com/en!US/products/hw/routers/ps221 /index. html 

Product Overview 
The Cisco 1751 Modular Access Router is ideally suited to help you evolve your organization into an e-business. It supports 
e-business features such as VPNs; secure Internet, intranet, and extranet access with optional firewall technology; and 
broadband, cable connectivity, and multiservice voice/video/data/fax integration. 

The Cisco J 751 router delivers its capabilities with the power o f Cisco IOS® Software in a modular integrated access 
solution.The Cisco 1751 router provides a cost-effective solution to support e-business applications through a 
comprehensive feature set including support for: 

• Multiservice voice/fax/data integration 

• Secure Internet, intranet, and extranet access with VPN and firewall 

• Integrated broadband DSL connectivity 

• VLAN support (IEEE 802.1 Q) 

The Cisco 1751 router is available in two models that enable you to easily tailor an access solution to suit your e-Business 
requirements today and in the future. See table below. 

Table 18-30: Cisco 1751 Modular Access Routers 

Descrlptlon 

Cisco 1751 Base Model 

Cisco 1751-V Multiservice Model 

Key Features and Benefits 

Speclfication 

lncludes everything an office needs for data networking now (16MB Flash, 32MB DRAM, and 
Cisco lOS lP software feature set), with a simple upgrade path to full voice functionality. WAN 
interface cards are available separately. 

lncludes ali the features needed for immediate integration of data and voice services with 
support for up to two voice channels (32 MB Flash and 64 MB DRAM, one DSP, and Cisco 
lOS lP Plus Voice feature set). Voice and WAN interface cards are available separately. 

Table 18-31: Key Features and Benefits of Cisco 1751 

F e atures 

Flexlblllty 

Full Cisco lOS Software support, including 
multiprotocol routing (lP, lPX, Apple Talk, 
1BM/SNA) and bridging 

lntegrated Volce and Data Networklng 

Cisco 1751 router chassis accepts both 
WAN and voice interface cards 

Modular Archltecture 

Benefits 

Provides the industry 's most robust, scalable, and feature-rich intemetworking software 
support using the de facto standard networking software for the Internet and private 
WANs 

Part ofthe Cisco end-to-end network solution 

Reduces long-distance to li charges by allowing the data network to carry interoffice voice 
ánd fax traffic 

Works with existing handsets, key units, and PBXs, eliminating the need for a costly 
phone-equipment upgrade 

Provides a path to migrate to IP Telephony 

'-'' 
Accepts an array o f WAN and voice 
interface cards 

Visit Cisco Connection Online at www.cisco.com 

Adds ftexibility and investment protection 
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F e atures 

WAN interface carcls are shared with Cisco 
1600, 1700,2600, and 3600 routers 

Autosensing 10/100 Fast Ethernet 

Expansion Slot on Motherboard 

Dual DSP Slots 

Security 

The Cisco !OS Firewall Feature Set 
includes context-based access control for 
dynamic firewall filtering, denial-of­
service detection and prevention, Java 
blocking, real-time alerts, Intrusion 
Detection Sy:5tem (IDS), and encryption 

IPSec DES and 3DES 

Hardware-Based Encryption Using 
Optional VPN Module 

Device Authentication and Key 
Management 

IKE, X.509v3 digital certification, and 
support for certificate enrollment protocol 
(CEP) with certification authorities (CAs) 
such as Verisign and Entrust 

User Authentlcatlon 

PAP/CHAP, RADIUS, TACACS+ 

VPN Tunnellng 

IPSec, GRE, L2TP, L2F 

Cisco Easy-VPN client 

Cisco Unified VPN Access Server 

Management 

IEEE 802.1 Q VLAN Support 

Manageable via SNMP (CiscoView, 
CiscoWorks2000), Telnet, and console port 

Ease of Use and lnstallatlon 

Cisco ConfigMaker, SETUP configuration 
uti!ity, Autolnstall, color-coded ports/ 
cables, and LED status indicators 

Network Address Translation (NÀT) and 
Easy IP 

QoS 
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Beneflts 

Reduce cost ofmaintaining inventory 

Lower training costs for support personnel 

Protects investments through re-use on various platforms 

Simplifies migration to Fast Ethernet performance in the office 

Allows expandability to support hardware-assisted encryption at TI /E I speeds Allows 
support for future technologies 

Allow expandability to support additional voice channels 

Allows internai users to access the Internet with secure, per-application-based, dynamic 
access control, while preventing unauthorized Internet users from accessing the internai 
LAN 

Enable creation o f VPNs by providing industry-standard data privacy, integrity, and 
authenticity as data traverses the Internet ora shared public network 

Supports up to 168-bit encryption 

Supports wire-speed encryption up to T l/E I speeds 

Ensure proper identity and authenticity o f devices and data 

Enable scalability to very large IPSec networks through automated key management 

Support allleading user identity verification schemes 

Olfer choice of standards-based tunneling methods to create VPNs for IP and non-IP 
traffic 

Allow standards-based IPSec or L2TP client to interoperate with Cisco lOS tunneling 
technologies 

Fully interoperable with public certificate authorities and IPSec standards-based products 

Part ofthe scalable Cisco end-to-end VPN solution portfolio 

Allows the router to act as remote VPN client and have VPN policies pushed down from 
the VPN concentrator 

Allows the router to terminate remote access VPNs inítiated by mobile and remote 
workers running Cisco VPN client software on PCs; and allows the router to terminate 
site-site VPNs initiated by lOS routers using the Cisco Easy-VPN client feature 

VLANs enable efficient traffic separation, provide better bandwidth utilization, and 
alleviate scaling issues by logically segmenting the physical LAN infrastructure into 
dilferent subnets. 

Allow central monitoring, configuration, and diagnostics for ali functions integrated in 
the Cisco 1751 router, reducing management time and costs 

Simplifies and reduces deployment time and costs with graphical LANIVPN policy 
configurator; command-line, coiltext-sensitive configuration questions; and 
straightforward cabling 

LEDs allows quick diagnostics and troubleshooting 

Simplifies deployment and reduces Internet access costs 

) 
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Beneflts 

CAR, Policy Routing, WFQ, PQ/CBWFQ, Allocates WAN bandwidth to priority applications for.improved performance 
GTS, RSVP, DSCP, cRTP, MLPP and LFI 

Reliability and Scalability 

Cisco lOS Software, dial-on-demand Improves network reliability and enables scalability to large networks 
routing, dual-bank Flash memory, scalable 
routing protocols such as OSPF, EIGRP, 
andHSRP 

Broadband Connectivity Options 

ADSL and cable connectivity deliver 
business-class broadband access 

Devlce lntegratlon 

Leverage broadband access technologies like cable and DSL to increase WAN 
connectivity speeds and reduce WAN access costs 

The Cisco 1751 supports ADSL connectivity with ADSL WIC 

Cable connectivity with the Cisco 1751 and optional integrated Cisco uBR91 O Series 
Cable DSU deliver business-class broadband access 

Integrated router, voice gateway, firewall , Reduce costs and simplifies management 
encryption, VPN tunnel server, DSU/CSU, 
and NT I in a single device 

For a complete list ofphysical interfaces, see tables below. 

Table 18-32: Physlcallnterfaces/Archltecture 

Descrlption Speclfication 

One 10/100 Base-T Fast Ethemet Port Automatic speed detection; automatic duplex negotiation; VLAN support 
(R145) 

One Voice Interface Card Slot Supports a single voice interface card with two ports per card 

Two WAN Interface Card/Voice Interface Supports any combination o f up to two WAN interface cards o r voice interface cards 
Card Slots 

Ethemet WAN Interface Cards Supports PPP and PPPoE; operates in full and half-duplex modes 

One Auxiliary (AUX) Port RJ-45 jack with RS232 interface (plug compatible with Cisco 2500 Series AUX port); 
asynchronous serial DTE with full modem controls (CO, DSR, RTS, CTS); asynchronous 
serial data rates up to 115.2 kbps 

One Console Port RJ-45 jack with RS232 interface (plug compatible with Cisco 1000/1600/2500 series 
console ports); asynchronous serial DTE; transmit/receive rales up to 115.2 kbps (default 
9600 bps, nota network data port); no hardware handshaking such as RTS/CTS 

One Internai Expansion Slot Supports hardware-assisted services such as encryption (up to TI/E I) 

RISC Processor Motorola MPC860P PowerQUICC at 48MHz 

Table 18-33: WAN Support 

Descrlptlon 

Asynchronous Serial Interfaces on Serial 
WAN Interface Cards 

ISDN WAN Interface Cards 

ADSL WAN Interface Cards 

Speclfication 

Interface speed: up to 115.2 Kbps; asynchronous serial protocols: Point-to-Point Protocol 
(PPP), Serial Line Internet Protocol (SLIP); asynchronous interface; EIA/TIA-232 

ISDN dialup and ISDN leased line (IDSL) at 64 and 128 Kbps; encapsulation over ISDN 
leased line; Frame Relay and PPP 

Supports ATP adaption Layer 5 (AAL5) services and applications; interoperates with 
Alcatel DSLAM with Alcatel chipset and Cisco 6130/6260 DSLAM with Globespan 
chipset; ANSI Tl.413 issue 2 and !TU 992.1 (G.DMT) compliant 

Table 18-34: WAN Interface Cards for the Cisco 1751 Router 

Module Descrlptlon 

WIC-IT One serial, async, and sync (TI /E I) 
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Module Descrlptlon 

WIC-2T Two serial, async, and sync (TI/E I) 

WIC-2NS Two low-speed serial (up to 128 kbps), async, and sync 

WIC-18-Sfr One ISDN BRI Sfr 

WIC-18-U One ISDN BUI U with integrated NTI 

WIC-1 DSU-56K4 One integrated 56/64-kbps, four-wire DSU/CSU 

WIC-IDSU-TI One integrated Tl/fractional TI DSU/CSU 

WIC-IADSL One-port ADSL interface 

WIC-IENET One-port I O Base-T Ethernet Interfuce 

WIC-IAM One-port V.90 analog modem WIC 

WIC-2AM Two-port V.90 analog modem WIC 

WIC-ISHD9L One-port G.SHDSL interface 

Table 18-35: Volce Interface Cards for the Cisco 1751 Router 

Module 

VIC-2FXS 

VIC-2DID 

VIC-2FXO 

VIC-2FXO-EU 

VIC-2FXO-MI 

VIC-2FXO-M2 

VIC-2FXO-M3 

VIC-2EIM 

VIC-2BRI-NTfrE 

VWIC-IMFT-TI 

VWIC-2MFT-TI 

VWIC-2MFT-TI-DI 

VWIC-IMFT-EI 

VWIC-2MFT-EI 

VWIC-2MFT-El-DI 

VWIC-1 MFT-G703 

VWIC-2MFT-G703 

Voice lmplementation Requirements 

Descrlptlon 

Two-port FXS voice/fax interface card for voice/fax network module 

Two-port DID (direct inward dia!) voice/fax interface card 

Two-port FXO voice/fax interface card for voice/fax network module 

Two-port FXO voice/fax interface card for Europe 

Two-port FXO voice/fax interface card with battery reversal detection and Caller ID 
support (for US, Canada, and others) [enhanced version ofthe VIC-2FXO-EU] 

Two-port FXO voice/fax interface card with battery reversal detection and Caller ID 
support (for Europe) [enhanced version ofthe VIC-2FXO-EU] 

Two-port FXO voice/fax interface card for Austral ia 

Two-port E&M voice/fax interface card for voice/fax network module 

Two-port network Side ISDN BRI interface 

One-port RJ-48 multiflex trunk-TI 

Two-port RJ-48 multiflex trunk-TI 

Two-port RJ-48 multiflex trunk-TI with drop and insert 

One-port RJ-48 multiflex trunk-EI 

Two-port RJ-48 multiflex trunk-EI 

Two-port RJ-48 multiflex trunk-EI with drop and insert 

One-port RJ-48 multiflex trunk-EI G.703 

Two-port RJ-48 multiflex trunk-EI G.703 

To implement VoX using the Cisco 1751 router, the following table describes the DSP requirements to support their specific 
voice port configuration. Ata minimum, one DSP is required for each analog VIC and two DSPs for each ISDN BRI VIC. 
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e 18-36: DSP resources requlred based on VIC type 

Number of Volce Calls 
VIC Supported per VIC Mlnlmum Number of DSPs Requlred 

Analog (VIC-2FXS, VIC-2FXO, VIC2-EIM) 2 

Digital (VIC-2BRI-NTffE) 

One or two port TI/El Multiflex VWICs 

4 ( 4 B-channels) 

24 DSOs for TI card, 30 
DSOs for E I card 1 

I. Cisco 1751 Router supports the maximum 30 DSO channels. 

I DSP (PVDM-256K-4 higher) 

2 DSPs 

(Two PVDM-256K-4 or one PVDM-256K-8 or higher) 

Depends on Codec, refer to table below 

Table 18-37: Maximum Channels Support per DSP for T1/E1 Multiflex VWICs 

Codec Kbps Max Channels/DSP (Digital Calls) 

G.711 64 (PCM) 6 

G.729a 8 (CS-ACELP) 3 

G.726 16(ADPCM) 3 

G.723 .1 5.3/6.3 (ACELP) 2 

G.728 32 (ADPCMILDCLP) 2 

The Cisco 1751-V router includes one PVDM-256K-4 (one DSP) which allows support for one analog VIC with no 
additional DSP requirements. Iftwo analog VICs or one or more digital ISDN VICs are used, then additional DSP resources 
are needed. The Cisco 1751 router or Cisco 1751-V router has two DSP slots to allow easy expandability to support 
additional voice channels. For a complete Iist ofDSP modules see table below. 

Table 18-38: Cisco 1751 DSP Modules 

Module Description 

PVDM-256K-4 4-channel packet voice/fax DSP module ( one DSP) 

PVDM-256K-8 8-channel packet voice/fax DSP module (two DSPs) 

PVDM-256K-12 12-channel packet voice/fax DSP module (three DSPs) 

PVDM-256K- 16 16-channel packet voice/fax DSP module (four DSPs) 

PVDM-256K-20 20-channel packet voice/fax DSP module (five DSPs) 

Se ·t· t· pec1 1ca 1ons 

-Hardware 

:rable 18-39: Power Speclfications for the Cisco 1751 

Description Specificatlon 

Locking connector on power socket Yes 

Externai Power Brick Yes 

AC lnput Voltage 100-240 VAC 

Frequency 50-60Hz 

AC Input Current rated IA, measured 0.5A 

Power Dissipation 20W (maximum) 
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Table 18-40: Physlcal and Envlronmental Speclflcatlons for the Cisco 1751 ) 
Descrlptlon Speclflcatlon 

Dimensions (H x W x D) 4.0 X JJ.2 X 8.7 in. (IQ.Q X 28.4 X 22.1 em) 

Weight (minimum) 3.0 lb (1.36 kg) 

Weight (maximum) 3.5 lb ( 1.59 kg) 

Operating Temperature 32 to 104.F (O to 40.C) 

Storage Temperature -4 to 149.F (-20 to 65·q 

Relative Humidity 10 to 85% noncondensing operating; 5 to 95% noncondensing, nonoperating 

Table 18-41: Regulatory Approvals and Certlflcatlons for the Cisco 1751 I 
Descrlptlon Speclflcatlon 

Safety • 
Regulatory Approvals UL 1950, 3rd Edition 

CSA 22.2 No 950-95, 3rd Edition 

EN60950 with AI through A4 and Ali 

EN41003 

TCA TSOO 1-1997 

AS/NZS 3260 with AI through A4 

IEC 60950 with AI through A4 and ali country deviations 

NOM-0 19-SCFI 

GB4943 ETSI 300-047 

BS 6301 (power supply) EMI 

AS/NRZ 3548 Class B 

CNS-13438 FCC Part 15 Class B 

EN60555-2 Class B 

EN55022 Class B 

VCCI Class li 

CISPR-22 Class B 

EN55024 comprised of IEC 1000-4-2 (EN61000-4-2) 

IEC 1000-4-3 (ENV50140) 

IEC 1000-4-4 (EN61000-4-4) 

IEC 1000-4-5 (EN61000-4-5) 

IEC 1000-4-6 (ENV50141) 

IEC I 000-4-11 ) 
IEC 1000-3-2 Network Homologation 

Europe CTR2, CTR3, TBR21 

Canada CS-03 

United States FCC Part68 

Japan Jate NTT 

Australia!New Zealand TSO 13fTS-031, TS002, TS003 

Hong Kong CR22 

J 
· ..._Y 
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Software 

Cisco lOS Software Feature Sets 
The Cisco 1751 router supports a choice of Cisco lOS Software feature sets. Each feature set requires specific amounts of 
Flash and DRAM memory in the product. For default memory configurations, please see table below. 

Table 18-42: Cisco 1751 Memory Defaults and Maxlmums 

Model Number Default FLASH/Maximum FLASH Default DRAM/Maxlmum ORAM 

Cisco 1751 16MB/16MB 32MB/96MB 

Cisco 1751-V Multiservice Model 32MB/32MB 64MB/128MB 

The Cisco j 751 router supports a choice of Cisco lOS Software feature sets with rich data features as well as data/voice 
features (see table below). Each feature set requires specific amounts ofRAM and Flash memory in the product. 

• Cisco lOS IP base feature sets include: NAT, OSPF, RADIUS, and NHRP. 

• Plus feature sets contain L2TP, L2F, the Border Gateway Protocol (BGP), IP Multicast, Frame Relay SVC, RSVP, the 
NetWare Link Services Protocol (NLSP), AppleTalk SMRP, the Web Cache Control Protocol (WCCP), and the Network 
Timing Protocol (NTP). 

• Encryption is offered in special encryption feature sets (Pius IPSec 56, and Plus IPSec 3DES). The VPN encryption 
module requires an lOS IP Plus IPSec image. 

• DSL support is only in the Plus feature sets. 

Table 18-43: Cisco 1751 Data Software Feature Packs for Cisco lOS Release 12.1.(5)YB 

Feature Name Product Code CD Number 

IP S17C-12105YB CD17-C-12.1.5= 

IPADSL S17C7-12105YB CD17-C-12.1.5= 

IP P1us ADSL S17C7P-12105YB CD17-C7P-12.1.5= 

IP P1us 1PSec 56 (DES) ADSL S17C7L-12105YB CD 17-C7L-12.1 .5= 

1P Plus IPSec 3DES ADSL S 17C7K2-121 05YB CD17-C7K2-12.1.5= 

IP/FW/IDS S17CH-12105YB CD17-CH-12.1.5= 

IP/FW/IDS P1us IPSec 56 (DES) ADSL S 17C7HL-121 05YB CD 17 -C7HL-12.1.5= 

IP/IPX S17B-12105YB CD17-B-12.1.5= 

IP/IPX/FW/IDS P1us ADSL S17B7HP-12105YB CD17-B7HP-12.1.5= 

IP/FWIIDS Plus IPSec 3DES ADSL Sl7C7HK2-12105YB CD17-C7HK2-12.1.5= 

1P/IPX/ AT/IBM Sl7Q-12105YB CD17-Q-12.1.5= 

IP/IPX/AT/IBM Plus ADSL S17Q7P-12105YB CD 17 -Q7P-12.1.5= 

IP/IPX/AT/IBM/FW/IDS Plus IPSec 56 (DES) ADSL S17Q7HL-12105YB CD17-Q7HL-12.1.5= 

IP/IPX/AT/IBM/FW/IDS Plus IPSec 3DES ADSL S17Q7HK2-12105YB CD17-Q7HK2-12.1.5= 

IP/Voice Plus S17CVP-12105YB CD 17 -C7VP-12.1.5= 

IP/Voice P1us ADSL Sl7C7VP-12105YB CD 17 -C7VP-12.1.5= 

IP/Voice P1us IPSec 56 (DES) ADSL S17C7VL-12105YB CD17-C7VL-12.1.5= 

IP!Voice!FW/IDS P1us ADSL · S17C7HV-12105YB CD 17-C7HV-12.1.5= 

IP/Voice/FW/IDS P1us IPSec 56 ADSL S17C7HVL-12105YB 

IP/Voice P1us IPSec 3DES ADSL S 17C7VK2-121 05YB 
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Feature Name Product Code CO Number 

IPNoice/FWIIDS Plus IPSec 3DES ADSL S 17C7HVK2-12105YB CD17-C7HVK2-12.1.5= 

IP/IPXNoice/FWIIDS Plus ADSL SI787HPV-12105YB CD 17 -B7HPV-12.1.5= 

IP/IPX/AT/IBM/FW/IDS Voice Plus IPSec 56 (DES) ADSL S17Q7HVL-12105YB CD 17 -Q7HVL-12.1.5= 

IP/IPX/AT/IBM/FWIIDSNoice Plus IPSec 3DES ADSL S17Q7HVK2-12105YB CD 17-Q7HVK2-12.1.5= 

Other lOS Features lnclude: 
QoS Features 

• Frame Relay Fragmentation (FRF. I2) 

• IP Precedence 

• Generic Traffic Shaping (GTS) 

• • Frame Relay Traffic Shaping (FRTS) 

• Weighted Random Early Detection (WRED) 

• DSCP Marketing 

• Compressed RTP 

• Multiple Link PPP & Link Fragmentation and Interleaving 

• Resource Reservation Protocol (RSVP) 

• Queuing Techniques: Weighted Fair Queuing (WFQ), Priority Queuing (PQ), Low Laterey Queuing (LLQ), and Custom 
Queuing (CQ) 

• Preclassification for IPSec Tunneling 

• 802.P 

Voice Support 

• VoiP 

• VoFR 

• VoATM 

Cisco lOS IP Telephony Features 

• Survivable Remote Site Telephony 2.0 

VoiP Protocol Support 

• H.323 V2 

• Media Gateway Control Protocol 1.0 

• Session Initiation Protocol 2.0 

Codec Support 

é G.711 

• G.729 

• G.729a 

• G.723.1 

• G.726 

• G.728 
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Product Part Numbers 
Ali part descriptions and part numbers for Cisco products can be accessed using the online Cisco Pricing Tool at 

http: //www.cisco.com/cgi-bin/order/pricing_root.pl 

The Cisco Pricing Tool requires a user name and password. lfyou are not already registered, go to 

http://www.cisco.com/register and follow the instructions. After you have registered, you can access the Pricing Tool. 
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business and mission-critical systems. The 

requirement to understand, monitor, and 

react to changing networking conditions 

drives the need for sophisticated, yet 

easy-to-use management tools. Campus 

Manager ls part of the LAN Management 

Solution, part of the broad range of 

CiscoWorks network management 

solutions. 

New in Version 3.3: 

In addition to the rich set of management 

features already included, the new version 

of Campus Manager has been enhanced to 

provide even greater manageability for 

Cisco networks. New benefits include: 

• Improved applicatlon performance 

• Doubled capaclty for tracking end users 

related 

:>L<lllUII:>, and 
;BZ822,636 

• Automatic location and correlation of 

information on users by media access 

control (MAC), IP address, NT or 

NetWare Directory Services (NDS) 

logln or UNIX host name, with their 

physlcal connections to the switched 

network 

• Visibility and Iaunch point of Cisco 

CaliManager from topology services as 

well as tracking of phone handset to IP, 

Mac address, and switch port 

• Layer 2 and Layer 3 path trace between 

source and destinatlon handsets 

• Export of topology maps to Visio 

• Java plugins to lmprove graphical user 

interface (GUI) performance 

Cisco Systems, Inc. - -
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oups In Topology Vlew based on criterla llke SysLocatlon, SysName and IP address/ 

Subnet mask. 

• Secure communication between the client browser and Campus appllcatlons uslng Secure Socket Layer (SSL) 

pro toco!. 

Campus Manager enables admlnlstrators to more easily change, monitor, and control network relationshlps, making 

them more effectlve in delivering buslness-critical and advanced networklng services to their users and customers. 

Campus Manager ls a sul te o f applicatlons launched from a common "management desktop" used by ali Web-based 

CiscoWorks applications. Campus Manager contalns three applicatlons that can be launched from the client's 
• browser: 

• Topology Services-Thls ls the principal Interface to a variety of large scale topology maps, tabular summaries, · 

reports, and configuratlon servlces of the Layer 2 network. A directory-like tree interface lists physlcal Layer 2 

and logical, Virtual Trunklng Protocol (VTP) , and ATM domaln views along with table summaries o f the devices 

and Interface assoclated wlth these views. Thls tree structure acts as the launchlng point for topology maps, 

discrepancy reportlng functlons, and configuratlon services. The lntegrated VLAN and LANE configuratlon 

capabilitles, ATM soft permanent virtual circult (PVC) configuratlon and diagnostlc tools, along with physical 

and logical configuratlon discrepancy checklng reports and hlghllghting tools are found wlthin the Topology 

Services menus. It also supports discovery and display of Cisco Customer Response Applicatlons, and rêports on 

services of these devlces. 

Abillty to form custam groups based on dynamlc and static rules for the group membershlp. System defined 

groups and user defined grouplng can be created by network adminlstrators and users respectively and allows 

grouplng by developing rules based on criteria such as IP address, subnets, SysLocation, SysName, SysContact, 

Image Verslon and hostname. A rules editor allows for creating, edltlng Topology groups and defines rules for 

membership. 

Figure 1 

Topology Services Tabular View 
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Figure 2 

VTP Domain Topology Map 
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Figure 3 

Forming Topology Groups 
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Figure 4 

Topology Group in Topology Maps 
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• User Tracking-Designed to assist in Iocating end-station connectlons at the access switch, thls application ls a 

useful tool in troubleshooting or connectivlty analysis. Through automated acqulsltion, a table of end-user 

stations and Layer 2 connectlon information ls constructed. This table can be sorted and querled allowlng 

administrators to easlly find users. Users can be ldentified by name, IP handset, MAC and IP address, as well as 

the switch port and switch that they are connected, along wlth VLAN and VTP assignment o f the port. Predefined 

reports, such as duplicate MAC per switch port, or duplicate IP addresses, enable managers to Iocate mobile users 

or violations In port policies. 

Figure 5 

User Tracking 
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Figure 6 

Subnet based acquisition 
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• Path Analysis-An application for switched network management, this is an extremely powerful tool for 

connectivity troubleshooting. Path Analysis utilizes User Tracking, topology services, and real-time spanning tree 

information to determine Layer 2 and Layer 3 connectivity between two end-points, or lP Handsets, in the 

network. The resulting trace is presented in graphical topology views that illustrate the Layer 2 and Layer 3 

devices, path direction and link types, and in tabular formats that provide specific interface, IP address , VLAN, 

and link type information. 

Figure 7 

Path Analysis 
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VLAN/LANE Configuration and Port Assignment 

Campus Manager provides an easy and graphical means for creatlng, modlfying, or deleting VLANs, LANE 

elements, or asslgnlng swltch ports to VLANs. As VLANs are created or modified, port and user changes are lnstantly 

updated and transmitted to the switches, elimlnating the need to update and configure each participatlng swltch 

lndivldually. As VLANs are selected, the table view shows the participating ports, port status, and swltch inforrnation 

and the topology map can be launched to graphically highlight participating devices and links o f the VLAN 

connections. Additional map tools allow managers to show spanning-tree states, VTP trunks, switch port llnks, and 

existing LANE service elements. 

Figute:8 

VLAN Port Assignment 

Campus Manager 3.3 ls a must for swltched network management, and ls an Integral piece of the LAN Management 

Solutlon, by provldlng a bro~d, comprehenslve set of tools for managlng and adminlstering the entlre LAN 

environment. 

Campus Manager 3.3 Features 

Campus Manager provides a variety of functions within Topology Services, User Tracking, Path Analysls and VLAN/ 

LANE port assignment that network managers can use to better understand, monitor, configure, diagnose, and be 

proactlve to network lnfrastructure changes. 

Topology Services 

Topology Services provides access to a wide variety o f physlcal and logical topology maps, summary lists of devices, 

ports, and thelr network relationshlps. Topology Services also acts as the launching polnt for topology-related 

configuration and diagnostic tools. 

Cisco Systems. Inc. 
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3.3, network topology maps can be displayed in a variety of ways from both a flat Layer 2 to 

abstracted views that better represent and scale to large campus networks. These abstractions are categorized into 

three different groups: managed domains, network views and topology groups. Managed domains are topological 

views of logical groups of devices organized around ATM switch fabrics and VTP domains. Network views are 

physical displays of the network and are organized to provide full and abstracted views, such as LAN edge views, 

Layer 2 views, unconnected device views, and VTP views. Topology Groups are custom views that are a subset of 

the entire network based on the group rule defined while creating the view. They are can be two types of 

groups-system defined groups that are cus tom views created by admin user and user defined views which are created 

by CiscoWorks users. Membership to these groups are made via rules that can be evaluated either automatically or 

upon pser request and these groups help in generating custom views that are a subset of the Layer 2 views. 

Key· features in the Campus Manager topology services include: 

• Autodiscovery and display of Cisco switches, routers, and probes using the Cisco Discovery Pro toco I (CDP) and 

SNMP 

• Display of physical and logical Layer 2 connections withln the discovered LAN environment 

• Highlighting tools to identify specific classes of devices or links such as switches, route switch modules (RSMs), 

Fast Ethernet, EtherChannel®, ATM links, Cisco Customer Response Applications, and other relevant Cisco 

device elements 

• Expanded scalability to support more than 2000 Cisco devices 

• Display of multilayer switches and components (switching entities and route-processing entities) with the ability 

to highlight logical relationships between devices, such as flow masks and shortcuts 

• Device status indicators on the topology maps based on CDP, ILMI, ELMI, and SNMP availability 

• Automated discrepancy reporting during discovery highlights connection problems, link mismatches, and logical 

misconfigurations 

• Graphical interface for creating VLAN and LANE services for Ethemet, Token Ring, and transparent VLANs 

• Graphical interface for locating-through search parameters-and assigning switch ports individually o r in bulk 

toa VLAN 

• ATM soft PVC configuration and diagnostics 

Figure 9 

Topology Views and Tools '· 
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VLAN/LANE Configuration and Port Assignment 

Campus Manager provides an easy and graphlcal means for creatlng, modifying, or deletlng VLANs, LANE 

elements, or assigning switch ports to VLANs. As VLANs are created or modlfied, port and user changes are instantly 

updated and transmltted to the switches, ellminatlng the need to update and configure each partlcipatlng swltch 

individually. As VLANs are selected, the table vlew shows the particlpating ports, port status, and swltch information 

and the topology map can be launched to graphically highlight participating devices and links of the VLAN 

connections. Additional map tools allow managers to show spanning-tree states, VTP trunks, switch port links, and 

exlsting LANE service elements. 

VLA.N'management services provide: 

• Tabular summary views of VLANs shows participating ports, devices, links, and port status information 

• Graphical setup of VLANs (including transparent VLANs) and VLAN membership to simplify administration 

• Integratlon of LANE configuration services In VLAN configuration tools for more efficlent operational and 

englneerlng practices 

• A separate interface for administrators to qulckly search, using a variety of cri teria, and assign selected swltch 

ports, lndivldually or In bulk, to VLANs 

• Loglcal display o f VLAN configurations makes it easy to visualize switch connections 

• Automated discrepancy reports highlight connection problems and link mlsmatches 

• Automated VLAN membership registration reduces administration and configuration requirements 

ATM Management 

Campus Manager offers a graphical tool for managing complex ATM networks, slmplifylng configuratlon and 

performance monitorlng. ATM networks are displayed on the topology map and the logical VLAN and ATM domaln 

views provi de graphlcal representations of ATM switches and LANE elements. "Drlll down" capabllity allows access 

to configuration and performance monitorlng tools. ATM management functions lnclude: 

• Autodiscovery of ATM switches, including switched virtual circuit (SVC) and PVC connectlons 

• Connectivity checklng of SVC and PVC connections 

• End-to-end virtual circuit path tracing and analysis, whlch assists in connectivlty diagnostics 

• LANE troubleshooting ar)d performance analysis 

• Quality of service (QoS) templates for slmplifying the configuration o f typical traffic such as video or 

constant-bit-rate (CBR) 

• Simple configuratlon of soft PVCs 

• ATM remate monitorlng (RMON) data collection and analysls 

User Tracking 

User Tracking automatically locates servers and end-user workstations, and Cisco voice over IP (VoiP) telephone 

handsets and their connections to Layer 2 Cisco switches . Durlng this discovery process it also tabulates specific 

connection lnformation about that end station, including: 

• VLAN name, type, and VTP domain 

• Swltch port number, nam.e, and state 

'''" ''"~'· '"' ~ -Ali :Contênts are Copyright 10 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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• MAC and IP address of the end station and its subnet 

• Tabular and sortable listing of ali switch port attached end-user workstations, servers and IP handsets 

• Last-seen time stamp reflecting last acquisition in which the end station was detected 

• User login name passed automatically from the Windows NT Primary Domain Controller or Novell Directory 

Structure, or from the UNIX host 

Campus Manager simplifies the dynamic nature of many business environments by providing a large number o f 

sortable parameters that can be used to locate end-user stations. User Tracking discovers end stations connected to 

switcll ports automatically and provides a means to identify end users, their assigned VLANs, and host station 

connections. User Tracking also supports voice/data convergence with interfaces to Cisco CaiiManager for 

correlating the IP and MAC addresses o f discovered VoiP handsets with their assigned phone number and users. 

User Tracking provides the following features: 

• Enhanced scalability to support 60,000 end stations 

• Predefined reports that identify duplicate MAC and IP addresses, ports with multiple M~C addresses and 

duplicate sysnames. 

• IP and MAC addresses of discovered VoiP handsets with their assigned phone number and users 

• Tabular and sortable listing of ali switch port-attached end-user workstations and IP handsets 

• Customized tables for user-defined, detailed reporting 

• GUI for user tracking information table configuration to support dynamidmobile users 

• Scheduling managers for automating address change updates 

• Easy-to-use search utility box locating users by MAC addresses, IP addresses, DNS host names, switch port 

labels, and optional voice handsets 

• Provides ability to schedule User Tracking. Also exports User Tracking reports. 

• Ability to define acquisition based on a subnet range 

Figure 10 

Scheduled export of User Tracking Reports 

Cisco Systems, Inc. 
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Path Analysis 

Path Analysis ls a powerful diagnostic tool for determlnlng the Layer 2 and Layer 3 path between two selected 

endpolnts uslng Campus Manager-discovered end-station data, VLANILANE configuratlon lnformatlon, real-time 

Layer 3 path trace lnformatlon, and spannlng-tree calculatlons. Dlsplays of path informatlon are available In both 

topologlcal map and tabular displays. Key Path Analysls features include: 

• View the Layer 2 and Layer 3 path information in a map format with traces showing end stations, Layer 2 and 

3 devlces, route directions, and cut-through paths 

• Vlew specific details of the Layer 2 and Layer 3 path, including IP addresses and Interfaces traveled, VLAN and 

V'PP domaln names, and port speeds and duplex settlngs 

• Perform traces lmmediately or schedule them 

• Perform traces using IP address, DNS name, or by telephone number for voice calls as startlstop points 

• Provlde Layer 2 and Layer 3 trace informatlon between Cisco voice elements uslng Interfaces to call detail records 

for specific voice calls 

• Provldes ability to schedule path traces. Also exports path traces data. 

Built on the CiscoWorks Management Server 

The CiscoWorks management server provides common resources, such as Web services, discovery, shared 

databases and database servlces, and the management desktop. Cisco Management Connection, a service on the 

CiscoWorks2000 server, delivers a set of tools for integrating applicatlons into the management desktop uslng 

Internet-based standards and technologies. These tools allow users to link Web-based management applications to 

the CiscoWorks family of products and application developers to easily link Web-based applicatlons through a 

certified reglstration mechanism. Cisco Management Connection has been used by Cisco and more than 30 network 

management vendors, including Hewlett-Packard, Computer Associates, Sun Mlcrosystems, and Tivoli Systems to 

create certified Cisco Management Connectlons for their applications. Thls rapid adoptlon has created an 

environment in whlch users can easily build management lntranets that link together their favorite Web-based 

management applications. 

Specifications 

Server, Client, and Web Browser System Requirements 

The server, client and web browser system requlrements can be found In the Product Overvlew documents for the 

Routed WAN and LAN Management solutions and on Cisco's maln on-line documentation slte, under each 

CiscoWorks solution. Please refer to these and other Product Installation documentation for more detailed 

informatlon on setting up and configurlng these solutions. 

Supported Cisco Devices 

Most Cisco routers, Catalyst® and LightStrea~ swltches, as well as Cisco AVVID devices. Contact your Cisco 

representatlve for a complete list. 
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Supported Cisco lOS Versions 

• Cisco lOS® version 10.3 and above 

• Catalyst Supervisor code 2.1 and above 

Availability 

Campus Manager 3.3 is an integral part of multi pie CiscoWorks 

solutions and is not sold as an individual product. For additional 

information on Campus Manager, see: 

http://cisco.com/warp/public/cdpd/wr2k/ 
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Overview of Cisco 3700 Series Routers 

Citco 3700 series routers are modular access routers with LAN and WAN connections that can be 
configured by means of interchangeable network modules and interface cards. 

This chapter describes the features and specifications o f the routers and includes the following sections: 

Hardware Features, page 1-1 

Modules, Interface Cards, and Memory, page 1-3 

• Memory, page 1-4 

Power Supply Options, page 1-5 

• System Specifications, page 1-7 

Regulatory Compliance, page 1-8 

Hardware Features 

( 

Cisco 3725 

OL-2180-04 ' 

Cisco 3700 series includes the Cisco 3725 and the Cisco 3745 routers, which provide the following 
features: 

• Cisco 3700 compact Flash cards 

• Advanced integration module (AIM) slots 

• Support for double-width network modules 

• Two sockets for synchronized DRAM (SDRAM) 
... 

• User-configurable memory (shared memory or processor memory) 

• Two FastEthemet ports 

• High-speed console and auxiliary ports (up to 115.2 kbps) 

Cisco 3725 routers include the following additional features: 

• High-performance 240-MHz Reduced Instruction Set Computer (RISC) processor 

• Up to 256 MB SDRAM 

• Up to 128 MB Flash memory 

• Two slots for network modules, one o f which can accommodate a double-width network module 

• Three interface card slots 

Cisco 3700 Series Hardware lnstallation 
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Chapter 1 Overview of Cisco 3700 Serias Routers 
• Hardware Features 

• Two Cisco 3700 compact Flash slots (one externai and one internai) 

• Two AIM slots 

• Can be installed in a 19- or 23-inch rack or on a desk 

• Supports the Cisco Redundant Power System 

• 2 rack units (RU) chassis height 

Figure 1-1 shows the rear pane! o f the Cisco 3725. 

Figure 1-1 Rear Pane! oi the Cisco 3725 Router 

1 Double-width network module slot 6 Compact Flash slot 

2 Interface card slots 7 FastEthernet 0/0 port 

3 Power supply 8 FastEthernet 0/1 port 

4 Auxiliary port 9 Single-width network module slot 

5 Console port 

Cisco3745 

( 
Cisco 3745 routers include .the following additional features: 

• High-performance 350-MHz RISC processor 

• Up to 256 MB SDRAM 

• Up to 128 MB Flash memory 

• Four slots for network modules that can accommodate up to two double-width network modules 

• Three interface card slots 

• Two Cisco 3700 compact Flash slots (one externai and one internai) 

• Two AIM slots 

• Can be installed in a 19- or 23-inch rack or on a desk 

• Supports the Cisco Redundant Power System 

• 3 rack units (RU) chassis height 

Cisco 3700 Series Hardware lnstallalion Guide 
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Chapter 1 Overview of Cisco 3700 Series Routers 

Modules, Interface Cards, and Memory 

Figure 1-2 shows the rearpanel ofthe Cisco 3745. 

Figure 1-2 llear Pane/ of the Cisco 3745 llouter 

( 

1 Interface card slots 6 Cisco 3700 compact Flash slot 

2 Network modules 7 Auxiliary port 

3 Power supply 8 Console port 

4 FastEthernet 0/0 port 9 Power supply 

5 FastEthernet 0/1 port 10 Network modules 

Modules, Interface Cards, and Memory 

( 

The latest information on network modules, WAN interface cards (WICs), voice interface cards (VICs), 
advanced integration modules (AIMs), and memory is available online and on the documentation 
CD-ROM. 

• For informatlon on installing network modules, refer to the following documents: 

- Quick Start Guide: Network Modules for Cisco 2600 Series, Cisco 3600 Series, and Cisco 3 700 
Series Routers 

- Cisco Network Modules Hardware lnstal/ation Guide 

• For information on installing WICs and VICs, refer to the following documents : 

- Quick Start Guide: lnte!:{ace Cards.for Cisco 1600, 1700, 2600, 3600, and 3700 Series 

- Cisco Interface Cards Hardware lnstallation Guide 

• For information on installing AIMs, refer to the following documents: 

- AIM lnstallation Quick Start Guide: Cisco 2600, 3600, and 3700 Series 

- lnstalling Advanced lntegration Modules in Cisco 2600 Series, Cisco 3600 Series, and Cisco 
3 700 Series Routers 

OL-2180-04 E~ 
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Memory 

Memory 

( 

Chapter 1 

For information about installing DRAM, SDRAM, NVRAM, and Flash memory SIMMs, refe 0 
the following hardware configuration notes: . _ ,-,-;':);/ 

- Upgrading System Memory in Cisco 3700 Series Routers 

- lnstalling Field Replaceable Units in Cisco 3745 Routers 

• For information about installing compact Flash memory cards, refer to the following hardware 
configuration note: 

- lnstalling and Formatting Cisco 269/, Cisco 363/, and Cisco 3700 Compact Flash Memory 
Cards 

Cisco 3700 series routers support the following types o f memory: 

• SDRAM-Serves two functions: It stores the running configuration and routing tables and is used 
for packet buffering by the network interfaces. Cisco lOS software executes from SDRAM memory. 

• NVRAM-Stores the system configuration file and the virtual configuration register. (For more 
information, see Appendix C, "Configuration Register.") 

• Compact Flash memory-Stores the operating system software image. You can increase compact 
Flash memory by adding Cisco 3700 compact Flash cards. Refer to the lnstalling and Formatting 
Cisco 3631, and Cisco 3 700 Compact Flash Memory Cards document. 

• EPROM-based memory-Stores the ROM monitor, which allows you to boot an operating system 
software image from Flash memory or Cisco Flash. 

Table 1-1 and Table 1-2 list processor and memory specifications for Cisco 3700 series routers. 

Tãble 1-1 Cisco 3725 Router Processor and Memory Specifications 

Description Specification 

Processor 240-MHz PMC-Sierra RM706IA RISC processor 

SDRAM I 28 to 256 MB 

NVRAM 56 KB 

Compact Flash 32, 64, or 128 MB 

Boot ROM . 5I2 KB 

Tãble 1-2 Cisco 3745 Router Processor and Memory Specifications 

Description Specification 

Processor 350-MHz PMC-Sierra RM7000A RISC processor 

SDRAM 128 to 256MB 

NVRAM 152 KB 

Compact Flash 32, 64, o r I 28 MB 

Boot ROM 704 KB 

Cisco 3700 Series Hardware lnstallation Guide 
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Chapter 1 Overview of Cisco 3700 Series Routers 

Power Supply Options 
Table 1-3 lists the power supply options supported by Cisco 3700 series routers . Depending on the 
configuration specified when you placed your order, your router may not support ali o f these options. 

Tãble 1-3 Power Supply Options for Cisco 3700 Series llouters 

Power Supply Option Cisco 3725 Cisco 3745 

AC input power Yes Yes 

DC input power No Yes 

-48V telephony power module provides inline power to IP phones Yes Yes 

Dual hot-swappable power supplies No Yes 1 

Compatible with Cisco Redundant Power System Yes Yes 

I. Dueto increased power consumption in high-temperature environments, a fully loaded Cisco 3745 requires both power 
supplies when ambient temperature exceeds 4o·c. Cisco 3745 routers operating under these conditions do not support the 
online replacement o f power supplies. 

Internai -48V T elephony Power Modules 

OL-2180-04 

Cisco 3700 series routers provide inline power to IP phones connected to the router through Ethemet 
Switch Network Modules . This power is supplied by special -48V modules that connect directly to the 
chassis power supplies in Cisco 3725 and Cisco 3745 routers . A single -48V power module meets the 
power needs ofup to 36 IP phones. A Cisco 3745 router with two -48V power modules installed provides 
redundant power for up to 36 IP phones. Figure 1-3 and Figure 1-4 show the -48V power modules as 
they appear when installed in Cisco 3700 series routers . 

Cisco 3700 Series Hardware 
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Chapter 1 Overview of Cisco 3700 Series Routers 
• Power Supply Oplions 

Figure 1-3 Cisco 3725 Router with Optionai-IBV Power Module lnstalled 

AC 
power module 

power module 

Figure 1-4 Cisco 3745 Router with Optionai-IBV Power Modules /nstalled 

-48V power modules 

Cisco 3700 Series Hardware lnstallalion Guide 
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Chapter 1 Overview of Cisco 3700 Series Routers 

System Specifications 
Table 1-4 and Table 1-5 list Cisco 3 700 series system specifications. 

Tãble 1-4 Cisco 3725/louter System Specifications 

Description Specification 

Dimensions (H x W x D) 3.5 x 17.1 x 15.0 in. (8.9 x 43.4 x 38.1 em), 2 RU chassis height 

Weight 14 lb (6.4 kg) 

Input voltage, AC power supply 100 to 240 VAC, autoranging 
Frequency 47 to 63Hz 
In~ut surge current (AC) 50 A maximum, one cycle (-48 V power module included) 

Power dissipation 135 W (maximum) 

Console and auxiliary ports RJ-45 connector 

Operating humidity 5 to 95%, noncondensing 

Operating temperature 32 to 104 op (O to 40°C) 

Nonoperating temperature -40 to 162°F (-40 to 72°C) 

Noise levei 52 dBA (maximum) 

Regulatory compliance FCC Part 15 Class A. 

For additional compliance information, refer to the Cisco 2600 
Series, Cisco 3600 Series, and Cisco 3700 Series Regulatory 
Compliance and Sa(ety !nformation document that accompanied the 
router. 

Safety compliance UL 60950; CAN/CSA C22.2 No. 60950-00; IEC 60950, EN 60950; 
AS/NZS 3260; TSOO I 

Cisco 3700 
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Tãble 1·5 Cisco 3745 Router System Specilícations 

(,(!:r 
\ \,. I -· 
'··y._z_,_: I-;;._ ---Description Specification 

V' 

Dimensions (H x W x D) 5.25 x 17.25 x 15.00 in. ( 13.3 x 43.8 x 38.1 em), 3 RU chassis height 

Weight 32 lb (14.5 kg), including chassis and four network modules 

Input voltage, AC power supply I 00 to 240 VAC, autoranging 
Frequency 47 to 63Hz 
Input surge current (AC) 80 A maximum, one cycle (--48 V power module included) 

Input rating, DC power supply --48 to -60 VDC, I O A maximum 
Operational between -38 to -75 VDC, lO A maximum 
Input surge current (DC) 50 A, <lO ms 

PoweP dissipation 230 W (maximum) 

Console and auxiliary ports RJ-45 connector 

Operating humidity 5 to 95%, noncondensing 

Operating temperature 32 to 104°F (O to 40°C) 1 

Nonoperating temperature --40 to 162°F (--40 to 72°C) 

Noise levei 60 dBA (maximum) 

Regulatory compliance FCC Part 15 Class A. 

For additional compliance information, refer to the Cisco 2600 
Series, Cisco 3600 Series, and Cisco 3 700 Series Regulatory 
Compliance and Safety lnformation document that accompanied the 
router. 

Safety compliance UL 60950; CAN/CSA C22.2 No. 60950-00; IEC 60950, EN 60950; 
AS/NZS 3260; TSOOI 

I. Dueto increased power consumption in high-temperature environments, a fully loaded Cisco 3745 requires both power 
supplies when ambient temperature exceeds 4o·c. 

Regulatory Compliance 
For compliance information, refer to the Cisco 2600 Series, Cisco 3 600 Series, and Cisco 3 700 Series 
Regulatory Complia~ce and Safety Jnformation document that accompanied the router. 

Cisco 3700 Series Hardware lnstallation Guide 
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CISCO SYSTEMS 

Cisco 3745 Router 

Cisco 90-Day Limited Hardware Warranty Terms 

2 Documents, Equipment, and Tools 

3 lnstall Chassis 

4 Connect Cables 

5 Power Up the 'Houter 

6 Perform lnitial Configuration 

7 Interface Numbering 

R Where to Go Next 
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10 Obtaining Technical Assistance 
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The are speclal terms applicable to your hardware warranty and various servlces that you can use during the warranty period. 
Your formal Warranty Statement, including the warranty applicable to Cisco software, is available on the Cisco Documentatlon 
CD and on Cisco. com. Follow these steps to access and download the Cisco Information Packet and your warranty document 
from the CD or from Cisco.com. 

1. Launch your browser, and go to this URL: 

http://www.clsco.com/univercd/cc/td/doc/es_inpckfcetrans.htm 

The Warrantles and License Agreements page appears. 

2. To read the Cisco Information Packet, follow these steps: 

a. Click the Information Packet Number field, and make sure that the part number 78-5235-02FO is highlighted. 

b. Select the language in whlch you would like to read the document. 

c. Click Go. 

The Cisco LimitedWarranty and Software License page from the Information Packet appears. 

d. Read the document online, or click the PDF lcon to download and print the document in Adobe Portable Document 
Format (PDF). 

~ 

C) 

Note You must have Adobe Acrobat Reader to view and print PDF files. You can download the reader from Adobe's 
1 

... ) 

website, http://www.adobe.com. 

3. To read translated and localized warranty information about your product, follow these steps: 

a. Enter this part number in the Warranty Document Number field: 78-5236-0lCO 

b. Select the language in whlch you would like to read the document. 

c. Click Go. 

The Cisco warranty page appears. 

d. Review the document online, or click the PDF icon to download and print the document in Adobe Portable Document 
Format (PDF). 

You can also contact the Cisco service and support website for assistance: 

http://www.cisco.com/public/Support_root.shtml 

Duration of Hardware Warranty 

Ninety (90) days. 

Replacement, Repair, or Refund Policy for Hardware 

Cisco or its service center will use commerdally reasonable efforts to ship a replacement part within ten (10) working days after 
receipt o f a Return Materiais Authorization (RMA) request. Actual delivery times can vary, depending on the customer location. 

·Cisco reserves the right to refund the purchase prlce as its exclusive warranty remedy. 

To Receive a Return Materiais Authorization (RMA) Number 

Contact the company from whom you purchased the product. If you purchased the product directly from Cisco, contact your 
Cisco Sales and Service Representative. 

Complete the information below, and keep it for reference: I 
Company product purchased from 

Company telephone number 

Product model number 

Product serial number 

Maintenance contract number 

2 
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2 Documents, Equipment, and Tools 

User Documentation 

Ali the documents described here are available online and on the documentation CD-ROM. To be sure of obtaining the latest 
information, you should access the online documentation. 

To view or print a document in its original page format, access the online document, and click on the PDF icon. 

For information about accessing user documentation, see the "Where to Go Next" section on page 20. 

ltems lncluded with Cisco 3745 Routers 

• Rack-mount brackets; ground lug; power cords 

• Rj-45-to-DB-9 adap~e~ cable for console connection 

• RJ-45-to-DB-25 adapter cable for modem connection 

• Ethernet cables for LAN interface (two) 

• qsco 2600 Series, 3600 Series, and 3700 Series Regulatory Compliance and Safety Information document 

isco 3745 Modular Routers Quick Start Cuide (this document) 

ltems Not lncluded 

Individual items in this list may be required for your particular application: 

• Screws for installing the chassis in a rack 

• PC running terminal emulation software for administrative access, or modem for remote administrative access 

• Cables for WAN and voice interfaces and for additional LAN interfaces 

• Tools: Number 2 Phillips screwdriver; ESD-preventive wrist strap 

3 lnstall Chassis 

Safety lnformation 

For safety information you need to know before working on your Cisco router, see the Cisco 2600 Series, 3600 Series, and 3700 
Se ., __ Regulatory Compliance and Safety Information document that accompanied this device. 

A 
' Warning 

A 
Warning 

A 
Warning 

Only trained and. qualified personnel should be allowed to insta li or replace this equipment. 

This unit is intended for installation in restricted access areas. A restricted access area can be accessed only 
through the use of a special tool, lock and key, or other means of security. 

To prevent personal injury or damage to the chassis, never attempt to lift or tilt the chassis using the handles on 
modules (such as power supplies, fans, or cards); these types of handles are not designed to support the weight 
of the unit. 

--
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You can set the chassis on a desktop or install it in a rack. See the applicable instructlons that follow. 

Rack-Mounting the Chassis 

The standard accessory kit contains brackets for mounting the chassis in a 19-inch rack. You can arder an optional accessory 
kit with brackets and instructlons for mounting the chassis in a 23- or 24-inch rack. 

You can mount the chassis in the following ways: 

• Front pane! forward 

• Rear pane! forward 

• Center mount with either front or rear pane! forward 

Attaching Brackets 

Attach the mounting brackets to the chassis as shown in Figure 1, Figure 2, or Figure 3, using the screws provided in the bracket 
kit. Attach the second bracket to the opposite side of the chassis. Use a number 2 Phillips screwdriver to install the bracket 
screws. 

~ 
Note Some 19-inch racks have power strips on the rear vertical rails that block cable access to power supplies. Be sure to 

choose an orientation that provides unrestricted access to the rear pane!. 

Figure 1 Bracket lnstallation-Front Pane/ Forward 

4 
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Figure2 Bracket lnstallation-Rear Panel Forward 

Figure 3 Bracket lnstallation-Rear Panel Forward, Center-Mount Rack 

~ 
Note The brackets can also be installed with the front panel forward. 

lnstalling the Chassis in a Rack 
·, 

In( the chassis in the rack. Rack-mou~ting screws are not provided with the router. Use two screws for each side (supplied 
wil n the rack). 

lnstalling on a Desktop 

6 
Caution If you place the Cisco 37 45 on a desktop, do not place anything on top o f the router that weighs more than 

10 pounds (4.5 kg). Excessive weight on top could damage the chassis. 

- - 5 
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onnect the chassis to rellable earth ground uslng the ground lug (provlded) and slze AWG 6 (13 mm2) wire. 

Step 1 Strip one end o f the ground wire to expose approximately O. 75 in. (20 mm) o f conductor. 

Step 2 Use a crimp tool to crimp the ground wire to the ground lug. 

Step 3 Attach the ground lug to the chassis as shown in Figure 4. Use a number 2 Phillips screwdriver and the screws supplied 
with the ground lug. Tighten the screws to a torque of 8 to 10 in-lb (0.9 to 1.1 N-m). 

Step 4 Connect the other end of the ground wire to a grounding point at your site. 

Figure 4 Required Chassis Ground Connection 

Ground lug ---'Jioo 

attachment 

4 Connect Cables 

A 
Waming Do not work on the system, or connect or disconnect cables during periods of lightning activity. 

System Management Connections 

The connectlons described in Table 1 provide system management access. 

,Tabte 1 System Management Connections 

Port Color Connected to: Cable 

Console Light blue PC or ASCII terminal communication port (usually labeled COM) RJ-45-to-DB-9 adapter cable 

Auxiliary Black Modem for remote access Rj-45-to-DB-25 adapter cable 

6 

' J 

) 



Power Connections 

Connecting Routers to AC Power 

If your router uses AC power, connect it to a 15 A, 120 VAC (10 A, 240 VAC) circuit with overcurrent protection. 

~ 
Note The input voltage tolerance limits for AC power are 85 and 264 VAC. 

A 
Warning 

A 
Warning 

AC connected units must have a permanent ground connection in addition to the power cable ground wire. 
NEBS-compliant grounding satisfies this requirement. 

This product.relies on the building's installation for short-circuit (overcurrent) protection. Ensure that the 
protective device is rated not greater than: 
15A, 120VAC {10A, 240VAC). 

C .ecting Routers to DC Power 

If your router has a DC-input power supply, follow the directions in this section for proper wiring. 

A 
Warning 

A 
Warning 

A 
Warning 

~ 

Before performing any of the following procedures, ensure that power is removed from the DC circuit. To see 
translations of the warnings that appear in this publication, refer to the Regulatory Compliance and Safety 
lnformation document that accompanied this device. 

This product relies on the building's installation for short-circuit (overcurrent) protection. Ensure that the 
protective device is rated not greater than: 
20A, 60VDC. 

Use copper conductors only. 

Note The installation must comply wi~h the 1996 National Electric Code (NEC) and other applicable codes. 

·· __ 04 68' 
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7 45 router with a DC-input power supply requires copper wire for the power connections. Table 2 summarizes the 
wiring requirements. 

Table 2 DC Wiring Requirements for Cisco 3745 Routers 

DC lnput Wire Safety Ground 
lnstalled Power Supply DC lnput Size Wire Size 

Nominal24/48 VDC 1 24-36V,15A AWG 12 AWG 12 

Identified by the following printed (3.0 mm2) (3.0 mm2). 

la bel: minimum 

36- 60 V, 7 A AWG 12 or 14 AWG 12 

CISCO 3745 
(3.0 or 2.0 mm2) (3.0 mm2), 

100-240V""50/60Hz 10A & minimum 
OR lnput +/- 24-36 V= 15 A • 

36-60V= 7 A · 

Nominal 48 VDC2 48- 60 V, 10 A AWG 14 or 16 AWG 14 

Identified by the following printed (2.0 or 1.2 mm2) (2.0 mm2), 

la bel: minimum 

CISCO 3745 [7 1 00-240V"" 50/60Hz, 1 OA 
OR 48-60V=. 10A 

I. The mput voltage tolerance hm1ts for nommal 24/48 V power supphes are 18 and 72 VDC. 
2. The lnput voltage tolerance limits for nominal 48 V power supplies are 38 and 72 VDC . 

Wiring Procedure for DC lnput 

To connect the router to a DC power source, perform the following steps: 

Overcurrent 
Wire Terminal (Lug) Protection 

Amp/Tyco No. 20 A 
52961 or equivalent maximum 

For AWG 12: 20A 
Amp/Tyco No. maximum 
52961 or equivalent 

For AWG 14: Molex 
No. 19099-0017 or 
equivalent 

For AWG 14 or 16: 20A 
Molex No. maximum 
19099-0017 o r 
equivalent 

Step 1 Remove power from the DC circuit. To ensure that power is removed from the DC circuit, locate the circuit breaker 
for the DC circuit, switch the circuit breaker to the OFF position, and tape the circuit-breaker switch in the OFF 
position. 

p 
Tip Secure all power cabling when installing this unit to avold disturbing field-wiring connections. 

Step 2 Strip the wires to the appropriate length for the terminais. The strip length is 1/8 to 3/16 inch (3 to 5 mm) for Molex 
number 19073-0009 terminais and for AMP/Tyco number 52961 terminais. 

Step 3 Crimp the terminais onto the DC power input wires. 

A 
Warning When stranded wiring is required, use approved wiring terminations, such as closed-loop or spade-type with 

upturned lugs. These terminations should be the appropriate size for the wires and should clamp both the 
insulation and conductor. 

Step 4 Remove the plastic cover from the terminal block. Save it for reinstallation after you finish wirlng. 

Step 5 Connect the DC power input wires to the terminal block as shown in Figure 5 or Figure 6. 

& 
Caution Do not overtorque the terminal block screws. The recommended torque is 8.0 ± 0.5 in-lb (0.93 ± 0.05 N-m). 

8 



Figure 5 Tenninal 8/oclc Connections for Negative Polarity DC lnput Power 

- ~-~ Negative polarity input 

+ + ~ '/JV (return) 

G) ~ G) ~ Safety ground 
_L 
= 

Figure 6 Tenninal 8/ock Connections for Positive Polarity DC lnput Power 

-~ 0V (return) 

+ ~ Positive polarity input 

G) G) ~ Safety ground 
_L 

Step 6 Install the plastic cover over the terminal block. 

A 
Warning lhe safety cover is an integral part of the product. Do not operate the unit without the safety cover installed. 

Operating the unit without the cover in place will invalidate the safety approvals and pose a risk of fire and 
electrical hazards. 

Step 7 Secure the wires using cable ties . 

Step 8 If your router has a second power supply installed, repeat Step 1 through Step 7 for the second power supply. 

Step 9 Turn on power to the DC circuit. 

c 

9 

Fis: O 4 6 9 
--~~-

3101 .. 
Doe: 

·--



c T~ 
L'AN, and Voice Connections 

Tfte c 

1 

/ ons and cables listed here are descrlbed in detail in the followlng documents: ----0 i~ I s 3700 Series Hardware Installation Cuide 

• i Cis o Network Modules Hardware Installation Cuide . Cisco Interface Cards Installation Cuide . Cisco Modular Access Router Cable Specifications 

For informatlon about accessing these documents, see the "Where to Go Next" section on page 20. 

Table 3 summarizes some typical WAN, LAN, and voice connections for Cisco 3745 routers. 

Table 3 WAN, LAN, and Voice Connections 

Port or Connection Port Type, Color Connected to: Cable 

FastEthernet RJ-~5. yellow, Ethernet hub or switch Straight-through Ethernet 

Tl!E1 WAN Rj -48C/CA81 A, T1 or E1 network RJ-48 T1 I blue 

Cisco serial 60-pin D-sub CSU/DSU and serial network or Cisco serial transition cable that matches 
equipment the signaling protocol (EIAffiA-232, 

Cisco Smart serial Cisco Smart CSU/DSU and serial network or EIAffiA-449, V.35, X.21, or 

compact connector, equipment EIA/TIA-530) and the serial port operatlng 

blue mode (DTE o r DCE). 
For WIC-2T and WIC-2A/S only 

See the Cisco Modular Access Router 

J 
Cable Specifications document for 
informatlon about selecting these cables. 

DSL RJ-11C/CA11A, Network demarcatlon device for RJ-11 

I la vender service provider's DSL interface 

T1 digital voice RJ -48C/CA81 A, Digital PBX RJ-48 T1 cable 
tan 

Analog voice FXS RJ-11, gray Telephone, fax RJ-11 

Analog voice FXO Rj-11, pink Central office, analog PBX RJ-11 

Analog voice E&M RJ-11, brown Analog PBX RJ-11 

BRI S/TWAN RJ -48C/CA81 A, NTI device or private integrated RJ-48 
(externai NTl) red network exchange (PINX) 

BRIUWAN RJ-49C/CA-All, ISDN network RJ-49 
(built-ln NTl) o range 

CTI/PRI T1 Externai T1 CSU DB-15 T1 serial cable 

CTl!PRI-CSU T1 RJ-48C/CA81A interface RJ-48 straight-through 

'CE1/PRI E1 E1 network DB-15 to BNC, DB-15 to DB-15, DB-15 to 
twinax, or DB-15 to RJ-45 

56/64-kbps DSU/CSU 8-pin modular, blue RJ-48S interface RJ-48 straight-through 

V/ 
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5 Power Up the Router 

Checkl ist for Power-Up 

You are ready to power on the Cisco router if the following steps are completed: 

• The chassis is securely mounted. 

• Power and interface cables are connected. 

• Your PC ter~inal emulation program is configured for 9600 baud, 8 data bits, 1 stop bit, and no parity. 

• You have selected passwords for access control. 

• You have determined the IP addresses for the Ethernet and serial interfaces. 

Front Panel lndicators 

The following indicator LEDs provide power, activity, and status information: 

• SYS-System status: 

Blinking green during boot-up-System is booting 

- Continuous green-System booted and OK 

- Blinking green continuing after boot-up-System is in ROM monitor mode 

- Amber-System malfunction 

• ACT -Activity: 

- Blinking or continuous green during system activity, such as interrupts and packet transfers 

• SYS PS1 or SYS PS2-Chassis power supply number 1 or number 2 status: 

- Off-Powered off, not installed, or faulty 

- Continuous green-Installed and operating 

- Amber-Installed and powered off or faulty 

• -48V PS1 or -48V PS2-IP power module number 1 or number 2 status: 

- Off-Faulty or not installed 

- Continuous green-Installed and operating 

- Amber-Installed and powered off or faulty 

Pouver-Up Procedure ., . 
( 

Perf9rm this procedure to power up your Cisco router and verify that it goes through its initialization and self-test. When this 
-procedure is finished, the Cisco router is ready to configure. 

~ 
Note To view the boot sequence through a terminal session, you must have a console connection to the Cisco router before 

it powers on. 

Move the power switch on the chassis power supply, or on both chassis power supplies, to the ON position. 

The fan should operate, and the SYS PS LED should be continuous green for each power supply that is in use. The SYS LED 
should blink while the system boots, and it should be continuous green after the system boots. If this does not happen, see the 
power-on procedure in the Cisco 3700 Series Hardware Installation Cuide. 

~ 
Note If no Cisco lOS image is loaded on the Cisco 37 45, the router enters ROMMON mo de, and the sl's~em LED blinks. 

o= ..... ·---""''-' ' vv' "-'-'Vv -~. 
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Do not press any keys on the keyboard until the messages stop. Any keys pressed durlng thls time are lnterpreted 
as the first command typed when the messages stop, which mlght cause the router to power off and start over. It 
takes a few mlnutes for the messages to stop. 

When you see the followlng messages , the router has booted and is ready for inltial configuratlon. See the followlng section for 
lnltlal configuratlon procedures. 

-- - System Configuration Dialog ---

At any point you may enter a question mark '?' for help . 
Use ctrl-c to abort configuration dialog at any prompt . 
Default settings are in square brackets ' (] '. 

Would you like to enter the initial configuration dialog? [yes/no] : 

~ 
Note If the rommon 1> prompt appears, your system has booted in ROM monitor mode. For information on the ROM 

monitor, see the router rebooting and ROM monitor lnformation In the Cisco IOS Configuration Fundamentais 
Configuration Cuide for your Cisco lOS software release. 

You can access thls document at the locations described in the "Where to Go Next" section on page 20. 

6 Perform lnitial Configuration 
You can configure your router by uslng one of the following tools: 

Setup Command Facility. See the "Initial Configuration Using Setup Command Facility" section on page 12. 

• Security Device Manager (SDM). See the "Initial Configuration Using Security Device Manager" section on page 14. 

• Command-Line Interface (CLI). See the "lnitial Configuration Using the CLI (Manual Configuration)" sectlon on page 17. 

~ 
Note If you need help wlth the interface and port numbering, see the "Interface Numberlng" sectlon on page 18. 

lnitial Configuration Using Setup Command Facility 

Thls section shows how to prepare the system for communication functions through lts Ethernet and WAN Interfaces. 

For a descrlption of the Interface numberlng, see the "Interface Numberlng" section on page 18. 

~ 
Note If you make a mistake while uslng the setup command facility, you can exit and run the facility again. Press Ctrl-c, and 

type setup at the privileged EXEC mode prompt (3700#). 

Step 1 To proceed using the setup command facility, enter yes. 

Would you like to enter the initial configuration dialog? [yes/no] : yes 

Step 2 When the following messages appear, press Return to enter basic management setup: 

12 

At any point you may enter a question mark '?' for help. 
Use ctrl-c to abort configuration dialog at any prompt. 
Default settings are in square brackets • [] • . 

Basic management setup configures only enough connectivity 
for management of the system, extended setup will ask you 
to configure each interface on the system 
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Would you like to enter basic management setup? [yes/no) : yes 

Step 3 Enter a host name for the router (this example uses 37 45): 

Configuring global parameters: 

Enter host name [Router) : 3745 

The enable secret is a password used to protect access to privileged EXEC and configuration modes. This 
password, after entered, becomes encrypted in the configuration . 

Step 4 Enter an enable secret password. This password is encrypted (more secure) and cannot be seen when viewing the 
configuration: 

Enter enable secret: xxxx 

The enable password is used when you do not specify an enable secret password, with some older software 
versions, and some boot images . 

Step 5 Enter an enable password that is different from the enable secret password. This password is not encrypted (less secure) 
and can be seen when viewing the configuration: 

Enter enable password: xxxx 

The virtual terminal password is used to protect access to the router over a network interface. 

Step 6 Enter the virtual terminal password, which prevents unauthenticated access to the router through ports other than the 
console port: 

Enter virtual terminal password: xxxx 

Step 7 Respond to the following prompts as appropriate for your network: 

Configure SNMP Network Management? [yes] : yes 
Community string [public] : 

Step 8 A summary of the available interfaces is displayed: 

~ 
Note The interface numbering that appears is dependent on the type o f Cisco modular router platform and on the 

installed interface modules and cards. 

c 

Current interface summary 

Controller Timeslots D-Channel Configurable modes Status 
Tl 3/0 24 23 pri/channelized Administratively up 
T1 3/1 24 23 pri/channelized Administratively up 

Any interface listed with OK?'· value "NO" does not have a valid configuration 

Interface 
FastEthernet0/0 

FastEthernet0/1 

IP-Address 
unassigned 

unassigned 

OK? Method Status 
NO unset up 

NO unset up 

Protocol 
down 

down 

Step 9 Select one o f the available interfaces for connecting the router to the management network: 

Enter interface name used to connect to the 
management network from the above interface summary: fastethernet0/0 

Step 10 Respond to the following prompts as appropriate for your network: 

Configuring interface FastEthernet0/0: 
Use the 100 Base-TX (RJ-45) connector? [yes] : 
Operate in full-duplex mode? [no] : yes 
Configure IP on this interface? [yes] : 

IP address for this interface: 10.1.1.1 
Subnet mask for this interface [255 . 0 . 0.0] 
Class A network is 10 . 0.0.0, 16 subnet bits; 

255.255.0.0 

~•ki•/>6~ 
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fter the followlng messages appear, press Return to save the basic configuratlon: 

The following configuration command script was created: 

hostname 3745 
enable secret 5 $1$Ksjf$za4T2lb3ARS5d1PHVzW5AO 
enable password xxxx 
line vty O 4 
password xxxx 
snmp-server community public 

no ip routing 

interface FastEthernet0/0 
no shutdown 
media-type 100BaseX 
full-duplex 
ip address 10 . 1 . 1.1 255.255 . 0.0 
I 
interface FastEthernet0/1 
shutdown 
no ip address 

end 

[O] Go to the IOS command prompt without saving this config. 
[1] Return back to the setup without saving this config . 
[2] Save this configuration to nvram and exit . 

Enter your selection [2] : 2 

Press RETURN to get started! RETURN 

Step 12 The user prompt is displayed. 

3745> 

When you have completed the baslc configuration tasks, your Cisco router is ready to configure for specific functions. See the 
"Where to Go Next" section on page 20 for lnformation about locating documentation for advanced configuration procedures. 

lnitial Configuration Using Security Device Manager 

Security Oevice Manager (SOM) ls a web-based configuration tool that allows you to configure LAN and WAN interfaces, ( 
routing, Network Address Translation (NAT). firewalls, Virtual Private Networks (VPNs), and other features on your router. 
SOM runs on a PC connected to the router through an Ethernet or FastEthernet interface, and it requires a web browser, either 
Internet Explorer verslon 5.5 or later or Netscape version 4.79 . SOM ls compatible wlth Microsoft Windows 2000, Windows 
NT 4.0 (with Servlce Pack 4), Windows 98, Windows ME, and Microsoft Windows XP. 

Thls procedure applies to routers that have the SOM configuratlon tool preinstalled. 

To configure your router by uslng SOM, first asslgn an IP address to the Ethernet port o f the PC as directed In the "Assign a 
Statlc IP Address to the PC" sectlon, and then start SOM as descrlbed in the "Start SOM" sectlon on page 15. 
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Assign a Static IP Address to the PC 

Assign a static IP address in the 10.1 0.10.0 subnet to the Ethernet port o f the PC, as shown In Figure 7. The recommended IP 
address for this interface is 10.10.10.2. The FastEthernet 0/0 interface ofthe router is preconfigured with the IP address 
10.10.10.1. 

Figure 7 lnitiai/P Addresses in the 10.10. 10.0 Subnet for SOM 

10.10.1 0.0 subnet 
Configure Crossover cable 
static IP address 
10.10.10.2/255.255.255.0 

Factory 
10.10.10.1/255.255.255.0 

Start SOM 

To start SDM and begin the router configuration, perform the following procedure: 

Step 1 Connect the Ethernet port of the PC to the FastEthernet 0/0 port of the router, using a crossover cable. 

Step 2 Open a web browser on the PC, and enter the following URL: 

https://10.10.10.1/flash/sdm.shtml 

~ 
Note https:/ / ... specifies that the Secure Socket Layer (SSL) pro toco! is used for a secure connection. If SSL is not 

available, you can use http:/ / ... . 

Step 3 Enter the username sdm and the password sdm in the dialog box. 

Step 4 A window appears informing you that Verisign certifies that this is a Cisco application. Click Yes, or click Grant to 
accept the certifica te and proceed. Additional certificate windows appear if you are using Netscape; click Grant to 
accept the certificates. 

The SDM Launch page appears after a short time. (See Figure 8.) Leave this window open and wait for the next window. 

Figure 8 SOM Launch Page 

]!soM Launch Page {I 0.1 0.1 0.1) • Microsoft Internet EHplorer -.,. · 

Copyright ir> 2002 • 2003 CiSGO Systems lnc 
Ali righls resfl rved 

Loading Cisco SOM. Please walt •• . ,;; 

SOM for10.10.10.1 will open in anbtherwindow. 
Do not close tllis window until you logout trom spM. 

I@J Opemg pago http://IO.IO.IO.I/otd"IYelsGn/sGn/rlllSOI' ----~~ ~ ZOno ; ~ 



Step 5 

Step6 

p 
Tip 

Step 7 

Step 8 

Figure 9 

If the SDM Launch page does not appear when you enter the URL https://10.10.10.1/flash/sdm.shtml, test the 
connectlon between the PC and the router by dolng the followlng: 

a. Check that the POWER LED on the router ls on and that the ACTIVITY LED is on, lndlcating an active Ethernet 
connection between the router and the PC. If the ACTIVITY LED ls not on, verlfy that you are using a crossover cable 
to connect the PC to the router. 

b. If the Launch page still does not appear, verify that the web browser's "work offiine" option is disabled. In Internet 
Explorer, click the File menu, and verify that the "work offiine" option ls unchecked. In Netscape, the default selectlon 
in the File menu ls set to "work online." 

c. If the Launch page still does not appear, verlfy that the file sdm.tar is loaded in to the router's Flash memory. Open a 
Telnet sesslon to 10.10.1 0.1, entering the username sdm and the password sdm. Enter the command show flash to verify 
that sdm.tar is loaded in Flash memory. 

d. If the web page stlll does not appear, verify that the PC is configured with a static IP address. 

A window appears .with information about the web browser and its settings. This window also informs you that SDM 
will open In another window. Close this window and wait for the SDM Startup Wizard page to appear. 

When the SDM Startup wlzard appears, click Next to begin. Use the wizard to give the router a hostname, to asslgn a 
login username and password, to set an enable secret password, and to assign a new LAN IP address to the FastEthernet 
Interface 0/0. You can also configure the router as a Dynamic Host Configuratlon Protocol (DHCP) server, identlfy 
Domaln Name System (DNS) and Windows Internet Naming Service (WINS) servers, and make securlty settlngs. 

Be sure to write down the enable secret password. It is not revealed In the summary wlndow and cannot be recovered. 

When the Summary window appears, write down the LAN IP address, hostname, login username, and user password 
that you entered, and click Finish. (You will need this information to reconnect to the router and use SDM to perform 
additional configuration.) 

Assign a new IP address to the PC's Ethernet interface; place lt on the same subnet as the router's FastEthernet 0/0 port, 
which you asslgned in Step 6 above. (See Figure 9.} If you configured a DHCP server on the router, configure the PC to 
obtaln an IP address automatlcally. The IP addresses In Figure 9 are examples only. 

IP Addresses in the Renumbered Subnet for SDM 

Crossover cable 

Example static 
or dynamic IP address 
172.16.30.2/255.255.255.0 

172.16.30.0 subnet 

Example configured IP add 
172.16.30.1/255.255.255.0 

Step 9 Open a web browser on the PC, and enter the SDM URL, uslng the new IP address that you gave the LAN interface: 
https://new-IP-address!flashlsdm.shtml. 'In the example shown in Figure 9, you would enter 
https://172.16.30.1/flash/sdm.shtml . 

Step 10 Enter the username and password that you specified in Step 6 above. 

Step 11 When the SDM System Overvlew window appears, you can use the wizard buttons on the left side of the window to 
configure other features . Buttons are provided for LAN, WAN, firewall, and VPN configuratlons. 

For more infoqnatlon about SDM, refer to the Cisco Security Devlce Manager Troubleshooting Cuide at the following URL, 
http://www.cisco.com/go/sdm. See the "Obtainlng Doc1,.1mentation" sectlon on page 20 for informatlon about accesslng thls 
document. 
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lnitial Configuration Using the CU (Manual Configuration) 

This section shows how to bring up a command-line interface (CLI) prompt for configuration using the CLI, and it directs you to 
the documentation for CLI configuration. · 

~ 
Note To avoid losing work you have completed, be sure to save your configuration occasionally as you proceed. Use the 

copy running-config startup-config command to save the configuration to NVRAM. 

Step 1 To proceed with manual configuration using the CLI, enter no. 

Would you like to enter the initial configuration dialog? [yes/no) : no 

Step 2 Press Return to terminate autoinstall and continue with manual configuration. 

Would you like to terminate autoinstall? [yes) Return 

• 
Severa! messages are displayed, ending with a line similar to the following: 

Copyright (c) 1986-2002 by cisco Systems, Inc . 
Compiled date time by person 

S · - ~ Press Return to bring up the Router> prompt. 

flashfs [4]: Initialization complete . 
Router> 

Step 4 Enter privileged EXEC mode. 

Router > enable 
Router# 

For configuration using the CLI, refer to the applicable configuration procedures in the Software Configuration Gujpe: ~,. 
Cisco 2600 Series, Cisco 3600 Series, and Cisco 3700 Series Routers. See the "Where to Co Next" sectiotron-page 20 for 
information about accessing this document. 
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) I N b -,ace um enng 

nd LAN Interface Numbering 

The Cisco 37 45 router chassis contalns the followlng WAN and LAN Interface types: 

• 2 built-in FastEthernet LAN Interfaces 

• 3 slots In which you can lnstall WAN or voice interface cards 

• 4 network module slots 

The numberlng format is: 

• Interface-type Slot-number!Interface-number 

Two examples are: FastEthernet O/O and Serial 1/2. 

The slot numbers are as foltows: 

• O for ali built-in interfaces 

• O for ali WIC interfaces 

• 1 for the lower-right network module slot 

• 2 for the lower-left network module slot 

• 3 for the upper-right network module slot 

• 4 for the upper-left network module slot 

If double-width network modules are installed, the network module slots are numbered as follows: 

• 2 for the lower double-width slot 

• 4 for the upper double-width slot 

Interface (port) numbers begin at O for each interface type, and continue from right to reft and from bottom to top. 

Figure 1 O shows the rear pane! o f the Cisco 3 7 45 with: 

• A WIC in each of the three WAN interface card slots 

• A single-width network module In each of the four network module slots 

• Two AC power supplies 

~ 
Note The slot number for ali WIC interfaces is always O. (The WO, W 1, and W2 slot designations are for physical slot 

identification only.) Interfaces In the WICs are numbered from right to left, startlng with 0/0 for each interface type, 
regardless o f whlch physical slot the WICs are installed In. Some examples are: · 
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- If physical slot WO is empty and physical slot W1 contains a 1-port serial WIC, the serial interface in the WIC is 
numbered Serial 0/0. · 

If slot WO contains a 2-port serial WIC and slot W1 contains a 1-port serial WIC, the serial interfaces in physical slot 
WO are numbered Serial 0/0 and Serial 0/1, and the serial interface in physical slot W1 ls numbered Serial 0/2. 

- If slot WO contains a 2-port serial WIC and slot W1 contains a 1-port BRI WIC, the serial Interfaces in physical slot 
WO are numbered Serial 0/0 and Serial 0/1, and the BRI interface in physical slot W1 is numbered BRI 0/0. 



Figure 10 Cisco 3745 Rear Pane/ 

1 .nterface card slots 6 Cisco 3700 Compact Flash slot 

2 Network modules 7 Auxiliary port 

3 Power supply 8 Console port 

4 FastEthernet 0/0 9 Power supply 

5 FastEthernet 0/1 10 Network modules 

Voice Interface Numbering 

Voice interfaces are numbered differently from the WAN interfaces described in the previous section. Voice interfaces are 
numbered as follows: 

network -module-slot/voíce-module-slot/voíce-ínterface 

If a 4-channel voice network module is installed in chassis slot 1, the voice interfaces are: 

• 110/0-Network module slot 1Noice module slot ONoice interface O 

• 110/1-Network module slot 1Noice module slot ONoice interface 1 

• 111/0-Network module slot 1Noice module slot 1Noice interface O 

•( ''111-Network module slot 1Noice module slot 1Noice interface 1 
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to Go Next 
For ad ti nal detailed configuration procedures, refer to the appropriate Cisco 3700 series documentation or Cisco lOS 

ocumentation, available on-line and on the Documentation CD-ROM: 

p 
Tip See the "Obtaining Documentation" section on page 20 for help in locating these documents. 

To access Cisco 3700 series platform documentation on Cisco Connection Online (CCO): 

On the Cisco.com h o me page at http:/ /www.cisco.com, loca te the Technical Documentation tab, and click on "Loca te Technical 
Documentation on Cisco Connection Online." Under the Product Documentation heading, navigate to Modular Access Routers 
and to the documentation for your router. 

To access Cisco lOS software documentation on Cisco Connection Online (CCO): 

On the Cisco.com h o me page at http:/ /www.cisco.com, loca te the Technical Documentation tab, and click on "Loca te Technical 
Documentation on Cisco C9nnection Online." Under the Product Documentation heading, navigate to the Cisco lOS software 
documentation for the Cisco lOS software release that is installed on your router. 

To access documentation on Cisco.com: 

For Cisco 3700 series platform documentation, start on Cisco.com at http://www.cisco.com, and select Products & Services > 
Routers > Cisco 3700 Series Multiservice Platforms > Technical Documentation > Document type > Document. 

For Cisco lOS software documentation , start on Cisco.com at http://www.cisco.com, and select Products & Services > 
lOS Software > Cisco lOS Software Releases > Your Cisco IOS software release. 

To get updated information about platform support for features, select Feature Navigator 11, i f you have an account on 
Cisco.com. You can also access Feature Navigator 11 at http://www.cisco.com/go/fn. 

9 Obtaining Documentation 
Cisco provides severa! ways to obtain documentation, technical assistance, and other technical resources. These sections explain 
how to obtain technical information from Cisco Systems. 

Cisco.com 

You can access the most current Cisco documentation on the World Wide Web at this URL: 

http://www.cisco.com/univercd/home/home.htm 

You can access the Cisco website at this URL: 

http://www.cisco.com 

lnternational Cisco websites can be acces~ed fro'm this URL: 

http:/fwww.cisco.com/public/countries_languages.shtml 

Documentation CD-ROM 

Cisco documentation and additional literature are available in a Cisco Documentation CD-ROM package, which may have 
shipped with your product. The Documentation CD-ROM is updated regularly and may be more current than printed 
documentation. The CD-ROM package is available as a single unit or through an annual or quarterly subscription. 

Registered Cisco.com users can order a single Documentation CD-ROM (product number DOC-CONDOCCD=) through the 
Cisco Ordering tool: 

h ttp: I /www. cisco. com! en/US/partner/ orderi ng/ ordering_place_ order _ ordering_ to o l_la unch. h tml 

Ali users can order monthly or quarterly subscriptions through the online Subscription Store: 

http://www.cisco.com/go/subscription 
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Ordering Documentation 

You can find lnstructions for ordering documentation at this URL: 

http://www.cisco.com/univercd/cc/td/doc/es_inpck/pdi.htm 

You can order Cisco documentatlon in these ways: 

• Registered Cisco.com users (Cisco direct customers) can order Cisco product documentation from the Networking Products 
MarketPiace: 

http://www.cisco.com/en/US/partner/ordering/index.shtml 

• Nonregistered Cisco.com users can order documentation through a local account representative by calling Cisco Systems 
Corporate Headquarters (California, U.S.A.) at 408 526-7208 or, elsewhere in North America, by calling 800 553-NETS 
(6387) . 

Documentation Feedback 
• 

You can submit comments electronically on Cisco. com. On the Cisco Documentation home page, click Feedback at the top of 
the page. 

You can e-mail your comments to bug-doc@cisco.com. 

Y, 1n submit comments by using the response card (if present) behind the front cover of your document or by writing to the 
fo , ,ing address: 

Cisco Systems 
Attn: Customer Document Ordering ~ 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 

1 O Obtaining T echnical Assistance 
Cisco provides Cisco.com, which includes the Cisco Technical Assistance Center (TAC) website, as a starting point for ali 
technical assistance. Customers and partners can obtain online documentation, troubleshooting tips, and sample configurations 
from the Cisco TAC website. Cisco.com registered users have complete access to the technical support resources on the Cisco 
TAC website, including TAC tools and utilities. 

Cisco.com 

Cisco.com offers a suite of interactive, networked services that let you access Cisco information, networking solutions, services, 
programs, and resources at any time, from anywhere in the world. 

; 

C :om provides a broad range o f features a'nd services to help you with these tasks: 

• ~treamline business processes and improve productivity 

• Resolve technical issues with online support 

• Download and test software packages 

• Order Cisco learning materiais and merchandise 

• Register for online skill assessment, training, and certification programs 

To obtain customized information and service, you can self-register on Cisco.com at this URL: 

http://tools.cisco.com/RPF/register/register.do 

Fls: 
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~ l'~i~istance Center 
\'Jl{le . 1s is available to ali customers who need technlcal assistance wlth a Cisco product, technology, or solution. Two 
typ • o'fsu Jl · . vallable: the Cisco TAC website and the Cisco TAC Escalation Center. The type o f support that you choose 
depifids o fh{ priority of the problem and the conditions stated in servlce contracts, when applicable. 

-~ ~ 

We cate o ze Cisco TAC inquiries according to urgency: 

• Prio · y levei 4 (P4)-You need information or assistance concerning Cisco product capabilities, product installation, or 
basic product configuration. There is little or no impact to your business operations. 

• Priority levei 3 (P3)-0perational performance o f the network is impaired, but most business operations remain functional. 
You and Cisco are willing to commit resources during normal business hours to restare service to satisfactory leveis. 

• Priority levei 2 (P2)-0peration o f an existing network is severely degraded , or sign1ficant aspects of your business 
operations are negatlvely impacted by inadequate performance of Cisco products. You and Cisco will commit full-time 
resources during normal business hours to resolve the situation. 

• Priority levei 1 (P 1)-An existing network is "down," o r there is a criticai impact to your business operations. You and 
Cisco will commit ali n~cessary resources around the clock to resolve the situation. 

Cisco T AC Website 

The Cisco TAC website provides online documents and tools to help troubleshoot and resolve technical issues with Cisco 
products and technologies . To access the Cisco TAC website, go to this URL: 

http://www.cisco.com/tac 

Ali customers, partners, and resellers who have a valid Cisco service contract have complete access to the technical support 
resources on the Cisco TAC website . Some servlces on the Cisco TAC website require a Cisco.com login ID and password. If 
you have a valid service contract but do not have a login ID or password, go to this URL to register: 

http://tools .cisco.com/RPF/register/register.do 

I f you are a Cisco.com registered user, and you cannot resolve your technical issues by using the Cisco TAC webslte, you can 
open a case online at this URL: 

http://www.cisco.com/tac/caseopen 

If you have Internet access, we recommend that you open P3 and P4 cases online so that you can fully describe the situation and 
attach any necessary files . 

Cisco T AC Escalation Center 

The Cisco TAC Escalation Center addresses priority levei 1 or priority levei 2 issues. These classifications are assigned when 
severe network degradation significantly impacts business operations . When you contact the TAC Escalation Center with a P1 
or P2 problem, a Cisco TAC engineer automatically opens a case. 

To obtain a directory of toll-free Cisco TAC telephone numbers for your country, go to this URL: 

h tt p ://www. cisco. com/warp/ pu blic/68 7 /D~rectory/DirTA C .shtml 

Before calling, please check with your network operations center to determine the Cisco support servlces to whlch your company 
is entitled: for example, SMARTnet, SMARTnet Onsite, or Network Supported Accounts (NSA). When you cal! the center, 

· please have available your service agreement number and your product serial number. 
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11 Obtaining Additional Publications and lnformation \(5 ~- "S .~/ 
Information about Cisco products, technologies, and network solutions is available from various. online and printed s 

• The Cisco Product Catalog describes the networking products offered by Cisco Systems, as well as ordering an c 
support services. Access the Cisco Product Catalog at this URL: 

http://www.cisco.com/en/US/products/products_catalog_links_launch.html 

• Cisco Press publishes a wide range of networking publications. Cisco suggests these titles for new and experienced users: 
Internetworking Terms and Acronyms Dictionary. Internetworking Technology Handbook, Internetworking 
Troubleshooting Cuide, and the Internetworking Design Cuide. For current Cisco Press titles and other information, go to 
Cisco Press online at this URL: 

http://www.ciscopress.com 

• Packet magazine is the Cisco quarterly publication that provides the latest networking trends, technology breakthroughs, 
and Cisco products and solutions to help industry professionals get the most from their networking investment. Included 
are networking deploylJient and troubleshooting tips, configuration examples, customer case studies, tutoriais and training, 
certification informatiOn, and links to numerous in-depth online resources. You can access Packet magazine at this URL: 

http://www.cisco.com/go/packet 

• iQ Magazine is the Cisco bimonthly publication that delivers the latest information about Internet business strategies for 
"Xecutives. You can access iQ Magazine at this URL: 

.tp://www.cisco.com/go/iqmagazine 

• Internet Protocol journal is a quarterly journal published by Cisco Systems for engineering professionals involved in 
designing, developing, and operating public and priva te internets and intranets. You can access the Internet Protocol journal 
at this URL: 

http://www. cisco .com/en/US/abou tia c 123/ac 14 7 /abou t_cisco_the_in ternet_protocol_journal. html 

• Training-Cisco offers world-class networking training. Current offerings in network training are listed at this URL: 

http://www.cisco.com/en/US/learning/le31/learning_recommended_training_list.html 



Corporate Headquarter.; 
Cisco Systems, Inc. 
170 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.clsco.com 

, Tei: 408 526-4000 
800 553-NETS (6387) 

Fax: 408 526-4100 

European Headquarter.; 
Cisco Systems Intematlonai BV 
Haarierbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarter.> 
Cisco Systems, Inc. 
170 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.cisco.com 
Tei: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarter.; 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
1122-0 1 to 1129-01 
Singapore 068912 
www.clsco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices in the following countries. Addresses, phone numbers , and fax numbers are ilsted on the 

Cisco Web site at www .cisco.com/go/offices 

Argeriina • Australia • Austria • Belgium • BrnzJ1 • Bup • CanOOa • Oúle • Chim PRC • Colorrbia • Casta Rka • Croalia • Cztrlt RepWiic • Dmmark • Dubai, UAE 
F1nJaiXI • Fran:e • Gemany • Grt'.ea! • HOfll f<lxll SAR • H~ • lndia • lnOOnesia • Irelard • Israel • Italy • ]apan • Kmoa • L.uxmbourg • Maiay.;ia • Mexko 
The Netherlands • New ZeaJam • Norway • Peru • 1'!-àlippines • Polard • ~ • Pu<rto Rko • Romaria • ~ • SaOOI AraJja • ScàlaOO • 5qwn • Sbvakia 
SJo..mia • South Afrka • Spain • SwOOen • Swltmiand • Taiwan • Th!iiaOO • Turl<ey • lJkrnire • United Kirl\OOm • United States • ~ • V..mam • :z.trmabwe 

Copyrlght O 2003 Cbco Syst~ms. Inc. Ali rights ~- CCIP. CCSP. the Cisco Arrow toga, the Ctsc:o PnM'f!rf!d Network mark, Cbco Unlty. Follow Me Browstna. FonnShare, and StackWI.se are trademarks of 
Ctsc:o Systems. Inc.: Chanatng the Way We Work. Llw. Play. and Leam, and iQuick Study are servltt marks ofCbco Systems, Inc.; and Alrot1d, ASIST. BPX. C.talyst. CCDA. CCDP. CCIE. CCNA. CCNP , 
Cisco. the Cisco Certtned lntemetwork Exp«t klso. Ctsc:o lOS , the Cisco lOS logo. Cisco Prns , Cisco S)'3tt:ms, Cisco S}'!tt:ms Capital, the Cisco Systems k>go. Empowrrlng lhe Internet Gener-at lon . 
Enterprbe/Solver. EtherChannel. EtherSwltch . FaSI Stcp. GIBaStack. Internet QuoHent, lOS. IPfTV. IQ Expcrtlse, thc tQ loBo, IQ Nct Readlntss Scorttard, LIBhtStrum. MGX. MICA. thc Nctworkcrs loBo . 
Networklng Academy. Nctwork Rcgbtrar, Podd, PIX , Post-Routlng. Prc-Routlng. RateMUX. Rcgbtrar. ScrtptShare, SlldeCast. SMARTnct, StrataVlcw Plus, St ratm , SwltchProbe. TeleRoutcr, The Fastnt Way 
to lncreasc Vou r Internet Quotlcnt. TransPath. and VCO are rcg:btered trademarks o r Cisco Sy5tcms. Inc . and/or lts affillatnln the U.S. and cmaln othcr countrics. 

Ali other tradcmarks mcntloncd In thls documcnt or Web sltc are thc propcrty o r thelr rnp«tlve owners. Thc use o r the word partner d~ not lmply • partncrshlp relaUonshlp between Cisco and any other 
company. (OJ04R) 

•=:• Prtntcd In the USA on recyclcd papcr conta lnlng lO% postconsumcr waste. 

78-13503-1}4 

DOC-7813503· 



CPMI -CORREIOS 

04 77 

Doe: 



c 

CHAP 

Administrators and Administrative 
Policy 

This chapter addresses the Cisco Secure Access Contrai Server 
(Cisco Secure ACS) Appiiance version 3.2 features found in the Administration 
Contrai section of the HTML interface. lt contains the following sections: 

• Administrator Accounts, page 12-1 

• Access Policy, page 12-11 

• Session Policy, page 12-16 

Administrator Accounts 

( 

78-14698-01 

This section provides detaiis about Cisco Secure ACS administrators. lt contains 
the following topics: 

• Abou(Administrator Accounts, page 12-2 

• Administrator Priviieges, page 12-2 

• Adding an Administrator Account, page 12-6 

• Editing an Administrator Account, page 12-8 

• Uniocking a Locked Out Administrator Account, page 12-1 O 

• Deleting an Administrator Account, page 12-11 
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Chapter 12 Administrators and Administrative Policy 

bout Administrator Accounts 

Administrators are the only users o f the Cisco Secure ACS HTML interface. To 
access the Cisco Secure ACS HTML interface from a browser, you must log in to 
Cisco Secure ACS using an administrator account. 

Note Cisco Secure ACS administrator accounts are unique to Cisco Secure ACS. They 
• are not related to administrator accounts for your network, operating systems, or 

other software. 

In the HTML interface, an administrator can configure any o f the features 
provided in Cisco Secure ACS; however, the ability to access various parts ofthe 
HTML interface can be limited by revoking privileges to those parts ofthe HTML 
interface that a given administrator is not permitted to access. 

For example, you may want to limit access to the Network Configuration section 
of the HTML interface to the administrators whose responsibilities include 
network management. To doso, you would select only the Network Configuration 
privilege for the applicable administrator accounts. For more information about 
administrator privileges, see Administrator Privileges, page 12-2. 

Cisco Secure ACS administrator accounts have no correlation with 
Cisco Secure ACS user accounts or network user authentication. 
Cisco Secure ACS stores accounts created for authentication o f network service 
requests and those created for Cisco Secure ACS administrative access in 
separate intemal databases. 

Administrator Privil~ges 

You can grant appropriate privileges to each Cisco Secure ACS administrator by 
assigning privileges on an administrator-by-administrator basis. You control 
privileges by selecting the options in the Administrator Privileges table on the 
Add Administrator or Edit Administrator pages. These options are listed below: 

User and Group Setup-Contains the following privilege options for the 
User Setup and Group Setup sections of the HTML interface: 

- Add/Edit users in these groups-Enables the administrator to add or 
edit users and to assign users to groups in the Editable groups list. 

User Guide for Cisco Secure ACS iance, version 3.2 
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Administrator 

- Setup o f these groups-Enables the administrator to edit the settings for 
the groups in the Editable groups list. 

- Available Groups-Lists the user groups for which the administrator 
does not have edit privileges and to which the administrator cannot add 
users. 

- Editable Groups- Lists the user groups for which the administrator 
does have edit privileges and to which the administrator account can add 
users. 

Shared Profile Components-Contains the following privilege options for 
the Shared Pro file Components section o f the HTML interface: 

- Network Access Restriction Sets-Allows the administrator full access 
to the Network Access Restriction Sets feature. 

- Downloadable ACLs-Allows the administrator full access to the 
Downloadable PIX ACLs feature. 

- Create New Device Command Set Type--Allows the administrator 
account to be used as valid credentials by another Cisco application for 
adding new device command set types. New device command set types 
that are added to Cisco Secure ACS using this privilege appear in the 
Shared Pro file Components section o f the HTML interface. 

- Shell Command Authorization Sets-Allows the administrator full 
access to the Shell Command Authorization Sets feature. 

- PIX Command Authorization Sets- Allows the administrator full 
access to the PIX Command Authorization Sets feature. 

~A 
Note Additional command authorization set privilege options may appear, 

if other Cisco network management applications, such as 
Cisco Works2000, have updated the configuration o f 
Cisco Secure ACS. 

Network Configuration- Allows the administrator full access to the 
features in the Network Configuration section of the HTML interface. 

04 79 
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Chapter 12 Administrators and Administrative Policy 

System Configuration ... -Contains the privilege options for the features 
found in the System Configuration section of the HTML interface . For each 
o f the following features, enabling the option allows the administrator full 
access to the feature. 

- Service Control-For more information about this feature, see Service 
Control, page 8-2 . 

- Date/Time Format Control-For more information about this feature, 
see Date Format Control, page 8-3. 

- Logging Control-For more information about this feature, see 
Logging, page 8-3. 

- Local Password Management-For more information about this 
feature, see Local Password Management, page 8-5. 

- DB Replication-For more inforrnation about this feature, see 
CiscoSecure Database Replication, page 9-1. 

- RDBMS Synchronization-For more information about this feature, 
see RDBMS Synchronization, page 9-23. 

- IP Pool Address Recovery-For more information about this feature, 
see IP Pools Address Recovery, page 9-44. 

- IP Pool Server Configuration-For more inforrnation about this 
feature, see IP Pools Server, page 9-3 7. 

- ACS Backup-For more inforrnation about this feature , see 
Cisco Secure ACS Backup, page 8-8. 

- ACS Restore-For more information about this feature , see 
Cisco Secure ACS System Restore, page 8-13. 

- AÇS Service Management-For more information about this feature, 
se'e Cisco Secure ACS A c tive Service Management, page 8-17. 

- VoiP Accounting Configuration-For more information about this 
feature, see VoiP Accounting Configuration, page 8-21 . 

- ACS Certificate Setup-For more inforrnation about this feature, see 
Cisco Secure ACS Certificate Setup, page 10-15. 

- Global Authentication Setup-For more inforrnation about this feature, 
see Global Authentication Setup, page I 0-11. 

- Appliance Configuration-For more inforrnation about this feature, see 
Appliance Configuration, page 8-22. 

User Guide for Cisco Secure ACS iance, version 3.2 
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- Support Operations- For more information about this feature, see 
Support, page 8-24. 

- View Diagnostic Logs-For more information about this feature, see 
Viewing or Downloading Diagnostic Logs, page 8-27. 

- Appliance Upgrade Status-For more information about this feature , 
see Viewing or Downloading Diagnostic Logs, page 8-27. 

Interface Configuration- Allows the administrator full access to the 
features in the Interface Configuration section o f the HTML interface. 

• Administration Control-Allows the administrator full access to the 
features in the Administration Contrai section o f the HTML interface. 

• Externai User Databases-Allows the administrator full access to the 
features in the Externai User Databases section of the HTML interface. 

Reports & Activity-Contains the privilege options for the reports and 
features found in the Reports and Activity section ofthe HTML interface. For 
each o f the following features, enabling the option allows the administrator 
full access to the feature. 

- TACACS+ Accounting-For more information about this report, see 
Accounting Logs, page 11-5. 

- TACACS+ Administration-For more information about this report, 
see Accounting Logs, page 11-5 . 

- RADIUS Accounting-For more information about this report, see 
Accounting Logs, page 11-5. 

- VoiP Accounting-For more information about this report, see 
Accounting Logs, page 11-5 . 

- Passed Authentications-For more information about this report, see 
Accounting Logs, page 11-5 . 

Failed Attempts-For more information about this report, see 
Accounting Logs, page 11-5. 

- Logged-in Users-For more information about this report, see 
Accounting Logs, page 11-5. 

- Purge of Logged-in Users-For more information about this feature, 
see Deleting Logged-in Users, page 11-9. 

- Dis.abled Accounts- For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

User Guide for. Cisco Secure ACS iance, version 
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- ACS Backup and Restore-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- DB Replication-For more information about this report, see Deleting 
Logged-in Users, page 11-9. 

- RDBMS Synchronization-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- Administration Audit-For more information about this report, see 
Deleting Logged- in U sers, page 11-9. 

- ACS Service Monitor-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- User Change Password-For more information about this report, see 
Deleting Logged-in Users, page 11-9. 

- Appliance Status-For more information about this report, see Deleting 
Logged-in Users, page 11-9. 

- Appliance Administration Audit-For more information about this 
report, see Deleting Logged-in Users, page 11-9. 

Adding an Administrator Account 

Step 1 

Step 2 

Step 3 

Before You Begin 

For descriptions of the options avai1able while adding an administrator account, 
see Administrator Privileges, page 12-2. 

To add a Cisco Secure ACS administrator account, follow these steps: 

In the navigation bar, click Administration Cont rol. 

Click Add Administrator. 

Result: The Add Administrator page appears. 

Complete the boxes in the Administrator Details table: 

a. In the Administrator Name box, type the 1ogin name (up to 32 characters) for 
the new Cisco Secure ACS administrator account. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Step 4 

Step 5 

StepG 

' Step 7 

78-14698-01 

b. In the Password box, type the password (up to 32 characters) for the new 
Cisco Secure ACS administrator account. 

c. In the Confirrn Password box, type the password a second time. 

To select ali privileges, including user group editing privileges for ali user groups, 
click Grant Ali . 

Result: Ali privilege options are selected. Ali user groups move to the Editable 
groups list. 

· p 
Tip To clear ali privileges, including user group editing privileges for ali user 

groups, click Revoke Ali . 

To grant user and user group editing privileges, foliow these steps: 

a. Select the desired check boxes under User & Group Setup. 

b. To move a user group to the Editable groups list, select the group in the 
Available groups list, and then click -> (right arrow button). 

Result: The selected group moves to the Editable groups list. 

c. To remove a user group from the Editable groups list, select the group in the 
Editable groups list, and then click <- (left arrow button). 

Result: The selected group moves to the Available groups list. 

d. To move ali user groups to the Editable groups list, click >>. 

Result: The user groups in the Available groups list move to the Editable 
groups list. 

e. To remove ali user groups from the Editable groups list, click <<. 

Result: The user groups in the Editable groups list move to the Available 
groups list. 

To grant any o f the remaining privilege options, in the Administrator Privileges 
table, select the applicable check boxes. 

Click Submit. 

Result: Cisco Secure ACS saves the new administrator account. The new account 
appears in the list of administrator accounts on the Administration Control page. 

User Guide for C 
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: Administrator Accounts 

Editing an Administrator Account 

~ ... 

You can edita Cisco Secure ACS administrator account to change the privileges 
granted to the administrator. You can effectively disable an administrator account 
by revoking ali privileges. 

Note You cannot change the name ofan administrator account; however, you can delete 

Step 1 

Step 2 

Step 3 

• an administrator account and then create an account with the new name. For 
information about deleting an administrator account, see Deleting an 
Administrator Account, page 12-11. For information about creating an 
administrator account, see Adding an Administrator Account, page 12-6. 

For information about administrator privilege options, see Administrator 
Privileges, page 12-2. 

Before You Begin 

For descriptions of the options available while editing an administrator account, 
see Administrator Privileges, page 12-2. 

To edit Cisco Secure ACS administrator account privileges, follow these steps: 

In the navigation bar, click Administration Control. 

Result: Cisco Secure ACS displays the Administration Control page. 

Click the name o f the administrator account whose privileges you want to edit. 

Result: The Edit Administrator name page appears, where name is the name ofthe 
administrator account you just selected. 

To change the administrator password, follow these steps: 

a. In the Password box, doub1e-click the asterisks, and then type the new 
password (up to 32 characters) for the administrator. 

Result: The new password replaces the existing, masked password. 

b. In the Confirm Password box, double-click the asterisks, and then type the 
new administrator password a second time. 

Result: The new password is effective immediately after you click Submit in 
Step 9. 

User Guide for Cisco Secure ACS Appliance, version 3.2 . 
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Step 4 

Step 5 

Step 6 

Step7 

78-14698-01 

If the Reset current failed attempts count check box appears below the Confirm 
Password box and you want to allow the administrator whose account you are 
editing to access the Cisco Secure ACS HTML interface, select the Reset current 
failed attempts count check box. 

~ .. 
Note I f the Reset current failed attempts count check box appears below the 

Confirm Password box, the administrator cannot access 
Cisco Secure ACS unless you complete Step 4. For more information 
about re-enabling an administrator account, see Unlocking a Locked Out 
Administrator Account, page 12-1 O. 

To select all privileges, including user group editing privileges for all user groups, 
click Grant Ali. 

Result: All privilege options are selected. All user groups move to the Editable 
groups list. 

To clear all privileges, including user group editing privileges for all user groups, 
click Revoke Ali. 

Result: All privileges options are cleared. All user groups move to the Available 
groups list. 

To grant user and user group editing privileges, follow these steps: 

a. Under User & Group Setup, select the applicable check boxes. 

b. To move all user groups to the Editable groups list, click >>. 

Result: The user groups in the Available groups list move to the Editable 
groups list. 

c. To m,ove a user group to the Editable groups list, select the group in the 
AvaÜable groups list, and then click -> (right arrow button). 

Resu/t: The selected group moves to the Editable groups list. 

d. To remove all user groups from the Editable groups list, click <<. 

Result: The user groups in the Editable groups list move to the Available 
groups list. 

e. To remove a user group from the Editable groups list, select the group in the 
Editable groups Iist, and then click <- (left arrow button). 

Result:. The selected group moves to the Available groups list. 

User Guide for Cisco Secure ACS 

3 7 o 1 
Doe: 



Chapter 12 Administrators and Administrative Policy 

Step 8 To grant any remaining privilege options, select the applicable check boxes in the 
Administrator Privileges table. 

Step 9 To revoke any remaining privilege options, clear the applicable check boxes in the 
Administrator Privileges table. 

Step 10 Click Submit. 

Result: Cisco Secure ACS saves the changes to the administrator account. 

Unlocking a Locked Out Administrator Account 

Step 1 

Step 2 

Step 3 

Step 4 

Cisco Secure ACS disables the accounts o f administrators who have attempted to 
access the Cisco Secure ACS HTML interface and have provided an incorrect 
password in more successive attempts than is specified on the Session Policy 
Setup page. Until the failed attempts counter for a disabled administrator account 
is reset, the administrator cannot access the HTML interface. 

For more information about configuring how many successive failed login 
attempts can occur before Cisco Secure ACS disables an administrator account, 
see Session Policy, page 12-16. 

To reset the failed attempts count for an administrator, follow these steps: 

In the navigation bar, click Administration Control. 

Result: Cisco Secure ACS displays the Administration Control page. 

Click the name ofthe administrator account whose account you want to re-enable. 

Result: The Edit Administrator name page appears, where name is the name ofthe 
administrator account you just selected. 

If the Reset current failed attempts count check box appears below the Confirm 
Password box, the administrator account cannot access the HTML interface. 

Select the Reset current failed attempts count check box. 

Click Submit. 

Result: Cisco SecureACS saves the changes to the administrator account. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Access Policy 

~~ 
. f IS~~~ '\ 

Deleting an Administrator Account ~ \~ )} 

You can deiete a Cisco Secure ACS administrator account when you no Ioilg · ·' . - 1'- -~· 
need it. We recommend deieting any unused administrator accounts. 

To deiete a Cisco Secure ACS administrator account, follow these steps: 

Step 1 In the navigation bar, click Administration Control. 

Step2 

Step 3 

Step4 

• Result: Cisco Secure ACS dispiays the Administration Contrai page. 

In the Administrators tabie, click the name o f the administrator account that you 
want to deiete. 

Result: The Edit Administrator name page appears, where name is the name ofthe 
administrator account you just seiected. 

Ciick Delete. 

Result: Cisco Secure ACS dispiays a confirmation diaiog box. 

Ciick OK. 

Result: Cisco Secure ACS deletes the administrator account. The Administrators 
table on the Administration Contrai page no Ionger Iists the administrator account 
that you deieted. 

Access Policy 

78-14698-01 

The Access Poi,icy feature affects access to the Cisco Secure ACS HTML 
interface. You can Iimit access by IP address and by the TCP port range used for 
administrative sessions. You can aiso enabie secure socket Iayer (SSL) for access 
to the HTML interface. 

This section contains the following topics: 

• Access Poiicy Options, page 12-12 

• Setting Up Session Poiicy, page 12-16 
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Access Policy Options 

You can configure the following options on the Access Policy Setup page: 

• IP Address Filtering-Contains the following IP address filtering options: 

- Allow ali IP addresses to connect-Allow access to the HTML 
interface from any IP address. 

- Allow only listed IP addresses to connect-Allow access to the HTML 
interface only from IP addresses inside the address range(s) specified in 
the IP Address Ranges table. 

- Reject connections from listed JP addresses-Allow access to the 
HTML interface only from IP addresses outside the address range(s) 
specified in the IP Address Ranges table. 

• IP Address Ranges-The IP Address Ranges table contains ten rows for 
configuring IP address ranges. The ranges are always inclusive; that is, the 
range includes the start and end IP addresses. The IP addresses entered to 
define a range must differ only in the last octet (Class C format). 

The IP Address Ranges table contains one column of each of the following 
boxes: 

- Start IP Address-Defines the lowest IP address o f the range specified 
in the current row. 

- End IP Address- Defines the highest IP address o f the range specified 
in the current row. 

• HTTP Port Allocation-Contains the following options for configuring 
TCP ports used for remote access to the HTML interface . 

- Allow .any TCP ports to be used for Administration HTTP 
Access-Allow the ports used by administrative HTTP sessions to 
include the full range o f TCP ports. 

- Restrict Administration Sessions to the following port range From 
Port X to Port Y-Restrict the ports used by administrative HTTP 
sessions to the range specified in the X and Y boxes, inclusive. The size 
o f the range specified determines the maximum number o f concurrent 
administrative sessions. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Access Policy 

Cisco Secure ACS uses port 2002 to start ali administrative sessions. You 
do not need to include port 2002 in the port range. Also, 
Cisco Secure ACS does not allow you to define an HTTP port range that 
consists only of port 2002. Your port range must consist of at least one 
port other than port 2002. 

A firewall configured to permit HTTP traffic over the Cisco Secure ACS 
administrative port range must also permit HTTP traffic through port 
2002, because this is the port a web browser must address to initiate an 
administrative session. 

~. 
Note We do not recommend allowing administration of 

Cisco Secure ACS from outside a firewall. If you do choose to 
allow access to the HTML interface from outside a firewall, keep 
the HTTP port range as narrow as possible. This can he1p prevent 
accidental discovery o f an active administrative port by 
unauthorized users. An unauthorized user would have to 
impersonate, or "spoof," the IP address of a legitimate host to 
make use o f the active administra tive session HTTP port. 

- Secure Socket Layer Setup-The Use HTTPS Transport for 
Administration Access check box defines whether Cisco Secure ACS 
uses secure socket 1ayer protocol to encrypt HTTP traffic between the 
CSAdmin service anda web browser used to access the HTML interface. 
When this option is enab1ed, all HTTP traffic between the browser and 
Cisco Secure ACS is encrypted, as reflected by the URLs, which begin 
with HTTPS. Additionally, most browsers include an indicator for when 
a connection is SSL-encrypted. 

To enab1e SSL, you must have comp1eted the steps in Installing a Cisco 
Secure ACS Certifica te, page 10-15 and Adding a Certificate Authority 
Certifica te, page 10-18. 

Setting Up Access Policy 

78-14698-01 

For information about access policy options, see Access Policy Options, 
page 12-12. 

User Guide for Ci ure ACS Appliance, version 
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Before You Begin 

If you want to enable SSL for administrative access, before completing this 
procedure, you must have completed the steps in Installing a Cisco Secure ACS 
Certifica te, page 10-15 and Adding a Certifica te Authority Certi fi cate, 
page 10-18. 

To set up Cisco Secure ACS Access Policy, follow these steps: 

Step 1 • In the navigation bar, click Administration Control. 

Step 2 

Step 3 

Step4 

Step 5 

Result: Cisco Secure ACS displays the Administration Control page. 

Click Access Policy. 

Result: The Access Policy Setup page appears. 

To allow remote access to the HTML interface from any IP address, in the IP 
Address Filtering table, select the Allow ali IP addresses to connect option. 

To allow remote access to the HTML interface only from IP addresses within a 
range or ranges o f IP addresses, follow these steps: 

a. In the IP Address Filtering table, select the Allow only listed IP addresses . --) 
to connect option. 

b. For each IP address range from within which you want to allow remote access 
to the HTML interface, complete one row o f the IP Address Ranges table. In 
the Start IP Address box, type the lowest IP address ( up to 16 characters) in 
the range. In the End IP Address box, type the highest IP address (up to 16 
characters) in the range. Use dotted decimal format. 

~~ 
Note The IP addresses entered to define a range must differ only in the last 

octét. 

To allow remote access to the HTML interface only from IP addresses outside a 
range o r ranges o f IP addresses, follow these steps: 

a. In the IP Address Filtering table, select the Reject connections from listed 
IP addresses option. 

User.Guide for Cisco Secure ACS Appliance, version 3.2 
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Step 6 

Step 7 

Step8 

Step9 

78-14698-01 

b. For each IP address range from outside which you want to allow remote 
access to the HTML interface, complete one row o f the IP Address Ranges 
table. Type the lowest IP address (up to 16 characters) in the range in the Start 
IP Address box. Type the highest IP address (up to 16 characters) in the range 
in the End IP Address box. 

~ ... 
Note The IP addresses entered to define a range must differ only in the last 

octet. 

If you want to allow Cisco Secure ACS to use any valid TCP port for 
administrative sessions, under HTTP Port Allocation, select the Allow any TCP 
ports to be used for Administration HTTP Access option. 

Ifyou want to allow Cisco Secure ACS to use only a specified range ofTCP ports 
for administrative sessions, follow these steps: 

a. Under HTTP Port Allocation, select the Restrict Administration Sessions 
to the following port range From Port X to Port Y option. 

b. In the Xbox type the 1owest TCP port (up to 5 characters) in the range. 

c. In the Ybox type the highest TCP port (up to 5 characters) in the range. 

If you want to enable SSL encryption o f administrator access to the HTML 
interface, under Secure Socket Layer Setup, select the Use HTTPS Transport for 
Administration Access check box. 

~ ... 
Note To enable SSL, you must have completed the steps in Installing a Cisco 

Secure ACS Certificate, page 10-15 and Adding a Certifica te Authority 
Certificate, page 10-18. 

Click Submit. 

Result: Cisco Secure ACS saves and begins enforcing the access policy settings. 

If you have enabled SSL, at the next administratorlogin, Cisco Secure ACS 
begins using HTTPS. Any current administrator sessions are unaffected. 

-----------------------------------------·--·----------------------

User Guide for Cisco Secure ACS Appliance, version 
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Policy 

Session Policy 
The Session Po1icy feature contro1s various aspects of Cisco Secure ACS 
administrative sessions. This section contains the following topics : 

Session Policy Options, page 12-16 

Setting Up Session Po1icy, page 12-16 

Session Policy Options 

You can configure the following options on the Session Policy Setup page: 

Session idle timeout (minutes)-Defines the time in minutes that an 
administrative session must remain id1e before Cisco Secure ACS terminates 
the connection. This parameter app1ies to the Cisco Secure ACS 
administrative session in the browser on1y. lt does not app1y to an 
administrator dial-up session. 

An administrator whose administrative session is terminated receives a dialog /-·'\ 
box asking whether or not the administrator wants to continue. If the ~- -' 
administrator chooses to continue, Cisco Secure ACS starts a new 
administrative session. 

• Respond to Invalid IP Address Connections-Enables an error message in 
response to attempts to start a remote administrative session using an IP 
address that is invalid according to the IP address ranges configured in Access 
Policy. Disabling this option can help prevent unauthorized users from 
discovering Cisco Secure ACS. 

• . Lock,out Administrator after X successive failed attempts -Enables 
Cisco Secure ACS to lock out an administrator after the number o f successive 
failed login attempts specified in the Xbox. A value o f O (zero) in the X box 
allows unlimited successive administrative login failures. lfthis check box is 
selected, the X box cannot be set to zero. 

Setting Up Session Pol icy 

For information about session policy options, see Session Policy Op i 
page 12-16 .. 

\ 
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Session Polic 

To setup Cisco Secure ACS Session Policy, follow these steps: 

---·-~-----;r---.. -a!O-rlll·-----· -----------~-----~·-"""- ~""- __,.. ....... ...... -. _ __ .,, ..... _,_._. .. 

Step 1 In the navigation bar, click Administration Control. 

Result: Cisco Secure ACS displays the Administration Control page. 

Step 2 Click Session Policy. 

Result: The Session Policy Setup page appears . 

Step 3 • To define the number o f minutes o f inactivity after which Cisco Secure ACS ends 
an administrative session, in the Session idle timeout (minutes) box, type the 
number ofminutes (up to 4 characters). 

Step 4 Set the invalid IP address response policy: 

Step 5 

Step 6 

a. To configure Cisco Secure ACS to respond with a message when an 
administrative session is requested from an invalid IP address, select the 
Respond to invalid IP address connections check box. 

b. To configure Cisco Secure ACS to send no message when an administrative 
session is requested from an invalid IP address, clear the Respond to invalid 
IP address connections check box. 

Set the failed administrative login attempts policy: 

a. To enable Cisco Secure ACS to lock out an administrator after a number of 
successive failed administrative login attempts, select the Lock out 
Administra to r after X successive failed attempts check box. 

b. In the Xbox, type the number of successive failed login attempts after which 
Cisco Secure ACS locks out an administra to r. The X box accepts up to 4 
characters. 

Click Submit. 

Result: Cisco Secure ACS saves and begins enforcing the session policy settings 
you made. 

-~ . ~~ ' .... __ _._.._, _____ _ 
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Cisco Secure Access Control Server Solution Engine 

The Cisco® Secure Access Contrai Server (ACS) provides a comprehensive identity 

networking solution and secure user experience for Cisco intelligent information 

networks. lt is the integration and control layer among ali enterprise users, 

administrators, and the resources of the network infrastructure. The Cisco Secure 

ACS Solution Engine adds new security improvements, simplified management, and 

reduced total cost of ownership (TCO) for the operation of the under1ying ACS service. 

lntroduction 

The Cisco Secure ACS Solution Engine is a 

high-performance and highly scalable user 

and administrative access control solution 

that operates as a centralized RADIUS or 

TACACS+ server system for the Cisco 1111 

platform. Packaged in a dedicated and 

secure 1-rack-unit (1-RU) hardened 

appliance, the Cisco Secure ACS Solution 

Engine provides a reduced-configuration, 

plug and play solution, and highly reliable 

platform with the unique ability to protect 

existing networking infrastructure through 

fully Web-based remote-access and 

configuration capabilities. 

The need for security appliances is rapidly 

increàsing in today's IT space. Security, 

convenience, and ease o f installation and 

troubleshooting are the important 

advantages o f security appliances compared 

to the many software-based security 

applications that exist in the marketplace 

today. The innovative, new, 1-RU, 

security-hardened Cisco Secure ACS 

Solution Engine was designed to specifically 

alleviate the security issue with a 

closed-device design that makes it 

substantially more difficult for intruders to 

penetrate than an open-platform system. 

Cisco Systems. Inc. 

Security appliances provide an all-in-one 

approach that simplifies product selection, 

product integration, and ongoing support. 

By combining ali necessary operating 

system installation and patching with the 

ACS software service, customers can avoid 

maintaining software versioning and 

proliferation of servers, patches, and 

operating system (OS) maintenance issues. 

This is particularly important in large 

networking environments where security 

solutions are required in remote sites with 

no IT professionals present to regularly 

manage and upgrade these solutions. In 

addition, a security appliance greatly 

simplifies support and troubleshooting in 

failure modes, hence enabling quick service 

restoration (through a one-stop support 

contact)-an important consideration, 

especially when the security application is 

mission-critical, a situation that is true with 

security authentication, authorization, and 

accounting (AAA) applications. 

Changing network dynamics and increased 

security threats have influenced new 

opportunities in access control 

management solutions. As AAA becomes 

more relevant and the requirement to 

Ali contents are Copyright <t> 1992-2002 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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contrai user access expands beyondjust dialup, new trends (including expanded authentication, tracking, and audit 

management) are emerging that require identity-networking solutions to be pervasive, scalable, and available 

throughout the network. 

Cisco Secure ACS extends access security by combining authentication, user or administrator access, and policy 

contrai from a centralized location, allowing for greater flexibility and mobility, increased security, and user 

productivity gains. As an accounting service, the Cisco Secure ACS Solution Engine reduces IT operations costs by 

providing detailed reporting and monitoring capabilities of network users' behavior and by keeping a recordo f every 

access connection and device configuration change across the entire network. 

Cisco Secure ACS provides a centralized identity networking solution and simplified 
user-management experience across ali Cisco devices and security-management 
applications. Cisco Secure ACS ensures enforcement of assigned policies by allowing 
network administrators to control : 

• Who can log in to the network 

• What privileges each user has in the network 

• What accounting information is recorded in terms of security audits or account billing 

• What access and command controls are enabled for each configuration administrator 

Like the Cisco Secure ACS for Windows, the Cisco Secure ACS Solution Engine supports a wide array of access 

connection types, including wired or wireless LAN, dialup, broadband, content, storage, voice over-IP (VoiP), 

firewall, and virtual priva te networks (VPNs). 

Cisco Secure ACS Solution Engine Highlights 

The Cisco Secure ACS Solution Engine is a highly secure, OS-independent, and dedicated platform that offers a 

highly manageable access contrai solution with an increasingly reduced setup and troubleshooting time. The Cisco 

Secure ACS Solution Engine provides Plug and Play deployment, a highly reliable AAA solution, and increased TCO 

protection through the high availability and simplified day-to-day operation and management of the Cisco Secure 

ACS service. It provides the same features and functions as the Cisco Secure ACS for Windows, in a dedicated, 

security-hardened, application-specific appliance package. Customers with existing Windows-based Cisco Secure 

ACS deployments can, add or upgrade to Cisco Secure ACS Solution Engines without any effect on existing AAA 

configurations, includfng remate logging and replication configurations. More information about the latest Cisco 

Secure ACS features is available from the Cisco Secure ACS for Windows data sheet. 

To ensure the high-security posture of the Cisco Secure ACS Solution Engine, additional functions specific to 

operating and managing the Cisco Secure ACS Solution Engine are provided. Additionally, a Cisco Secure ACS 

remate agent is available with each Cisco Secure ACS Solution Engine to enable remate logging and Windows 

authentication. Forwarding ali accounting data from the solution engine to a remate agent preserves disk space on 

the solution engine. lt also improves AAA performance by eliminating the frequent and time-consuming disk writes 

required for Iocallogging on the solution engine. Also, because a Cisco Secure ACS Solution Engine is never a 

member o f a Microsoft Windows doinain, the Cisco Secure ACS remate agent establishes the necessary Windows 

domain trust relationships for Windows-based authentication. 

Table 1 lists additional functions provided by the Cisco Secure ACS Solution Engine. These functions are not 

available from the Cisco Secure ACS for Windows software product. 

Cisco Systems. Inc. 
Ali contents are Copyright ~ 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Table 1 Functions Provided by the Cisco Secure ACS Solution Engine 

Hardened under1ying • The Cisco Secure ACS Solution Engine is dedicated to run only the Cisco Secure 
operating system ACS service, thereby preventing any appliance-based OS changes, additions, or 

configuration modifications. 

Serial console interface . A serial console interface is provided on the Cisco Secure ACS Solution Engine 
for initial configuration, subsequent management of IP connections, access to the 
Cisco Secure ACS HTML interface, and application of upgrade and recovery 
procedures. 

The serial console interface supports both serial line and Telnet connections 
• through which the Cisco Secure ACS service can be reimaged, reloaded, and 

rebooted, both locally and remotely. 

Solution Engine-specific . lntegrated into the existing Cisco Secure ACS HTML interface, Solution 
management tools Engine-specific management tools provide generic appliance-management 

capabilities, including backup, recovery, software upgrades, monitoring, 
maintenance, and troubleshooting functions. 

The Cisco Secure ACS HTML interface is accessed though a secured Secure 
Sockets Layer (SSL)-based connection. 

Cisco Secure ACS remate The Cisco Secure ACS remete agent provides two functions: authentication 
agent against Windows domains and remete logging capabilities of user accounting 

records. 

Administrators can provision primary and backup Cisco Secure ACS remete 
agents in distributed Cisco Secure ACS configurations. 

Port-based packet filtering The Cisco Secure ACS Solution Engine implements a packet-filtering service to 
block traffic on ali but the necessary Cisco Secure ACS-specific TCP and UDP 
ports. 

Network Timing Protocol The Cisco Secure ACS Solution Engine has built-in NTP functions to maintain 
(NTP) support network timing synchronization and consistency with other Cisco Secure ACS 

appliances or network devices. 

Cisco Secure ACS Solution Engine-Specific Benefits 

In addition to the many benefits the Cisco Secure ACS solution brings in controlling user and administrative AAA 

inside your network, the Cisco Secure ACS Solution Engine, with its 1-RU hardened form factor, adds specific 

security and operational advantages in the following areas: 

• Security-With a security-hardened service focused on running exclusively the Cisco Secure ACS service, the 

solution engine significantly increases the security posture of the Cisco Secure ACS system. Ali solution engine 

services and ports not used by the Cisco Secure ACS service are disabled to secure access to the Cisco Secure ACS 

Solution Engine. 

• Plug and Play so/ution-The Cisco Secure ACS Solution Engine provides a record service uptime before starting 

to configure the Cisco Secure ACS service. 

• Manageability-With a dedicated, exclusive, and complete Cisco Secure ACS solution, the appliance greatly r 
simplifies manageability and support of the Cisco Secure ACS service while removing the necessity to manage any 

UNIX or Windows network operating systems. 

• Supportability-With no externai services or applications (other than the Cisco Secure ACS service) allowed to 

be installed on the solution engine, the support and the day-to-day management of the Cisco Sl ure.AÇ_s S<.>J.~i~~-- -- ---­

Engine are greatly simplified. -r.::.'i'V"-tB/Zf~M-~..._, 
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• Relíabilíty-Enabling only the services that are required by Cisco Secure ACS allows an increase in overall 

reliability and security of the Cisco Secure ACS service. 

• TCO-With a turnkey security-hardened solution engine that is easily deployed, Cisco is able to guarantee full 

support, maintenance, and serviceability ofthe overall Cisco Secure ACS system-notjust the Cisço Secure ACS 

software running on various hardware configurations, supported by third-party vendors. 

• Migration from Cisco Secure ACS UNIX-The Cisco Secure ACS Solution Engine provides a suitable alterna tive 

for Cisco Secure ACS UNIX customers not willing to install or manage Cisco Secure ACS on the Windows OS. 

System Requirements 

Hardware Requirements 

The Cisco Secure ACS Solution Engine is available on Cisco 1111 platforms with the following specifications: 

• Pentium IV processor, 2.66 GHz 

• 1 GBRAM 

• 40GB free disk space 

• Two built-in 10/100 Ethernet controllers 

• 1 floppy disk drive 

• 1 CD-ROM drive 

The Cisco Secure ACS remote agent is available in a Windows version that can be installed on a Windows 2000 

Server (Windows Domain Controller or Member Server supported) . 

The computer running Cisco Secure ACS remote agent for Windows must meet the following minimum hardware 

requirements: 

• Pentium III processor, 550 MHz or faster 

• 256MB RAM 

• 250 MB free disk space 

Ordering lnform,tion 

The Cisco Secure ACS Solution Engine is available for purchase through normal Cisco sales and distribution channels 

worldwide. The Cisco Secure ACS Solution Engine is shipped with a preinstalled Cisco Secure ACS Software license. 

For More lnformation 

For more information about Cisco Secure ACS, visit: http://www.cisco.com/go/acs. 

For specific product functions or technical questions, send e-mail to the Cisco Secure ACS product marketing group 

at ACS-MKT@cisco.com. 

For questions about product ordering, availability, and support contract information, send e-mail to the product 

marketing group at ciscoworks@cisco.com. 

·~~ 
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Cisco Secure Access Control Server Solution Engine 

( 

Q. What is Cisco® Secure Access Control 

Server (ACS) Solution Engine? 

A. Cisco Secure ACS Solution Engine is a 

highly scalable, one-rack-unit (RU), 

dedicated platform that serves as a 

high-performance access contrai server 

supporting centralized Remote 

Authentication Diai-In User Service 

(RADIUS) or Terminal Access Controller 

Access Contrai System (TACACS+). Cisco 

Secure ACS Solution Engine contrais the 

authentication, authorization, and 

accounting (AAA) for users accessing 

corporate resources through the network. 

Q. What does Cisco Secure ACS Solution 

Engine do? 

A. Cisco Secure ACS Solution Engine 

enables you to control who can access the 

network, to authorize what types of 

network services are available for users or 

groups of users, and to keep an accounting 

record of ali user actions in the network. 

The Solution Engine supports access 

contrai and accounting for dial-up access 

servers, firewalls and VPNs, voice-over-IP 

(VoiP) solutions, content networking, 

storage networks, and switched and 

wireless LANs (WLANs). In addition, the 

AAA framework can be used to manage the 

administrative roles and groups via 

TACACS+ and to contrai how network 

administrators are able to change, access, 

and configure the network internally. 

Cisco Systems. Inc. 

Q. Why did Cisco add an Solution Engine 

to the existing Windows server software 

packaging for Cisco Secure ACS? 

A. The decision to create a dedicated 

solution engine version ofCisco Secure ACS 

was made based on severa) factors: 

• Security-The need to create a tumkey 

security-hardened service focused on 

running the Cisco Secure ACS service 

exclusively. The solution engine can 

remove ali extraneous services, block ali 

unused ports, and otherwise prevent ali 

other access to the Cisco Secure ACS 

server system-dramatically increasing 

the security posture of Cisco Secure 

ACS. 

• Manageability-Cisco Secure ACS 

Solution Engine is a dedicated, exclusive 

service for AAA with no ability to install 

or run other services or applications. 

This greatly facilitates the support and 

day-to-day management of the Cisco 

Secure ACS system. 

Reliability-By targeting only the 

operating system services required by 

Cisco Secure ACS, the solution engine 

offers greater operational reliability and 

security for the Cisco Secure ACS 

system. 

• Total cost o f ownership-Customers 

choosing Cisco Secure ACS can 

optimize their total cost o f ownership. 

Cisco end-to-end support now includes 

AI\ contents are Copyright © 1992-2002 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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full support, maintenance, and serviceability of the Cisco Secure ACS system-notjust the Cisco Secure ACS 

software running on various hardware configurations and supported by various third-party vendors. 

• Plug and play-Cisco Secure ACS Solution Engine is shipped already installed with Cisco Secure ACS application 

software, greatly reducing the time it takes to set up and deploy Cisco Secure ACS in your network. 

• Migration from Cisco Secure ACS UNIX-Cisco Secure ACS Solution Engine was built and targeted as a suitable 

migration platform for Cisco Secure ACS for Unix customers not willing to install or manage Cisco Secure ACS 

on a Windows server. 

Q._ What are the differences between the Cisco Secure ACS software server and Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS Solution Engine provides the same features and functions of the Cisco Secure ACS Windows 

version-in a dedicated, security-hardened, application-specific option. The appliance includes features specific to the 

operation and management of Cisco Secure ACS, and specific software features needed to be customized or removed 

due to the different underlying system architectures: 

Authentication 

• Authentication against a Windows domain requires a Cisco Secure ACS remate agent running on a domain 

controller or member server. The Cisco Secure ACS remate agent is necessary to establish a Windows member or 

domain controller trust relationship. 

• Authentication against an Open Database Connectivity (ODBC) source is not supported. Lightweight Directory 

Access Protocol (LDAP) authentication can be used instead. 

• Authentication against One-Time Password (OTP) directories is performed using thegeneric RADIUS-based OTP 

interface on the appliance. Any OTP vendar that provides an RFC-compliant RADIUS interface can interface 

with Cisco Secure ACS. 

User Database Synchronization 

• User database synchronization with an ODBC source is not supported. Instead, the administrator can configure 

Cisco Secure ACS to synchronize its user database with a comma-separated values (CSV) file on a remate File 

Transfer Protocol (FTP) server. 

ODBC Logging 

• ODBC logging is. not supported. Administrators can use local or remo te CSV logging. 

Backup/Restore and Appliance Diagnostics , 

• Backup/restore and gathered appliance diagnostics are performed through a remate FTP server and configured \ 

using the current Cisco Secure ACS HTML graphical user interface (GUI). ~ 

Q. What additional features are available on Cisco Secure ACS Solution Engine but not available on the Window';\: 

version? 

A. To ensure the highly secure posture o f Cisco Secure ACS Solution Engine, functions specific to operating and 

managing the appliance have been added: 

• Security-hardened underlying operating system. 

• Port-based packet ~ltering, allowing connections only to the ports necessary for Cisco Secure ACS operation. 

• Serial console interface for initial configuration, subsequent management o f IP connections, Web interface, and 

application o f upgrades and remo te reboots. The serial console interface supports both serial line and Telnet 

connections. 

Cisco Systems. Inc. 
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• Backup/restore o f Cisco Secure ACS data via FTP protocol. 

• Recovery procedures. 

• NTP (Network Time Protocol) support for maintaining network time consistency with other appliances or 

network devices. 

Q. Are there any additions to the existing Cisco Secure ACS GUI to support Cisco Secure ACS Solution Engine? 

A. Yes. New HTML pages specific to Cisco Secure ACS Solution Engine have been added to the Cisco Secure ACS 

GUI. These pages cover specific features around the operation and management of the solution engine and include: 

• Selution Engine configuration page 

• Solution Engine remate agent configuration page 

• Solution Engine upgrade page 

• Solution Engine status page 

• Solution Engine diagnostics log view 

Q. What ports and protocols access Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS Solution Engine implements a packet filtering service to block the traffic on ali but necessary 

TCP/User Datagram Protocol (UDP) ports. Only the ports listed in Table 1 are open for input traffic: 

Table 1 Cisco Secure ACS Solution Engine Ports Usage 

Service Name UDP 

DHCP 68 

RADIUS authentication and authorization (original draft RFC) 1645 

RADIUS accounting (original draft RFC) 1646 

RADIUS authentication and authorization (revised RFC) 1812 

RADIUS accounting (revised draft RFC) 1813 

TACACS+ AAA 

Replication and RD~MS synchronization 

Cisco Secure ACS remete logging 

Cisco Secure ACS distributed logging (appliance only) 

Hypertext Transfer Protocol (HTTP) administrative access (at login) 

Administrative access (after login) port range 

1. ACS assigns uni que port number from the range to each administration session 

Cisco Systems. Inc. 
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Q. W:;;;~;~o.,dw~e pl,fo~ 'l"<lfiffiUon fo' Cl.co Serure ACS SoluUon Engine? 

A. Cisco Secure ACS Solution Engine is a security-hardened Cisco Secure ACS server in a dedicated 1-RU box with 

the following configuration: 

• Intel ISP 1100 motherboard with a 2.66-GHz Pentium 4 processar 

• 1GB ofRAM 

• Two built-in 10/100 Ethernet controllers 

• 40-GB IDE hard drive 

• One floppy drive 

• One CD-ROM drive 

Q. How does Cisco Secure ACS Solution Engine authenticate to Windows domains? 

A. In general, to authenticate Windows NT 4.0 or Active Directory domain users, you must establish a Windows 

member or domain controller trust relationship. Since Cisco Secure ACS Solution Engine does not run the necessary 

Windows server services to establish this trust, an externai Cisco Secure ACS remote agent is provided with the 

appliance solution, allowing the trust relationship to be established. The Cisco Secure ACS remote agent can be 

installed on member servers, domain controllers, or backup domain controllers. NOTE: The best practice isto install 

the remote agent on a full Domain Controller (DC) , as this would allow it to perform its authentication functions 

with the least extra configuration requirements. 

Q. What is the main purpose of the Cisco Secure ACS remo te agent? 

A. The Cisco Secure ACS remote agent has dual roles-it enables authentication against Windows domains, and it 

allows remo te logging capabilities of user accounting records. 

Q. What operating systems can the Cisco Secure ACS remote agent be installed on? 

A. The Cisco Secure ACS remote agent can be installed on a Windows 2000 server (Windows Domain Controller 

or Member Server supported) . A Solaris version of Cisco Secure ACS will be provided in the future for Sun Solaris 

installations. Please refer to the Cisco Secure ACS remote agent installation guide for the exact operating system 

versions and service packs supported. 

Q. Can a Cisco Secl!re ACS remote agent and Cisco Secure ACS Windows coexist on the same server? 
. ' 

A. No. The Cisco Secure ACS remote agent cannot be installed on a server that already has Cisco Secure ACS 

Windows installed. 

Q. Can·a solution engine be configured to use severa! remote agents? 

A. Yes. A solution engine can be configured to use one or more agents. There is no restriction that the same agent
1 

be used for Windows services and logging services. For Windows services, an appliance can point to a primary a 

backup agent, in the event that the primary agent is unavailable. 

Q. Can a Cisco Secure ACS remote agent be shared with multiple solution engines? 

A. Yes. The Cisco Secure ACS remate agent can be shared with multi pie solution engines. There is no hard limit to 

the number of Cisco Secure ACS solution engines that can share a single remo te agent, but Cisco will support 

configurations with up 'to tive solution engines sharing a single Cisco Secure ACS remo te agent. If user accounting 

records from multiple Cisco Secure ACS solution engines need to be consolidated and centralized, it is desired that 

ali these solution engines share a single Cisco Secure ACS remote agent. 

Cisco Systems, Inc. 
Ali contents are Copyright <e 1992-2003 Cisco Systems, Inc. Ali rights reserved . lmportant Notices and Privacy Statement. 

Page 4 or 9 

l 
f ,.....; 



Q. Can I perform locallogging on Cisco Secure ACS Solution Engine instead of using the remo te logging capability 

of the Cisco Secure ACS remo te agent? 

A. Yes. However, local Iogging on Cisco Secure ACS Solution Engine is constrained in size, forcing Iog files to be 

recycled after seven days. The Cisco Secure ACS remote agent provides full, unconstrained logging capability to a 

remote server. 

Q. Are there any differences in the type ofWindows databases supported by the Cisco Secure ACS remote agent and 

the ones supported by Cisco Secure ACS Windows? 

A. No. The Cisco Secure ACS remote agent supports the same Windows databases supported by Cisco Secure ACS 

Windows. 

Q. What 802.1X authentication types does the Cisco Secure ACS remote agent support? 

A. The Cisco Secure ACS remote agent supports the same 802.1X authentication types available on Cisco Secure 

ACS for Windows. This includes Extensible Authentication Protocol (EAP)-MD5, EAP-TLS, EAP Cisco Wireless, 

LEAP, PEAP-EAP-GTC, and PEAP-EAP-MSCHAPv2. 

Q. Can a Cisco Secure ACS remote agent be provisioned for Cisco Secure ACS for Windows? 

A. No. In its initial release, the Cisco Secure ACS remote agent only operates with Cisco Secure ACS Solution 

Engine. No communication is possible between a Cisco Secure ACS remote agent and a Cisco Secure ACS service on 

Windows. However, this limitation does not prevent Cisco Secure ACS Windows and Cisco Secure ACS Solution 

Engine from operating in the same network environment. 

Q. What happens to the standard HTML reports on the solution engine? Do they stay the same? 

A. In general, these reports stay the same. The solution engine reports will be constrained in size with no support 

for multi pie rolled over files. The Cisco Secure ACS remote agent will provide full , unconstrained report capability 

on a remote FTP server. 

Q. What happens with third-party software tools, such as backup services from Legato? 

A. Cisco Secure ACS Solution Engine is a standalone, dedicated box for running Cisco Secure ACS. There are no 

interfaces or abilities to add third-party software of any kind to the box. Cisco will investigate third-party 

extensibility, but at I?resent, nothing can be installed on the Cisco Secure ACS Solution Engine other than Cisco 

Secure ACS images and patéhes downloaded via FTP. For Cisco Secure ACS backup, Cisco will create an export file 

that is automatically exported to an externai FTP server. Backup tools can be installed and used to backup the 

externai server. 

Q. Can I run Cisco Secure ACS in "mixed mode" (forexample, run instances ofthe Cisco Secure ACS Windows and 

additional instances of Cisco Secure ACS Solution Engine)? 

A. Yes. Cisco will support environments using both Cisco Secure ACS Windows and Cisco Secure ACS Solution 

Engine. 

Q. How is Cisco Secure ACS replication affected with the introduction of Cisco Secure ACS Solution Engine? 

A. Cisco Secure ACS replication functions will remain unchanged with the introduction of Cisco Secure ACS 

Solution Engine. Replication between Cisco Secure ACS Solution Engine and Cisco Secure ACS Windows, as well as 

replication among Cisco Secure ACS solution engines, will be supported with no impact on~of.!~~~-:.spluJiOJl. ______ . 

engines or Windows configurations. 
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Q. Are there any restrictions on whether Cisco Secure ACS Windows or Cisco Secure ACS Solution Engine can be a 

master database in a replicated configuration? 

A. No. Cisco Secure ACS Windows or Cisco Secure ACS Solution Engine can be the master data bases replicating to 

Cisco Secure ACS Windows slaves, Cisco Secure ACS Solution Engine slaves. or both Windows and solution engine 

slaves at the same time. 

Q. Are there any changes to single logon and password aging capabilities in Cisco Secure ACS Solution Engine? 

A. No. With the appropriate Windows or domain controller trust relationships established with the Cisco Secure 

ACStemote agent, single logon and password aging capabilities remain unchanged from Cisco Secure ACS Windows 

version . 

Q. How scalable is a Cisco Secure ACS Solution Engine? 

A. The Cisco Secure ACS Solution Engine follows, as a minimum, the same scalability performance as a 

Windows-based Cisco Secure ACS server. Cisco Secure ACS guidelines and performance analysis shows that each 

Cisco Secure ACS server can support anywhere from 20,000 to 80,000 users per server, and can scale to support in 

excess of 10,000 devices, depending on configuration, platform, and usage scenarios. The real challenge in scaling a 

user access control framework is on the back end. Linked to a high-performance back-end database such as Oracle 

or Sybase, Cisco has deployed Cisco Secure ACS for Windows 2000 and NT in clustered deployments into customers 

with hundreds of thousands of user records. 

Q. What Cisco Secure ACS Solution Engine features enhance Cisco Secure ACS reliability and remote management? :·~J 
A. The operating system is configured to automatically reboot on system crash. The serial console service is 

configured to automatically restart if it fails. Cisco Secure ACS software implements the monitor that will restart 

Cisco Secure ACS services if they fail. The solution engine also provides a remote administrator command line 

interface (CLI). The CLI supports both serialline and Telnet connections, and the Cisco Secure ACS service can be 

reimaged, reloaded, upgraded, and rebooted remotely from the CLI interface. 

Q. What support is there for LDAP? 

A. Support for LDAP on the appliance is identical to present support from the Cisco Secure ACS Software version. 

Cisco Secure ACS supports user authentication against records kept in a directory server through LDAP. Cisco Secure 

ACS supports the most poplllar directory servers, including Novell and Netscape LDAP Servers, through a generic 

LDAP interface. 

Q. Will Cisco Secure ACS Solution Engine allow "single login" for Windows networking? 

A. Yes. Cisco Secure ACS can be set up so that a user will only need to enter a user name and password once. This 

:~=~:: :::~::;:~::::::::::::~;:::~'' reqoired '" be imrnn.d "". w•odo~r 
A. Yes. Cisco Secure ACS can be c<;>nfigured to communicate with token solutions from ActiveCard, Cryptocard, 

PassGo Technologies, RSA Data Security, Secure Computing, and Vasco. Cisco Secure ACS Solution Engine includes 

a generic RADIUS inte~face for expanding OTP coverage to new vendors. Any OTP vendor that provides an 

RFC-compliant RADIUS interface should work with Cisco Secure ACS Solution Engine. 

Cisco Systems. Inc . 
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Q. What's new in Cisco Secure ACS Version 3.2 for access control functions and features? 

A. Cisco Secure ACS Version 3.2 is a minor update to Cisco Secure ACS Version 3.1. It adds the following main 

features: 

• Cisco Secure ACS Solution Engine support 

• EAP-MSCHAPv2 support within the Protected EAP (PEAP) framework (used for both wireless and wired 

environments) 

• Machine-based authentication (through EAP-TLS and EAP-MSCHAPv2) 

• Pf:AP authentication against the internai Cisco Secure ACS database 

• ·EAP-TLS authentication against ODBC databases 

• EAP-TLS session resume support 

• Accounting support for Cisco Aironet® clients 

• LDAP multithreading 

• Downloadable access controllists (ACLs) for VPN solutions 

Please refer to the Cisco Secure ACS Version 3.2 data sheet for more information about the features and functions 

introduced in this release. 

Q. How is Cisco Secure ACS Solution Engine Version 3.2 licensed? 

A. Cisco Secure ACS Solution Engine is licensed per server, with unlimited ports, users, and network access servers. 

The following solution engine packages will be available for ordering. For exact part numbers, refer to the Cisco 

Secure ACS Version 3.2 product bulletin at: http ://www.cisco.com/go/acs 

• Cisco Secure ACS Solution Engine Version 3.2 

• Cisco Secure ACS Solution Engine upgrade package-Used for upgrading from software versions of Cisco Secure 

ACS 3.x or Cisco Secure ACS for UNIX to Cisco Secure ACS Solution Engine Version 3.2 

Note: The Cisco Secure ACS Solution Engine upgrade package can be ordered when customers have deployed 

Cisco Secure ACS for Windows or Cisco Secure ACS for UNIX in their networks and want to upgrade to the solution 

engine version. Please refer to the Cisco Secure ACS Solution Engine user guide and release notes for supported 

upgrade paths. Current Cisco Secure ACS software maintenance entitlements do not provide a free upgrade to the 

Cisco Secure ACS Sàlution Engine. 

Q. Can I upgrade to Cisco Secure ACS Version 3.2 from older software versions of Cisco Secure ACS? 

A. Yes .. A detailed upgrade procedure will be available to guide you through the required steps to complete an 

upgrade to Cisco Secure ACS Solution Engine. Please refer to the Cisco Secure ACS Solution Engine user guide for 

more information about the supported upgrade procedure. 

Q . Can I purchase or license a backup solution engine? 

A. No. An additional Cisco Secure ACS Solution Engine must be purchased as a separare Cisco Secure ACS server 

license to be used for recovery and backup purposes. Cisco Secure ACS servers can be run as recovery or failover 

servers. Because Cisco Secure ACS is a central control service in your network, Cisco highly recommends that 

customers configure a backup server for failover and recovery. 
I 
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Q. Does Cisco Secure ACS Solution Engine operating system need to be updated when upgrading the Cisco Secure 

ACS firmware? 

A. No. Future Cisco Secure ACS image upgrades are applied to Cisco Secure ACS Solution Engine without updating 

or modifying the underlying Cisco Secure ACS Solution Engine operating system. 

Q. Do I need to patch the solution engine with newer operating system releases or patches? 

A. No. Ali operating system software updates and patches are handled by Cisco Secure ACS Solution Engine 

upgrades performed by Cisco. Any operating system patch that requires changes to Cisco Secure ACS Solution 

Engi9e will be provided in a new upgrade/patch. 

Q. Can Cisco Secure ACS Solution Engine software be upgraded remotely from a CD-ROM? 

A. Yes. Cisco Secure ACS Solution Engine supports remote upgrades from CD-ROM without any FfP server posting 

requirements. 

Q. Can Cisco Secure ACS Solution Engine support software image rollback during patch update verification? 

A. Yes. Cisco Secure ACS Solution Engine can roll back to previously installed software when a software patch has 

been applied. This capability is used for debugging and verification purposes. 

Q. What is the status of Cisco Secure ACS for UNIX? 

A. Cisco Secure ACS for UNIX is expected to be discontinued, at which point an end-of-life, end-of-sale (EOUEOS) 

announcement will be made. Cisco will support ali existing customers and provide smooth migration paths as the 

new platforms become available. The EOUEOS date has not been determined, but Cisco will provide customer 

support for Cisco Secure ACS for UNIX customers for a period no shorter than 24 months after the EOUEOS date. 

At present, no new features or reieases are pianned for Cisco Secure ACS for UNIX and only criticai, Priority 1 bugs 

will be addressed. 

Q. Can I use my current Cisco Secure ACS Windows maintenance contract to get support on Cisco Secure 

ACS Solution Engine? 

A. No. Separate hardware and software contracts need to be purchased for maintenance support on Cisco Secure 

ACS Soiution Engine. Please refer to refer to the Cisco Secure ACS Version 3.2 product bulletin for more information. 

http:// www.cisco.com/go/acs 

Q. How can I obtain a demo of Cisco Secure ACS Solution Engine? 

A. Please contact your Cisco account manager, who will be abie to arrange for a limited time demo o f Cisco Secure 

ACS Solution Engine. 

Q. Where can I find more information on Cisco Secure ACS? 

A. For additional product information, visit: http://www.cisco.com/go/acs 

For additional information or questions, please send e-mail to the Cisco Secure ACS product marketing group at 

ACS-MKT@d.co.wm. . ~ 
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. Supported and lnteroperable 
Devices and Software T ables for 
Cisco Secure ACS Appliance 
version 3.2 

Revised: July 8, 2003 
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Because the number o f devices that Cisco Secure ACS Appliance version 3.2 
interoperates with runs into the hundreds, this device list differs significantly from 
those o f other Cisco products with which you may be familiar. This document lists 
supported devices and software, that is, those that we have tested against. 
However, this document also lists devices and software programs that are, to the 
best of our knowledge, interoperable. Of the hundreds of devices and software 
programs that Cisco Secure ACS Appliance version 3.2 interoperates with, Cisco 
officially supports only those that have been tested. 

For details regarding other limitations and known problems see Release Notes for 
CiscoSecure Access Contra! Server Appliance Version 3.2. On Cisco.com, you 
can find the latest version all documentation by selecting Products & Services > 
Security and VPN Software > Cisco Secure Access Control Server Appliance 
> Technical Documentation. 

Corporete Heedquerters: 
Cisco Systems, Inc., 170 West Tesmen Drive, Sen Jose, CA 95134·1706 USA 
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With regard to third-party RADIUS and TACACS+ clients, Cisco Secure ACS 
Appliance fully interoperates with devices that adhere to the goveming protocols. 
Also, support for RADIUS and TACACS+ functions depends on device-specific 
implementation. On a given device, TACACS+ may not be available for user 
authentication and authorization. Likewise, RADIUS may not be available for 
administrative authentication and authorization. 

For RADIUS these include the following RFCs: 

• RFC 2138- Remote Authentication Dia! In User Service (RADIUS) 

• RFC 2139 - RADIUS Accounting 

• RFC 2865 - Remote Authentication Dial In User Service (RADIUS) 

• RFC 2866 - RADIUS Accounting 

• RFC 2867 - RADIUS Accounting for Tunnel Protocol Support 

• RFC 2868 - RADIUS Attributes for Tunnel Protocol Support 

• RFC 2869 - RADIUS Extensions 

For details regarding the implementation ofvendor-specific attributes (VSAs), see 
User Guidefor Cisco Secure ACS Appliance Version 3.2. 

Cisco Secure ACS Appliance conforms to the TACACS+ protocol as defined by 
Cisco Systems in draft 1. 77. 

The following tables show the devices and software that Cisco Secure ACS 
Appliance supports or with which it interoperates: 

• Table 1, Web Browsers 

• Table 2, Device Operating Systems 

• Table 3, Routers 

• Table 4, Access Devices/Universal Gateways 

• Table 5, Cable Devices 

• Table 6, Content Networking Devices 

• Table 7, Security and VPN Devices 

• Table 8, Storage Networking Devices 

• Table 9, Switches 

• Table 1 O, Cisco Aironet Software (Access Points for Wireless LAN) 

• Table 11., Cisco Works VMS 

version 3.2 
Ol-4349-02 

) 
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Tab!e 1 

Program 

• Table 12, PKI/Certificate Servers 

Table 13, Token Servers 

Table 14, LDAP Servers 

Table 15, User Databases 

• Table 16, Proxy Support 

You can find information about new device support at Cisco.com, 
http ://www.cisco.com. 

To ensure full capabilities, the clients you dep1oy to interoperate with Cisco 
Secure ACS Appliance should use the most recent operating systems available. 
Nonetheless, Table 2 provides details on the minimum acceptable client operating 
system versions. 

Web Browsers1 

Versions Notes 

Microsoft Internet Explorer 5.5 for Microsoft Windows- English Tested 
Language version 

6.0 for Microsoft Windows- English 
Language version 

Tested 

Netscape 7.0 for Microsoft Windows- English Tested 
Language version 

7.0 on Solaris 2.7- English Language Tested 
version 

To use a web browser to access the Cisco Secure ACS HTML interface, you must enable both Java and JavaScript 
in the browser. Also, the web brow~er must not be configured to use a proxy server. 
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1ãble2 Devíce Operatíng Systems 

Operating System 

lOS 

CATOS 

1ãb!e3 Routers 

Series 

Cisco 1400 

Cisco 1600 

Cisco 1700 

Cisco 2500 

Cisco 2600 

Cisco 3600 

Cisco 3700 

Cisco 7100 

Cisco 7200 

Cisco 7300 

Cisco7400 

Cisco 7500 

Minimum Version Notes 

11.2 For full RADIUS support 

7.2 Cisco products-and other third-party 
products that are RFC compliant-will 
work with Cisco Secure ACS even when 
running earlier versions o f CAT OS. 
However, full functionality, including the 
802.1x VLAN assignment, is supported 
only when the listed version is used. 

Notes 

End of life (EOL) status 

RADIUS and TACACS+ interoperability 

Tested with lOS 12.2(8) 

RADIUS and TACACS+ interoperability 

EOL status 

RADIUS and TACACS+ interoperability 

RADIUS and TACACS+ interoperability 

Tested with lOS 12.2 

RADIUS an.d TACACS+ interoperability 

RADIUS and TACACS+ interoperability 

Tested with lOS 12.2 

RADIUS and TACACS+ interoperability 

RADIUS and TACACS+ interoperability 

RADIUS and TACACS+ interoperability 

RADIUS and TACACS+ interoperability 

Devices and Software Tables for Cisco Secure ACS version 3.2 
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Tãble3 Routers (continued) 

Cisco 10000 RADIUS interoperability 

Cisco 10720 RADIUS and TACACS+ interoperabi1ity 

Tãble 4 Access Devices/Universal Gateways 

Series Notes 

6400 Series RADIUS and TACACS+ interoperability 
_.----

~ '5350 Series 

AS5400 Series 

RADIUS and TACACS+ interoperability 

Tested with IOS12.2(7c) 

RADIUS and TACACS+ interoperability 

AS5850 Series RADIUS and TACACS+ interoperability 

DSL Series I 6015, 6100, 6130, 6160, 6260 RADIUS and TACACS+ interoperability 

MGX Series I 8220, 8250, 8800, 8950 TACACS+ interoperability 

Tãble 5 Cable Devices 

Devices Notes 

uBR 7100 Tested with lOS 12.2BC 

RADIUS and TACACS+ interoperability 

uBR 7200 EOL status 

(_ ' TACACS+ interoperability 

- Tãble 6 Content Networking Devices 

Series I Devices Notes 

CE7300 I CE 7320 Tested with ACNS 4.2 

RADIUS and TACACS+ interoperability 

•nnn,rt<>tt and lnteroperable Devices and Software Tables for Cisco Secure ACS 
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1ãb!eG Content Networking Devices (continued) 

Series I Devices Notes 

CDM4600 I CDM4630, CDM4650 RADlUS and TACACS+ interoperability 

4400 Content Routersl CR4430 Tested with ACNS 4.2 

RADIUS and TACACS+ interoperability 

1ãble 7 Security &nd VPN Devices 

Series I Devices 

3000 Series Concentrator I 
3005,3015,3030,3060,3080 

PIX 500 Series Firewall I 
501, 506E, 515,515E,525, 535 

5000 Series Concentrator 

Notes 

Tested with 3015 

RADlUS and TACACS+ interoperability 

Tested with 515 and PlX OS v6.3 

RADlUS and TACACS+ interoperability 

EOL status 

1ãb/e8 Storage Networking Devices 

Series Devices Supported Notes 

MDS 9000 MDS 9216, MDS9509 RADIUS interoperability 

(TACACS+ support in future release) 

1ãble9 Switches 

Series I Devices Notes 

Catalyst 295013550 Tested with 3550 and lOS 12.1(12)EA1 

RADlUS and TACACS+ interoperability 

Catalyst 400014500 Tested with Cat4503, CatOS 7 .5, and lOS 12.1 

RADlUS and TACACS+ interoperability 

Ol-4349-02 



Tab!e9 Switches {continued) 

Series I Devices 

Catalyst 5000 

Catalyst 6500 

• 

Notes 

EOL status 

Tested with CatOS 7.5, and lOS 12.1 

RADIUS and TACACS+ interoperability 

Table 10 Cisco Aironet Software (Access Points for Wire/ess lAN) 

( ·ies 

350 

AP1100 

AP1200 

Notes 

RADIUS interoperability 

RADIUS interoperability 

Tested with Aironet 11.23 

RADIUS interoperability 

Tab!e 11 CiscoWorks VMS 

Series Devices Supported 

IOS/Router MC Version 1.1 

PIXMC Version 1.1 

( nsMC Version 1.1 

rv1S -

HSE Version 1.7 

WLSE -

Table 12 PKI/Certificate Servers 

Platform Versions 

Notes 

TACACS+ interoperability 

Tested with VMS2.1 

TACACS+ interoperability 

TACACS+ interoperability 

TACACS+ interoperability (future release) 

TACACS+ interoperability 

TACACS+ interoperability (future release) 

Notes 

Microsoft CA Certificate Server Windows 2000 

Windows 2000 with SP3 

Tested 



-. --

Tãble 12 PKI/Certificate Servers (continued) 

Entrust PKI Version 6.0 -

Verisign Onsite Version 5.0 -

Tãble 13 lõken Servers1 

Platform Versions Client Requirement Notes 

ActivCard Server Version 3.1 - -

CRYPTOCard CRYPTOAdmin Version 5.16 - -

PassGo Defender Version - -

4.1.3 

RSA ACE/Server Version 5.1 - Tested 

Safeword Premier Access Version 31. - -

Vasco Vacman Server Version - -

6.0.2 

1. Cisco Secure ACS Appliance uses a RADIUS interface to support ali token servers. For more inforrnation, see Changes to 
Token Server Support. 

Tãble 14 LOAP Servers 

Platform Versions Notes 

SunONE Identity Server Version 5.1 Tested with Windows 2000 Active 

(Formerly iPlanet Directory) Directory with Windows Service 
.. Pack 3 

I 

I 

I 

j 
Novell NetWare Directory Version 6.0 Tested I Services (NDS) 

Novell eDirectory Version 8.6 Tested 

Tãble 15 User Oatabases1 

Platform Version Requirement 

SAM on Windows 2000 Tested with Service Pack 3 

Supported and lnteroperable Devices and Software Tables for Cisco Secure ACS liance version 3.2 
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Tãb!e 15 User Oatabases1 (continued} 

AD on Windows 2000 - -

SAM on Windows NT 4.0 - -

LDAP Generic -

Novell NetWare Directory Version 6.0 Tested with eDirectory v.8.6 and Novel! 
Services (NDS) Client 4.83 SP2 for Windows NT 4.0, 

Windows 2000, and Windows XP 

LEAP Proxy RADIUS servers - -

1 See also Table 13. 

Tãb!e 16 Proxy Support 

Platform Versions Notes 

Cisco Secure ACS 2.4 or later -

Funk Steel Belted Radius Enterprise Edition -

( 
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General Disclaimer 
Although Cisco has attempted to provi de accurate information in 
this Guide, Cisco assumes no responsibility for the accuracy of 
the information. Cisco may change the programs or products 
mentioned at any time without prior notice. Mention of 
non-Cisco products or services is for information purposes only 
and constitutes neither an endorsement nora recommendation of 
such products or services or of any company that develops or 
sells such products or services. 
ALL INFORMATION PROVIDED ON THIS WEB SITE IS 
PROVIDED "AS IS," WITH ALL FAULTS, AND WITHOUT 
WARRANTY OF ANY KIND, EITHER EXPRESSED OR 
IMPLIED. CISCO AND ITS SUPPLIERS DISCLAIM ALL 
WARRANTIES, EXPRESSED OR IMPLIED INCLUDING, 
WITHOUT LIMITATION, THOSE OF MERCHANTABILITY, 
FITNESS FOR A PARTICULAR PURPOSE AND 
NONINFRINGEMENT, OR ARISING FROM A COURSE OF 
DEALING, USAGE, OR TRADE PRACTICE. 
CISCO AND ITS SUPPLIERS SHALL NOT BE LIABLE FOR 
ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR 
INCIDENTAL DAMAGES INCLUDING, WITHOUT 
LIMITATION, LOST PROFITS OR REVENDES, COSTS OF 
REPLACEMENT GOODS OR SERVICES, LOSS OR 
DAMAGE TO DATA ,ARISING OUT OF THE USE OF THE 
GUIDE OR ANY CISCO PRODUCT OR SERVICE, OR 
DAMAGES RESULTING FROM USE OF OR RELIANCE ON 
THE "iNFORMATION PROVIDEb, EVEt{IF CiSCO OR ITS 
SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY 
OF SUCH DAMAGES. 
Many o f the Cisco products and services identified in this Guide J 
are provided with written software licenses and limited 'V. 
warranties. Those licenses and warranties provide the purchasers ""' 
ofthose products with certain rights. Nothing in this Guide shall 

· be deemed to expand, alter, or modify any warranty or license 
provided by Cisco with any Cisco product, or to create any new 
or additional warranties or licenses. 
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lntroduction 

Cisco Products Ouick Reference Guide (CPGRG) 

CPORG Background 

The Cisco Products Quick Reference Guide (CPQRG) is a handy, compact reference 
tool that includes brief product overviews, key features, sample part numbers, and 
abbreviated technical specifications for many of Cisco 's products. The CPQRG is 
primarily published to support Cisco partners, resellers, sales account teams, and even 
end-user customers who need a broad, high-level overview of Cisco products, but at 
that moment do not have access to Cisco's Web site, the Cisco Connection Online 
(CCO) at http://www.cisco.com. 
Because this book is only published twice per year, there are likely to be new products, 
configurations, and part numbers not included in this edition. Note: For the most 
up-to-date and comprehensive information about Cisco products and solutions, please 
refer to our on-line information or consult a Cisco representative. 

CPORG Ordering lnformation 

Additional printed copies o f this book can be purchased on an as-needed basis or 
· through an annual subscription. To order, see http://shop.cisco.com/login. 
For questions regarding the CPQRG ordering process, please send an email to 
companystore@external.cisco.com. 
For questions, comments or to download an Adobe PDF version ofthe CPQRG, go to 
http://www.cisco.com/go/guide. 

··. 

How to Get More Complete Product lnformation 
Cisco Product 
Catalog 
Ciseci Coimection 
Online (CCO) 

For more comprehensive information on ali of Cisco's products, please reter to the Cisco Product Catalog at: 
http://www. ci se o. c om/u nivercd/ c c/td/do c/pc at/ 

For even more complete product and solution information, please go to eco at httpJ/www.cisco.com. 
In addition to product, technology, and network solutions support, CCO provides a wealth of information including 
how to find an authorized representative or partner, how to order products, technical support/customer servi c e, 
Cisco Corporate news and information, and links to training/events/seminars. 
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~co Systems Overview 
~_;./Ósco Systems, Inc. is the worldwide leader in networking for the Internet. Cisco 's 

Internet Protocol-based (IP) networking solutions are the foundation ofthe Internet and 
most corporate, education, and government networks around the world. Cisco pro v ides 
the broadest line o f solutions for transporting data, voice and video within buildings, 
across campuses, or around the world. 
Today, the Internet and computer networking are an essential part ofbusiness, learning 
and personal communications and entertainment. Virtually ali messages or transactions 
passing over the Internet are carried quickly and securely through Cisco equipment. 
Cisco solutions ensure that networks both public and private operate with maximum 
performance, security, and flexibility. In addition, Cisco solutions are the basis for most 
large, complex networks used by corporations, public institutions, telecommunication 
companies, and are found in a growing number o f medium-sized commercial 
enterprises. 
Cisco was founded in 1984 by a group of compu ter scientists from Stanford University. 
Since the company 's inception, Cisco engineers have been prominent in advancing the 
development ofiP- the basic language to communicate over the Internet and in private 
networks. The company's tradition of innovation continues today with Cisco creating 
leading products and key technologies that will make the Internet more useful and 
dynamic in the years ahead. These technologies include: advanced routing and 
switching, voice and video over IP, optical networking, wireless, storage networking, 
security, broadband, and content networking. 
In addition to technology and product leadership, Cisco is recognized as an innovator 
in how business is conducted. The company has been a pioneer in using the Internet to 
provide customer support, sell products, offer training, and manage finances . Drawing 
upon the company's own Internet best practices and core-value of customer focus, 
Cisco has established the Internet Business Solutions Group (IBSG) dedicated to 
helping top business leaders transform their own businesses into e-businesses. 
As a company, Cisco operates on core values of customecfocus and corporate 
citizenship. The company's philanthropic efforts are committed to helping 
communities prosper while also encouraging Cisco employees to learn about the needs 
o f the communities where Cisco operates. Also, to help bolster education around the 
world, the company has founded Cisco Networking Academies in 128 countries 
dedicated to teaching students to design, build, and maintain computer networks . 
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Cisco Channel Partner Program 
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Whether you provide services, solutions o r a combination o f both, Cisco is committe 0'-::· --<, .-··· 
r _ r _,. 

to your success. The Cisco Channel Partner Program can help partners create a · 
sustainable business model in a fast-changing environment, where customers require 
value-added services, focused technical expertise, and higher leveis o f satisfaction. As 
a Cisco certified partner, you'll have the backing of the Cisco brand, and access to 
world-class products and service packages, technical support, productivity tools, 
online training, marketing resources and sales promotions. 

The Partner Program integrates the technology focus of each Cisco Partner 
Specialization, flexible individual career certification requirements, customer 
satisfaction targets, and pre- and post-sales support capabilities. These elements make 
up the points-based structure o f the overall program requirements. There are three 
partner certification leveis: Gold Certification, Silver Certification, and Premier 
Certifiaation. 
The Partner Program requires every partner to specialize in technology areas as part of 
the program requirement. You may choose the technology area for Specialization, but 
must eam a minimum number of Specialization points to become certified. You may 
decide to be strictly a specialized partner or specialize your organization as a means to 
achieving certification. Either way, you'll have access to structured training roadmaps, 
free online technical and sales education and video-on-demand content to build your 
knowledge and skilllevel through the Partner E-Leaming Connection 
http://cisco.partnerelearning.com 

For More lnformation 

See the Channel Partner Program Web Site: 
http://www.cisco.com/go/channelprograms 
I f you are interested in reselling Cisco product without becoming certified or 
specialized, see http://www.cisco.com/go/reseller 

Reseller and Customer Support 

Reseller Sales and Technical Assistance Contact lnformation 

Customer Help Lines · 
US Distribution Presales Helplines1 

Presal~s-Partner/Reselle_r Helpline . 

Post-Sales-Technical Assistance Center (TAC) 

Contact lnformation 
Comstor: 800-COMSTOR, option 3 
lngram Micro: 800-445-5066, ente r lngram customer #, dia I 
extension 24041 
Tech Data: 800-237-8931, extension 77776 
800 553-6387 (within U.S.) 
408 526-7208 (outside U.S.) · 
http://Ci sco Pa rtner. cu sth el p. c o m/ 
800 553-6387 (within U.S.) 
408 526-7209 (outside U.S.) 
tac@cisco.com (e-mail) 

1. Follow voice prompts to access: Pre-sales Assistance of Network Validation & Product lnformation, Reseller 
Support, Customer Service, Servi c e Contract Sales, Reporting a technical problem/open a trouble tick'11--'~---
Seminars, Events, Training & Certification --Res-~i2oo5--~Ct~1 
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Cisco office locations; directions; maps; and sales, partners, and channel 
contacts. 
Partner Relationship Central 
Finda Channel Account Manager (CAM), Distributor, apply to the Cisco 
Channel Partner Program, ar update your profile. 

Technical Support 

For customer support tips, software center, online documents, and more. 

Cisco Products Ouick Reference Guide 
This guide is available on line (in PDF and HTML); it is continually updated 
between bi-yearly printings. eco login required. 

Cisco Subscription Service 
Ordering service for one-time purchase oi or annual subscriptions to this 
guide or other Cisco documents and CDs; arder online, or arder by phone by 
calling 800 768-7162 (U.S. ar Canada) or 925 327-4072 (outside the U.S.). 

Partner Help 
Search partners' frequently asked questions and ask for the help you need 

http://www.cisco.com/go/wwcontacts 

http:l/www.cisco.com/go/prc 

http://www.cisco.com/go/support 
http://www.cisco.com/public/Tech_support.shtml 
http://www.cisco.com/public/technotes/serv tips.shtml 
http:l/www.cisco.com/go/guide 

http://shop.cisco.com/login 

http:l/ciscopartner.custhelp.com/ 

Certification/Specialization Application http:l/www.cisco.com/warp/customer/765/partner_program 

Apply for a Cisco Certification ar Specialization s/apply/ 

Finda Channel Account Manager http:l/tools.cisco.com/WWChannels/CAMLOC(Jsp/cam_loca 

Search for the Cisco Channel Account Manager assigned to your company 
tor.jsp 

Partner Registration http://tools.cisco.com/WWChannels/GETLOG(Jsp/Getlogin.j 

Begin your relationship with Cisco by registering as a Cisco Registered or 
Certified Partner 

Toollndex 

Get CCO Access 
Register for a guest-level Cisco. com 10 as a prerequisite for partner levei 
access 
Associate Myself With A Partner 
11 you are an employee oi Cisco Registered and Cisco Certified ar 
Specialized Partners, you can associate yourself with your company and 
upgrade your current Cisco. com lO to partner levei 

Partner Self Service 
Use this suite oi tools to manage personal and company information in the 
Cisco partner database 

sp?page=PartnerUserHomePage 

http://www.cisco.com/en/US/partners/partners_tool_index. 
html 
http://tools.cisco.com/RPF/register/register.do 

http://tools.cisco.com/WWChannels/GETLOG(Jsp/Getlogin.j 
sp?page=PartnerUserHomePage 

http:l/tools.cisco.com/WWChannels/GETLOG/welcome.do 

Update Company Data http://www.cisco.com/warp/public/765/tools/certification/ 

11 you are a registered partner administrator, you can update company and 
contact information 
Worldwide Distributors Web Site http:l/www.cisco.com/go/disti 

List, by country, oi authorized Cisco Distributors who stock and resell Cisco 
products. 
Distribution Product Reference Guide (DfRG) http://www.cisco.com/dprg 

Complete list oi pricing information, part numbers, and 'more for distribution 
{2-tier) products. Data is refreshed nightly. CCO login required. 
Partner Business Centrai-Browse and Configure Products http:l/www.cisco.com/go/partner/bizcentral 

An ecommerce web site with a configuration tool to vali date channel 
product options; also select and compare products, check price and 
avai.lability, and submit your order to your distributor online. eco login 
required-click on "BroiNse and Configure Products". 
End-of-life Matrix http:l/www.cisco.com/go/eol 

Last order and end-of-life dates for Cisco products. 
Training http://www.cisco.com/go/ciscou 

Cisco University-Offers detailed course material on the latest technical http:l/cisco.partnerelearning.com 
topics throughout the year targeted for Resellers, Partners and Cisco Sales 
representatives. Also se e the Partner E-Learning Connection. 

1. Additional CCO access required for most URLs. 

Reseller and Customer Support 
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Partner and Reseller Service and Support Offerings .. ' ... 5:~-:;'\) 
Various partner and reseller service and support programs are available according têi._ \, / 
certification level and method ofpurchase from Cisco: · ,<~~: ... ~0/ 
Method of 
Purchase 
Direct from Cisco 
(only available to 
Partners with 
Direct contracts) 

2-TI e r (through a 
Distributor) 

Service and Support Offerings 
• System lntegrator Support-System lntegrator Support 98 (SIS98) program is designed for Silve r and Gold 

partners who wish to provi de their own brand of support to their end customers with back-end support from 
Cisco 
- SMARTspares provides partners using SIS98 the opportunity to leverage Cisco's logistics infrastructure to 

provi de their customers with enhanced delivery services. 
• Shared Support-Currently only available in the US, Cisco's Shared Support program is designed for Silver and 

Gold partners who wish to provide their own brand of support to their end customers while leveraging Cisco's 
Technical Assistance Center (TAC) and logistics infrastructure 

• Cisco Brand Resale--Program allows partners to provide Cisco's services (SMARTnet, etc.) directlytotheir end 
customers 

• Packaged Services-Partners and Resellers may purchase warranty extension, hardware replacement, 
installation and configuration, technical support, software upgrades, and online services. Severa i of these 
services have been bundled together to offer convenient servi c e solutions for Cisco customers. 

Packàged Resalable Service Products (only via Distributors/2-Tier): 

Product Description 
Maintenance Services 
SMARTnet Provides customers with software maintenance, registered access to CCO, advance replacement of hardware, 
Maintenance and technical support required for self-maintenance. SMARTnet maintenance h as three delivery options: 

SMARTnet Onsite 

Cisco Advance 
Replacement 

Software Application 
Support plus Upgrades 
(SASU) 

Noncontract and 
Consulting Services 
Startup Services 
Totallmplementation 
Services (TIS) 

• SMARTnet 8x5xNBD (Next Business DayH hours/day, 5 days/week, next-business-day hardware 
replacement 

• SMARTnet 8x5x4-8 hours/day, 5 days/week, 4-hour hardware replacement 
• SMARTnet 24x7x4-24 hours/day, 7 days/week, 4-hour hardware replacement 
Available through resellers and distributors. 
Provides ali the benefits of SMARTnet maintenance, plus one of the following onsite hardware services for 
repairs: 
• SMARTnet Onsite 8x5xNBD-8 hours/day, 5 days/week, next-business-day response 
• SMARTnet Onsite 8x5x4-8 hours/day, 5 days/week, 4-hour response 
• SMARTnet Onsite 24x7x4-24 hours/day, 7 days/week, 4-hour response 
Packaged SMARTnet OnSite 24x7x4 provides SMARTnet OnSite 24x7x4 servi c e in a shrink-wrapped package, 
allowing it to be effectively marketed through resellers. 
Advance Replacement offers customers the flexibility to cover their equipment with an advance replacement 
servi c e only. Cisco Advance Replacement comes with a full year of advance replacement coverage, guest 
access to the public portion of Cisco Connection Online (CCO), anda single technical support incident. This 
service is intended to be used by customers who need to supplement servi c e offered by their reseller with a 
replacement option from Cisco. 
Software Application Support plus Upgrades provides customers with software upgrades and maintenance 
releases for Cisco Application Software, registered access to Cisco. com plus technical support, for one year. 
For when a customer needs investment protection on software purchases and/or access to the latest software 
while eliminating unexpected budget revisions. 
Cisco provides noncontract services at current time-and-materials rates. For more information contact 
Customer Services at 1-800-553-NETS or 1-415-326-1941. 

Cisco Totallmplementation Solutions (TIS) is a portfolio of services that deliverthe tools, expertise, and 
resources needed to insta li, configure, and implement Cisco equipment. TIS is intended to supplement services 
that resellers provi de, either directly or indirectly, to their customers. Product Components: lnstallation, 
Configuration, and lmplementation. For more information, se e http://www.cisco.com/go/tis 

For More lnformation 

See the Partner and Reseller Support Services Web page at: 
http://www.cisco.com/en/US/products/index.html (CCO login required) 

Fls: 
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Warranty1 

Cisco Standard 90-day 
Hardware Warranty, 
Software Warranty and 
License Agreement 
(78-5235-vvrr) 

Entitlements Oescription 
• Advance Replacement shipping within 10 business days from RMA date, within 90 days of original 

shipment from Cisco or from Cisco Reseller 
• 90-Day Assurance thatthe Media SWis delivered is defect-free and the SW conforms to its published 

specifications 
• Guest Access to Cisco Connection Online (CCO) 

90-Day Limited Hardware • Advance Replacement shipping within 10 business days from RMA date, within 90 days of original 
Warranty(78-5236-vvrr) shipment from Cisco or from Cisco Reseller 

• 90-Day Assurance thatthe Media SW is delivered is defect-free and the SW conforms to its published 
specifications 

• Guest Access to Cisco Connection Online (CCO) 
One-Year Limited Hardware • Advance Replacement shipping within 10 business days from RMA date within One Year of original 
Warranty (78-10747-vvrr) shipment from Cisco or from Cisco Reseller 

• 90-Day Assurance thatthe Media SWis delivered is defect-free and the SW conforms to its published 
specifications 

• Guest Access to Cisco Connection Online (CCO) 
Limited Lifetime Hardware • Advance Replacement shipping within 10 business days from RMA date during supported life of the 
Warranty (78-631 o-vvrr) product, starting original ship date from Cisco o r Cisco reseller. (fan and power supply warranty limited 

to 5 years from ship-date) 

End-User Software License 
Agreement and Software 
Warranty (78-3621-vvrr) 

• 90-Day Assurance thatthe Media SW is delivered is defect-free and the SW conforms to its published 
specifications 

• Guest Access to Cisco Connection Online (CCO) 
• 90-Day Assurance thatthe Media SW is delivered is defect-free and the SW conformsto its published 

specifications 
• End Use r Ucense Agreement terms 
• Guest Access to Cisco Connection Online (CCO) 

5-Years Limited Hardware • Replacement shipping within 15 business days from RTF date within 5 years from the original ship date 
and 1-Year Limited Software from Cisco or Cisco reseller 
Warranty (78-13712-vvrr) • One-Year SW support includes availability of bug fixes and maintenance releases 

• Cisco TAC 24x7 support for P1/P2 cases for Five years 
• Guest Access to Cisco Connection Online (CCO) 

1. "vv" and "rr" suffixes ofthe warranty document numbers representthe revision and version numbers 
respectively. 

For More lnformation 

See the Web site: 
http://www.cisco.com/en/U~/products/prod_warranties_listing.html 

Cisco Capital Financing 
Cisco Systems Capital offers a va.riety o f financing and equipment leasingalternatives,. 
both short term and long term, to customers and p~rtners in the United States, Canada, 
Europe, Asia, Australia, and Latin America. Cisco Capital's financiai solutions offer 
customers the ability to açquire new technologies or refresh existing equipment 
through flexible , easy-to-use programs. 

For More lnformation 

See the Cisco Systems Capital Web site: http://www.cisco.com/go/CiscoCapital 

Within the United States, call 800 730-4090. 

• Product Warranty lnformation 
~~~~~~--------~------------------------~ 
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Cisco Authorized Refurbished Equipment (US and Canada Only) 
Customers looking for used Cisco equipment can now be assured o f the quality and 
support they come to expect from new Cisco products, through the Cisco Authorized 
Refurbished Equipment program. Cisco Authorized Refurbished Equipment.gives 
customers a price competitive altemative to buying uncertified and unlicensed 
products off the secondary market. All equipment sold through this program is labeled 
"Refurbished by Cisco Systems," indicating that the product is Cisco tested, 
refurbished, authorized, and supported. The program is limited to certain countries, 
so interested customers should check with their local Cisco account manager o f Cisco 
authorized reseller for availability. 

For More lnformation 

End Users/Customers: 
cisco.com/en/US/qrdering/or6/or17/order_refurbished_equipment_program_description.html 
Resellers: http://www.cisco.com/go/refurb ( click on "Refurbished Products") 

Cisco Services 
Cisco Services offers a wide range o f services and support to customers, partners and 
resellers. Through a suite o f support services Cisco enables you to improve the overall 
efficiency ofyour network operations and network performance, while benefiting from 
the broad range ofCisco engineering knowledge and experience base, leading practices 
and innovative, web-based tools . 
Cisco Advanced Services (AS) is a comprehensive suite of professional engineering 
support offerings of Cisco networking solutions delivering the highest leveis of 
availability, quality of service, and security for your specific network needs to realize 
business retum on investment through high performance networking and 
communications applications enablement. Cisco Technical Support Services (TSS) 
offer leading-edge services to improve customer productivity, protect customer. 
investment, and maximize operational efficiency. Cisco TSS solutions provide access 
to highly skilled engineers with technical expertise on multiple disciplines of 
technology. In addition, Cisco TSS provides you with the online tools and resources, 
software support and hardware replacement options to address your challenges and 
provide rapid problem resolution. ,Key support tools and knowledge provide your staff 
with the ability to avoid problems, maximize network utility, and expedite problem 
resolution. 

For More lnformation 

Technical Support Services: 
http://www.cisco.com/en/US/products/svcs/ps3034/ps2827/serv_group_home.html 
Advanced Services: 
http :/ /www.c i sco .com/e n/U S/prod u cts/svcs/ps11 /se rv _c ategory _hom e. htm I 

• Cisco Authorized Refurbished Equipment (US and Canada Only) 
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Routers 

Routers ata Glance 

Product 
Cisco lOS® Software 

Features Page 
See the Chapter 9---Cisco lOS Software and Network Management for an overview oi Cisco 9-4 
lOS Software 

Cisco SOHO Series Secure Ethernet, ADSL, ADSL over ISDN, and G.SHDSL Routers for Small Office and H orne Ofices 1-8 
Broadband Routers • lntegrated security oi Cisco lOS Software with Statefullnspection Firewall and 

Cisco 800 Series 
Router 

Cisco 1700 Series 
Router 

Cisco 2500 Series 
Router 

Cisco 2600 Series 
Router 

Cisco 3600 Series 
Router 

software-based 3DES encryption 
• Easy setup and deployment using Cisco Router Web Set Up Tool (CRWS) 
• Offers many local and remote debug and troubleshooting features in Cisco lOS Software 

Ethernet, ADSL ADSL over ISDN, G.SHDSL, ISDN, and serial routers for small remote offices 1-9 
and teleworkers 
• 1-port Ethernet, 1-port ADSL ADSL over ISDN or G.SHDSL or 1-port BRI (optional NT1), 1-port 

serial WAN 
• 4-port Ethernet hub or 10/100 swithch on most models and 2 analog telephone ports on ISDN 

models and 4 analog voice ports on 827-4V 
• Advanced security features including stateful inspection firewall and hardware assisted 

encryption (830 series) 
• Toll quality voice with VoiP (Cisco 827-4V) 
• Dia I back up and out-of-band management (Cisco 830 series) 

Aexible, se cure, modular access routers 
• 1-port autosensing 10/100 Fast Ethernet LAN 
• Modular slots support a wide variety of WAN and voice interface cards 
• Supports se cure Internet, intranet, and extranet access as well as new WAN applications 

including VPNs, integrated voice/data (VoiP), and broadband services 
• VLAN Capability 
• Supports up to three Ethernet connections with 1 FE and 2 ENET WICs 
Fixed-port configuration access servers 
• The CiscoAS2509-RJ/AS2511 -RJ access/terminal servers provide Ethernet LAN connectivity 

and enable 8 or 16 (respectively) users/devices via async connections 
• Ideal for low-density analog telephone line dia I access applications via externai modems 

Modulilr multiservice router 
• Single or duaÍ LAN (Ethernet, 10/100 Mbps Ethernet, Token Ring and mixed Ethernet options) 
• Wide variety oi interface support, including integrated 16-port switching, high-density analog 

and digital, voice, Cisco lOS Firewall and VPN, async and sync serial, ISDN, Fractional and 
channelized T1/E1, Ethernet, analog modems, ADSL, G.SHDSL, switching integration, and 
ATM support 

• Shares WAN interfa~e cards an!l ~etwork modul~s with Cis~o 1700, 3600 and 3700 series 
• Cisco 2610XM, 26zOXM, and 2650XM models offer the features oi Cisco 2600 with more default 

memory, capacity, performance and FE support on ali models. 

Modular multi servi c e high-density access router 
• 2-, 4-, and 6-slot models 
• Wide variety oi media support including: high density analog and digital voice, Cisco lOS 

Firewall and VPN, integrated 16-po.rt switching, ADSL, and G.SHDSL, async and sync serial, 
BRI and PRIISDN, chahnelized T1/E1, Ethernet, Fast Ethernet, Token Ring, digital and analog 
modems, and ATM 

• Digital and analog voice/fax over IP or Frame Relay o r ATM 
• The Cisco 3640 is no longer orderable. Customers are encouraged to migra te to the Cisco 

3700 Series Routers. On an ínterim basis we h ave ma de available the Cisco 3640A as an 
alternative for customers with configurations not available on the Cisco 3700. 

Routers ata Glance 

1-11 

1-14 

1-16 

1-22 
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• 
Product 

Cisco 7100 Series 
VPN Router 

Cisco 7200 Series 
Router 

Cisco 7300 Series 

Cisco 7400 Series 
Router 

Cisco 7500 Series 

Cisco 7600 Series 

Cisco 10000 Series 

Chapter 1 Routers 

Features Page 
Modular multiservice high-density access router 1-26 
• Enable higher leveis of application and servi c e integration in enterprise branch offices in a 

small form factor 
- Supports integrated firewall, intrusion detection, and VPN capabilities and offloa ds 

processing to on-board Advanced lntegration Module (A IM) 
-Combines flexible routing and low density switching in a single platform with new 16 and 

36-port EtherSwitch module 
- Delivers internai in-line power forthe EtherSwitch ports for a single platform Branch Office 

IP Telephony and Voice Gateway 
-Conserves WAN bandwidth with Content Engine module to combine intelligent caching, 

content routing and management 
- Higher performance enables scalable deployment of multiple, concurrent applications 

• Wide variety of interface support, including integrated 36 and 16-port switching, high-density 
analog and digital, voice, Cisco lOS Firewaii/IOS and VPN, Fractional and channelized T1/E1 
and DS-3, Ethernet, Gigabit Ethernet and ADSL. 

• Shares WAN interface cards and network modules with Cisco 1700, 2600/2600XM, and 3600 
series 

Large branch and central site VPN router, for a dedicated site-to-site VPN solution 5-11 
See Chapter !>-VPN and Security for information on the Cisco 7100 Series VPN Routers 

WAN-edge router providing intelligent services, modularity, high performance, investment 1-31 
protection, and scalability in a small form factor 
• Modular 3 RU Chassis 
• 4- or 6-slot models and choice of system processors for up to 1 Mpps performance 
• Wide variety of LAN and WAN options, including Ethernet, Fast Ethernet, Gigabit Ethernet, 

Token Ring, FDDI, serial, ISDN, HSSI, ATM, Packet over SONET, DPT/RPR 

Network Edge router with high performance IP services delivered at optical speeds for servi c e 1-35 
providers and enterprise networks 
• Compact and modular 4 rack unit chassis-4 slots 
• High performance connectivity-T3 through OC48/STM16 with 3.5 Mpps performance 
• Built-in Gigabit Ethernet connectivity 
• Multiprotocol routing: IP, IPX, AppleTalk, DLSw 
• Compact size, high availability and optimal cooling 

Highest performance 1 rack unit router in the industry, with a stackable architecture that is 1-38 
designed for servi c e provider and enterprise networks 
• One port adapter slot, two built-in 10/100/GE Ethernet ports, anda broad range of WAN media 

interfaces from DSO to OC3 (40+ port adapters) common with Cisco 7x00-series port adapters 
• High-density broadband aggregation 
• Managed CPE for service provi der demarcation point 
• Gigabit Ethernet to Gigabit Ethernet IP services applications platform 

High-end services-enabled core and WAN aggregation router for enterprise and service 
provi der applications 
• 5-, 7-, and 13-slot models 
• 1-, 2-, or4-bus models offering 1, 2, or4 Gbps backplanes 
• Wide variety of LAN and WAN options including Ethernet, Fast Ethernet, Gigabit Ethernet, 

Token Ring, FDDI, serial, ISDN, HSSI, ATM, and Packet over SONET 

1-40 

Service provider and high-end enterprise-class router delivering optical WAN and 1-45 
Metropolitan Area Network services with high-touch IP services at the network edge. 
• Consolidated LAN/WAN/MAN in a single platform 
• Scalable bac~plane bandwidth from 32 Gbps to 256 Gbps and performance from 15 Mpps to 

30Mpps · , 

• High-volume aggregation of Ethernet traffic (serve r farms) 
• Wide range of WAN/MAN interfaces from NxDSO, T1, T3 to OC-48 with line r ate services 
• Ideal for Internet data center, metropolitan aggregation, WAN edge aggregation, and 
· enterprise core applications 
• Also l)upports Catalyst 6000 seriesline cards 

Service provider-class edge services router 1-47 
• High-Performance IP, MPLS, and Broadband Services- The Cisco 10000 Series enables 

servi c e providers to deploy revenue-generating services without worrying about 
performance degradation 

• Carrier-Ciass High Availability- With its carrier-class high availability, the Cisco 10000 
Series minimizes costly network outages and maximizing end-customer satisfaction 

• Application lntegration- The Cisco 10000 Series leverages servi c e providers' current 
investments by enabling leased line and broadband aggregation features on a single platform 

• Application Flexibility- The Cisco 10000 Series h as a broad range of channelized, clear 
channel, ATM and LAN interfaces. Physical interface speeds from E1/T1 up to 
OC-48c/STM-16c 

• Routers ata Glance 
~~~~~~-----------------------------------. 
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Cisco 12000 Series 

Cisco SN 5400 Series 
Storage Router 

• Optimized building block for the next generation metro Ethernet/IP access networks "- __ • 
• Equipped with either (24) 10/100 or 4 GbE and 8 FE ports for customer access and '·~-.~ .. ..::..> '•' 

OC-48c/STM-16c dynamic packet transport/resilient packet ring (DPT/RPR) technology or 
Packet Over SONET (POS) for metro optical connectivity 

• Powered by Cisco lOS 12.0S software and the parallel express forwarding (PXF) architecture 
• Cost-effective, reliable, high-performance platform supporting full suite of IP/MPLS features 

and services found in Cisco Internet Routers 
• With DPT/RPR architecture, enables optimal fiber connectivity as well as features such as IP 

class of service, VoiP, L2 VPN (EoMPLS and L2TPv3) and L3 VPN (MPLS) services 

Premie r high-end routing portfolio for servi c e provider backbone and high-speed edge 1-51 
applications. With its uni que, modular distributed system architecture, the Cisco 12000 Series 
Router, is the industry choice for building Carrier IP/MPLS networks with its portfolio of 10Gbps 
systems and interfaces: 
• Seven chassis options that fit your scaling and real estate requirements offering the only 

complete solution for small to large POPs; backbone or edge. 
• The only platforms supporting backbone- or edge-optimized line cards in the same chassis, 

maximize the value of line-rate edge applications with 10G uplinks, and sustained line-rate 
performance as they scale to maximum capacity. 

• Proven investment protection with simple, field upgrades to higher switching capacities. 
• The only complete priority packet delivery solution set-the industry's only IP QoS 

implementation that uniquely enables premi um real time IP services such as VoiP and video. 
• Extensive portfolio of line cards offering leading edge technologies (POS, ATM, DPT/RPR, 

GbE/FE), support a wide range of networking speeds (from DSl to OC-192c/STM-64c). 
• The industry's only high-end router proven (via independent lab testing) to maintain customer 

connections and network traffic with zero packet loss despite a route processar failure. 

Enables direct access to storage systems anywhere on an IP network. Enables SCSI over IP 1-55 
(iSCSI); the first storage implementation based on IP standards. 
• Cisco SN 5428: Migrates DAS (Direct Attached Storage) environments to SAN (Storage Area 

Networks) for small I medi um businesses and enterprise workgroups. This is a full function 
Fibre Channel switch that adds i SCSI, providing very low price per port networked storage 
configurations. 

Sample Routing Solutions Overview-WAN & Internet Data Center 
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Port Matrix 
UI UI UI 

~ ~ -~ UI UI UI UI UI UI UI UI UI UI Q) Q) Q) 
UI Q) Q) Q) Q) Q) Q) Q) Q) Q) Q) ·;: ·;: ·;: 
Q) ·;: ·;: ·;: ·;: ·;: ·;: ·;: ·;: ·;: ·;: Q) Q) Q) 

· ~c: ~ 
·;: Q) Q) Q) Q) Q) Q) Q) Q) Q) Q) ~ ~ ~ 

_.' \ / ~ 
Q) ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ o o o ~ o o o o o o o o o o o N o 

'-..---C._j ;.. / ~ o o o o o o o o o o o o ,.... o o ,.... ID ID ,.... .... N C"') ..,. Ln ID o o N co .... N C"') C"') ,.... ,.... ,.... ,.... ,.... ,.... .... .... .... 
Fixed Ports Only X X 

Fixed & Modular X X x' X X X X 
Ports 

Modular Ports Only xz X X X X X X 

LAN Ports 

10-MB Ethernet X X X X X X X X X X X X 

10-MB Ethernet X X X X X X 
(fiber) 

100-MB Ethernet • X X X X X X X X X X X 

100-MB Ethernet X X X X X X X X X 
(fiber) 

10/100-MB Eth X X X X X X X X X 

Token Ring X X X X X 

FODI/CDDI X 

ATM X X X X X X X X X X 

Gigabit Ethernet X X X X X X X X X X 

WAN Ports 

Sync Serial X X X X X X X X X 

Sync Serial w/ CSU X X X X X 

ISDN BRI (S/T) X X X X X X X X X 

ISDN BRI (U) X X X X X X X X X 

ISDN PRI/Ch T1 X X X X X X X X 

ISDN PRI w/ CSU X X X X X X X 

Async X X X X 

Analog/POTS X X X X 

lntegrated Modems X X X 

lntegrated Modem X X X X 
WICs 

HSSI xJ X X X X X X X 

DS3 X X X X X X X X X X 

ATM OC-3 xJ X X X X X X X X X 

. ATM OC-12 X X X X X X 
' 

ATM X X X X X X X X X 

ATM- T1/E1 X X X X· x. X X X. 

POS OC-x/STM-x X X X X X X X X 

DPT/RPR X X X 
OC-12/STM-4 

DPT!RPR X X X X 
OC-48/STM-16 

DPT/RPR X 
OC-192/STM-64 

ADSL X X X X X X 

ADSL over ISDN X X 

G.SHDSL X X X X X 

IDSL. X X X X 

DPT X X X X X 

• Cisco Routers Port Matrix 



I • , 
111 111 111 \ \n Q) 111 111 111 111 111 111 111 111 111 111 Q) Q) \ Q) •. ·;: 111 Q) Q) Q) Q) Q) Q) Q) Q) Q) Q) ·;: ·;: 
Q) Q) ·;: ·;: 'i: ·;: 'i: ·;: ·;: ·;: 'i: ·;: Q) Q) ';g > 

(I) ·;: Q) Q) Q) Q) Q) Q) Q) Q) Q) Q) (I) (I) Ci) 
Q) (I) (I) (I) (I) (I) Cl) (I) (I) (I) (I) 

•. 
o Cl) Q Q Q 
:c Q Q Q Q Q Q Q Q Q Q Q N Q 

o Q Q Q Q Q Q Q Q Q Q Q Q ..... Q 
Q ..... 1.0 1.0 ..... .... N M .,. Ln 1.0 Q Q N 

Cl) CQ .... N M M ..... ..... ..... ..... ..... ..... .... .... .... 

.-.-·· ~ - ................. 

Ch t 1 R t f . L. ~ 
.__ __ a_;_p_e_r ___ o_u_e_rs ___________________ ___________ ""'"-"'- ,.- ... - -.·-·· . .._r~ 

i, ~rpj) \ 
Voice Ports 

Analog X X X X X 

Digital X X X X X X X X 

lntegrated Switching 

lntegrated 16-port X X X 
Switching 

lntegrated 36-port x, X 
Switching 

lnline Power x4 x4 X 

Content Acceleration and Delivery 

Content E~g i ne X X X 

SecurityNPN 

Encryption X x, X 
Advanced 
lntegration 
Modules 

Encryption x2 X 
Network Module 

1. Cisco 3660 only 
2. Cisco 3620 and 3640 
3. Supported on the 2691 only 
4. Requires externai power source 

0516 
Fls: -------

Cisco Routers Port J~trix • 
~--------------------------------~~~~~~ 



.. 

Chapter 1 Routers 

• 
}~.emory lnformation for Routers r \ . Default Default '} 

Router Memory Type Slots Memory Max Memory Configuration (Notes) 
Flash 8MB 8MB No Upgradeable Memory 
ORAM 16MB 16MB 

SOHO 90 Flash 8MB 8MB No Upgradeable Memory 
ORAM 32MB 32MB 

801, 802, 803, Flash 8MB 12MB 4MB on board and 4MB or 8MB Mini 
and 804 ORAM 4MB 12MB flash card 

4MB onboard and 4MB or 8MB OIMM 
module 

805 Flash 4MB 12MB 
ORAM 8MB (On board) 16MB 4MB On board + 4MB Mini Fl ash 

811 and 813 Flash 8MB 12MB 4MB On board +4MB or 8MB Mini Fl ash 
ORAM 8MB 16MB 8MB on board and 4MB or 8MB OIMM 

Module 

82HV,828 Flash 8MB 16MB 8MB On board + 4MB Mini Flash 
ORAM 16MB (827-4V: 32MB 16MB Onboard and 4MB or 8MB or 

24MB, 806: 32MB) 16MB OIMM Module 

831,836,837 Flash 8MB 24MB 
ORAM 32MB 48MB 

1721 Flash 16MB 16MB Uses Mini Flash 
ORAM 32MB (On board) 48MB 

1751 Flash 16MB 48MB 
ORAM 32MB 96MB 

1760 Rash 16MB 64MB 
ORAM 32MB 96MB 

2500 Series Flash 2 8MB 16MB SlotO =8MB 
ORAM 4MB 16MB 

2600 Series Rash (261xXM, 262xXM, 16MB 48MB 16MB on Mother Board; Slot O= 32MB 
265xXM) 
Rash (261 x) 8MB 16MB Slot0 = 8MB 
Rash (262x,265x) 8MB 32MB Slot0 = 8MB ·' 

Rash (2691) 32MB 128MB SlotO =32MB 
ORAM (261XM, 262xXM) 2 32MB 128MB Slot O= 32MB; Slot 1 = empty 
ORAM (265xXM) 2 64MB 128MB Slot O= 64MB; Slot 1 = empty 
ORAM (261 x, 262x) 2 32MB 64MB Slot O= 32MB; Slot 1 = empty 
ORAM (265x) 2 32MB 128MB Slot O =32MB; Slot 1 = empty 
ORAM (2691) 2 64MB 256MB Slot O= 64MB; Slot 1 = empty 

3620 and 3640 Flash (PCMCIA) 2 o 32MB 
Rash (SIMM) 2 16MB 32MB Slot0=8MB 
ORAM 4 32MB 64MB (3620) SlotO =16MB; Slot 1 =16MB 

128MB (3640) 

3660 Rash (PCMCIA) 2 o 32MB 
Rash (SIMM) 2 16MB 64MB 
SORAM 32MB 256MB 

3700 Flash (Internai) 32MB 128MB 
Rash (Externai) OMB 32-128 MB 
ORAM (SoOIMM) 2 128MB 256MB Slot O= 128MB 

7100 Ser.ies Ras~ (PCMCIA) 2 48~B 110MB SlotO =48MB 
System SORAM 2 64MB 256MB Slot0=64MB 
Packet SORAM 64MB 64MB 

7200 Series Rash (PCMCIA) 2 20MB 128MB 
Rash (non-volatile, fixed config) 128 KB 128 KB 
Rash (C7200-10-FE bootflash) 1 4MB 4MB 
Flash (C7200-10-2FE, 4 or 8MB 4 or 8MB 

~ 
C7200-IO-GE/E bootflash) 
ORAM (NPE-225) 128MB 256MB Slot O= 128MB OIMM 
ORAM (NPE-300) 32+128 MB 32+256 MB Slot O= 32MB OIMM, Slot 2 = 128 MB 

OIMM 
ORAM (NPE-400) 128MB 512MB Slot O= 128MB SoOIMMs 
ORAM (NSE-1) 128MB 256MB Slot O= 128MB OIMM ,. 
ORAM (NPE-Gl) 256MB 1GB Slot O= 128MB SoOIMM, Slot 2 = 128 . J 

MB SoOIMM · 

7300 Series Flash (CFM) 64MB 128MB 
ORAM 128MB 512MB 

• Memory lnformation for Routers 
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Default Default \:( )<fd i. 
Router MemoryType Slots Memory Max Memory Configuration (Notes) 
7400 Series Flash (PCMCIA) 2 64MB 128MB '\o2 I 

ORAM (NSE-1) BB 1 256MB 512MB \.<'' ~\ .. ·< ~.(~/ 
ORAM (NSE-1) CP 128MB 512MB '-- - ' ' ---.. - -.·· .-

7500 Series Flash (PCMCIA) RSP2, RSP4t 16MB 20MB 
Aash (PCMCIA) RSP8 2 20MB 40MB 
Flash (PCMCIA) RSP16 48MB 128MB 
Flash (SIMM) 8MB 8MB 
ORAM (RSP2) 4 32MB 128MB 
ORAM (RSP4t, RSP8) 2 64MB 256MB 
ORAM (RSP16) 2 128MB 1GB 
ORAM (VIP2-40) 32MB 64MB 
ORAM (VIP2-50) 32MB 128MB 
ORAM (VIP4-50/80) 64MB 256MB 
ORAM (VIP6-80) 64MB 256MB 

7600 Series Flash (PCMCIA) 16MB 20MB 
ORAM (Sup 2) 128MB 512MB 
ORAM (MSFC2) 128MB 512MB 
ORAM (PFC2) 128MB 256MB 

10000 Series Flash (PCMCIA) 2 48MB 128MB 1 x 48MB ships as default; 128MB is 
Flash (Internai) 32MB 32MB optional 

Shared (PRE-1) 128MB 128MB 
ORAM (PRE-1) 512MB 512MB 

10700 Series Flash (Internai) 32MB 64 MB Maximum memory is configured with 
SORAM RP 256MB 256MB No Option 

Packet Buffer 1 64MB 64MB 

12000 Series Flash (PCMCIA) 2 20MB 20MB 
ORAM (GRP-B) 1/2 128MB 512MB Route Memory 
SORAM (PRP-1) 1/2 512MB 1GB Route Memory 
ORAM (Line Cards) 1/2 128-256 MB 256-512 MB Route Memory (I in e card dependent) 
SORAM (Line Cards) 1/2 128-256 MB 256-512 MB Packet Memory (line card dependent) 
Shared (PRE-2) 128MB 128MB 
ORAM (PRE-2) 512MB 512MB 

r 
Memory lnformation for Routers 
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The Cisco SOHOseries provides an 
affordable, secure, multi-user access solution 
to small office/home office (SOHO) 
customers while reducing deployment and operational costs for service providers. 
Through the power ofCisco lOS software technology, the Cisco SOHO 91 Ethernet to 
Ethernet Router, the SOHO 96 ADSL over ISDN, the SOHO 97 ADSL and SOHO 78 
G.SHDSL routers provide superior manageability and reliability. 

When to Se li 

Sell This Product 

Cisco SOHO 91 

Cisco SOHO 96 

Cisco SOHO 97 

Cisco SOHO 78 

Key Features 

When a Customer Needs These Features 
• Ethernet WAN port for use with an externai DSL or cable modem with 4-port 10/100 switch, stateful 

firewall and software based encryption 

• ADSL modem for use of ADSL over ISDN with 4-port 10/100 switch, stateful firewall and software 
based encryption 

• ADSL modem for ADSL over POTS with 4-port 10/100 switch, stateful firewall and software based 
encryption 

• 4-port Ethernet Hub and 1 G.SHDSL port with firewall security and Cisco lOS manageability and 
reliability 

• Integrated security o f Cisco IOS Software with Stateful Inspection Firewall and 
software-based 3DES encryption (no encryption on the SOHO 78) 

• Easy setup and deployment using Cisco Router Web Set Up Tool (CRWS) 
• Offers many local and remote debug and troubleshooting features in Cisco IOS 

Software 

Competitive Products 

• 3Com: OfficeConnect 810 • Neto pia: R6100, 4533 
• AI catei : Speed Touch Pro Router • Westel : Wirespeed 36R566 
• Cayma n: 3220H • Zyxel: 641, 782 
• Efficient: 5861,5660 • Nokia: MW1352 
• Lucent: CeiiPipe 50A • Linksys: Etherfast mo deis 

Specifications 

Feature SOHO 91 SOHO 96 SOHO 97 SOHO 78 
Fixed LAN Ports 4-port 10/100 Switch 4-port 10/100 Switch 4-port 10/100 Switch 4-port Ethernet 

(10BASE-T) 

Fixed WAN Ports 1-port Ethernet (connects to 1-port ADSL over ISDN 1-port ADSL over POTS 1-port G.SHDSL 
externai DSL or cable modem 

Flash Memory 8MB 8MB 8MB 8MB 

ORAM Memory 32MB 32MB 32MB 16MB 

Dimensions (HxWxD) 2.0 X 9.7 X 8.5 in. 2.0 X 9.7 X 8.5 in. 2.0 X 9.7 X 8.5 in. 2.0 X 9.9 X 8.3 in. (5.1 X 
25.2 x 21:1 em) 

For More lnformation 

See the Cisco SOHO Web site: http://www.cisco.com/go/soho90 

• Cisco SOHO Series Ethernet. ADSL over ISDN, ADSL and G.SHDSL Routers 
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Routers 

Cisco 800 Series 
The Cisco 800 series router provides enhanced network 
security and proven reliability through Cisco lOS 
software, for small offices and telecommuters. lt connects users to. the Internet or to a 
corporate LAN via one ADSL, ADSL over ISDN, G.SHDSL, IDSL, ISDN, or serial 
connection (up to 512 Kbps ), o r with an Ethernet WAN port connected to an externai 
broadband modem. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cisco 800 Series • Companies who Cisco IOS·based networks who want to add telecommuters 
• Servi c e providers who offer value-added services to small offices 
• VARs who are familiar with Cisco lOS software and want to profitably servi c e small office customers 
• Ethernet lAN ports and variety of WAN connectivity, including: ISDN BRI, Frame Relay, ADSL. G.SHDSL, 

async dialup (see Specifications for details) 

Key Features 

• Fixed configuration support for severa! types of WAN connections 
• Standard security with ACLs, PAT/NAT, PAP/CHAP, MS-CHAP, Lock and Key, 

and Generic Routing Encapsulation (GRE) tunneling 
• Enhanced security with stateful inspection firewall, IPSec encryption (hardware 

based on Cisco 830s and AES encryption on Cisco 830s) 
• Toll quality voice with VoiP on Cisco 827-4V 

• Integrated 4-port 101100 Ethernet Switch on Cisco 830 series 
• Bandwidth optimization features such as compression, Bandwidth-on-Demand, 

Dial-on-Demand, Always-On-Dynamic-ISDN (AODI), and X.25 over D channel 
(Cisco 801- 804) 

• Support for CAPI applications in the European market 

Competitive Products 

• 3Com: Office Connect Remate 511/521 • Netopia: R3100, R6100, 4533 
• AI catei: Speed Touch Pro Routers • Nortei/Bay: Nautica 250 
• Ascend: Pipeline 75/85 • Nokia: MW1352 
• Efficient 5861 I 5660 • Zyxel : 782 
• Intel: Express 8100 • Linksys: Etherfast 

Specifications 

Cisco 801, 802, 803, 804, 805, 811 and 813 

Feature . 801 802 803 804 811 813 
Fixed LAN Port 1-port Ethernet 1-port Ethernet 4-port Ethernet 4-port Ethernet 1-port Ethernet 4-port Ethernet 
Connections (10BASE-T) (10BASE-T) hub (1 O BASE-T) hub (lOBASE-T) (10BASE-T) hub (10BASE-T) 

Fixed WAN Port 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 1-port ISDN BRI 
Connections (S!T) (U) NT-1 (S[T) (U) NT-1 S/T and 1-port S/T and 1-port 

2 analog ports 2 analog ports ISDN BRI (U) NT-1 ISDN BRI (U) NT-1 
2 analog ports 

Flash Memory 8MB (default) 8MB (default) 8MB (default) 8MB (default) 4MB (default) 8 
12MB (max) 12MB (max) 12MB (max) 12MB (max) 12MB (max) 

ORAM Memory 4MB (default) 4MB (default) 4MB (default) 4MB (default) 8MB (default) 
12MB (max) 12MB (max) 12MB (max) 12MB (max) 16MB (max) 

Dimensions 2.0 X 9.9 X 8.3 in. Same as Cisco Same as Cisco Same as Cisco Same as Cisco 
(HxWxD) (5.1 X 25.2 X 21.1 801 801 801 801 

em) .. 

Cisco 800 Series 
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/'~~-c;~·co 800 Series (805, 836, 827-4V, 828, 836, 837) 

(\ eature 805 827-4V 828 831 
ixed LAN Port 1-port Ethernet 1-port Ethernet 4-port Ethernet 4-port Ethernet 

~~--;:~~ . y.~!lnnections (10BASE-T) (10BASE-T) hub (10BASE-T) (10BASE-T) 

··--··-···- / Fixed WAN Port 1-port Serial 1-port ADSL 1-port G.SHDSL 1-port Ethernet 
Connections (Up to 512 KBPS) 

Flash Memory 

ORAM Memory 

Dimensions 
(HxWxD) 

4MB (default) 
12MB (max) 

8MB (default) 
16MB (max) 

2.0 X 9.9 X 8.3 in. 
(5.1 X 25.2 X 21.1 
em) 

8MB (default) 
16MB (max) 

24MB (default) 
32MB (max) 

Same as 
Cisco 805 

8MB (default) 
16MB (max) 

16MB (default) 
32MB (max) 

Same as 
Cisco 805 

8MB (default) 
24MB (max) 

32MB (defa ult) 
48MB (max) 

2.0 X 9.7 X 8.5 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 800 Series Routers 
CISC0801 
CISC0802 
CISC0803 

1-port 10BASE-T. 1-port BRI (S{T), IP s/w 
1-port 10BASE-T. 1-port BRI (U) w/ NT-1 , IP s/w 
4-port 10BASE-T hub, 1-port BRI (S{T), 2-port POTS, IP s/w 

Chapter 1 Routers 

836 837 
1-port Ethernet 4-port Ethernet 
(10BASE-T) (10BASE-T) 

1-port 1-port ADSL over 
ADSL-over-ISDN, POTS 
1-port ISDN S(T 

8MB (default) 
24MB (max) 

32MB (default) 
48MB (max) 

2.0 X 9.7 X 8.5 in. 

8MB (default) 
24MB (max) 

32MB (default) 
48MB (max) 

2.0 X 9.7 X 8.5 in. 

CISC0804 
CISCD805 

4-port 10BASE-T hub, 1-port BRI (U) w/ NT-1, 2-port PDTS, IP s/w 
1-port 10BASE-T, 1-port serial, IP s/w 

CISC0801-CAPI 
CISC0803-CAPI 
CISC0827-4V 
CISC0828 
CISCD831-K9 USO 649.00 
CISC0836-K9 
CISC0837-K9 

ISDN/Ethernet Router with one-user CAPIIicense 
ISDN/Ethernet Router with one-user CAPIIicense, 4-port hub 
1-port ADSL, 1-port 10BASE-T. 4 ports FXS, IPNoice s/w 
1-port G.SHDSL, 4-port 10BASE-T hub, IP s/w 
Cisco 831 Ethernet Router 
Cisco 836 ADSL over ISDN Router 
Cisco 837 ADSL Router 

Cisco 800 Series CD Feature Packs 
CD08-BHL-12.0.7XV= Cisco 800 Series IP/IPX/FW Plus IPSec 56 
CD08-BP-12.07.XV= 
CD800-5CAPI= 
CD08-IC-12.0.5T = 
CD08-ICHL-12.0.5T = 

Cisco 800 Series IP/IPX/Pius 
CAPI 5 User CO 
Cisco 800 Series Internet DSL 
Cisco 800 Series Internet DSL FW I PSec56 

CD08-IBHL-12.0.5T = Cisco 800 Series Internet DSL IPX FW IPSec56 
Cisco 800 Series Memory Options 
MEM800-4F= Cisco 800 Series, 4MB Flash Mini-Card 
MEM800-8F= 
MEM800-40= 
MEMB00-80= 
MEM820-8U16F 
MEM820-16U200 
MEM820-24U320 
Cisco 800 Series Accessories 

Cisco 800 Series, 8MB Flash Mini-Card 
Cisco 800 Series, 4MB ORAM DIMM 
Cisco 800 Series, 8MB ORAM DIMM 
Cisco 820 Flash upgrade 8Mbyte-16Mbyte 
Cisco 820 ORAM upgrade 16Mbyte-20Mbyte (16Mbyte-24Mbyte & 16Mbyte-32Mbyte also available) 
Cisco 820 ORAM 24Mbyte upgrade to 32 Mbytes 

PWR-8xx-WW1 = Cisco 8xx Series, AC Power Supply Spare 
Cisco 800 Series Basic Maintenance 
CON-SNT-PKGl Cisco 800 Series SMARTnet Maintenance (8x5xNBD) 

1. This is only a small subset of ali parts available via URL listed under " For More lnformation." Some parts have 
. restricted access .or are not available through distribution.c.hannels. Resellers: For latest part number and pricing 

info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco 800 Series Web site: http://www.cisco.com/go/800 

• Cisco 800 Series •. , .• 
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Chapter 1 Routers 

Cisco 1700 Series 
The Cisco 1700 series modular access routers are 
designed to provide a cost-effective integrated 
access platform for small and medium-sized 
businesses and enterprise small branch offices. 
These Cisco IOS-based routers deliver high-speed network access, comprehensive 
security features , and multiservice data/voice/video/fax integration to meet the most 
demanding business requirements. Within the Cisco 1700 series, Cisco 171 O security 
access routers work with existing broadband modems to provide advanced routing and 
security functionality, Cisco 1721 modular access routers provide flexible, 
high-performance data access, and Cisco 1751 and Cisco 1760 modular access routers 
are optimized for both voice and data traffic, providing a simple and cost-effective path 
to multi-service networking-today or in the future . 

Whento Sell 

Sell This Product 

Cisco 1710 

Cisco 1721 

Cisco 1751 

Cisco 1760 

Key Features 

When a Customer Needs These Features 

• Advanced routing and security functionality in one devi c e when connecting to the Internet using a 
broadband modem 

• Hardware-assisted 3DES VPN encryption at fuli T1/E1 speeds 

• Se cure data-only access solution that adapts to customers' evolving network requirements 
• Support for data applications including VPNs and broadband access services 
• A broad array of WAN services supported, including Frame Relay, leased fine, ADSL, G.SHDSL, ISDN 

BRI, X.25, SMDS and more 
• IPSec 3DES VPN encryption at fuli T1/E1 speeds 
• IEEE 802.1 Q VLAN Support 

Ali the above, plus: 
• Analog and digital voice support in a desk-top form factor 
• 3 modular slots for WAN and Voice interface cards 

Ali the above, plus: 
• 19" rackmount form factor 
• 4 slots with 2 WICNIC and 2 VIC slots 
• Multiservice analog and digital voice support 
• Highest performance multi-service router in the Cisco 1700 family 
• Higher density analog and digital voice support than Cisco 1751 

• Support for up to 4 serial interfaces or 2 ISDN BRI; 1 autosensing 10/100 Mbps 
Fast Ethemet LAN con,nection; 1 auxiliary (AUX) port for dial-up management or 
low-speed asynchronous connections (up to 112.5 kbps) 

• Flexibility-Cisco 1700 Series supports a di verse set ofWAN and Voice Interface 
Cards that are shared with the 1600 (WAN only), 2600/2600XM, and 3600 series 
routers enabling field upgradeability- to evolve with the needs o f growing 
businesses 

• lntegrated Device-Cisco 1700 series combines WAN routing, VPN and 
multiservice access in a single device 

• Expansion Slot-Supports optional hardware VPN module for wire-speed ~~~-;----
3DES encryption and can enable future technologies (VPN Module standard orc f?M:J

1 
-~~~:~, CN-

Ciscol710) · · _ _ ""'-\ ·. OS; 

• Integra_ted Security-~he 1700_ series supports con~ext-based acce~s control or 0 51 9 
dynamtc firewall filtenng, demal-of-servtce detectwn and preventwn, Java Fls:- ....... · 

blocking, real-time alerts , Intrusion Detection Sys (IDS), and encryptio · · --·· .. 
• IEEE 802.1Q VLAN Support 

Cisco 1700 Series 
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Chapter 1 Routers 

Cisco 1710 Cisco 1721 Cisco 1751/1751-V Cisco 1760/1760-V 
1-port autosensing 1-port autosensing 1-port autosensing 1-port 
10/100 Mbps Ethernet 10/100 Mbps Ethernet 10/100 Mbps Ethernet autosensing10/100 Mbps 

Ethernet 

1-port 1 OBASE-T Ethernet None 
for broadband modem 

None 2WAN slots 

None None 

3 slots (2 WAN o r Voi ce 4 Slots (2 WAN or Voice 
slots and 1 Voice-only slot)slots and 2 Voice-only 

slots) 

WAN Interface Card (WIC) None 
Modules 

See Part Numbers and See Part Numbers and See Part Numbers and 
Ordering lnformation Ordering lnformation Ordering lnformation 

Voice Interface Cards 
(VIC) Modules 

None None See Part Numbers and See Part Numbers and 
Ord ering lnformation Ordering lnformation 

Flash Memory 16MB Flash (default/max) 16MB (default); 16MB 
(max) 

1751 base model: 16MB 1760 base model: 
(default); 16MB (max) 16-MB Flash Memory 
1751 -V multiservice 
ready configuration: 
32MB (default); 
32MB (max) 

(on board) 64-MB (max) 
1760-V: 32-MB Flash 
64-MB (max) 

ORAM Memory 64MB 32MB (default); 96MB 1751 base model: 32MB 1760 base model:32 MB 
(max) (default); 96MB (max) (default)96 MB 

1751-Vmultiservice-ready (max)1760-V:64 MB 
configuration: 64 M B (default)96 M B (max) 
(default); 96MB (max) 

Dimensions (HxWxD) 3.1 X 11.2 X 8.7 in. 3.1 x 11.2 x 8.7 in·. 4.0 X 11.2 X 8.7 in. 1.7 X 17.5 X 12.8 in. 

Cisco lOS Software and Memory Requirements1 

Distribution lOS lmage Flash Memory ORAM Memory 
Part Number Feature Pack Description Release Required Required 
CD17-C- 12.x IP only 12.1 Mainline 4MB 16 MB 

IP/ADSL 8MB 20 MB 

CD17-CH-12.x IP/FW 12.1 Mainline 4MB 20 MB 

CD17-CP-12.x IP Plus 12.1 Mainline 4MB 20 MB 

CD17-CHK2-12.x IP/FW Plus IPSEC 3DES 12.1 Mainline 8MB 32 MB 

CD17-CVP-12.x IPNoice Plus 12.1 Mainline 8MB 24 MB 

CD17-CHV-12.x IP/FWNoice Plus 12.1 Mainline 8MB 24 MB 

CD17-CHVK2-12.x IP/FWNoice Plus IPSEC 3DES 12.1 Mainline 8MB 24 MB 

CD17-C-12.x IP only 12.1T 4MB 16 MB 

CD17-CH-12.x IP/FW 12.1T 4MB 20MB 

CD17-CP-12.x IP Plus 12.1T 8MB 24 MB 

CD17-CK2-12.x IP Plus IPSEC 3DES 12.1T 8MB 32MB 

CD17-CHK2-12.x IP/FW Plus IPSEC 3DES 12.1T 8MB 32MB 

CD17-CVP-12.x IPNoice Plus 12.1T 8MB 32MB 

CD17-CHV-12.x IP/FWNoice Plus 12.1T 8MB 32 MB 

CD17-CVK2-12.x IPNoice Plus IPSEC 3DES 12.1T 8MB 32 MB 

CD17-CHVK2-12.x IP/FWNoice Plus IPSEC 3DES 12.1T 8MB 32MB 

1. Forthe complete list of lOS Feature Sets, referto the parts list, via the URL listed under "For More lnformation." For 
users with CCO access, search by lOS te ature o r release via the Feature Navigatorat httpJ/www.cisco.coni/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 1700 Series Modular Access Routers 

CISC01760 10/100 Modular Routerw/2WICNIC,2VIC slots,19 inch Cha ssis 
CISC01760-ADSL 10/100 BaseT Modular Router w/ADSL WIC, IP/ADSL 
CISC01760-SHDSL 10/100 BaseT Modular G.SHDSL Router, 19 inch Chassis 
CISC01760-VPN/K9 1760 VPN Bundle with VPN Module, 48MB DRAM, IP Plus/FW/3DES 
CISC01760-VPN/K9-A 1760 VPN Bun. w/AOSL WIC, VPN Module, 48MB DRAM,IP+/FW/30ES 
CISC01760-V 10/100 Modular RouterwNoice IPNOICE Plus, 19 inch Cha ssis 
CISC01751 10/100 Modular Router w/3 slots, IOS IP, 16F/32D 
CISC01751 -V 10/100 Modular Router wNoice, lOS IPNOICE Plus, 32F/64D 
CISCOi7S1 -VPN/K9 1751 VPN Bi.mdle with Vf>N Module, 48MB DRAM, IP Plus/FW/3DES 
CISC01751-VPN/K9-A 1751 VPN Bun. w/ADSL WIC, VPN Module, 48MB ORAM, IP+/FW/3DES 
CISC,01721 -ADSL 10/100 BaseT Modular AD SL Router, IP/DSL 

• Cisco 1700 Series 
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Chapter 1 Routers 

CISC01721 
CISC01721-VPN/K9 
CISC01721-VPN/K9-A 
CISC01721-SHOSL 

10/lOOBaseT Modular Router w/2 WAN slots, 16M Flash/32M ORAM 
1721 VPN Bundle with VPN Module, 48MB ORAM, IP Plus/FW/30ES 
1721 VPN Bun. w/AOSL WIC, VPN Module, 48MB ORAM, IP+/FW/30ES 
10/HXJ BaseT Modular G.SHOSL Router, IP/OSL 

CISC01710-VPN-M/K9 Ouai-Ethernet Security Access Router, VPN Module, IP/30ES/FW 
Cisco 1751 Software Feature Packs for Cisco lOS Release 12.1.(5IYB 
C017-C-12.1.5= IP 
C017-C-12.1.5= 
C017-C7P-12.1.5= 
C017-C7K2-12.1.5= 
C017-CH-12.1.5= 
C017-B-12.1.5= 
C017-B7HP-12.1.5= 
C017-C7HK2-12.1.5= 
CD17-07HK2-12.1.5= 
C017-C7VP-12.1.5= 
C017-C7VP-12.1.5= 
C017-C7HV-12.1.5= 
C017-C7VK2-12.1.5= 
C017-C7H\lK2-12.1.5= 
co 17-07HVK2-12.1 .5= 

IP AOSL 
IP Plus AOSL 
IP Plus IPSec 30ES AOSL 
IP/FW/IOS 
IP/IPX 
IP/IPX/FW/IDS Plus AOSL 
IP/FW/IOS Plus IPSec 30ES AOSL 
IP/IPX/AT/IBM/FW/IOS Plus IPSec 30ES 
IPNoice Plus 
IPNoice Plus AOSL 
IPNoice/FW/IOS Plus AOSL 
IPNoice Plus IPSec 30ES AOSL 
IPNoice/FW/IDS Plus IPSec 30ES AOSL 
IP/IPX/AT/IBM/FW/IOSNoice Plus IPSec 30ES 

Cisco 1700 Series Memory Options 
MEM-1700-4MFC= Cisco 1700 Series, 4MB Mini-Aash Card 
MEM-1700-BMFC= Cisco 1700 Series, 8MB Mini-Aash Card 
MEM-1700-160= Cisco 1700 Series, 16MB ORAM OIMM 
MEM-1700-320= Cisco 1700 Series, 32MB ORAM OIMM 
MEM-1700-640+ Cisco 1700 Series, 64MB ORAM OIMM 
Cisco 1700 Series WAN Interface Cards (WICs) 
WIC-lT 1-port Serial WAN Interface Card 
WIC-2T 2-port Serial WAN Interface Card 
WIC-2NS 2-port Async/Sync Serial WAN Interface Card 
WIC-1 8-S/T 1-port BRI (S/TI WAN Interface Card (dial and leased linel 
WIC-1 B-U 1-port BRI w/ NT-1 WAN Interface Card (dial and leased line) 
WIC-1 OSU-56K4 1-port 4-Wire 56/64 Kbps w/ (OSU/CSUI WAN Interface Card 
WIC-1 OSU-T1 1-port T1/Fr T1 w/ (OSU/CSU) WAN Interface Card 
WIC-1AOSL= 1-port AOSL WAN Interface Card 
WIC-1SHOSL 1-port G.SHOSL WAN Interface Card 
WIC-1 ENET = 1-port Ethernet Interface Card 
Cisco 1751/1760 Voice Interface Cards 
VIC-2FXS 2-port Voice Interface Card FXS 
VIC-4FXS 4-port Voice Interface Card FXS 
VIC-2FXO 2-port Voice Interface Card FXO 
VIC-2E/M 2-port Voice Interface Card E&M 
VIC-2FXO-EU 2-port Voice Interface Card FXO for Europe 
VIC-2FXO-M 32-port Voice Interface Card FXO for Australia 
VIC-2BRI-NT/TE 2-port Voice Interface Card-BRI (NT & TE) 
VIC-2FXO-M1 2-port FXO for U.S. with battery reversal 
VIC-2FXO-M2 2-port FXO for Europe with battery reversal 
VIC-2010 2-port FXO analog OIO 

Cisco 1700 Multiflex Voice I WAN interface Cards 
1-Port RJ-48 Multiflex Trunk- E1 
1- Port RJ-48 Multiflex Trunk- E1 
1-Port RJ-48 Muhiflex Trunk- G.703 
1- Port RJ-48 Multiflex Trunk- G.703 
2-Port RJ -48 Multiflex Trunk- E1 
2-Port RJ-48 Multiflex Trunk - E1 

VWIC-lMFT-El 
VWIC-1MFT-E1= 
VWIC-1MFT-G703 
VWIC-1 MFT-G703= 
VWIC-2MFT-E1 
VWI C-2MFT-E1 = 
VWIC-2MFT-E1-0I 
VWIC-2MFT-E1-01= 
VWIC-2MFT-G703 
VWIC-2MFT-G703= 
VWIC-1MFT-T1 
VWIC-1MFT-T1= 
VWIC-2MFT-T1 -0I 
VWIC-2MFT-Tl-01= 
VWIC-2MFT-T1 

VWIC-2MFT-T1 = 

2-Port RJ-48 Multiflex Trunk- E1 With Orop and lnsert 
2-Port RJ-48 Multiflex Trunk - El With Drop and Inseri 
2-Port RJ-48 Multiflex Trunk - G.703 
2-Port RJ-48 Multiflex Trunk- G.703 
1-Port RJ-48 Multiflex Trunk- T1 
1-Port RJ-48 Multiflex Trunk- T1 
2-Port RJ-48 Multiflex Trunk- Tl With Orop and Inseri 
2-Port RJ-48 Multiflex Trunk - T1 With Orop and lnsert 
2-Port RJ -48 Multiflex Trunk - T1 

Hort RJ-48 Mo!Ofl" ''""' "fJ 
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700 Module Options 

( ~O 00-VPN Cisco 1700 Series VPN Module 

/ _ s_cTh o 300 Spares and Accessories 
r <"{\ PWR ./7 -WW1= Cisco 1700 AC Power Supply-worldwide 
·~ D 2 K-4= 4-Channel Packet Voice/Fax DSP Module for the 1751 
\ P D -2 . K-8= 8-Channel Packet Voice/Fax DSP Module for the 1751 

M~ S6K-12= 12-Channel Packet Voice/Fax DSP Module for the 1751 
~ (:· ;:. • -~ ::!56K-16= 16-Channel PacketVoice/Fax DSP Module for the 1751 

--- 'fiVDM-256K-20= 20-Channel Packet Voice/Fax DSP Module for the 1751 
Cisco 1700 Series Basic Maintenance 
CDN-SNT-PKG4 Cisco 1751-V SMARTnet Maintenance 
CDN-SNT-PKG3 Cisco 1751 and 1710-VPN-M/K9 SMARTnet Maintenance 
CDN-SNT-PKG2 Cisco 1720 and 1720-ADSL SMARTnet Maintenance 

Chapter 1 Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels . Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 
• See the Cisco 1700 Series Web site: http://www.cisco.com/go/1700 

Cisco 2500 Series 
The Cisco 2500 series router has served for years as the 
most deployed and popular branch office router in the 
world, and provides low cost routing functionality for 
data-only applications (no voice support). There are currently two access servers to 
choose from, 8 or 16 asynchronous ports, each with 1 Ethernet port, for aggregating 
multiple network elements to provide a single Telnet access point (telemetry 
application)-or for attaching 8 to 16 externai analog or digital modems in 
environments where Tl/E1 digital circuits are not available, but multiple dial-up 
telephone lines can be leveraged for low cost remote access . 
For higher performance requirements, where a wider variety ofWAN/LAN interfaces 
are needed, as well as voice support, refer to Cisco 2600/2600XM/3600 or 1700 series 
routers. 

When to Se li 

Sell This Product 

Cisco AS2509-RJ 
and AS2511-RJ 

Key Features 

When a Customer Needs These Features 

• Data-only network requirement 
• An access server combining a terminal serve r, protocol translator, console port aggregator, anda router 

in a single devi c e 
• Dne Ethernet LAN and dual serial ports 
• 8 or 16 asynchronous serial ports with RJ-11 jacks, ideal for attaching 8 to 16 externai modems 

• Proven technology with a full suíte of Cisco lOS Software 
• Setup with Cisco ConfigMaker, a free tool for configuring a network of routers 
• With CiscoWorks for Windows, allows remote management and maintenance 

from a central location 

• Cisco 2500 Series 
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Feature Cisco AS2509-RJ Cisco AS2511-RJ • • 
-T-hr-o-ug_h_p-ut_P_e_rf_orm- a-nc_e_(,...pp- s...,..l - 3- --5 -Kp_p_s -(d-ep-e-nd-in_g_o_n -co-n-fig-u-ra-ti-on_I _____ 3--5-K-pp-s-(d-e-pe-n-di-ng_o_n_c_on-fi,..gu-r-at-,-io-n)----+- '~ ( ~/ / 
Memory 8-MB dual Flash bank option (default) Same as Cisco AS2509-RJ '<:~-·~::.)/ 

16MB (max) 
16MB ORAM (default) 

Power Supply AC, with optional DC o r redundant power supply Same as Cisco AS2509-RJ 

Fixed LAN Ports 

Fixed WAN Ports 

Dimensions (H x W x DI 

1-port Ethernet 

1-port sync serial 
8-port async 

1.75 X 17.5 X 10.56 in. 

Cisco lOS Software and Memory Requirements 

1-port Ethernet 

1-port sync serial 
16-port async 

1.75 X 17.5 X 10.56 in. 

To run the Cisco lOS software Feature Packs, you need the amount o f memory shown 
in the following table: 

Distribútion Feature Pack lOS lmage Flash Memory ORAM Memory 

Part Number Description Release Required2 Required 
C025-C-12.0= IP only 12.0(101 8MB 4MB 

12.0(7)T 8MB 6MB 

CD25-CP-12.0= IP Plus 12.0(10) 8MB 6MB 
12.0(71T 16MB 8MB 

CD25-CHL-12.0= IP/FW Plus IPSEC 56 12.0(10) 16MB 8MB 
12.0(7)T 16MB 10MB 

C025-B-12.0= IP/IPX/AT/DEC 12.0(10) 8MB 6MB 
12.0(7)T 16MB 6MB 

C025-BP-12.0= IP/IPX/AT/OEC Plus 12.0(10) 16MB 6MB 
12.0(7)T 16MB 8MB 

C025-AP-12.0= Enterprise Plus 12.0(10) 16MB 6MB 
12.0(71T 16MB 10MB 

1. For users with CCO access, search by lOS f e ature o r release via the Feature Navigator at 
http://www.cisco.com/go/fn 

2. Bold numbers indicate that more memory than the default amount is needed to run the F e ature Pack. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 2500 Series Access Router Chassis 
CISC02509-CH 1-port Ethernet AUI, 2-port Serial, 8-port Async Serial, IP s/q 
AS2509-RJ-CH 1-port Ethernet AUI (RJ-45), 1-port Serial, 8-port Async Seriai,IP s/w 
CISC02511-CH 1-port Ethernet AUI, 2-port Serial, 16-port Async Seriai,IP S/w 
AS2511-RJ-CH 1-port Ethernet AUI (RJ-45), 1-port Serial, 16-port Async Serial, IP s/w 
Cisco 2500 Series Memor{ Options 
MEM-1X4F= Cisco 2500 Series, 4MB Flash Upgrade 
MEM-1X8F= Cisco 2500 Series, 8MB Flash Upgrade 
MEM-1X80= Cisco 2500 Series, 8MB ORAM Upgrade 
MEM-1X160= Cisco 2500 Series, 16MB ORAM Upgrade 
Cisco 2500 Series Accessories . · · 
ACS-2500RM-19= Cisco 2500 Series, Rack-Mount Kit, 191nches 
ACS-2500RM-24= Cisco 2500 Series, Rack-Mount Kit, 24 Inches 
ACS-2500ASYN= Cisco 2500 AUX/Console Part Cable Kit 
ACS-2500RPS= Cisco 2500 Series, RPS Field Upgrade 
Cisco 2500 Series Basic Maintenance 
CON-SNT-PKG4 Packaged SMARTnet (8 x 5 x NBO) for the Cisco AS2509 and AS2511 . ' · J ' ... . 

Cf:.MJ.- GQJ##~IOS 
For More lnformation 

See the Cisco 2500 Series Web site: http://www.cisco.com/go/2500 
052 1 
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sbo 2600 Series 

I" Z Cisco 2600 series is an award-winning 
--..__...~· amily ofmodular multiservice access routers , 

. ~·•li-~- - -
iil .....-

... 
providing flexible LAN and WAN 
configurations, multiple security options, voice/data integration, and a range o f high 
performance processors. This range of features make the Cisco 2600 series the ideal 
branch-office router for today's and tomorrow 's customer requirements. 
The Cisco 2600 series family o f modular routers include the Cisco 2600XM models, 
the Cisco 2691 and the Cisco 2612 token ring router. These new models deliver 
extended performance, higher density, enhanced security performance and increased 
concurrent application support to meet the growing demands o f branch offices. 
The Cisco 2600XM models are based on the classic Cisco 2600 platform architecture, 
and extend the performance by as much as 33%. They also increase default platform 
memory and provide increases in memory capacity at the same price as their Cisco 
2600 predecessor. 
The highest pei-forming router in the Cisco 2600 family that extends the density of 
emerging branch office applications, is the Cisco 2691 offering almost twice the 
performance o f the Cisco 2650XM platform while leveraging the same modules from 
other Cisco 2600, Cisco 3600 and Cisco 3700 Series routers. Compared to the Cisco 
2600XM models, the new Cisco 2691 is designed to offer a higher degree ofversatility, 
providing greater throughput for higher density WAN applications, support for high 
speed interfaces and increased performance to handle new services. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Cisco 2691 • Enterprises wanting a higher levei of performance for a broadened range of concurrent remate office 
applications, including unparalleled voice/data integration, Virtual Private Network (VPN) performance, 
increased bandwidth to support voice and vídeo applications, and the delivery of Web-based 
applications. 

Cisco 2600XM Series • Enterprises considering the Cisco 2600 for branch office applications should now regard the Cisco 
2600XM as the preferential platform for delivering high performing, flexible solutions to branch and 
remate offices. 

• High Performance 10/100 Dual Ethernet Router with 3 WIC Slots, 1 NM 

Cisco 2651XM • High performance Dual10!100 Modular Router with Cisco lOS IP 

Cisco 2650XM • High performance 10/100 Modular Router with Cisco lOS IP 

Cisco 2621XM • Mid Performance Dual10/100 Ethernet Routerwith Cisco lOS IP 

Cisco 2620XM • Mid Performance 10/100 Ethernet Router with Cisco lOS IP 

Cisco 2611XM • Dual10!100 Ethernet RçlUter with Cisco lOS IP 

Cisco 2610XM • 10/100 Ethernet Routerwith Cisco lOS IP 

Cisco 2612 • One Token Ring port and one Ethernet port for mixed LANs and migrating from Token Ring to Ethernet 

Key Features 

• lntegration/manageability-Lowers cost o f ownership and improves ease of 
remate management, providing integrated "branch-in-a-box" networking that 
combines CSU/DSUs, multiplexors, modems, voice/data gateways, ISDN NT1s, 
firewalls, VPNs, encryption, and compression devices 

• Multiservice voice/data networks-Reduces phone/fax costs between offices; 
using Cisco lOS software QoS features (such as RSVP, WFQ, CAR, and RED), 
voice/fax traffic is digitized and encapsulated in Frame Relay or IP packets and 
consolidated with data traffic 

• Cisco 2600 Series 
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• Enterprise/Provider class solution-Meets the requirements o f multiservice 
enterprises and their managed service CPE providers with high reliability features, 
multiple WAN connections, and the ability to migrate from data- only to TDM 
voice and data to packetized voice and data infrastructure 

• High-density analog/fax network modules provide the ability to directly connect 
PSTN and legacy telephony equipment to existing Cisco 2600 and 3600 routers 

• An EtherSwitch network module for the Cisco 2600/3600 series with 16 ports of 
10/100 Ethernet and one optional 1000BaseT (Gigabit Ethernet) connection, 
providing a fully integrated Layer 2 (L2) switch with the capability to support both 
Line Power to Cisco IP phones and current Aironet 802.11 wireless base stations 
(with the addition of an externai power supply). This provides a single box 
solution for branch offices deploying converged IP telephony, extending data, 
voice and video by delivering IP routing, Ethernet switching, fixed wireless 
solutions and voice gateway capabilities 

• A wide range ofVirtual Private Network modules (VPN) optimize the Cisco 2600 
Series platforms for virtual private networks (VPNs) and delivers a rich integrated 
package o f routing, firewall, intrusion-detection, and VPN functions 

• The introduction ofthe WIC-ADSL and WIC-1SHDSL, offers business-class 
broadband service with scalable performance, flexibility, and security for branch 
and regional offices 

• Content Networking Integration and Branch-Office Routing with 
router-integrated content-delivery system that combines intelligent caching, 
content routing and management with robust branch-office routing, WAN 
bandwidth for branch IP services such as voice over IP (VoiP) 

Competitive Products 

• 3Com: SuperStack li NETBuilder SI and Pathbuilder S400 • Nortei/Bay: Advanced Remete Nade (ARN), Passport 4400 series 
• lntei/Shiva: LanRover Family • FutureWei/Quidway®: R2630/31 E 
• Motorola: Vanguard 645x/643x • Tasman: 2004, 1400 

Specifications 

Feature 2610/11XM 2620/21XM 2650/51XM 2691 
Performance Up to 20Kpps Up to 30Kpps Up to 40Kpps Up to 70Kpps 

Flash Memory (Default/Max) 16MB/48MB 16MB/48MB 16MB/48MB 32MB/128MB (Compact 
Flash) 

System Memory 32MB/128MB 32MB/128MB 64MB/128MB 64MB/256MB 
(Default/Max) 

lntegrated WIC Slots 2 2 2 3 

Onboard AIM Slot 2 

Minimum Cisco lOS Release 12.1(14) mainline, 12.1(14) mainline, 12.1(14) mainline, 12.2(8)T1 or I ater 
12.2(12) mainline, 12.2(12) mainline, 12.2(12) mainline, 
12.2(8)T1or I ater 12.2(8)T1 or I ater 12.2(8)T1 or I ater 

Onboard LAN Ports . 1 to 2 10/100 FE ports 1 to 210/100 FE ports 1 to 2 101100 FE ports 2 10/100 FE ports 

Rack Mounting Yes, 19" and Yes, 19" and Yes, 19" and Yes, 19" and 
23" options 23" options 23" options 23" options 

Wall Mounting Yes Yes Yes No 

ÇPMI ·CORREIOS 
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I s \.\ 
C'J~ sbo lOS Software and Memory Requirements1 

\'-.:_ 6s{ Cisco lOS software CD feature packs for the Cisco 2600 series include severa! 
·-~~~cted Cisco lOS releases. To run the latest Cisco lOS Software Feature Packs with 

version 12. 0(7)XK, you need, at a minimum, the amount o f memory shown in the 
following table. Some configurations will require more than the recommended 
mmrmum. 

Distribution lOS lmage Flash Memory ORAM Memory 
Part Number Feature Pack Description Release Required Required 

Cisco 2612 

CD26-C-12.0.7= IP only 12.0(7)XK1 8MB 24MB 

CD26-CP-12.0.7= IP Plus 12.0(7)XK1 8MB 40MB 

CD26-CH-12.0.7= IP/Firewall 12.0(7)XK1 8MB 32MB 

CD26-CHL-12.0.7= IP/Firewall Plus IPSec 56 12.0(7)XK1 16MB 48MB 

CD26-CHK2-12.0.7= IP/Firewall Plus IPSec 3DES 12.0(7)XK1 16MB 48MB 

CD26-CK2-12.0.7= IP Plus IPSec 3DES 12.0(7)XK1 16MB 40MB 

CD26-CL-12.0.7= . IP Plus IPSec 56 12.0(7)XK1 16MB 40MB 

CD26-B-12.0.7= IP/IPX/AT/DEC 12.0(7)XK1 8MB 32MB 

CD26-BP-12.0.7= IP/IPX/AT/DEC Plus 12.0(7)XK1 16MB 40MB 

CD26-BHP-12.0.7= IP/IPX/AT/DEC/Firewall Plus 12.0(7)XK1 16MB 48MB 

CD26-AP-12.0.7= Enterprise Plus 12.0(7)XK1 16MB 48MB 

CD26-AL-12.0.7= Enterprise Plus IPSec 56 12.0(7)XK1 16MB 48MB 

CD26-AHK2-12.0.7= Enterprise/Firewall Plus IPSec 3DES 12.0(7)XK1 16MB 48MB 

CD26-AHL-12.0.7= Enterprise/Firewall Plus IPSec 56 12.0(7)XK1 16MB 48MB 

CD26-AK2-12.0.7= Enterprise Plus IPSec 3DES 12.0(7)XK1 16MB 48MB 

CD26-E-12.0.7= Remote Access Serve r 12.0(7)XK1 8MB 24MB 

1. For the complete list of lOS Feature Sets, refer to the parts list. via the URL listed under "For More lnformation." For 
users with CCO access, search by lOS feature o r release via the Feature Navigatorat http://wvwv.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 2600/2600XM Series Router Chassis 
CISC02610XM 10/100 Ethernet Router w/ Cisco lOS IP 
CISC02610XM-DC 
CISC02610XM-RPS 
CISC02611XM 
CISC02611XM-DC 
CISC02611XM-RPS 
CISC02620XM 
CISC02620XM-DC 
CISC02620XM-RPS 
CISC02621XM 
CISC02621XM-DC 
CISC02621XM-RPS 

10/100 Ethernet Router w/ Cisco lOS IP- DC 
10/100 Ethernet Router w/ Cisco lOS IP- use w/ ext RPS 
Duall0/100 Ethernet Router w/ Cisco lOS IP 
Duall0/100 Ethernet Router w/ Cisco lOS IP- DC 
Duall0/100 Ethernet Router w/ Cisco lOS IP- use w/ ext RPS 
Mid Performance 10/100 Ethernet Router with Cisco lOS IP 
Mid Performance 10/100 Ethernet Router w/Cisco lOS IP-DC 
Mid Performance 10/100 Ethernet Rout w/Cisco lOS IP-RPS ADPT 
Mid Pe_rformance Duall0/100 Ethernet Router w/Cisco lOS IP 
Mid Performance Duall0/100 Ethernet Rout w/Cisco lOS IP-DC 
Mid Performance Duall0/100 Ethernet Rout w/IOS IP-RPS ADPT 

CISC02650XM High Performance 10/100 Modular Routerw/Cisco lOS IP 
CISC02650XM-OC High Performance 10/100 Modular Rout w/Cisco lOS IP-DC NEBs 
CISC02650XM-RPS High Performance 10/100 Modular Rout w/Cisco lOS IP-RPS ADPT 
CISC02S51XM High Pe'rformanc.e DiJall0/100 Modular Rout with ·cisco lOS lP 
CISC02651XM-DC High Performance Duall0/100 Modular Rout w/IP-DC NEB 
CISC02651XM-RPS High Performance Duall0/100 Mod Routw/IP-RPS ADPT 
CISC02691 High Performance 10/100 Dual Eth Router w/3 WIC Slots, 1 NM 
CISC02612 1-port lOBASE-T, 1-portTR, 1 network module slot, 1 AIM slot, 2 WIC slots, IP s/w 
CISC02612-DC 1-port lOBASE-T, 1-portTR, 1 network module slot, 1 AIM slot, 2 WIC slots, DC Power Supply, IP 

s/w · 

CISC02612-RPS 1-port lOBASE-T, 1-portTR, 1 network module slot, 1 AIM slot, 2 WIC slots, RPS adapter, IP s/w , 

Cisco 2600 Series Voice Gateway Bundles • J 
CISC02651XM-V CISC02651XM, AIM-VOICE-30, lOS IP Plus, 96D/32F 
CISC02651XM-V-SRST CISC02651XM, FL-SRST-MEDIUM, AIM-VOICE-30, lOS IP Plus, 96D/32F 

~ 
• Cisco 2600 Series 
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Cisco 2600 Series VPN Bundles 
CVPN2600FIPS/KIT = 
C2651XM-2FENPN/K9 
C2621XM-2FENPN/K9 
C2611 XM-2FENPN/K9 
C2691 -VPN/K9 
Cisco 2600 Series DSL Bundles 
CISC02651XM-ADSL 

KIT (lnstructions, labels} to configured 2600 for FIPS 
2651XMNPN Bundle, AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2621XMNPN Bundle, AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2611XMNPN Bundle, AIM-VPN/EP/2FE/IOS FW/IPSec 3 DES, 96DRAM 
2691 VPN Bundle,AIM-VPN/EPII, Plus IOS/FW/IPSEC3DES 

2651XM-ADSL Bundle, WIC-1ADSL, 2FE, IP Plus, 32F/96DRAM 
CISC02621XM-ADSL 2621XM-ADSL Bundle, WIC-1ADSL, 2FE, IP Plus, 32F/96DRAM 
CISC02611XM-ADSL 2611XM-ADSL Bundle, WIC-1ADSL, 2FE, IP Plus, 32F/96DRAM 
CISC02651XM -SHDSL 2651XM-SHDSL Bundle, WIC-1SHDSL, 2FE, IP Plus, 32F/96DRAM 
CISC02621XM-SHDSL 2621XM-SHDSL Bundle, WIC-1SHDSL, 2FE, IP Plus, 32F/96DRAM 
CISC02611XM-SHDSL 2611XM-SHDSL Bundle, WIC-1SHDSL, 2FE, IP Plus, 32F/96DRAM 
Cisco 2600/2600XM Series LAN Modules 
NM-1E= 1-port 10BASE-T network module 
NM-4E= 4-port 1 OBASE-T network module 
Cisco 2600/2600XM and 3600 Series WAN Interface Cards (WICs} 
WIC-1 B-S/T = 1-port BRI (S/T) WAN Interface Card (Dia I and Leased Line} 
WIC-1B-U-V2 1-port BRI (U} w/NT-1 WAN Interface Card (Dial and Leased Line} 
WIC-1 DSU~6K4= 1-port Serial W/ 4-Wire 56/64Kbps DSU/CSU WAN Interface Card 
WIC-1DSÜ-T1 = 1-port Serial w/ FrT1/T1 DSU/CSU WAN Interface Card 
WIC-lT = 1-port Serial WAN Interface Card 
WIC-2T= 2-port Serial WAN Interface Card 
WIC-2A/S= 2-port Async/Sync Serial WAN Interface Card 
WIC-1ADSL= 1-portADSL WAN Interface Card 
WIC-1SHDSL= 1-port G.SHDSL WAN Interface Card 
WIC-1AM= 1-portAnalog Modem WAN Interface Card 
WIC-2AM= 2-port Analog Modem WAN Interface Card 
Cisco 2600/2600XM and 3600 Series Multiflex Voice and WAN Interface Cards2 

VWIC-1 MFT-T1 = 1-port RJ-48 Multiflex TrunkT1 
VWIC-2MFT-T1= 2-port RJ-48 Multiflex Trunk-T1 
VWIC-2MFT-T1 -DI= 2-port RJ-48 Multiflex Trunk-T1 With Drop and lnsert 
VWIC-1 MFT-E1 = 1-port RJ-48 Multiflex Trunk-E1 
VWIC-1MFT-G703= 1-port RJ-48 Multiflex Trunk-G.703 
VWIC-2MFT-E1= 2-port RJ-48 Multiflex Trunk-E1 
VWIC-2MFT-G703= 2-port RJ-48 Multiflex Trunk-G.703 
VWIC-2MFT-E1 -DI= 2-port RJ-48 Multiflex Trunk-E1 With Drop and lnsert 
Cisco 2600/2600XM and 3600 Series Voice/Fax Network Modules and Expansion Modules 
NM-1V= 1-slot voice/fax network module 
NM-2V= 2-slot voice/fax network module 
NM-HDV-1T1-24= 1-port T1 24 channel voice/fax network module 
NM-HDV-1T1-24E= 1-port T1 24 enhanced channel voice/fax network module 
NM-HDV-2T1-48= 2-port T1 48 channel voice/fax network module 
NM-CE-BP-20G-K9= Content Engine NM-Basic Perf-20GB 
NM-CE-BP-40G-K9= Content Engine NM-Basic Perf-40GB 
NM-CE-BP-SCSI-K9= Content Engine NM-Basic Perf-SCSI Adapter 
NM-HDV-1E1-30= 1-port E130 channel voice/fax network module 
NM-HDV-1E1-30E= ·1-port E1 30 enhanced channel voice/fax network module 
NM-HDV-2E1-60= 2-port E1 60 channel voice/fax network module 
NM-HDV= High density voice network module, spare (no T1/E1 or DSPs} 
NM-HDA-4FXS= High density analog voice/fax network module with 4 FXS 
EM-HDA-8FXS= 8-port FXS voice/fax expansion module 

· EM-HDA-liFXO= ·. 4-port FXO voice/fax expansiori module · 
DSP-HDA-16 16-channel DSP module for NM-HDA 
Cisco 2600/2600XM and 3600 Series ATM Modules 
NM-4T1-IMA= 4-portT1 ATM network module with IMA 
NM-4E1-IMA= 4-port E1 ATM network module with IMA 
NM-8T1-IMA= 8-port T1 .ATM network module with IMA 
NM-8E1 -IMA= 8-port E1 ATM network module with IMA 
Cisco 2600/2600XM and 3600 Series EtherSwitch Modules 
NM-16ESW= Sixteen 10BaseT/100BaseTX autosensing ports EtherSwitch 

• 

cP,~~ ~~r)R·~~ps 

NM-16ESW-PWR= Sixteen 10BaseT/100BaseTX autosensing ports EtherSwitch with power daughter card 05 23' 
Cisco 2600/2600XM and 3600 Series High-Density Voice/Fax DSP Upgrade Modules 
PVDM-12= 12-channel Pa cketVoice/Fax DSP Module Fls.: ------ -
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Cisco 2600/2600XM and 3600 Series Voice Interface Cards (VICs) 

VIC-2E/M= 2-port E&M Voice Interface Card rt~i 
VIC-2FX0= 2-port FXO Voice Interface Card -~'\. 
VIC-2FXS= 2-port FXS Voice Interface Card ~ ~f 
VIC-2010= 2-port DID Voice/Fax Interface Card ~~<7\ l 
VIC-2FXO-EU= 2-port FXO Voice Interface Card (for Europe) §I . .' / 
VIC-2FXO-M3= 2-port FXO Voice Interface Card (for Australia) 

1 
, • / ,-' 

VIC-2BRI-S/T-TE= 2-port BRI (S/T user s1de) Vmce Interface Card r-'"- - · / 
VIC-2FXO-M1= 2-port Voice Interface Card-FXO w/ Reversal (for US+) _____ ; _../ · 
VIC-2FXO-M2= 2-port Voice Interface Card-FXO w/ Reversal (for EU) 
Cisco 2600/2600XM and 3600 Series WAN Network Modules 
NM-4B-S/T = 4-port BRI (SIT) network module 
NM-BB-S/T = 8-port BRI (SIT) network module 
NM-4B-U= 4-port BRI (U) w/ NT1 network module 
NM-BB-U= 8-port BRI (U) w/ NT1 network module 
NM-4A!S= 4-port Async/Sync Serial network module 
NM-BA!S= 8-port Async/Sync Serial network module 
NM-16A= 16-port Async Serial network module 
NM-32A= 32-port Async Serial network module 
NM-1 CT1 = 1-port Channelized Tl/ISDN-PRI network module 
NM-2CT1= 2-port Channelized T1/ISDN-PRI network module 
NM-1 CT1-CSU= 1-port Channelized T1/ISDN-PRI w/ CSU network module 
NM-2CT1-CSU= 2-port Channelized Tl/ISDN-PRI w/ CSU network module 
NM-1ATM-25= 1-port ATM 25 network module 
Cisco 2600/2600XM and 3600 Series Modem Network Modules 
NM-8AM= 8-port Analog Modem network module 
NM-16AM= 16-port Analog Modem network module 
Cisco 2600/2600XM and 3600 Series Network Modules (lnternational) 
NM-1 CE1 B= 1-port Channelized E1/ISON-PRI balanced network module 
NM-1 CE1 U= 1-port Channelized E1/ISDN-PRI u·nbalanced network module 
NM-2CE1 B= 2-port Channelized E1/ISDN-PRI balanced network module 
NM-2CE1 U= 2-port Channelized E1/ISDN-PRI unbalanced network module 
Cisco 2600/2600XM and 3600 Series Modem Management Technology Licenses (MMTL)3 

MMTL-3600/2600-8= MMTL for 8 Analog Modems 
MMTL-3600/2600-16= MMTL for 16 Analog Modems 
Cisco 2600/2600XM Series Advanced lntegration Modules 
AIM-COMPR2= Data Compression AIM for the Cisco 2600/2600XM series 
AIM-COMPR4= Data Compression AIM for the Cisco 2691/3660/3700 series 
AIM-VPN/BP= DES/3DES VPN Encryption AIM for 2600-Base Performance 
AIM-ATM= ATM SAR Only AIM 
AIM-ATM-1T1 = High Performance ATM AIM/T1 Bundle AIM-ATM 
AIM-ATM-1 E1= High Performance ATM AIM/E1 Bundle AIM-ATM 
AIM-VPN/-EP= DES/3DES VPN Encryption Module for 2600-Enhanced Performance 
AIM-VPN/-EPII= DES/3DES/AES VPN Encryption Module for 2691/3725 
AIM-ATM-VOICE-30= 30-Channel T1/E1 Digital Voice Module 
AIM-VOICE-30= SAR and 30-Channel T1/E1 Digital Voice Module 
Cisco 260/2600XMO Series Factory Memory Optiqns 
Product Number Product Description 
MEM2691-32CF-EXT 32MB Externai Compact Flash Memory for the 2691 
MEM2691-64CF-EXT 64MB Externai Cisco Rash Memoryforthe 2691 
MEM2691-128CF-EXT 128MB Externai Cisco Rash Memoryfor 2691 
Cisco 2600/2600XM Series Factory ORAM Memory Upgrades 
MEM2600-32U4ÜD · 32- to 40-MB ORAM Factory Upgrade for the Cisco 2600 Series 
MEM2600-32U48D 32- to 48-MB ORAM Factory Upgrade for the Cisco 2600 Series 
MEM2600-32U64D 32- to 64-MB ORAM Factory Upgrade for the Cisco 2600 Series 
MEM2650-32U40D 32 TO 40MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U48D 32 TO 48MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U64D 32 TO 64MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U96D 32 TO 96MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2650-32U128D 32 TO 128MB ORAM Factory Upgrade for the Cisco 265x only 
MEM2600XM-32U128D 32 to 128MB ORAM factory upgrade for Cisco 261X/2XXM 
MEM2600XM-32U64D 32 to 64MB ORAM factory upgrade for Cisco 261 x/2xXM 
MEM2600XM-32U96D 32 to 96MB ORAM factory upgrade for Cisco 261X/2XXM 
MEM2600XM-64U128D 64 to 128MB ORAM factory upgrade- 265xXM/XM VPN Bundles 
MEM2600XM-64U96D 64 to 96MB ORAM factory upgrade- 265xXM/XM VPN Bundles 
MEM2691-64U128D 64 to 128MB DIMM ORAM factory upgrade for the Cisco 2691 
MEM2691 -64U192D 64 to 192MB DIMM ORAM factory upgrade for the Cisco 2691 

• Cisco 2600 Series 
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MEM2691-64U2560 64 to 256MB OIMM ORAM factory upgrade for the Cisco 2691 
Cisco 2600/2600XM Series Factory Flash Memory Upgrades 
MEM2600-8U16FS 8 to 16MB Flash Factory Upgrade for the Cisco 2600 Series 
MEM2620-8U32FS 8 TO 32MB Flash SIMM Upgrade for the Cisco262x only 
MEM2650-8U32FS 8 TO 32MB Flash SIMM Upgrade for the Cisco265x only 
MEM2600XM-16U32FS 16 to 32MB Flash Factory Upgrade for the Cisco 2600XM 
MEM2600XM-16U48FS 16 to 48MB Flash Factory Upgrade for the Cisco 2600XM 
MEM2691-32U128CF 32 to 128MB Cisco 2691 Compact Flash factory upgrade 
MEM2691 -32U64CF 32 to 64MB Cisco 2691 Compact Flash factory 
MEM-CE-256U5120 256MB ORAM Factory Upgrade for NM-CE-BP 
Cisco 2600!2600XM Series Memory Spares 
MEM2600-80= 8MB ORAM OIMM for the Cisco 2600 Series 
MEM2600-160= 16MB ORAM OIMM forthe Cisco 2600 Series 
MEM2600-320= 
MEM2600-4FS= 
MEM2600-8FS= 
MEM2600-16FS= 
MEM2620-32FSBOOT = 
MEM2650-32FS= 
MEM2650~0= 

MEM2650:160= 
MEM2650-320= 
MEM2650-640= 
MEM2600XM-16FS= 
MEM2600XM-320= 
MEM2600XM-32FS= 
MEM2600XM-640= 
MEM2691 -128CF= 
MEM2691-128b= 
M EM2691 -32CF= 
MEM2691-64CF= 
MEM2691-640= 

32MB ORAM OIMM for the Cisco 2600 Series 
4MB Flash SIMM for the Cisco 2600 Series 
8 M B Rash SIMM for the Cisco 2600 Series 
16MB Flash SIMM for the Cisco 2600 Series 
32MB FLASH SIMM and BOOTROM for 262x Only 
32MB Rash SIMM for the Cisco 265x only 
8MB ORAM OIMM for the Cisco 265x only 
16MB ORAM OIMM forthe Cisco 265x only 
32MB ORAM OIMM for the Cisco 265x only 
64MB ORAM OIMM for the Cisco 265x only 
16MB Flash SIMM for the Cisco 2600XM 
32MB OIMM ORAM for the Cisco 2600XM 
32MB Flash SIMM for the Cisco 2600XM 
64MB OIMM ORAM forthe Cisco 2600XM 
128MB Cisco 2691 Compact Flash Memory 
128MB OIMM ORAM forthe Cisco 2691 
32MB Cisco 2691 Compact Flash Memory 
64MB Cisco 2691 Compact Flash Memory 
64MB OIMM ORAM for the Cisco 2691 

MEM-CE-2560= 256MB ORAM Field Upgrade for NM-CE-BP 
Cisco 2600/2600XM Series Spares- Power Supplies and Other 
PWR-2600-AC= Cisco 2600/2600XM AC power supply spare 
PWR-2600-0C= Cisco 2600/2600XM OC power supply spare 
PWR-2650-AC= Cisco265x AC power supply spare 
ACS-2600RPS= RPS Field Upgrade for the Cisco 2600 Series 
ACS-2600RM-19= 191nch Rack Mount Kitforthe Cisco 2600 series 
ACS-2600RM-24= 
ACS-2600ASYN= 
ACS-2600NEBS/ETSI= 
CAB-RPS-2218 
CAB-RPS-2218= 
CAB-RPSY-2218 
CAB-RPSY-2218= 

241nch/23 In c h Rack Mount Kit for the Cisco 2600 Series 
Auxiliary and Console Port Cable Kit for Cisco 2600 Series 
NEBS/ETSI Telco Accessory Kit for Cisco 2600 
RPS 22/18load Cable 
RPS 22/18Load Cable 
RPS 22/18 Two-to-one OC Power Cable 
RPS 22/18Two-to-one OC Power Cable 

PWR600-AC-RPS-CAB 600W Redundant AC Power System With OC Power Cables 
PWR600-AC-RPS-NCAB '600W Redundant AC Power System W/0 OC Power Cables 
BOOT-2600= Boot ROM for Cisco 2600 Series 
Cisco 2600/2600XM Series SMARTnet Maintenance 
CON-SNT-PKG5 Cisco 2600 Series Packaged SMARTnet 8x5xNBO Maintenance 
Cisco 2691 Series Network Modules 
NM-1 GE= 1 Port GE Network Module 
NM-1T3/E3= One port T3/E3 network module 

• 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

2. VoiP and VoFR require use of a Voice/Fax network module l'::n7--n-<-- ·,-n ,.,., ;~;-·::;---
3. Requires Plus feature pack C P~M-- l · ~G· -;;- v_• ·"'~~ · · '-' ..-

;- - .~RRE)Q$ 

For More lnformation 

See the Cisco 2600 Series Web site: http://www.cisco.com/go/2600 
Fls: -
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isco 3600 Series 
h e Cisco 3600 Series is a family o f modular, 

1
_ gh-performance multiservice access routers for 

('\ j\ I ,.. ,/ 

...:.....::.. . ..:../ medium and large-sized branch offices and Internet 

·. , 

service providers. With o ver 100 modular interface 
options (shares modular interfaces with the 
2600/2600XM series), the Cisco 3600 Series provides 
solutions for voice/data integration, virtual private 
networks (VPNs), dial access, and multiprotocol data 
routing. Using Cisco 's digital and analog voice/fax 
network modules, the Cisco 3600 Series allows customers to consolidate voice, fax, 
and data traffic on a single network. lts architecture protects customers' investment in 
network technology and integrates the functions of several devices into a single, 
manageable solution. Cisco 3600 VPN and Dial Bundles are also available to also 
address specificVPN/security, and dial-up remote access server requirements. 
Customers are encouraged to migrate to the Cisco 3700 Series. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cisco 3620 • Medium-density WAN and dialup connectivity 
• Medium-density LAN connectivity 
• Low-density Voice over Data 
• Low-density ATM connections 
• Mid-density modem-over-PRI bundles 

Cisco 3640A • High-density WAN and dialup connectivity 
• Medi um- to high-density LAN connectivity 
• Mid-density Voice over Data 
• Low- to mid-density ATM connections 
• Low-density modem-over-BRI bundles 
• Configurations not available on the Cisco 3700 

Cisco 3660 • Very high-density WAN and dialup connectivity 
• High-density LAN connectivity 
• Mid-density Voice over Data 
• Mid-density ATM connections 
• Mid- to high-density modem-over-PRI and BRI connectivity 

Key Features 

• Combines dial access, advanced LAN-to-LAN routing services, ATM 
connectivity, and multiservice integration ofvoice, video, and data in a single 
platform 

• Modular, scalable design provides performance, scalability, flexibility, and 
investment protection 

• High-density ISDN PRI capabilities 
• Preconfigured BRI and PRI modem bundles available 
• Support for modem-over-BRI functionality 
• Integrated Cisco lOS software (base price includes lP lOS software) 
• Full VPN and Firewall support 
• ADSL and G.SHDSL support 

• ISDN Modem backup 

. • Cisco 3600 Series .,,. 
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Specifications 

Feature Cisco 3620 
Fixed Ports None 

Network Module Slots 2 

Advanced lntegration None 
Module (AIM} Slots 

LAN/Combo Modules 

WAN Modules 

ATM Modules 

Voice/Fax Network 
Modules 

WAN Interface Card 
(WIC} Modules 

Multiflex lloice/WAN 
Interface Cards 

Voice Interface Card 
(VIC) Modules 

Modem Modules 

Performance 

Flash Memory 

DRAM Memory 

Power Supply 

Dimensions (HxWxD) 

See Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

40 kpps 

8MB (default); 32MB (max) 

32MB (delault) 
64MB (max) 

AC, DC optional 

1.75x 17.5x 13.5in. 

Cisco lOS Software and Memory Requirements1 

Cisco 3640 
None 

4 

None 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

50-70 kpps 

Same as Cisco 3620 

32MB (default) 
128MB (max) 

AC, DC optional 

3.44x 17.5x 15 in. 

Same as Cisco 3620 

Same as Cisco 3620 
(Hardware compression 
support only through 
AIM-COMPR4) 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

Same as Cisco 3620 

100-120 kpps 

8MB (default); 64MB 
(max) 

32MB SDRAM (default) 
256MB SDRAM (max) 

Single o r dual AC/DC 

8.7 X 17.5 X 11.8 in. 

To run the Cisco lOS Feature Packs, you need the following amount of memory: 

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required2 Required 
Cisco 3620 and 3640 

CD36-C-12.0.7= IP only 12.0(7)XK 8MB 32MB 

CD36-CP-12.0.7= IP Plus 12.0(7)XK 16MB 48MB 

CD36-CH-12.0.7= IP/FW 12.0(7)XK 8MB 32MB 

CD36-CHL-12.0.7= IP/FW Plus IPSec 56 12.0(7)XK 16MB 64MB 

CD36-CHK2-12.0.7= IP/FW Plus IPSec 3DES 12.0(7)XK 16MB 64MB 

CD36-CK2-12.0.7= I P/ Pl~s IPSec ,3DES 12.0(7)XK 16MB 48MB 

CD36-cl-12.0.7= IP Plus IPSec 56 12.0(7)XK 16MB 48MB 

CD36-B-12.0.7= IP/IPX/AppleTalk!DECnet 12.0(7)XK 8MB 32MB 

CD36-BP-12.0.7= IP/IPX/AppleTalk!DECnet Plus 12.0(7)XK 16MB 48MB 

CD36-BHP-12.0.7= IP/IPX/AT/DEC/FW Plus 12.0(7)XK 16MB 64MB 

CD36-AP-12.0.7= Enterprise Plus 12.0(7)XK 16MB 64MB 

· CD36-AL-12.0.7= Enterprise Plus I PSec 56 12.0(7)XK 16MB 64MB 

CD36-AHK2-12.0.7= Enterprise/FW Plus IPSec 3DES 12.0(7)XK 16MB 64MB 

CD36-AHL-12.0.7= Enterprise/FW Plus IPSec 56 12.0(7)XK 16MB 64MB 

Cisco 3660 

• 
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i Distribution ~· · Feature Pack lOS lmage Flash Memory ORAM Memory 

.: , part Number Description Release Required2 Required 
V C036-BHP-12.0.7= IP/IPX/AT/OEC/FW Plus 12.0(7)XK 16MB 64 MBSORAM 

~_.,/ C036-AP-12.0.7= Enterprise Plus 12.0(7)XK 16MB 64 MBSDRAM 

C036-Al-12.0.7= Enterprise Plus I PSec 56 12.0(7)XK 16 MB 64 MBSDRAM 

CD36-AHK2-12.0.7= Enterprise/FW Plus IPSec 3DES 12.0(7)XK 16MB 64 MB SDRAM 

C036-AH l-12.0. 7= Enterprise/FW Plus IPSec 56 12.0(7)XK 16MB 64 MBSDRAM 

1. For the complete list of lOS Feature Sets, reter to the parts list via the URL listed under "For More lnformation". For 
users with CCO access, search by lOS te ature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

2. Bold numbers indicate that more memory than the default amount is needed to run the Feature Pack. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 3600 Series Router Chassis 
CISC03620 2-slot Modular Router-AC Power Supply, IP S/w 
CISC03620-0C 2-slot Modular Router-OC Power Supply, IP S/w 
CISC03620-RPS 2-slot Modular Router, w/ RPS, IP S/w 
CISC03640 4-slot Modular Router-AC Power Supply, IP s/w 
CISC03640-0C 4-slot Modular Router-OC Power Supply, IP s/w 
CISC03640-RPS 4-slot Modular Router, w/ RPS, IP S/w 
CISC03661-0C 10/100 E Cisco 3660 6-slot Modular Router-OC with IP SW 
CISC03661-AC 
CISC03662-0C 
CISC03662-AC 
Cisco 3600 Series Bundles 

10/100 E Cisco 3660 6-slot Modular Router-AC with IP SW 
Ouall0/100 E Cisco 3660 6-slot Modular Router-OC with IP SW 
Ouall0/100 E Cisco 3660 6-slot Modular Router-AC with IP SW 

3640MBUNOLE-4B-S/T 3640 BRI Oi ai bundle. lncludes 1 E2W, 120M, 4 BRI-S/T, IP lOS 
3640MBUNOLE-4B-U 3640 BRI Oial bundle. lncludes 1E2W,120M, 4 BRI-U, IP lOS 
3640MBUNOLE-8B-S/T 3640 BRI Oi ai bundle. lncludes 1 E2W, 180M, 8 BRI-S/T, IP lOS 
3640MBUNOLE-8B-U 3640 BRI Oial bundle. lncludes 1E2W,180M, 8 BRI-U, IP lOS 
3620MBUNOLE-240M 3620 PRI Oial bundle. lncludes 1FE2CT1-CSU, 240M, IP lOS 
AS3640-T1 -480M 3600 Access Concentrator, 48 MICA Modems, 2 PRI/Tl , Ethernet, IP lOS 
AS3640-E1 -600M 3600 Access Concentrator, 60 MICA Modems, Ethernet, IP lOS, no PRI 
Cisco 2600!2600XM and 3600 Series ATM Modules2 

Cisco 2600!2600XM and 3600 Series WAN Interface Cards (WICs)2 

Cisco 2600/2600XM and 3600 Series Multiflex Voice/WAN Interface Cards2 

Cisco 2600/2600XM and 3600 Series Voice/Fax Network Modules2 

Cisco 2600/2600XM and 3600 Series High-Density Voice/Fax DSP Upgrade Modules2 

Cisco 2600/2600XM and 3600 Series Network Modules (lnternational)2 

Cisco 3600 Series LAN/Combo Network Modules 
NM-1 E= 1-port lOBASE-T Network Module 
NM-4E= 4-port lOBASE-T Network Module 
NM-lFE-TX= 1-port lOOBASE-TX Network Module 
NM-1 FE-FX= 1-port 1 OOBASE-FX Network Module 
NM-1 E2W= 1-port lO BASE-T, 2 WIC Slots Network Module 
NM-2E2W= 2-port Hi'BASE-T. 2 WIC Slots Network Module 
NM-1E1R2W= 1-port lOBASE-T, 1-port Token Ring, 2 WIC Slots Network Module 
NM-1FE1CT1= 1-port lOOBASE-TX, 1-port Channelized Tl/ISON-PRI Network Module 
NM-1 FEl CTl-CSU= 1-port lOOBASE-TX, 1-port Channelized Tl/ISON-PRI with CSU Network Module 
NM-1FE1CE1B= 1-port lOOBASE-TX, 1-port Channelized El/ISON-PRI (Balanced) Network Module 
NM-1 FEl CEl U= 1-port lOOBASE-TX, 1-port Channelized El/ISON-PRI (Unbalanced) Network Module 
NM-1FE2CT1 o= 1-port lOOBASE-TX, 2-port Channelized Tl/ISON-PRI Network Module 
NM-1FE2CT1 -CSU= 1-port lOOBASE-TX, 2-port Channelized Tl/ISON-PRI with CSU Network Module 
NM-1 FE2CE1 B= 1-port lOOBASE-TX, 2-port Channelized El/ISON-PRI (Balanced) Network Module 
NM-1 FE2CE1 U= 1-port 1 OOBASE-TX, 2-port Channelized El/ISON-PRI (Unbalanced) Network Module 
NM-1 FE2W= 1-port 10/100 Ethernet, 2 WIC Slots Network Module 
NM-2FE2W= 2-port 10/100 Ethernet, 2 WIC Slots Network Module 
NM-1 FEl R2W= 1-port 10/100 Ethernet, 1-port Token Ring, 2 WIC Slots Network Module 
NM-2W= 2 WIC Slots Network Module 
Cisco 3600 Series Voice Interface (VI C) Carils 
VIC-2E/M= 2-port Voice Interface Card-E&M 
VIC-2FX0= 2-port Voice Interface Card-FXO 
VIC-2FXS= 
VIC-2BRI-S/T-TE= 
VIC-2010= 
VIC-2FXO-EU= 

2-port Voice Interface Card- FXS 
2-port Voice Interface Card-BRI (S/T user si de) 
2-port Voice Interface Card-Oirect lnward Oi ai (010) 
2-port Voice Interface Card-FXO (for Europe) 

• Cisco 3600 Series 
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Cisco 3600 Series WAN Modules 
NM-48-S/T = 4-port 8RI (S!T) Module 
NM-88-S/T = 8-port BRI (S!T) Module 
NM-48-U= 4-port BRI (U) w/ NT-1 Module 
NM-88-U= 8-port BRI (U) w/ NT-1 Module 
NM-4T = 4-port Serial Module 
NM-4AIS= 4-port Async/Sync Serial Module 
NM-8A!S= 8-port Async/Sync Serial Module 
NM-16A= 16-port Async Module 
NM-32A= 32-port Async Module 
NM-1 CTl= 1-port Channelized Tl/ISDN-PRI Module 
NM-1 CTl-CSU= 1-port Channelized Tl/ISDN-PRI w/ CSU Module 
NM-2CT1= 2-port Channelized Tl/ISDN-PRI Module 
NM-2CT1 -CSU= 2-port Channelized Tl/ISDN-PRI w/ CSU Module 
NM-1 HSSI= 1-port HSSI Module 
NM-COMPR= 
NM-VPN/MP= 
Cisco 3660 AIM Modules 
AIM-VPN/HP= 
AIM-COMfiR4= 
AIM-ATM~ 

AIM-ATM-VOICE-30= 
AIM-VDICE-30= 
Cisco 3620/40 VPN Module 

Compression Module 
DES/3DES VPN Encryption NM for the 3620/3640 Mid-Piatform 

DES/3DES VPN Encryption AIM for 3660 High Performance 
Data Compression AIM for the 3600 series 
ATM SAR Dnly ATM 
30-Channel Tl/El Digital Voice Module 
SAR and 30-Channel Tl/El Digital Voice Module 

NM-VPN/MP= DES/3DES VPN Encryption NM for 3620/3640 Mid Performance 
Cisco 3600 Series Modem Modules 
NM-6DM= 6-port Digital Modem Module 
NM-8AM= 8-port Analog Modem Module 
NM-120M= 12-port Digital Modem Module 
NM-16AM= 16-portAnalog Modem Module 
NM-18DM= 18-port Digital Modem Module 
NM-24DM= 24-port Digital Modem Module 
NM-30DM= 30-port Digital Modem Module 
MICA-6MOD= 6-port Digital Modem Module (Spare) 
Cisco 3600 Series Modem Management Technology Licenses3 

MMTL-3600-6= Modem ManagementTechnology Ucense (6 modems) 
MMTL-3600-12= Modem ManagementTechnology License (12 modems) 
MMTL-3600-18= Modem Management Technology Ucense (18 modems) 
MMTL-3600-24= Modem Management Technology License (24 modems) 
MMTL-3600-30= Modem Management Technology Ucense (30 modems) 
MMTL-3600/2600-8= Modem Management Technology Ucense (for 8 Analog Modems) 
MMTL-3600/2600-16= Modem Management Technology Ucense (for 16 Analog Modems) 
Cisco 3600 Series Memory Options 
MEM3600-8FC= Cisco 3600 Series 8 M8 Flash PCMCIA Card 
MEM3600-16FC= Cisco 3600 Series 16MB Aash Card 
MEM3600-8FS= 
MEM3600-16FS= 
MEM3600-2X8FS= 
MEM3600-2X16FS= 
MEM3620-80= 
MEM3620-16D= 
MEM3640-2X80= 
MEM3640-2X16D= 
MEM3640-2X320= 
M EM3640-4X32D= 
MEM3660-320= 
M EM3660-128D= 
MEM3660-2X640= 
MEM3660-2X1280= 
BOOT-3600= 

Cisco 3600 Series 8MB Flash 
Cisco 3600 Series 16MB Aash 
Cisco 3600, 16MB Flash (2x8 MB Flash SIMMs) 
Cisco 3600, 32MB Flash (2x16 MB Aash SIMMs) 
Cisco 3620, 8MB ORAM SIMM 
Cisco 3620, 16MB ORAM SIMM 
Cisco 3640, 16MB ORAM (2x8 MB DRAM SIMMs) 
Cisco 3640, 32MB ORAM (2x16 M8 ORAM SIMMs) 
Cisco 3640, 64 M8 ORAM (2x32M8 ORAM SIMMs) 
Cisco 3640, 128MB ORAM (4x32MB ORAM SIMMs) 
Cisco 3660,32 MB SDRAM Field Upgrade 
Cisco 3660, 128 M8 SDRAM Field Upgrade 
Cisco 3660,,128 MB SDRAM (2x64 MB Flash DIMMs) 
Cisco 3660, 256 MB Flash (2x128 MB Flash DIMMs) 
Boot ROM Upgrade for Cisco 3600 

• 
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Cisco 3600 Series Accessories 
I 
ACS-3620RM-19= Cisco 3620--19-lnch Rack Mount Kit 
' ' Cisco 3620--24-lnch Rack Mount Kit 

Cisco 3620--AC Power Supply 
Cisco 3620-DC Power Supply 

ACS-3620RPS= Cisco 3620--RPS Field Upgrade 
ACS-3640RM-19= Cisco 3640--19-lnch Rack Mount Kit 
ACS-3640RM-24= 
PWR-3640-AC 
PWR-3640-DC 
ACS-3640RPS= 
NM-BLANK-PANEL= 
WIC-BLANK-PANEL= 

Cisco 3640--24-lnch Rack Mount Kit 
Cisco 3640--AC Power Supply 
Cisco 3640--DC Power Supply 
Cisco 3640--RPS Reld Upgrade 
Blank Network Module Panel 
Blank WAN Interface Card Panel 

ACS-3660RM-23 23 inch Rack Mount Kit for the Cisco 3660 
PWR-3660-AC AC Power Supply for Cisco 3660 
PWR-3660-DC DC Power Supply for Cisco 3660 
Cisco 3600 Series Basic Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG7 Cisco 3620 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG10 Cisco 3640 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG13 Cisco 3661 and Cisco 3662 Packaged SMARTnet Maintenance 8x5xNBD 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

2. The ATM Modules, WAN Interface Card (WIC) Modules, Multiflex Voice/WAN Interface Cards, Voice/Fax Network 
Modules, High-DensityVoice/Fax DSP Upgrade Modules, and Network Modules (lnternational) forthe 3600 series 
are the same as those for the 2600 series. Please se e page 1-24 for part numbers. 

3. Requires Plus feature pack. 

For More lnformation 

See the Cisco 3600 Series Web site: http://www.cisco.com/go/3600 

Cisco 3700 Series 
The Cisco 3 700 Series is a new line o f modular 
routers that enable flexible and scalable 
deployment ofnew applications in an integrated 
branch office access platform. The Cisco 3700 
Series is ideal for sites and solutions requiring 
the highest leveis o f integration at the branch for 
branch office IP Telephony, voice gateway, and 
integrated flexible routing wit~ low-density switching solutions.Integrated security, intrusion 
detection, and VPN protect the netwórk at the perimeters, while integrated caching conserves 
WAN bandwidth. The Cisco 3700 Series provides a consolidated service infrastructure and 
high service density in a compact form factor that enables the incrementai incorporation of 
branch applications . 

o ' • 
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Chapter 1 Routers 

• 
When to Se li 

Sell This Product When a Customer Needs These Features , ~ 
o New leveis of branch office servi c e density in a compact form factor (2RU) ( ( 14 l \ J Cisco 3725 
o lntegrated Security, intrusion detection, and VPN . ~ J ./ 
o lntegrated flexible routing and low-density switching (16-or-36 ports) \ .. / J 
o Flexible incrementai and scalable migration to a voice/data converged branch office networ~ 0 Í" 1 -:' .~ :>·· 

- Compatibility with more than 90% of the world 's legacy analog and digital TOM PBXs .. 
- Survivable Remate Site Telephony (SRST) features that enable centralized cal! processing with local 

Cisco 3745 

Key F~atures 

branch IP Telephony redundancy 
-lnline power for I P Telephony 

o Content Networking and Caching integrated for WAN bandwidth conservation 

Same features as above plus: 
o New leveis of branch office servi c e density in a compact form factor (3RU) 
o Availability features such as redundant power, online insertion and removable components, and field 

replaceable components 
o lncreased performance and density 

• Optimized for multiple high density services 
• Versatile High Density Service Module (HDSM) design enhances integrated 

services options 
• Integrated connectivity options free up network module slots 
• Optional features enhance availability/resiliency (3745 only): internai redundant 

power, hot-swappable modules, and field-serviceable components 
• Optimized for Integrated IP Telephony: IP phone powered switch, high density 

voice gateway, flexible WAN routing, and Survivable Remote Site Telephony 
• Flexible combination of analog and/or digital voice with scalable port density 
• Full support for Cisco lOS voice suite of features 
• Platforms performance-tuned for scaling packet voice solutions 
• New integrated switching modules (16- and 36-port) 
• Common user interface with Catalyst series switches 
• Simplified management from a single platform for ease of configuration, 

deployment, and troubleshooting 
• Integrated inline power for wireless access points and IP phones 
• GigE connectivity 

~~~~~~ffit~~~ 
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Advanced lntegration 
Module (AIMI Slots 

Cisco 3725 

WAN Interface Card (WICI 3 
Slots 

10/100 FE Ports 2 

WAN Modules 

ATM Modules 

Voice/Fax Network 
Modules 

See Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

Se e Part Numbers and Ordering lnformation 

WAN Interface Card (WICI See Part Numbers and Ordering lnformation 
Modules 

Multiflex Voice/WAN See Part Numbers and Ordering lnformation 
Interface Cards 

Voice Interface Card (YICI See Part Numbers and Ordering lnformation 
Modules · 

Modem Modules Se e Part Numbers and Ordering lnformation 

EtherSwitch Modules Se e Part Numbers and Ordering lnformation 

Performance 100 kpps 

VPN/Security Advanced See Part Numbers and Ordering lnformation 
lntegration Modules (AIMI 

Content Network Modules See Part Numbers and Ordering lnformation 

Flash Memory 32MB (default); 128MB (max) 

Flash Memory (ExternaO 32MB-128MB (optional) 

ORAM Memory 

Power Supply 

Dimensions (HxWxDI 

128MB (default) 
256MB (max) 

AC, DC optional 

3.5x 17.25x 14.7in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 3700 SeriesModular Multiservice Access Router 

Chapter 1 Routers 

Cisco 3745 
4 

2 

3 

2 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

225 kpps 

See Part Numbers and Ordering lnformation 

See Part Numbers and Ordering lnformation 

32MB (default); 128MB (max) 

32MB -128MB (optional) 

128MB (default) 
256MB (max) 

AC, DC optional 

5.25 X 17.25 X 15 in. 

CISC03725 2-slot Modular Multiservice Router with IP Software 
CISC03745 4-slot Modular Multiservice Router with IP Software 
Serial Network Modules 
NM-4A!S 
NM-8A!S 
NM-lHSSI 
Asynchronous Network Modules 

4-port async/sync serial network module 
8-port async/sync serial network module 
1-port high speed serial interface module 

NM-16A 16Async Ports network module 
NM-32A 32 Async Ports network module 

LAN Network Modules and Mixed-Media LAN & WAN Network Modules 
NM-2W 2 WAN Card Slot Network Module (no LAN) 
NM-1FE2W 110/100 Ethernet 2 WAN Card Slot Network Module 
NM-1FE1R2W 
NM-2FE2W 
NM-1FE-FX · 

110/100 Ethernet 1 4/16 Token Ring 2 WAN Card Slot NM 
210/100 Ethernet 2 WAN Card Slot Network Module 
1-port Fast Ethernet network module (10/100Base Fiber only) 

• Cisco 3700 Series 
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: C I 

Digital Packet Voice and Fax Trunk Network Modules ~~ ~ 
NM-HDV-lTl-12 High DensityVoice Network Module,with 1 VWIC-1MFT-T1 and 1 PVDM-12 ~ I . Í 
NM-HDV-1E1-12 High Density Voice Network Module, with 1 VWIC-1MFT-E1 and 1 PVDM-12 ) } 
NM-HDV-1 E1 -30 Single-port, 30-channel E1 voice/fax Network Module (supports 30 channels) of medi um \ .:( ,/ 

complex1tyVoCoders: G.729a/b, G.726, G.711 and fax or 12 channels of G.726, G.729, G.723. 1, G. r- , ;- -- 1 •• • 

G.729a/b, G.711 and fa x) · 1 
- ~-

NM-HDV-1 E1-30E Single-port, enhanced 30-channel E1 voice/fax Network Module (supports 30 channels of high 
and medi um complexity VoCoders: G.729a/b, G.726, G.729, G.728, G.723.1, G.711 and fax) 

NM-HDV-2E1 -60 Dual-port, 60-channel E1 voice/fax Network Module (supports60 channels) of medi um complexity 
VoCoders: G.729a/b, G.726,G.711 and fax or 30channels of G726, G729, G723.1, G.728, G729a/b, G711 
and fax) Supports add/drop multiplexing (drop and insert) 

NM-HDV-lTl -24 Single-port, 24-channel T1 voice/fax Network Module (supports 24 channels of medi um 
complexity VoCoders: G.729a/b, G.726, G.711 and fax o r 12 channels of G.726, G.729, G.723.1 , G.728, 
G.729a/b, G.711 and fax) 

NM-HDV-1T1-24E Single-port, enhanced 24-channel T1 voice/fax Network Module (supports 24 channels of high 
and medi um complexity VoCoders: G.729a/b, G.726, G.729, G.728, G.723.1, G.711 and fax) 

NM-HDV-2T1-48 Dual-port, 48-channel T1 voice/fax Network Module (supports48 channels) of medi um complexity 
VoCoders:G.729a/b,G.726,G.711 and fax or 24 channels of G726, G729, G723.1, G.728, G729a/b, G711 
and fax) Supports add/drop multiplexing (drop and insert) 

AIM-ATM-VDICE-30 SAR and 30 Channel T1/E1 Digital Voice module 
AIM-VOICE-30 30 Channel T1/E1 Digital Voice module 
Analog Packet Voice and Fax Trunk Network Modules 
NM-1V • 1-slot voice and fax network module 
NM-2V 
NM-HDA 
Voice Interface Cards 
VIC-2FXS 
VIC-2FXO 
VIC-2FXO-EU 
VIC-2FXO-M1 
VIC-2FXO-M2 
VIC-2FXD-M3 
VIC-2E/M 
VIC-2010 
VIC-2BRI-S/T-TE 
VIC-2BRI-NT/TE 
ATM Network Modules 
NM-4T1-IMA 
NM-4E1-IMA 
NM-8T1-IMA 
NM-8E1-IMA 
NM-1A-T3 
NM-1A-E3 
AIM-ATM 
Serial WAN Interface Cards 

2-slot voice and fax network module 
High Density Analog Module 

2-port vai c e interface card-FXS 
2-port vai c e interface card-FXO 
2-port vai c e interface card- FXO (for Europe) 
2-port vai c e interface card-FXO (with battery reversal, for North America) 
2-port voice interface card-FXO (with battery reversal, for Europe) 
2-port voice interface card-FXO (for Australia) 
2-port voice interface card-E&M 
2-port voice interface card- DID (Direct lnward Dia I) 
2-port voice interface card- BRI (Terminal si de) 
2-port voice interface card- BRI (Network si de) 

4-port T1 ATM network module with lnverse Multiplexing over ATM (I MA) 
4-port E1 ATM network module with IMA 
8-port T1 ATM network module with IMA 
8-port E1 ATM network module with IMA 
1-port DS3 ATM network module 
1-port E3 ATM network module 
ATM cell processing module 

WIC-1 DSU-T1 One Tl CSUIDSU - lntegrated 
WIC-2T 2-port High Speed Serial 
WIC-2-A/S 2-port Async/Sync Serial 
WIC-1 DSU-56K4 1-port, four-wire 56/64-Kbps with CSU/DSU 
Digital Voice/WAN Interface Cards 
VWIC-1 MFT-T1 1-port RJ-48 Multi FI ex Trunk-T1 
VWIC-2MFT-T1 2-port RJ-48 Multi FI ex Trunk-T1 
VWIC-2MFT-T1-DI 2-port RJ-48 MultiFiex Trunk-T1 with Drop and lnsert 
VWIC-1 MFT-El 1-port RJ-48 Multi FI ex Trunk- E1 
VWIC-2MFT-E1 2-port RJ-48 MultiFiex Trunk-E1 
VWIC-2MFT-E1 -DI 2-port RJ-48 MultiFiex Trunk-E1 with Drop and lnsert Add not for VWICs VIC slots & WIC slots 
VWIC-1MFT-G703 1-port RJ-48 MultiFiex Trunk- E1 unstructured 
VWIC-2MFT-G703 2-port RJ-48 Multi FI ex Trunk-E1 unstructured 
ISDN WAN Interface Cards 
WIC-18-S/T 
WIC-18-U 

1-port ISDN BRI 
1-port ISDN BRI with NT1 

--
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~·· ISDN and Channelized Serial Network Modules 
NM-1CT1 1-port channelized T1/ISDN PRI network module 

.-/i c.y NM-1 CTl-CSU 1-port channelized Tl/ISDN PRI with CSU network module 
;..!)/' NM-2CT1 2-port channehzed Tl/ISDN PRI network module 

NM-2CT1-CSU 2-port channelized T1/ISDN PRI with CSU network module 
NM-1 CE1 B 1-port channelized E1/ISDN PRI balanced network module 
NM-1CE1U 1-port channelized El/ISDN PRI unbalanced network module 
NM-2CE1 B 2-port channelized E1/ISDN PRI balanced network module 
NM-2CE1 U 2-port channelized E1/ISDN PRI unbalanced network module 
NM-4B-S/T 4-port ISDN BRI network module 
NM-4B-U 4-port ISDN BRI with NTl network module 
NM-8B-S/T 8-port ISDN BRI network module (S/T interface) 
NM-8B-U 8-port ISDN BRI with NTl network module (U interface) 
Modem Modules 
WIC-1AM 
WIC-2AM 
NM-6DM 
NM-12DM 
NM-18DM 
NM-24DM 
NM-30DM 
NM-8AM 
NM-16AM 
NM-8AMJ 
NM-16AMJ 
Digital Subscriber line (DSL) 

1-port analog modem WAN interface card (WIC) 
2-port analog modem WAN interface card (WIC) 
6-port digital modem network module 
12-port digital modem network module 
18-port digital modem network module 
24-port digital modem network module 
30-port digital modem network module 
8-port analog modem Network Module 
16-port analog modem Network Module 
8-port analog modem Network Module-Japan 
16-port analog modem Network Module-Japan 

WIC-1ADSL 1-portADSL WAN Interface Card 
WIC-G .SHDSL 1-port G.shdsl WAN Interface Card 
Encryption Advanced lntegration Modules 
AIM-CDMPR4 Data Compression AIM for 3660 Series (4 E1 performance) 
AIM-VPN/HP DES/3DES VPN Encryption AIM for 3660-High Performance 
AIM-VPN/EPDES/3DES VPN Encryption AIM for 2600-Enhanced Performance 
Content Engine Network Modules 

Chapter 1 

NM-CE-BP-20G-K9 Content Engine Network Module, Basic Performance, 20GB IDE Hard Disk 
NM-CE-BP-40G-K9 Content Engine Network Module, Basic Performance, 40GB IDE Hard Disk 
NM-CE-BP-SCSI-K9 Content Engine Network Module, Basic Performance, SCSI Controller 
Dry Contact Closure Alarm NM 
NM-AIC-64 Alarm Monitoring and Contrai Network Module 
Cisco EtherSwitch Modules 
NM-16ESW Dne 16-Port 10/100 EtherSwitch Network Module 
NM-16ESW-PWR Dne 16 port 10/100 EtherSwitch NM with lnline Power support 
NM-16ESW-1GIG One 16 port 10/100 EtherSwitch NM with 1 GE (1000BaseT) port 
NM-16ESW-PWR-1GIG One 16 port 10/100 EtherSwitch NM with lnline Power and GE 
PPWR-DCARD-16ESW One lnline power daughter card for 16 port EtherSwitch NM 
NMD-36-ESW One 36 port 10/100 EtherSwitch High Density Service Module 
NMD-36-ESW-PWR One 36 port 10/100 EtherSwitch HDSM with lnline Power 
NMD-36-ESW-2GIG One 36 port 10f!OO EtherSwitch HDSM with two GE (1000BaseT) 
NMD-36-ESW-PWR-2G One 36 port 10/100 EtherSwitch HDSM + lnline Power and two GE 
PPWR-DCARD-36ESW One lnline Power daughter card for 36 port EtherSwitch HDSM 
GE-DCARD-ESW One GE (1000BaseT) daughter card for EtherSwitch Modules 
PPWR-PS-360W One 48V (360W) power supply for EtherSwitch Modules 
PPWR-PS-CHASSIS One power supply chassis for Cisco 48V (360W) power supply 
PWR-CHASSIS-360W One power supply chassis and 48V power supply for EtherSwitch 
CAB-PPWR-PS1-1 Connects one EtherSwitch power supply to one EtherSwitch Module 
CAB-PPWR-PSl-2 Connects one EtherSwitch power supply to two EtherSwitch Modules 
CAB-PPWR-PS2-1 Connects two EtherSwitch power supplies to one EtherSwitch Module 

Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 
See the Cisco 3600 Series Web site: http://www.cisco.com/go/3700 
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Cisco 7200 Series 
The Cisco 7200 Series routers deliver 
exceptional price/performance, versatility, 
and feature-richness in a compact form 
factor. The Cisco 7200 is ideal as a WAN 
aggregator for the Service Provider (small 
POP) or enterprise edge, an enterprise WAN 
gateway, a high-end managed CPE, or as a small core router. The platform also 
supports sites that require IBM data center connectivity as well as sites that require 
multifunction capabilities that combine ali the above for multiservice voice, video, and 
data traffic . 
A key strength o f the Cisco 7200 is its modularity. With a choice o f 4- and 6-slot 
chassis, a selection of processors providing up to 1 Mpps, an extensive range of LAN 
and WAN interfaces with up to 48 ports per chassis, and single or dual power supplies, 
the customer can customize their system to achieve the performance, connectivity, and 
capacitY desired. This modularity combined with a low initial price point guarantees 
both investment protection and maximum retum on investment, allowing the customer 
to upgrade and/or redeploy their Cisco 7200 as their network needs change. 

When to Sell 

Sell This Product 

Cisco 7204VXR 

Cisco 7206VXR 

Key Features 

When a Customer Needs These Features 

• 4-slot chassis 
• Modular processar: 225,400, 900 Kpps (NPE-225, NPE-400, NPE-G1) or 300 Kpps service accelerator 

(NSE-1) 
• 1.2 Gbps backplane 
• MIX-enabled bus for data/voice/video applications 

• 6-slot chassis 
• Modular processar. 225,400,900 Kpps (NPE-225, NPE-400, NPE-G1) or 300 Kpps service accelerator 

(NSE-1) 
• 1.2 Gbps backplane 
• MIX-enabled bus for data/voice/video applications 

• Compact Form Factor- Up to six port adapters in a fully modular 3RU form 
factor. The optional Rack Density System (RDS) allows for up to nine Cisco 7206 
routers per rack with front-to-back airflow 

• Exceptional Value- As the most powerful single-processor platform, the Cisco 
7200 offers customers .a superior price/performance ratio supporting high-speed 
media and high-density configurations with up to 900 Kpps processing at a 
competitive price point 

• Feature Rich-Full support for Cisco lOS software and enhancements for 
high-performance network services enables the Cisco 7200 to offer 
industry-leading network services, including: MPLS, broadband aggregation, 
quality of service (QoS), security, and voice/video/data support 

• Connectivity/Flexibility- Provides high port density and an extensive rang · - - - - ·--·-·-·--·-
LAN and WAN media, the Cisco 7200 dramatically reduces the cost per po - -~~ - . , · . 
allows for flexible configurations to meet your specific network needs ~ ~- CO~R~lO~. 

• Common port adapters-Port adapters are shared with the Cisco 7300, 740 ' - . i} f":' 

7500, and 7600 (w/FlexWAN Module), which simplifies sparing and prote t~ _ L t) 2 9 
customer investment in interfaces f D:c -
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fcompetitive Products 
-.~Re~d~ba-c7k:~S~M~S~-~~.~SM~S~-~18=oo~------------------.~U~n~i-sp'h-e-re-: ~ER~X~7~0AO,"E~R~X714~0~0-----------------­

• Juniper: M5, M10 

Specifications 

Feature 
Fixed Ports 

Expansion Slots 

WAN Port Adapters 

Processor 

Forwarding Rate 

Backplane Capacity 
Flash PCMCIA Memory 

System ORAM Memory 

Minimum Cisco lOS Release 
Internai Power Supply · 

Redundant Power Supply 

Chassis Height 

Rack Mountable 

Dimensions (HxWxD) 

Cisco 7204VXR 
None 

4 

OSOto OC-12 

RM7K RIS C Processar with optional PXF 
Processar 

Up to 1 Mpps 

1.2 Gbps 

48MB (expandable to 256MB) 

128MB (expandable to 1 GB) 

12.0(1)XE 

AC or DC, dual option 

Yes, for AC or DC 

3 RU 

Yes, up to 16 per rack 

5.25 x 16.8x 17 in. 

Cisco lOS Software and Memory Requirements1 

Cisco 7206VXR 
Same as 7204VXR 

6 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

Same as 7204VXR 

To run the Cisco IOS Feature Packs, you need, ata minimum, the amount of memory 
shown in the following table. Some configurations will require more . 

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required Required 
C072-C-12.1T = IP 12.1T 16MB 64MB 

CD72-CK2-12.1 E= IP IPSEC 3DES 12.1E 16MB 64MB 

CD72-CHK2-12.1T= IP/FW/IDS IPSEC 3DES 12.1T 16MB 64MB 

C072-A-12.1T = Enterprise 12.1T 16MB 64MB 

1. Forthe complete list of lOS Feature Sets, reter to the parts list, via the URL listed under "For More lnformation." For 
users with CCO access, search by lOS te ature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7204 Chassis 
CISC07204VXR 
CISC07204VXR/225 

Cisco 7206 Chassis 
CISC07206VXR 
C7206VXR/400/2FE 
C7206VXR/400/GE 
7206VXR/NPE-G1 
Cisco 7200 CPE Bundles 
7204VXR/CPE 
Cisco 7200 Voice Bundles 
C7206VXR/VOICE/400 
Cisco 7200 VPN Bundle 
7204VXR/VPN/400K9 
7204VXR400/VPNK9 
7204VXR225/VPNK9 
7206VXR400/VPNK9 
7206VXRG 1/VPN K9 

Cisco J.204VXR, 4-slot chassis, 1 AC Supply w/IP Software 
7204VXR Bundlé with NPE-225 and 1/0 Controller with 2 FE/E 

Cisco 7206VXR, 6-slot chassis, 1 AC Supply w/IP Software 
7206VXR with NPE-400 and 1/0 Controller with 2 FE!E Ports 
7206VXR with NPE-400 and GE+E 110 controller 
7206VXR with NPE-G1 processing engine 

7204VXR w/ NPE-225, 2 FE 1/0, choice oi specified WAN PA 

7206VXR w/ NPE-400, Voice PA PA-VXC-2TE1+,1/0 contlrw/2FE 

7204VXR VPN Bundle NPE400,128MB, 1!0 2FE,ISA,IPSEC 30ES lOS 
7204VXRVPN Bundle NPE400,128MB,I/O 2FE, VAM,IPSEC 3DES lOS 
7204VXR VPN Bundle NPE225,128MB, I/O 2FE, VAM,IPSEC 30ES lOS 
7206VXR VPN Bundle NPE400.256MB, 1/0 2FE, VAM,IPSEC 3DES lOS 
7206VXR VPN Bundle NPE-G1,256MB, 3 FE/GE, VAM,IPSEC 30ES lOS 
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Cisco 7200 Series Processors 
NPE-G1= 

·~ ct .\ 
Cisco 7200 Network Processing Engine NPE-G1 including 256MB default DRAM and 64M d \ 
flash memory. , ; 

NPE-225= Network Processing Engine 225 (128MB default memory)-spare I : ' 
NPE-400= 7200VXR NPE-400 (128MB default memory),SPARE • 
NSE-1= 7200VXR Network Services Engine 1 (128MB default mem),SPARE 

Cisco 7200 Series lnput/Output Controller c_ 

C7200-I/D= Cisco 7200 lnput/Output Controller, Spare 
C7200-I/0-2FE/E= Cisco 7200 lnput/Output Controller with Dual 10/100 Ethernet 
C7200-I/O-GE+E= Cisco 7200 lnput/Output Controller with GE and Ethernet 
Cisco 7200 Rack Mount Systems 
CISC07200RDS CISCO 7200 Rack Density System 
Cisco 7200 Processar Memory: NPE-G1 
MEM-NPE-G1-256MB= Two 128MB memory modules (256MB total) forthe Cisco 7200 Network Processing Engine 

NPE-G1 
MEM-NPE-G1-512MB= Two 256MB memory modules (512MB total) for the Cisco 7200 Network Processing Engine 

NPE-G1 
MEM-NPE-G1-1 GB= Two 512MB memory modules (1GB total) for the Cisco 7200 Network Processing Engine NPE-G1 
MEM-NPE-G1-FL064= 64MB Compact Flash Oisk for the Cisco 7200 Network Processing Engine NPE-G1 
MEM-NPE-G1-FLD128= 128MB Compact Flash Disk for the Cisco 7200 Network Processing Engine NPE-G1 
MEM-NPE'G1-FLD256= 256MB Compact Flash Disk for the Cisco 7200 Network Processing Engine NPE-G1 
Cisco 7200 Processar Memory: NPE-100, NPE-150, NPE-200 
MEM-NPE-16MB= 16MB Memory Upgrade Kitfor NPE-200/NPE-150/NPE-100 
MEM-NPE-32MB= 32MB Memory Upgrade Kitfor NPE-200/NPE-150/NPE-100 
MEM-N PE-64M B= 2 32MB memory mod ules(64M B total) for N PE-200/N PE-150/N PE-1 00 
MEM-NPE-128MB= 128MB Memory Upgrade Kitfor NPE-200/NPE-150/NPE-100 
Cisco 7200 Processar Memory: NPE-175 and NPE-300 
MEM-SO-NPE-32MB= 32MB Memory Upgrade Kit for NPE-300/NPE-225/NPE-175 
MEM-SO-NPE-64MB= 64MB Memory Upgrade Kit for NPE-300/2251175 
MEM-SO-NPE-128MB= 128MB Memory Upgrade Kit for NPE-300/NPE-225/NPE-175 
MEM-SO-NPE-256MB= 2128MB memory modules (256MB total) forthe NPE-300 in 7200 
Cisco 7200 Processar Memory: NPE-225 and NSE-1 
MEM-SO-NPE-128MB= 128MB Memory Upgrade Kit for NPE-300/NPE-225/NPE-175 
MEM-SO-NSE-256MB= 256MB Memory for NPE-225 or NSE-1 in 7200 Series, SPARE 
Cisco 7200 Processar Memory: NPE-400 
MEM-NPE-400-128MB= 128MB Memory for NPE-400 in 7200 Series 
MEM-NPE-400-256MB= 256MB Memory for NPE-400 in 7200 Series 
MEM-NPE-400-512MB= 512MB Memory for NPE-400 in 7200 Series 
Cisco 7200 Series lnput/Output Controller Memory Options 
MEM-CIP-32M= CIP 32MB ORAM Upgrade Kit 
MEM-CPA-32M= CPA 32MB ORAM Upgrade Kit 
MEM-I/O-FLC20M= Cisco 7200 1/0 PCMCIA Rash Memory, 20MB 
MEM-I/O-FLC8M= Cisco 7200 1/0 PCMCIA Rash Memory, 8MB 
MEM-I/O-FL0128M= Cisco 7200 1/0 PCMCIA Rash Oisk, 128MB Spare 
MEM-I/O-FLD48M= Cisco 7200 1/0 PCMCIA Flash Oisk, 48MB Spare 
Cisco 7200 Series Port Adapters 
PA-4C-E= 
PA-A2-4E1XC-E3ATM= 
PA-A2-4E1XC-OC3SM= 
PA-A2-4T1 C-OC3SM= 
PA-A2-4T1 C-T3ATM= 
PA-GE= 
PA-MCX-2TE1= 
PA-MCX-4TE1= 
PA-MCX-8TE1-M= 
PA-MCX-8TE1= 
PA-SRP-OC12MM= 
PA-SRP-OC12SMI= 
PA-SRP-OC12SML= 
PA-SRP-OC12SMX= 

1 Port Enhanced ESCON Channel Port Adapter 
CES Port Adapter E3/E1 120 ohms 
CES OC3 PortAdapter4E1 Ports 120ohms 
ATM CES Port Adapter, 4T1 CES Ports and 1 OC3 ATM SM Port 
ATM CES Port Adapte r, 4T1 CES Ports and 1 T3 ATM Port 
Gigabit Ethernet Port Adapter 
Spare 2 port MIX-enabled multichannel T1/E1 PA with CSU/OSU 
4 port MIX-enabled multichannel Tl/El PA with CSU/OSU 
T1/E1 SS7 link PA for ITP 
8 port MIX-enabled multichannel T1/E1 with CSU/OSU 
DPT-OC12 Multi-mode port adapte r 
OPT-OC12 Single-mode intermediate port adapter 
OPT-OC1Z Single-mode long-reach port adapte r 
OPT-OC12 Singe-mode extended reach PA 
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/ Cisco 7200, 7400 and 7500 Series Port Adapters 

,/ fA-VXC-2TE1+= 2 port TE1 hi-capacity enhanced voice PA 
/ PA-VXB-2TE1+= 2 portT1/E1 moderate capacity enhanced voice PA 

~.,.. PA-T3= 1 Port T3 Serial Port Adapter with T3 DSUs 
PA-T3+= 1 PortT3 Serial PortAdapter Enhanced 
PA-POS-OC3SML= 1-Port Packet/SONET OC3c/STM1 Singlemode (LA) PA 
PA-POS-OC3SMI= 1-Port Packet/SONET OC3c/STM1 Singlemode (IR) PA 
PA-POS-OC3MM= 1-Port Packet/SONET OC3c/STM1 Multimode PA 
PA-POS-20C3= 2 Port Packet/SONET OC3c/STM1 Port Adapter 
PA-MC-T3= 1 port multichannel T3 port adapter 
PA-MC-E3= 1 port Multi-Channel E3 port adapter 
PA-MC-4T1= 4 port multichannel T1 port adapter with integrated CSU/OSUs 
PA-MC-2T3+= 2 port multichannel T3 port adapter 
PA-MC-2T1 = 2 port multichannel T1 port adapter with integrated CSU/OSUs 
PA-MC-2E1/120= 2 port multichannel E1 port adapter with G.703120ohm inter! 
PA-H= PortAdapter: 1-Port HSSI 
PA-E3= 1 Port E3 Serial Port Adapter with E3 OSU 
PA-A3-T3= 1-PortATM Enhanced DS3 PortAdapter (Spare) 
PA-A3-0C3SML= 1-Port ATM Enhanced DC3c/STM1 Singlemode(LR)Port Adapte r 
PA-A3-0C3SMI= 1-Port ATM Enhanced OC3c/STM1 Singlemode(IR)Port Adapter 
PA-A3-0C3MM= 1-PortATM Enhanced OC3c/STM1 Multimode PortAdapter 
PA-A3-E3= 1-Port ATM Enhanced E3 Port Adapter (Spare) 
PA-A3-8E11MA= 8-portATM lnverse Mux E1 (120 Ohm) PortAdapter, Spare 
PA-8T-X21= 8-Port Serial, X.21 Port Adapte r 
PA-8T-V35= 8-Port Serial, V.35 Port Adapte r 
PA-8T-232= 8-Port Serial, 232 Port Adapte r 
PA-8E= 8-Port Ethernet 10BaseT Port Adapte r 
PA-4T+= 4-Port Serial PortAdapter, Enhanced 
PA-4E1 G/75= 4-Port E1 G.703 Serial Port Adapter (75ohm/Unbalanced) 

PA-4E1 G/120= 4-Port E1 G.703 Serial Port Adapter (120ohm/Balanced) 
PA-4E= 4-Port Ethernet 10BaseT Port Adapte r 
PA-2T3= 2 Port T3 Serial Port Adapter with T3 DSUs 
PA-2T3+= 2 Port T3 Serial Port Adapter Enhanced, Spare 
PA-2H= PORT ADAPTER:2-PORT HSSI 
PA-2FE-TX= 2-Port Fast Ethernet 100Base TX Port Adapte r 
PA-2FE-FX= 2-Port Fast Ethernet 100Base FX Port Adapter 
PA-2E3= 2 Port E3 Serial Port Adapter with E3 DSUs 
Cisco 7200 and 7400 Series Port Adapters 
PA-88-S/T = 8-Port BRI Port Adapte r, S/T Interface 
Cisco 7200 and 7500 Series Port Adapters 
PA-VXA-1TE1-30+= 1 Port T1/E1 Digital Vai c e Port Adapte r with 30 Channels 
PA-VXA-1TE1 -24+= 1 Port T1/E1 Digital Vai c e Port Adapte r with 24 Channels 
PA-MC-STM-1 SMI= 1 port multichannel STM-1 single mode port adapter 
PA-MC-STM-1MM= 1 port multichannel STM-1multimode port adapter 
PA-MC-8TE1+= 8 port multichannel T1/E1 8PRI port adapter 
PA-F/FD-SM= 1-Port FDDI Full Duplex Single-Mode PortAdapter 
PA-F/FD-MM= 1-Port FDDI Full Duplex Multi-Mode Port Adapte r 
PA-A3-8T1 I MA= 8-port'ATM lnverse Mux T1 Port Adapter, Spare 
PA-4R-DTA= Port Adapter:4-Port Dedicated Token Ring,4/16Mbps, HDX/FDX 
Cisco 7200 Series Service Adapters 
SA-lSA= lntegrated Services Adapter for IPSec ar MPPE encryption 
SA-VAM= VPN Acceleration Module (VAM)IPSec and IPComp Acceleration 
Cisco 7200 Series Transceiver Modules 
GBIC-LX/LH= Gigabit Interface Converter for 1000BASE-L..X standard 
GBIC-SX= Gigabit lntf. Converter For 1000BASE-SX (Short Wavelength) 
GBIC-ZX= Gigabit Interface Converter for 1000 BASE-ZX 
POM-OC3-MM 1-port OC3/STM1 Pluggable Optic Module, MM 
POM-OC3-SMIR 1-port OC3/STM1 Pluggable Optic Module, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Module, SM-LR 

• Cisco 7200 Series 
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Cisco 7200 Series Power Supplies 
PWR-7200-DC+= Cisco 7200 DC (24V-60V) Power Supply Option 
PWR-7200/2-DC+ Cisco 7200 Dual DC (24V-60V) Power Supply Option 
PWR-7200-AC= Cisco 7200 AC Power Supply With United States Cord 
PWR-7200-ACA= Cisco 7200 AC Power Supply With Australian Cord 
PWR-7200-ACE= Cisco 7200 AC Power Supply With European Cord 
PWR-7200-ACI= Cisco 7200 AC Power Supply With ltalian Cord 
PWR-7200-ACU= Cisco 7200 AC Power Supply With United Kingdom Cord 
Cisco 7200 Series Spares and Accessories 
ACS-7200-RMK= Cisco 7200 Rackmount Kit and Cable Management Bracket 
CVPN7200FIPS/KIT = Kit(lnstructions,labels)to configure 7206 for FIPS operation 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 7200 Series Web site: http://www.cisco.com/gofl200 

• Cisco 7300 Series 
The Cisco 7300 Series Routers are optimized 
for flexible, high performance IP/MPLS 
services at the network edge, where service 
providers and enterprises link together. 
Coupled with powerful network processing, a 
broad set o f interfaces and a compact, 
modular form factor the Cisco 7300 Series Routers are ideal for intelligent, 
multi-gigabit network connectivity. 

• 

The Cisco 7304 Series Router is ideally applied as a high-end CPE or as an Internet 
Gateway router. Architected for network High Availability and multi-protocol support, 
the 7304 supports the broad set of existing Cisco 7000 Series Port Adapters with the 
new Cisco 7304 Port Adapter Carrier Card. 
The Cisco 7301 Series Router is a compact single rack unit router coupled with a broad 
set o f interfaces and Cisco lOS software features. lt packs high performance in a space 
and power efficient form factor that includes a single 7000 Series port adapter slot, 3 
on-board Gigabit Ethemet ( copper or optical)/Fast Ethemet ports anda new high-speed 
bus technologies. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cisco 7301 • Compact, power efficient 1 RU form factor 
• Three times the performance increase over existing single rack unit routers like the Ciso 7401 
• Single 7000 Series Port Adapte r Slot 

Cisco 7304 • Highly modular price and performance optimized platform, ri c h in IP services 
• High performance connectivity-DS-1 through OC48/STM16 with 3.5 Mpps performance 
• Built-in Gigabit Ethernet connectivity 
• Multiprotocol routing: IP, IPX, AppleTalk, DLSw 
• Compact size, h.igh availability and optimal cooling 
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~~· ~features 
, jsco 7301: With nearly I _million-packets-per-second (Mpps) processing 
';::L erformance, the fastest C1sco IRU general-purpose processor, as of January 

'-..:..._..:__....,/' 2003; 3 fixed 101100/1000-Mbps ports (RJ-45 or SFP optics) directly on t~e 
processor; Full Cisco lOS feature support; Pluggable Gigabit Ethernet optics 
(SFPs); Up to 1GB ofavailable DRAM; Up to 256MB ofremovable compact flash 
memory; Front-back airflow and single sided management 

• Cisco 7304: Compact modular form factor with four RU with four port adapter 
slots per chassis; PXF IP processor hardware-accelerated services such as Cisco 
Express Forwarding (CEF), NetFlow v8, and Turbo ACL; Offers 3.5Mpps 
performance for PXF-accelerated services with the NSE-100 Network Services 
Forwarding Engine; Two Gigabit Ethemet ports per NSE-100; System 
redundancy: optional dual processors and dual AC or DC power supplies increases 
network avail~bility 

Competitive Products 

• Redback: SMS-500, SMS-1800 • Unisphere: ERX700, ERX1400 
• Juniper: M5, MIO 

Specifications 

Feature Cisco 7301 
Fixed Ports Three Gigabit Ethernet ports 

Expansion Slots 

WAN Interface Range DS-1 to DC-3 

Processor RM 7000 MIPS Processar+ PXF Processar 

Forwarding Rate Up to 1 Mpps 

Backplane Capacity 1.2 Gbps 

Flash PCMCIA Memory 64MB (expandable to 128MB) 

System ORAM Memory 128MB (expandable to 512MB) 

Minimum Cisco lOS 12.2(11)YZ 
Release 
Internai Power Supply AC or DC 

Redundant Power 
Supply Support 

Yes, for AC or DC 

Chassis Height 1 RU 

Rack Mountable Yes, up to 40 per rack 

Dimensions (HxWxD) 1.73 x 17.3 x 13.87·in. 

Cisco 7304 
Same as 7301 

4 

T3 to OC-48 

RM 7000 MIPS Processar+ PXF Processar 

Up to 3.5 Mpps 

16 Gbps 

Same as 7301 

Same as 7301 

12.1(9)EX 

Same as 7301 

Same as 7301 

4RU 

Yes, up to 11 per rack 

7 X 17.2 X 20.5 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7300 System 
PWR-7301 -AC 
PWR· 7301/2;AC 
PWR-7301-DC48 
PWR-7301/2-DC48 
PWR-7301-DC24 
CISC07301 
CISC07304= 
CISC07304-CH 
7300-NSE-100= 
7300-NSE-100/2 
7300-PWR-DC= 
7300-PWR-AC= 
7300-PWR/2-DC 
7300-PWR/2-AC 

Cisco 7301 AC Power Supply Option 
Cisco 7301 Dual AC Power Supply Option 
Cisco 7301 DC48 Power Supply Option 
Cisco 7301 Dual DC48 Power Supply Option 
Cisco 7301 DC24 Power Supply Option 
Cisco 7301 chassis, 256MB memory, NC power,64MB Flash 
Cisco 7300, 4-slot chassis · 
Cisco7304 channel bundle 
Cisco 7304 Network Services Engine 100 
Redundant Cisco 7304 NSE-100 w/Redundancy Feature License 
Cisco 7304 DC Power Supply Spare 
Cisco 7304 AC Power Supply Spare 
Cisco 7304 Redundant DC Power Supply Dption 
Cisco 7304 Redundant AC Power Supply Option 

• Cisco 7300 Series 
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Cisco 7300 Memory Options 
MEM-7301-1GB= 1GB memory upgrade for 7301 
MEM-7301-512MB= 512MB memory upgrade for 7301 
MEM-7301-256MB= 256MB memory upgrade for Cisco 7301 
7300-MEM-128= 128MB default SDRAM for 7304 NSE-100, spare 
7300-MEM-256= 256MB SDRAM for 7304 NSE-100, spare 
7300-MEM-512= 512MB SDRAM for 7304 NSE-100, spare 
7300-I/O-CFM-64M= Cisco 7304 Compact Flash Memory, 64MB 
7300-I/O-CFM-128M= Cisco 7304 Compact Flash Memory, 128MB 
Cisco 7300 Series Compact Flash Disk Options 
MEM-7301-FLD64= Compact Disk Rash for 7301,64MB option 
MEM-7301-FLD128= Compact Disk Flash for 7301, 128MB option 
MEM-7301-FLD256 Compact Disk Rash for 7301, 256MB Option 
Cisco 7300 Line Cards 
7300-10C12POS-MM= 1-port OC12 POS line card for Cisco 7304 w/ Multi-mode 
7300-1 OC12POS-SMI= 1-port OC12 POS line card for Cisco 7304 w/ Single-mode IR 
7300-10C12POS-SML= 1-port OC12 POS line card for Cisco 7304 w/ Single-mode LR 
7300-10C48POS-SMI= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode IR 
7300-1 OC48POS-SML= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode LR 
7300-1 OC4J!POS-SMS= 1-port OC48 POS line card for Cisco 7304 w/ Single-mode SR 
7300-20CT2POS-MM= 2-port OC12 POS line card for Cisco 7304 w/ Multi-mode 
7300-20C12POS-SMI= 2-port OC12 POS line card for Cisco 7304 w/ Single-mode IR 
7300-20C12POS-SML= 2-port OC12 POS line card for Cisco 7304 w/ Single-mode LR 
7300-20C3ATM-MM= 2-port OC3 ATM line card for Cisco 7304 w/ Multi-mode 
7300-20C3ATM-SMI= 2-port OC3 ATM line card for Cisco 7304 w/ Single-mode IR 
7300-20C3ATM-SML= 2-port OC3 ATM line card for Cisco 7304 w/ Single-mode LR 
7300-20C3POS-MM= 2-port OC3 POS line card for Cisco 7304 w/ Multi-mode 
7300-20C3POS-SMI= 2-port OC3 POS line card for Cisco 7304 w/ Single-mode IR 
7300-20C3POS-SML= 2-port OC3 POS line card for Cisco 7304 w/ Single-mode LR 
7300-40C3POS-MM= 4-port OC3 POS line card for Cisco 7304 w/ Multi-mode 
7300-40C3POS-SMI= 4-port OC3 POS line card for Cisco 7304 w/ Single-mode IR 
7300-40C3POS-SML= 4-port OC3 POS line card for Cisco 7304 w/ Single-mode LR 
7300-6T3= 6-port T31ine card for Cisco 7304 w/ DSU 
Cisco 7300 Series Transceiver Modules 
GBIC-LX/LH= Gigabit Interface Converter for lOOOBASE-LX standard 
GBIC-SX= Gigabit lntf. Converter For lOOOBASE-SX (Short Wavelength) 
GBIC-ZX= Gigabit Interface Converter for 1000 BASE-ZX 
Cisco 7300 Accessories 
7300-HALFSLOTB LN K 
7300-4RU/RCKBRKT = 
7300-CNTR-SPTUM= 

Cisco 7300 Software Options 
S73A-12215B= 
S73AH-12215B= 
S73AHK8-12215B= 
S73AHK9-12215B= 
S73AS-12215B= 
S73C-12215B= 
S73A-12211VZ= 
S73C-12211VZ= 
S730A-12211VZ= 
S730C-12211 VZ= 
S730Z -12211 YZ= 
S73A-12113EX= 
S73AHK2-12113EX= 
S73AHL-12113EX= 
S73AR1 P-12113EX= 
S73CHK2-12113EX= 
S73CHL-12113EX= 
S73CP-12113EX= 
S73A-12112EX= 
S73AHK2-12112EX= 
S73AHL-12112EX= 
S73AR1 P-12112EX= 
S73CHK2-12112EX= 
S73CHL-12112EX= 
S73CP-12112EX= 

Cisco 7304 Half Slot Blank line Card 
Cisco 7304 Chassis Rackmount Bracket Spare 
Cisco 7304 C ente r Septum Spare 

Cisco 7301 Series lOS ENTERPRISE 
'Cisco 7301 Series lOS ENTERPRISE!FWiiDS 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS I PSEC 56 
Cisco 7301 Series lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7301 Series lOS ENTERPRISE SSG 
Cisco 7301 Series lOS IP 
Cisco 7300 Series lOS ENTERPRISE 
Cisco 7300 Series lOS IP PLUS 
Cisco 7301 Series lOS ENTERPRISE 
Cisco 7301 Series lOS IP 
Cisco 7301 Series lOS SERVICE PROVIDER 
Cisco 7300 lOS ENTERPRISE 
Cisco 7300 lOS ENTERPRISE!FW!IDS IPSEC 3DES 
Cisco 7300 lOS ENTERPRISE!FW/IDS IPSEC 56 
Cisco 7300 lOS CISCO 7300 SERIES lOS ENTERPRISE/SNASW PLUS 
Cisco 7300 lOS IP/FW/IDS IPSEC 3DES 
Cisco 7300 lOS IP/FW/IDS IPSEC 56 
Cisco 7300 lOS IP PLUS 
Cisco 7300 lOS ENTERPRISE 
Cisco 7300 lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7300 lOS ENTERPRISE!FW/IDS IPSEC 56 
Cisco 7300 lOS CISCO 7300 SERIES lOS ENTERPRISE/SNASW PLUS 
Cisco 7300 lOS IP/FW!IDS IPSEC 3DES 
Cisco 7300 lOS IP/FW/IDS IPSEC 56 
Cisco 7300 lOS IP PLUS 

Cisco 7300 Series 

• 
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~ _ o,. 7300 Carrier Cards 
' ~OQ,CC-PA= 

~s for Cisco 7301 Series 
GLC-SX-MM= 
GLC-LH-SM= 

7304 Carrier Card for 7200 Series Port Adapters 

GE SFP, LC connector SX transceiver 
GE SFP,LC connector LH transceiver 

Chapter 1 Routers 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not available through distribution channels. 

for More lnformation 

See the Cisco 7300 Series Web site: http://www.cisco.com/go/7300 

Cisco 7400 Series 
With the Cisco 7400, this modular, one-port 
adapter slot unit leverages over 40 standard 
7200/7500 seriei port adapters. lts compact, 
stackable architécture is designed for application specific routing deployments, such as 
broadband services aggregation (PPP/L2TP) and WAN edge connectivity in service 
provider and enterprise networks. Leveraging Cisco patented technology, the Cisco 
7400 series delivers a premium suíte ofhardware-accelerated network services. 

When to Se li 

Sell This Product 

Cisco 7401ASR-CP 

Cisco 7401ASR-BB 

Key features_ 

When a Customer Needs These Features 

• General WAN edge connectivity in a small form factor, oras managed customer premi se equipment 
(CPE) 

• Broad range of connectivity options-from DSO to DC-3 interfaces 
• Comprehensive management services with remote management. provisioning, trouble shooting and 

software upgrade 
• Hardware accelerated services, including: NAT, ACLs, Netflow, CBWFO, CBWRED, Policing, marking, 

Hierarchical Traffic Shaping, & VRF lite 

• Complete broadband subscriber services suite with highest subscribers per rack ratio 
• One fast LAN interface (FE/GE) and one fast WAN interface (DS3/0C3) 
• High volume/density of PPP, PPPoE, PPPoA, l2TP tunnel aggregation and termination for broadband 

services like DSL. Cable, and Wireless 

• Compact form factor with 1 RU, front-to-back airflow and stackability 
• Hardware-accelerated IP network services 
• Built-in dual GE connectivity 
• Flexible WAN connectivity supporting over 40 interfaces including serial, 

multichannel, ISDN, Frame Relay, ATM, Packet over SONET (POS), from 
NxDSO to OC-3 

• Shared port adaptors with the Cisco 7200, 7300, 7500, and 7600 (with FlexWAN 
Module), which simplifies sparing and protects customer investment in interfaces 

Competitive Products 

• Redback: SMS500, SMS1800 • Unisphere: ERX700, ERX1400 
• Juniper: M5, MIO 

• Cisco 7400 Series 
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Feature Cisco 7401ASR-BB Cisco 7401ASR-CP \ 0 ------~,~ 
=-~~------------~~~~~--~~~~------------------~----~~~~------- 'Jl - ~ ~ 
Fixed Ports 2 Gigabit Ethernet (RJ or GBIC) ports Same as 7401ASR-BB 

Expansion Slots Same as 7401 ASR-88 

WAN Interface Range DSO to OC-3 Same as 7401ASR-BB 

Processor RM7K RISC Processar+ PXF Processar Same as 7401ASR-BB 

Forwarding Rate Up to 350 Kpps Same as 7401 ASR-BB 

Backplane Capacity 1.2 Gbps Same as 7401ASR-BB 

Flash PCMCIA Memory 64MB (expandable to 128MB) Same as 7401ASR-BB 

System ORAM Memory 256MB (expandable to 512MB) 128MB (expandable to 512MB) 

Minimum Cisco lOS Release 12.2(1)DX 

Internai Power Supply AC, DC48V, DC24V, or Dual DC48V 

Redundant Power Supply 
Support 

Chassis Height 

Rack Mo~ntable 

Dimensions (HxWxD) 

Yes 

1 RU 

Yes, up to 40 per rack 

1.72 X 17.3 X 11.80 in 

Selected Part Numbers and Ordering lnformation 1 

Cisco 74011 ASR Bundles 
CISC07401ASR-BB 
CISC07401ASR-CP 
CISC07401-2DC48= 
7401ASR-CPT3 

7401ASR, 256M SDRAM, Broadband Feature License 
7401ASR,128M SDRAM,IP Software 
Cisco 7400 chassis with dual DC power supply 
7401ASR,256M SDRAM, PA-T3t 

Same as 7401ASR-BB 

Same as 7401ASR-BB 

Same as 7401ASR-BB 

Same as 7401ASR-BB 

Same as 7401ASR-BB 

Same as 7401ASR-BB 

C7 400VPN/K9 7400 VPNRouter wNAM,VPN DeviceMgr, 2xFE/GE,AC PS,IPSEC 3DES 
Cisco 74011 ASR Memory Options 
MEM-COMP-FLD64M= Cisco 7400ASR Compact Flash Disk, 64MB (spare) 
MEM-COMP-FLD128M= Cisco 7400ASR Compact Flash Disk, 128MB (spare) 
MEM-7400ASR-256MB= 256MB Spare memory for Cisco 7400ASRNPN 
MEM-7400ASR-512MB= 512MB Spare SDRAM for Cisco 7400ASRNPN 
Cisco 74011 ASR Transceiver Modules 
GBIC-LXILH= Gigabit Interface Converter for 1000BASE-LX standard 
GBIC-SX= Gigabit lntf. Converter For 1000BASE-SX (ShortWavelength) 
GBIC-ZX= Gigabit Interface Converter for 1000 BASE-ZX 
POM-OC3-MM 1-port OC3,1STM1 Pluggable Optic Module, MM 
POM-OC3-SMIR 1-port OC3,1STM1 Pluggable Optic Module, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Module, SM-LR 
Cisco 74011 and 7500 Series Port Adapters 
PA-POS-OC3MM= 1-Port Packet/SONET OC3c/STM1 Multimode PA 
PA-MC-8E1/120= 8 port multichannel E1 port adapte r with G.703120ohm interf 
PA-2FE-FX= 2-Port Fast Ethernet 100Base FX Port Adapte r 
Cisco7200, 74011 and 7500 Series Port Adapters2 

Cisco 74011 ASR Power Supplies and Cords 
CAB-AC= AC Power Cord, US 
CAB-ACA= 
CAB-ACE= 
CAB-ACI= 
CAB-ACR= 
CAB-ACU= 
Cisco 74011 Software Options 
S74CHK9-12209YE= 
S74CK9-12209YE= 
S74A-12204B= 

AC Power Cord, Australia 
AC Power Cord, Europe 
AC Power Cord, ltaly 
Power Cord Argentina, Spare 
AC Power Cord, UK 

Cisco 7400 Series lOS IP/FW/IDS IPSEC 3DES 
Cisco 7400 Series lOS IP PLUS IPSEC 3DES 
Cisco 7400 Series lOS ENTERPRISE 
Cisco 7400 Series lOS ENTERPRISE/FW/IDS S74AH-122048= 

S74AHK9-12204B= 
S74AS-12204B= 

Cisco 7400 Series lOS ENTERPRISE/FW/IDS IPSEC 3DES 
Cisco 7400 Series lOS ENTERPRISE SSG 

S7 4C-12204B= 
S74A-12202DD= 
S74AH-12202DD= 

Cisco 7400 Series lOS IP 
Cisco 7400 Series lOS ENTERPRISE 
Cisco 7400 Series lOS ENTERPRISE/FW/IDS 

Cisco 7400 Series 
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-..~-·- - (; · o 7400 VPN Memory Options 
":' p L - •"" EM-COMP-FLD64M= Cisco 7400ASR Compact Flash Disk, 64MB (spare) 

MEM-COMP-FLD128M= Cisco 7400ASR Compact Flash Disk, 128MB (spare) 
MEM-7400ASR-256MB= 256MB Spare memory for Cisco 7400ASRJVPN 
MEM-7400ASR-512MB= 512MB Spare SDRAM for Cisco 7400ASRJVPN 
Cisco 7400 VPN Transceiver Modules 
GBIC-L.X/LH= Gigabit Interface Converter for 1 OOOBASE-L.X standard 
GBIC-SX= Gigabit lntf. Converter For lOOOBASE-SX (Short Wavelength) 
GBIC-ZX= Gigabit Interface Converter for 1000 BASE-ZX 
Cisco 7400 VPN Power Supplies and Cords 
CAB-AC= AC Power Cord, US 
CAB-ACA= 
CAB-ACE= 
CAB-ACI= 

AC Power Cord, Australia 
AC Power Cord, Europe 
AC Power Cord, ltaly 

CAB-ACR= Power Cord Argentina, Spare 
CAB-ACU= AC Power Cord, UK 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

2. Cisco 7200, 7400 and 7500 share many port adapters. Please see Cisco 7200, 7400 and 7500 Series Port Adapters, 
page 1-34 for adçli~onal part numbers. 

For More lnformation 

See the Cisco 7400 Series Web site: http://www.cisco.com/gon400 

Cisco 7500 Series 
An essential part ofboth Enterprise and Service 
Provider networks, the Cisco 7500 Series 
routers are the market leader for edge 
applications, due to its breadth o f services, 
di verse interfaces, reliability, and performance. 
Since its inception, the Cisco 7500 has seen •. 
huge improvements in performance and its 
ability to scale, most recently with the Route 
Switch Processor 16 (RSP16) and Versatile 
Interface Processor 6-80 (VIP6-80) module. 
This series· combines Cisco 's proven software technology with exceptional reliability, 
availability, serviceability, and performance features to meet the requirements of 
today's most mission-critical networks. 

Whento Sell 

Se li This Product . When a Customer Needs These Features 

Cisco 7505 • 5 expansion slots 
• One CyBus 
• DSO to OC-12 connectivity (ali platforms) 

Cisco 7507 • 7 expansion slots 
• Dual CyBuses 
• Redundant power supplies 
• Diverse set of routing protocols (ali platforms) 

Cisco 7513 • 13 expansion slots 
• Dual CyBuses 
• Redundant power supplies 
• Diverse set of routing protocols (ali platforms) 

• Cisco 7500 Series 
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Key Features 

• High-performance switching-Delivers high performance for mission-critical 
applications by supporting high-speed media and high-density configurations; 
using the processing capabilities o f the Versatile Interface Processors and Cisco 
Express Forwarding-the Cisco 7500 series system capacity can· exceed two 
million packets per second 

• Full support for Cisco lOS software and enhancements for high-performance 
network services-Performs network services such as quality o f service, security, 
compression, and encryption at high speed; VIP technology extends the 
performance o f these services through distributed IP services 

• High port density-Provides high port density and an extensive range o f LAN and 
WAN media; this feature dramatically reduces the cost per port and allows a 
flexible configuration 

• Unm.atched interface flexibility-The Cisco 7500 supports a broad selection of 
Interface Processors (IPs) and Port Adapters (PAs). Port adapters are shared with 
the Cisco 7200, 7400, and 7600 (with FlexWAN Module) 

• High Availability-Enhanced features and capabilities include redundant route 
processors, power supplies, fans, and software fault isolation with Stateful 
Switchover and NonStop Forwarding 

Competitive Products 

• Redback: SMS-500, SMS·1800 
• Juniper: M5, MIO, M20 

Specifications 

Feature Cisco 7505 
Fixed Ports None 

Expansion Slots 5 

WAN Interface Range DSO to OC-12 

Processo r MIPS RISC Processar 

Forwarding Rate Up to 1.1 Mpps 

Backplane Capacity 1 Gbps 

Flash PCMCIA Memory 16MB (expandable to 128MB) 

System ORAM Memory 32MB (expandableto 1GB) 

Minimum Cisco lOS 11.3 
Release 

Internai Power Supply AC o r DC 

Redundant Power 
Supply Support 

Chassis Size 

Rack Mountable 

Dimensions (HxWxD) 

No 

6 RU 

Yes, up to 6 per rack 

10.5x 17.5x 17 in. 

• Unisphere: ERX700, ERX1400 
• Huawei: NE8 and NE16 

Cisco 7507 Cisco 7513 
Same as Cisco 7505 Same as Cisco 7505 

7 13 

Same as Cisco 7505 Same as Cisco 7505 

Same as Cisco 7505 Same as Cisco 7505 

Up to 2.2 Mpps Up to 2.2 Mpps 

2 Gbps . 2 Gbps 

Same as Cisco 7505 Same as Cisco 7505 

Same as Cisco 7505 Same as Cisco 7505 

Same as Cisco 7505 Same as Cisco 7505 

AC, dual AC/DC, or dual DC AC, dual AC/DC, o r dual DC 

Yes Yes 

13 RU 20 RU 

Yes, up to 3 per rack Yes, up to 2 per rack 

19.25 X 17.5 X 25 in. 33.75 X 17.5 X 22 in. 

Fls: 
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Chapter 1 Routers 

, .. lected Part Numbers and Ordering lnformation 1 

' P ' ~c6;500 Series Products ~. 
·-·êísc07505/4 Cisco 7505 5-Siot, 1 CyBus, 1 RSP4, Single Power Supply .J 

CISC07507/8-MX Cisco 7507, 7 Slot, MIX-Enabled, Dual Bus, 1 RSP8, 1 PS 
CISC07507/8X2-MX Cisco 7507, 7 Slot, MIX-Enabled, Dual Bus, 2 RSP8, 2 PS 
CISC07507/4 Cisco 7507 7-Siot, 2 CyBus, 1RSP4, Single Power Supply 
CISC07507/4X2 Cisco 7507 7-Siot, 2 CyBus, 2 RSP4, Dual Power Supply 
CISC07513/4 Cisco 751313-Siot, Dual Bus, 1RSP4, 1 PS 
CISC07513/4X2 Cisco 751313-Siot, Dual Bus, 2 RSP4, 2 PS 
CISC07513/8-MX Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, 1 RSP8, 1 PS 
CISC07513/8X2-MX Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, 2 RSP8, 2 PS 
CISC07507/16-MX Cisco 7507,7 Slot, MIX·Enabled, Dual Bus, 1 RSP16, 1 PS 
CISC07507/16X2-MX Cisco 7507,7 Slot, MIX-Enabled, Dual Bus, 2 RSP16, 2 PS 
CISC07513/16-MX Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, 1 RSP16, 1 PS 
CISC07513/16X2-MX Cisco 7513, 13 Slot, MIX-Enabled, Dual Bus, 2 RSP16, 2 PS 
Cisco 7500 Series Processors and Accessories 
RSP2= CISCO 7507fi513 ROUTE SWITCH PROCESSO R SPARE 
RSP2!2 DUAL RSP2 OPTION FOR 7507 and 7513 
CAB-RSP2CON= RSP2 Console Cable (Spare) 
CAB-RSP2AUX= RSP2 Auxiliary Cable (Spare) 
RSP4+= Cisco 7500 Series Route Switch Processor 4+ (Spare) 
RSP8= Cisco 7505(7507fi513/7576 Route Switch Processor (Spare) 
RSP16= CISCO 7500 ROUTE SWITCH PROCESSOR 16 Spare 
Route Switch Processar Memory Options (RSP1 & RSP2) 
MEM-RSP-FLC8M= RSP Rash Credit Card: 8MB Kit 
MEM-RSP-FLC16M= RSP Flash Credit Card: 16MB Kit 
MEM-RSP-FLC20M= RSP Flash Credit Card: 20MB Kit 
MEM-RSP-FLC32M= RSP2 Rash Card: 32MB Kit 
MEM-RSP-16M= RSP 16MB ORAM Upgrade Kit 
MEM-RSP-32M= RSP 32MB ORAM Upgrade Kit 
MEM-RSP-64M= RSP 64MB ORAM Upgrade Kit 
MEM-RSP-128M= RSP 128MB ORAM Upgrade Kit 
Route Switch Processar Memory Options (RSP4) 
MEM-RSP4-FLC16M= RSP4 Rash Card: 16MB Kit 
MEM-RSP4-FLC20M= 
MEM-RSP4-FLC32M= 

RSP4 Rash Card: 20MB Kit 
RSP4/4+ Flash Card: 32 M B Kit 

MEM-RSP4-32M= RSP4 32MB ORAM Upgrade Kit 
MEM-RSP4-64M= RSP4/RSP4+ 64MB ORAM Upgrade Kit 
MEM-RSP4-128M= RSP4/RSP4+ 128MB ORAM Upgrade Kit 
MEM-RSP4-128-4PK= RSP4 128MB ORAM Upgrade Kit (4-pack) 
MEM-RSP4-256M= RSP4/RSP4+ 256MB ORAM Upgrade Kit 
MEM-RSP4-256-4PK= RSP4 256MB .DRAM Upgrade Kit (4-pack) 
MEM-16F-RSP4+= RSP4+ 16MB Boot Flash (Spare) 
MEM-V250-128-10PK= 128 MByte ORAM Upgrade for VIP2-50/xiP-50 (10-pack) 
Route Switch Processar Memory Options (RSPB) 
MEM-RSP8-64M= RSP8fl4MB ORAM Option 
MEM-RSP8-128M= RSP8128MB ORAM Upgrade Kit 
MEM-RSP8-256M= RSP8 256MB ORAM Upgrade Kit 
MEM-RSP8-FLC16M= RSP8 Rash Card: 16MB Kit 
MEM-RSP8-FLC20M= RSP8 Rash Card: 20MB Kit 
MEM-RSP8-FLC32M= RSPB Rash Card: 32MB Kit 
MEM-RSP8-FLD48M= 
MEM-RSP8-FLD128M= 

RSP8 Flash Disk: 48MB Kit 
RSP8 Rash Disk: 128MB Kit 

Route Switch Processar Memory Options (RSP16) 
MEM-RSP16-FLD48M= RSP16 Flash Disk: 48MB Option 
MEM-RSP16-FLD128M= RSP16 Rash Disk: 128MB Option 
MEM-RSP16-128M= RSP16128MB ECC SDRAM Memory Spare 
MEM-RSP16-256M= RSP16 256MB ECC SDRA.M Memory Spare 
MEM-RSP16-512M= RSP16 512MB ECC SDRAM Memory Spare 
MEM-RSP16-1G= RSP161GB ECC SDRAM Memory Spare 
CISC07500 Series Gigabit Ethernet Interface Processar 
GEIP= Gigabit Ethernet Interface Processor 
GEIP+= Enhanced Gigabit Ethernet 

• Cisco 7500 Series 
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Cisco 7500 Series Interface Processors 
CX-CIP2-ECA 1= CHANNELIP:CIP2 W/ ECA-1 PORT 
CX-CIP2-ECA2= CHANNEL IP:CIP2 W/ ECA-2 PORTS 
FEIP2-0SW-2TX= 2-Port Fast Ethernet IP with Oist. Switching (100TX) 
FEIP2-0SW-2FX= 2-Port Fast Ethernet IP with Oist. Switching (100FX) 
CX-ECA1-U ESCON Interface Upgrade for CX-CIP-ECA1 or CX-CIP-PCA1 
Cisco 7500 Series Versatile Interface Processors 
VIP2-40= VERSATILE INT. PROCESSOR-2,MOOEL 40 
VIP2-50= 
VIP2-10/15-UPG 
VIP2-10/40-UPG 
VIP2-15/40-UPG 
VIP2-20/40-UPG 
VIP4-50= 
VIP4-80= 

Versatile Interface Processo r 2, Model50 
VIP2-10 to VIP2-15 Upgrade 
VIP2-10TO VIP2-40 UPGRAOE 

VIP2-15 to VIP2-40 Upgrade 
VIP2-20 TO VIP2-40 UPGRAOE 
Versatile Interface Processar 4, Model 50 
Versatile Interface Processar 4, ModeiBO 

VIP6-80= Services Accelerator Versatile Interface Processar 6-80 
Cisco 7500 Series Transceiver Modules 
GBIC-SX= Gigabit lntf. Converter For 1000BASE-SX (Short Wavelength) 
GBIC-LX/LH= Gigabit Interface Converter for 1000BASE-LX standard 
GBIC-ZX= • Gigabit Interface Converter for 1000 BASE-ZX 
POM-OC3-MM 1-port OC3/STM1 Pluggable Optic Module, MM 
POM-OC3-SMIR 1-port OC3/STM1 Pluggable Optic Module, SM-IR 
POM-OC3-SMLR 1-port OC3/STM1 Pluggable Optic Module, SM-LR 
Cisco 7500 VIP2 Memory Options 
MEM-VIP240-32M 
MEM-VIP240-64M= 
MEM-V240-64-10PK= 
MEM-V25D-128-10PK= 
MEM-VIP250-32M-0= 
MEM-VIP250-64M-0= 
MEM-VIP250-128M-0= 
MEM-VIP250-4M-S= 
MEM-VIP250-8M-S= 
Cisco 7500 VIP4 Memory Options 
MEM-VIP4-64M-S0= 
MEM-VIP4-128M-S0= 
MEM-VIP4-256M-S0= 
Cisco 7500 VIP6 Memory Options 

32MB ORAM Option for VIP2-40 (Oefault) 
64MB ORAM Option for VIP2-40 (Spare) 
64 MByte ORAM Upgrade for VIP2-40 (10-pack) 
128 MByte ORAM Upgrade for VIP2-50/xiP-50 (10-pack) 
32 Mbytes ORAM Option for VIP2-50/xiP-50 (default) 
64 Mbytes ORAM Option for VIP2-50/xiP-50 
128 Mbytes ORAM Option for VIP2-50/xiP-50 
4 Mbytes SRAM Option for VIP2-50/xiP-50 (default) 
8 Mbytes SRAM Option for VIP2-50/xiP-50 

64MB SORAM Option for VIP4 (Spare) 
128MB SORAM Option for VIP4 
256MB SORAM Option for VIP4 

MEM-VIP6-64M-S0= 64MB SORAM Option for VIP6 (Spare) 
MEM-VIP6-128M-S0= 128MB SORAM Option for VIP6 
MEM-VIP6-256M-S0= 256MB SORAM Option for VIP6 
Cisco 7500 Series Memory Upgrades 
VIP2-10/1~/FE2-UPG ORAM MEM Upgrade for VIP2-10, VIP2-15, CX-FEIP2-2TX ANO -2FX 
V2-10/15/FE2-UPG= ORAM MEM Upgrade for VIP2-10, VIP2-15, CX-FEIP2-2TX ANO -2FX 
Cisco 7500 Series Port Adapters 
PA-A3-0C12SMI= 1 PortATM Enhanced OC12/STM4 single mode intermediate reach 
PA-A3-0C12MM= 1 PortATM Enhanced OC12/STM4 multi-mode 
PA-A1-0C3SM 1 PortATM OC3 Single Mode lntermediate Reach PortAdapter 
PA-A1-0C3MM= 1-Port ATM OC3 Multimode Port Adapter 
GEIP+= Enhanced Gigabit Ethernet 

Cisco7200, 7400 and 7500 Series Port Adapters2 

Cisco7400 and 7500 Series Port Adapters3 

Cisco 7500 Service Adapters 
SA-ENCRYPT = Encryption Servi c e Adapte r - Spare 

Cisco 7500 Series 

CPMI - CORREIOS: 
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"'l. '"::) ·se 7500~eries CIP Options and Accessories 

/ ~-8j.1= 8MB Memory, Replaces Existing CIP Memory, TotaiS MB 
E , 1r_;.32M= CIP 32MB ORAM Upgrade K1t 

-t~~t.m~ . ..n<-64M= CIP 64MB ORAM Upgrade Kit 
HiCIP-128M= CIP 128MB ORAM Upgrade Kit 

FR-CIP-CSNA= SNA SUPPORT FEATURE FOR CIP 
FR-CIP-TCPOFF= TCP/IP OFFLOAO FEATURE FOR CIP 
FR-CIP-TN3270S-L= 
FR-CIP-TN3270S-LS= 
FR-CIP-TN3270S-MS= 
FR-CIP-TN3270S-US= 
FR-CIP-TNUPG-L-S= 
FR-CIP-TNUPG-M-S= 
FR-CIP-TNUPG-U-S= 
FR-CIP-TNUPG-LM-S= 
FR-CIP-TNUPG-MU-S= 
FR-CIPl-TN3270S-G= 
FR-CIP2-TN3270S-G= 
FR-CIP2-TN3270S-M= 
FR-CIPl-TN3270S-U= 
FR-CIP2-TN3270S-U= 
FR-CIPl-TNUPG-G-S= 
FR-CIP2-TNUPG-G-S= 
FR-CIP2-TNUPG-LM= 
FR-CIP2-TNUPG-MU= 
FR-CIP-SNASWITCH= 
FR-CIP-ASSIST 
NetFiow Utility Software 
NOA-HPUX-3.X-UPG 
NOA-SOSU-3.X-UPE 
NOA-H PUX-3.X-UPE 
Cisco 7500 RSP Feature Licenses 

TN3270 Serve r- Limited 2000 Session Support 
TN3270 Server- Limited 2000 Session Support SSL 
TN3270 Server - Mid-tier 5000 Session Support SSL 
TN3270 Server - Unlimited CIP2 Support SSL 
TN3270 Server Upgrade 2,000 Sessions To SSL 
TN3270 Serve r Upgrade 5,000 Sessions To SSL 
TN3270 Serve r Upgrade Unlimited Sessions To SSL 
TN3270 Server Upgrade From 2,000 Sessions To 5,000 SSL 
TN3270 Server Upgrade From 5,000 Sessions To Unlimited SSL 
CIPl : TN3270 Server Upgrade, Limited to Unlimited Version 
CIP2: TN3270 Server Upgrade, Limited to Unlimited Version 
TN3270 Server - Mid-tier 5000 session support 
TN3270 Serve r- Unlimited CIPl Support 
TN3270 Serve r- Unlimited CIP2 Support 
TN3270 Serve r upgrade, limited to unlimited version with SSL 
CIP2: TN3270 Server upgrade, limited to unlimited- SSL 
TN3270 serve r upgrade from 2000 to 5000 sessions 
TN3270 serve r upgrade from 5000 to unlimited sessions 
TN3270 Server- SNA Session Switch Feature 
TCP Assist Feature on CIP for host using Cisco lOS for S/390 

Upgrade To Analyzer 3.6 For HP U/X lncl NFC 3.5 
Upgrade To Analyzer 3.6 For Sola ris lncl NFC 3.5 
Upgrade To Analyzer 3.6 For HP U/X lncl NFC 3.5 

FR-WPP75= Cisco lOS RSPx Series WAN Packet Protocols/Netflow License 
FR-IR75= Cisco lOS RSP Series lnterOomain Routing License 
FR75-AN2= Cisco lOS 7500 Series OBConn 
Cisco 7500 Series lOS Feature Licenses 
FR75-APPN= Cisco lOS RSPx Series APPN Upgrade 
FR75-BS-A= Cisco lOS RSPx Series Oesktop/IBM to Enterprise 
FR75-C-0S= Cisco lOS RSPx Series IP to IP/IPX/IBM 
FR75-C-BS= Cisco lOS RSPx Series IP to Oesktop/IBM 
FR75-C-A= Cisco lOS RSPx Series IP to Enterprise 
FR75-0S-BS= Cisco lOS RSPx IP/IPX/IBM to Oesktop/IBM 
FR75-0S-A= Cisco lOS RSPx IP/IPX/IBM to Enterprise 
FR75-40= Cisco lOS RSPx Encryption 40 Upgrade 
FR75-56= Cisco lOS RSPx Encryption 56 Upgrade 
FL75-H= Cisco lOS 7500 Series Firewaii/IOS Upgrade 
FL75-K2= Cisco (OS 7500 Series IPSEC 30ES Upgrade 
FL75-L= Cisco lOS 7500 Series IPSEC 56 Upgrade 
FL75-R1= Cisco lOS RSPx Series SNASwitch Upgrade 
FL75-N-R1= Cisco lOS 7500 Series APPN to SNASwitch Upgrade 

· FR-ITP-HSL= IP Transfer Point (ITP) High Speed Link (HSL) License 
Cisco 7500 Series lOS Feature Set Upgrades 
FR-ITP-M3UA/SUA= IP Transfer Point M3UA!SUA Functionality License 
FR-ITP-M2PA= IP Transfer Point M2PA Functionality Feature License 
Versatile Interface Processar Port Adapters (VIP2 and VIP4) 
PA-MC-8TE1+= 8 port multichannel Tl/El 8PRI port adapte r 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

2. Cisco 7200, 7400 and 7500 share many port adapters. Please se e Cisco 7200, 7400 and 7500 Series Port Adapters, 
page 1-34 for additional part numbers. 

· 3. Cisco 7400 and 7500 share many port adapters. Please se e Cisco7400 and 7500 Series Port Adapters, page 1-43 for 
additional part numbers. 

For More lnformation 

See the Cisco 7500 Series Web site: http://www.cisco.com/go/7500 

• Cisco 7500 Series 
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Cisco 7600 Series 
The Cisco 7600 Series combines optical WAN/MAN 
networking and high-volume Ethernet aggregation 
with a focus on line-rate delivery o f high-touch IP 
services in large data centers and at the edge of 
service provider networks. It provides customers the 
flexibility of three different form factors: Cisco 
7603, 7606, and 7609. As the most scalable system in 
the industry, each router offers the ability to deliver 
DSO to OC-48 WAN connectivity, and 10-Mbps 
Ethernet to 1 0-Gigabit Ethernet LAN connectivity in to Internet data center, 
metropolitan aggregation, WAN edge aggregation, and enterprise networking 
applic:Hions. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco 7603 

Cisco 7606 

Cisco 7609 

Key Features 

• 3 slot (horizontal) chassis 
• 32 Gbps backplane bandwidth 
• 15 Mpps forwarding rate 
• NEBs Compliant 

o 6 slot (horizontal) chassis 
• 160 Gbps backplane bandwidth 
o 30 Mpps forwarding rate 
o NEBs Compliant 

o 9 slot (vertical) chassis 
• 256 Gbps backplane bandwidth 
• 30 Mpps forwarding rate 
o NEBs Compliant 

• Hardware accelerated IP services on each Optical Services Module (OSM), 
delivering up to 6 Mpps per slot 

• 15 to 30 Mpps forwarding processar and up to 512MB DRAM for Internet routing 
• Modular and scalable from 32 Gbps to 256 Gbps switch fabric 
• One ofthe widest, most complete ranges ofWAN interfaces in the industry, with 

DSO to OC-48 connectivity 
• Leveraging the FlexWAN Module, 7x00 port adapters are shared with.the Cisco 

7200, 7300, 7400, and 7500 which simplifies sparing and protects customer 
investment in interfaces 

• Compatible with Catalyst 6500 LAN interfaces, offering 1 O Mbps Ethernet to 1 
Gbps 

Competitive Products 

ERX700, ERX 1400 
Black Diamond 6808 · 
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~ ~~·~7. ~~f~ur~e~--------~C_is_c_o_7_60_J __________ ~C~i_sc_o_7~6~0_6~~------~C_is_c_o~7~6_09~~-------
r- ~_, , ~iXed Ports None Same as Cisco 7603 Same as Cisco 7603 

-~ Expansion Slots 3 (horizontal) 6 (horizontal) 9 (vertical) 

WAN Interface Range OSO to OC-48 Same as Cisco 7603 Same as Cisco 7603 

Processar Supervisor Engine 2 w/MSFC2 and Same as Cisco 7603 Same as Cisco7603 
PFC2 

Forwarding Rate 

Backplane Capacity 

Flash PCMCIA Memory 

System ORAM Memory 

Minimum Cisco lOS 
Release 

Internai Power Supply 

Up to 15 Mpps 

32 Gbps 

16MB (expandable to 24MB) 

128MB (expandable to 512MB) 

12.1(8)AE3 

AC or OC (1000 W) 

Redundant Power Supply Yes 
Support 

Chassis Height 4RU 

Rack Mountable Yes, up to 10 per rack· 

Dimensions (HxWxD) 7 X 17.37 X 21.75 in. 

Up to 30 Mpps 

160 Gbps 

Same as Cisco 7603 

Same as Cisco 7603 

Same as Cisco 7603 

AC or OC (1000 W) 

Same as Cisco 7603 

7 RU 

Yes, up to 6 per rac k 

12.25 X 17.37 X 21.75 in. 

Selected Part Numbers and Ordering lnformation 1 

7609 Chassis Bundles 

Up to 30 Mpps 

256 Gbps 

Same as Cisco 7603 

Same as Cisco 7603 

12.1(8)(A)EX 

AC or OC (1300 or 2500 W) 

Same as Cisco 7603 

20 RU 

Yes, up to 2 per rack 

25.2 X 17.2 X 18.1 in. 

Cisco 7609 Systems 
CISC07609 
7609-AC-BUN 
7609-0C-BUN-2500W 
OSR-7609-AC 
OSR-7609-0C 

Enhanced 7609 Chassis, SUP2/MSFC2, 4000W AC P/S, 512MB ORAM 
Enhanced 7609 Chassis, SUP2/MSFC2, 2500W OC P/S, 512MB ORAM 
7609 Chassis, SUP2/MSFC2, 2500W AC P/S, 512MB ORAM 

Cisco 7606 Systems 
CISC07606 
7606-AC-BUN 
7606-0C-BUN 
CISC07606-CHASS 
Cisco 7603 Systems 
CISC07603 
7603-AC-BUN 
7603-0C-BUN 
CISC07603-CHASS 

7609 Chassis, SUP2/MSFC2, 2500W OC P/S, 512MB ORAM 

Cisco 7606 Chassis Bundle 
7606 Chassis, SUP2/MSFC2, 1900W AC P/S, PEM, 256MB ORAM 
7606 Chassis, SUP2/MSFC2, 1900W OC P/S, PEM, 256MB ORAM 
Cisco 7606 Chassis 

Cisco 7603 Chassis Bundle 
7603 Chassis, SUP2/MSFC2, 950W AC P/S, PEM, 256MB ORAM 
7603 Chassis, SUP2/MSFC2, 950W OC P/S, PEM, 256MB ORAM 
CISCO 7603 Chassis 

Cisco 7600 Optical Services Modules (OSMs) 
OSM-1 CHOC12/T1 -SI= 
OSM-12CT3!T1= 
OSM-1 CHOC48/T3-SS= 
OSM-1 CHOC12/T3-SI= 
OSM-1 OC48-POS-SI= 
OSM-1 OC48-POS-SL= 
OSM-1 OC48-POS-SS= 
OSM-20C12-ATM-MM= 
OSM-20C12-ATM-SI= 
OSM-20C12-POS-MM= 
OSM-20C12-POS-SI= 
OSM-20C12-POS-SL= 
OSM-4GE-WAN-GBIC= 
OSM-40C3-POS-SI= 
OSM-40C12-POS-MM= 
OSM-40C12-POS-SI= 
OSM-40C12-POS-SL= . 
OSM-80C3-POS-MM= 
OSM-80C3-POS-SI= 
OSM-80C3-POS-SL= 
OSM-160C3-POS-MM= 
·QSM-160C3-POS-SI= 
OSM-160C3-POS-SL= 
OSM-20C48/1 OPT-SS= 
OSM-20C48/1DPT-SI 

1-port CHOC-12/CHSTM-4 OSMIR, to OSO and T1/E1, w/4GE 
12-port Channelized OS-3 to OS-1/0S-0 
1-port CHOC-48/CHSTM-16 OSM, to T3/E3, SM-SR, with 4 GE 
1-port CHOC-12/CHSTM-4 OSM, to T3/E3, SM-IR, with 4 GE 
1-port OC-48/STM-16 SONET/SOH OSM, SM-IR, with 4 GE 
1-port OC-48/STM-16 SONET/SOH OSM, SM-LR, with 4 GE 
1-port OC-48/STM-16 SONET/SOH OSM, SM-SR, with 4 GE 
2-port OC-12/STM-4 ATM OSM, MM, with 4 GE 
2-port OC-12/STM-4 ATM OSM, SM-IR, with 4 GE 
2-port OC-12/STM-4 SONET/SOH OSM, MM, with 4 GE 
2-port OC-12/STM-4 SONET/SOH OSM, SM-IR, with 4 GE 
2-port OC-12/STM-4 SONET/SOH OSM, SM-LR, with 4 GE 
4-port Gigabit Ethernet Optical Services Module, GBIC 
4-port OC-3/STM-1 SONET/SOH OSM, with 4 GE 
4-port OC-12/STM-4 SONET/SOH OSM, MM, with 4 GE 
4-port OC-12/STM-4 SONET/SOH OSM, SM-IR, with 4 GE 
4-port OC-12/STM-4 SONET/SOH OSM, SM-LR, with 4 GE 
8-port OC-3/_STM-1 SONET/SOH OSM, MM, with 4 GE 
8-port OC-3/STM-1 SONET/SOH OSM, SM-IR, with 4 GE 
8-port OC-3/STM-1 SONET/SOH OSM, SM-LR, with 4 GE 
16-port OC-3/STM-1 SONET/SOH OSM, MM, with 4 GE 
16-port OC-3/STM-1 SONET/SOH OSM, SM-IR, with 4 GE 
16-port OC-3/STM-1 SONET/SOH OSM, SM-LR, with 4 GE 
2-port OC-48/STM-16 POS/OPT OSM, SM-SR, with 4 GE 
2~ port OC-48/STM-16POS/OPT OSM, SM-IR, with 4 GE 

• Cisco 7600 Series 
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OSM-20C48/1 DPT-SL= 
Cisco 7600 Line Cards 
WS-F6K-DFC= 
WS-X6348-RJ-45= 
WS-X6516-GBIC= 
WS-X6524-100FX-MM= 
WS-X6502-10GE= 
WS-X6816-GBIC= 
WS-X6548-RJ-21= 
WS-X6548-RJ-45= 
WS-X6516-GE-TX= 

2-port OC-48/STM-16 POS/DPT OSM, SM-LR, with 4 GE 

Distributed Forwarding Card 
Catalyst 6000 48-port 10/100, Upgradable to Voice, RJ-45 
Catalyst 6500 16-port GigE Mod: fabric-enabled (Req. GBICs) 
Catalyst 6500 24-port 100FX, MT-RJ, fabric-enabled 
Catalyst 6500 10 Gigabit Ethernet Base Module(Req OIM),Spare 
Catalyst 6500 16-port GigE mod, 2 fab l/F w/DF, (Req GBICs) 
Catalyst 6500 48-port 10/100, RJ-21, fabric-enabled 
Catalyst 6500 48-port 10/100, RJ-45, x-bar 
Catalyst 6500 16-port Gig/Copper Module, x-bar 

Cisco 7600 Memory Options 
MEM-OSM-64M= 64MB ECC Memory for Optical Services Modules 
MEM-OSM-128M 128MB ECC Memory for Optical Services Modules 
MEM-OSM-256M 256MB ECC Memory for Optical Services Modules 
MEM-OSM-512M 512MB ECC Memory for Optical Services Modules 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels . 

For More lnformation 

See the Cisco 7600 Series Web site: http://www.cisco.com/gofl600 

Cisco 10000 Series 
The Cisco 10000 Series is the industry's only 
edge router that delivers consistent, high 
performance services for carriers deploying 
IP, MPLS, and broadband services to DSL and 
private line customers. Coupled with proven 
high availability and innovative adaptive 
network processing technology, the Cisco 
10000 Series is uniquely designed to meet the 
service needs of carriers up to DS3/E3 aggregation speeds. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Cisco 10008 

Key Features 

• Broadband features including PPP over ATM, PPP over Ethernet, routed bridge encapsulation, and Layer2 
Tunneling Protocol 

• MPLS, MPLS VPN, and MPLS Quality of Service edge features 
• leased line features such as seamless integration from a dedicated access environment (TOM or 

SONET/SDH) to the ATM core. 

• Industry-leading high availability-nonstop performance, with a complete set of 
reliability features for high availability (99.999 percent uptime). Full hardware 
redundancy, hot-swappable elements, and seamless route processar cutover 
provide continuous traffic forwarding. 

o 

• Lowest total cost o f ownersl;lip-the Cisco 10000 offers the highest leased-line, 
ATM, frame , and broadband session densities on a single platform, and its~~~~~~AA;;=;:;~ 
reliability reduces network downtime and operational expenses 

• Broad portfolio of line-rate IP sessions-critical service features, such as 
MPLS, Multilink PPP, and ACLs are hardware accelerated to deliver exc 
throughput for every connection 

Cisco 10000 SerieJ . 
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h try-leading session density- the Cisco 10000 supports thousands o f DSO, 
1 connections, or hundreds of clear-channel DS3 connections on a single 

~'átform, providing the highest port density of DS3-and-below interfaces -----
Competitive Products 
• Redback: SMS-10000 • Unisphere: ERX700, ERX1400 
• Juniper: M5, MlO, M20 

Specifications 

Feature Cisco 10008 
Fixed Ports None 

Expansion Slots 8 (for interfaces) 

WAN Interface Range DSOto DC-12 

Processo r Cisco PXF Processar 

Forwarding Rate 10005Up to approximately 6 Mpps 

Backplane Capacity . 51.2 Gbps 

Flash PCMCIA Memory 48MB (expandable to 128MB) 

System ORAM Memory 512MB 

Minimum Cisco lOS Release 12.0(9)SL 

Internai Power Supply AC or DC, dual option 

Redundant Power Supply Yes, for both AC and DC 

Chassis Height 13RU 

Rack Mountable Yes, up to 3 per rack 

Dimensions (HxWxD) 21.75 X 17.5 X 12 in. 

Selected Part Numbers and Ordering lnformation 1 

Cisco 10008 Pricing Bundles 
ESR10008-1P1AC 
ESR10008-1 P1AC+6 
ESR10008-1 Pl DC 
ESR10008-1 Pl DCt6 
ESR10008-1 P1ACt4CH 
ESR10008-1 P1DCt4CH 
ESR10008-2P2AC 
ESR10008-2P2ACt6 
ESR10008-2P2DC 
ESR10008-2P20Ct6 
ESR10008-2P2ACt4CH 
ESR10008-2P20Ct4CH 
ESRl 0008-1 Pl DC-SK 
Cisco 10005 Pricing Bundles 
ESR10005-1 PlAC 
ESR10005-1P1DC 
ESR10005-1 P1AC+6 
ESR10005-1 Pl DCt6 
ESR10005-1 P1ACt4CH 
ESR10005-1 P10Ct4CH 
ESR10005-2P2AC 
ESR10005-2P2DC 
ESR10005-2P2ACt6 
ESR10005-2P20Ct6 
ESR10005-2P2ACt4CH 
ESR10005-2P20Ct4CH 
ESR 1 0005- CHAS= 
ESR-PREl 

ClOOOO 8-slot chassis, 1 PRE, 1 AC PEM 
ClOOOO 8-slot chassis,! PRE, 1 AC PEM,1CT3 module 
ClOOOO 8-slot chassis, 1 PRE, 1 DC PEM 
ClOOOO 8-slot chassis, 1 PRE, 1 DC PEM,l CT3 module 
ClOOOO 8-slot chassis, 1 PRE, 1 AC PEM, 1 CH STM-1 Module 
ClOOOO 8-slot chassis, 1 PRE, 1 DC PEM, 1 CH STM-1 Module 
ClOOOO 8-slot chassis,2 PAEs, 2 AC PEMs 
ClOOOO 8-slot chassis,2 PAEs, 2 AC PEMs, 1 CT3 module 
ClOOOQ 8-slot chassis,2 PREs, 2 DC PEMs 
ClOOOO 8-slot chassis,2 PAEs, 2 DC PEMs, 1 CT3 module 
ClOOOO 8-slot chassis, 2 PAEs, 2 AC PEMs, 1 CH STM-1 Module 
ClOOOO 8-slot chassis, 2 PREs, 2 DC PEMs, 1 CH STM-1 Module 
ESR10(!08 BBA Starter Kit with PREl, DC, 4-port OC3, GE 

ClOOOO 5-slot chassis, 1 PRE, 1 AC PEM 
ClOOOO 5-slot chassis, 1 PRE, 1 DC PEM 
ClOOOO 5-slot chassis, 1 PRE, 1 AC PEM, 1 CT3 Module 
ClOOOO 5-slot chassis, 1 PRE, 1 DC PEM, 1 CT3 Module 
ClOOOO 5-slot chassis, 1 PRE, 1 AC PEM, 1 CH STM-1 Module 
ClOOOO 5-slot chassis, 1 PRE, 1 DC PEM, 1 CH STM-1 Module 
ClOOOO 5-slot chassis, 2 PAEs, 2 AC PEMs 
ClOOOO 5-slot chassis, 2 PAEs, 2 DC PEMs 
ClOOOO 5-slot chassis, 2 PAEs, 2 AC PEMs, 1 CT3 Module 
ClOOOO 5-slot chassis, 2 PAEs, 2 DC PEMs, 1 CT3 Module 
ClOOOO 5-slot chassis, 2 PAEs, 2 AC PEMs, 1 CH STM-1 Module 
ClOOOO 5-slot chassis, 2 PREs, 2 DC PEMs, 1 CH STM-1 Module 
ClOOOO 5-SLOT CHASSIS, INCL. 5xDS3 EXT CRD.ALM CRD,BWR,SPARE 
Performance Routing Engine, 512 ORAM and 32M Flash 

• Cisco 10000 Series 
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Cisco 111000 Series Memory Options 
ESR-PRE-MEM-FD48 ClOOOO PRE 48M Flash Disk (default) 
ESR-PRE-MEM-FD128 
ESR10005-PWR-AC 
ESR10005-PWR-DC 
ESR-PWR-DC= 
ESR-PWR-AC 
ESR-PWR-AC/R 
ESR1 0005-PWR-AC= 
ESR10005-PWR-AC/R 
ESR10005-PWR-DC/R 
CAB-DS-ACE 
CAB-DS-ACI 
CAB-DS-ACJ-TWLK 
CAB-DS-ACU 
CAB-DS-120VAC 
ESR-24CT1/E1 
ESR-8E3/DS3 
ESR-6CT3 
ESR-1GE • 
ESR-GBIC~SX 

ESR-GBIC-LHLX 
ESR-GBIC-ZX 
ESR-40C3ATM-SM 
ESR-1COC12-SMI 
ESR-1 OC12/P-SMI 
ESR-1 OC12ATM-SM 

ClOOOO PRE 128M Aash Disk option 
AC Power Entry Module 
DC Power Entry Module 
DC PDWER ENTRY MODULE FOR ESR10008 
AC power entry module for ESRl 0008 
Redundant AC power entry module for ESR10008,spare 
AC POWER ENTRY MODULE, SPARE 
Redundant AC Power Entry Module 
Redundant DC Power Entry Module 
Power Cables for AC Power Option, European 
Power Cables for AC Power Option, ltalian 
Power Cables for AC Power Option, Japan 
Power Cables for AC Power Option, UK 
Cisco 120 VAC Power Cable, US 
24port Channelized E1{Tlline Card 
8 port clear channel E3/DS3line Card 
6 port channelized T31ine card 
1 pt Gigabit Ethernet line card (requires a GBIC) 
1000base-SX GBIC, multimode,standardized for ESR 
1000base-LH GBIC,singlemode,standardized for ESR 
1000base-ZX GBIC,singlemode,standardized for ESR 
4 Port OC3/STS3c/STM1c ATM line Card, single mode 
1 pt Ch0C12 (STS12) line card, single mode intermed. reach 
1 pt OC12/STS12c/STM4 POS, single mode, int reach 
1 pt OC12/STM4 ATM line Card, Single-Mode 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco 10000 Series Web site: http://www.cisco.com/go/10000 

Cisco 10720 Series 
The Cisco 10720 Internet Router is a 
high-performance router and a principie 
building block in the metro IP network. It 
enables service providers to offer innovative 
and differentiated IP services to their 
customers at optical speeds. Equipped with 
Ethernet technology for customer access and the innovative Dynamic Packet Transport 
(DPT)/RPR (Resilient Packet Ring) technology or Packet over SONET (POS) for 
metro optical connectivity, the Cisco 10720 allows service providers to offer IP 
services closer to the user, enabling them to better control admission to network 
resources. This allows service providers to bypass traditional DS 1 and DS3 access options. 
The dual counter rotating ring technology o f DPT is also cost effective, since it uses both 
rings and can be deployed over dark fiber and still maintain the less than 50ms restoration 
common in SONET/SDH systems. For multiservice applications, DPT can also be 
deployed over traditional SONET/SDH ADMs and wavelength division multiplexing 
(WDM) systems. 
The Cisco 10720 is a cost-effective, reliable platform that not only supports the full 
suite of IP routing protocols such as IS-IS, OSPF and BGP, but also allows~~~~~~~~~ 
IP features to be introduced efficiently, without compromising on 
Although primarily designed for high-speed Internet services for multi 
business-park applications in the metro, the Cisco 10720 Internet Router i 
suitable for a range of other applications such as: Internet data center appl 
intra-POP aggregation, cable multisystem operator (MSO) internetworkin 

. voice-over-IP (VoiP) aggregation. 

Cisco 10720 Series 
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Cisco 10720 Internet 
Router 

Key Features 

Chapter 1 Routers 

When a Customer Needs These Features 

• Any servi c e provi der planning to offer high-performance IP services as part of thei r business strategy 
by extending IP further out into the network 

• Any servi c e provider wanting to simplify their current network and implement the simplli, scalable, 
reliable features oi DPT technology while maximizing fiber usage 

• Any customer already using DPT technology in their network, most likely with DPT cards on the 12000 
Internet Router 

• Metro Ethernet Services such as L2 and L3 VPN with FE/GE hand off to the Customer and 50ms 
restoration over dark liber using DPT. 

• Equipped with Redundant Power Supply by default 
• SRP specific features-IPS with <50 ms restoration time and SRP MIB support 
• Multicast support including PIM SM, PIM DM, MBGP 
• L2 VPN- UTI, L2TPv3 and EoMPLS for Layer 2 to Layer 2 LAN extension; L3 

VPN MPLS V'PN 
• QoS-Modular QoS CLI, CAR, WRED, VTMS traffic shaping, and access lists 
• Ethemet features-MDI-MDI-X support, 10/100 speed auto-negotiation, 

HDX-FDX negotiation and time delay reflectometry (TDR) for 10/lOOBaseTX 
• Hot Standby Routing Protocol (HSRP)/Multiple Hot Standby Routing Protocol 

(MHSRP) 
• 64-MB built-in Flash for software and configuration load 
• Optical receive power monitoring support on OC-48/STM-16 Interface and GE 
• Supported management information bases (MIBs) include SNMP, SRP, SONET, 

Etherlike, OSPF 

Competitive Products (vs. Cisco's Metro IP RPR Solution using the 10720) 

• Extreme Summit: 48/Biackdiamond comb for GigE Hub & Spoke • Riverstone: RS3000/RS8600 combo for GigE Hub & Spoke 

Specifications 

Feature 
Security Features 

Management 

Physicallnterfaces 

Dimensions 

Cisco 10720 
lncluding AAA, RADIUS authentication, TACACS+, and encrypted passwords 

Cisco IDS CU 
TACACS+ and RADIUS 
Configuration and administration features including Telnet and Cisco Discovery Protocol (CDP) 
Serial (aux) and console ports for local and remote administration 
Remote softWare download via TFTP and RCP 
IP over DCC for remote management oi the Cisco DNS 15104 OC-48/STM-16 Optical Regenerator, where 
applicable 

Uplink Modules: 2-port single-mode OC-48c/STM16c DPT (SR 2 km (1.2 miJes), IR 15 km (9.3 miJes), LR1 
40km (24 miJes) and LR2 80km (50miles) 
Interface Modules-The Cisco 10720 Internet Router h as two dedicated slots for interface 
modules-modules are not interchangeable or hot swappable: 
• Upper slot is dedicated for DPT or POS Uplink module equipped with two physical ports oi 

OC-48c/STM16c that provide an aggregate bandwidth oi approximately 5 Gbps. The cards are available 
in two four versions oi optics, short reach (SR) and intermediate reach (IR), Long Reach1 (LR1) and Long 
Reach2 (LR2) with two small form-factor OC-48 ports with LC connectors. 

• A third option for the upper slot is the CON-AUX module, which is a depopulated uplink card equipped 
with Console and Auxiliary ports only; this allowsthe conliguration ofthe 10720 as an "Ethernet Router" 
allowing the use oi one or more oi the Ethernet ports in the lower slot for network connectivity 

• Lower slot is dedicated for 24-port Fast Ethernet module-available in TX (100m reach), FX-MM (2 km 
reach) or FX-SM (15 km reach). The TX moduleis equipped with RJ-45 connectors while the FX-SM and 
FX-MM modules are equipped with MT-RJ connectors. 

• Also available is a combination 4 Gigabit Ethernet with Small Form Factor Plug-able (SFP) Optics 
available in SX 550m and LH 10km plus an additional8 Ports oi Fast Ethernet 10/1 00 TX Copper ports. 

The TX and the FX-MM versions oi the 24-port Fast Ethernet modules accommodate copper or multimode 
fiber deployments within MTUs and the FX-SM allows for deployment oi the Cisco 10720 Internet Router 
in a centrallocation covering Ethernet connectivity to buildings for a radius oi up to 15 km. 

3.5 X 17.25 X 18.25 in. (8.9 X 43.81 X 46.35 em) 

• Cisco 10720 Series 
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Selected Part Numbers and Ordering lnformation 1 

Cisco 10700 Series 
CISC010720-AC-A 
CISC010720-DC-A 
10720-FE-TX 
10720-FE-FX-MM 
10720-FE-FX-SM 
1 0720-GE-FE-TX 
10720-SR-LC 
10720-IR-LC 
1 0720-LRl-LC 
10720-LR2-LC 

Cisco 10720 Internet Router with dual AC power supply 
Cisco 10720 Internet Router with dual DC Power Supply 
24-port 10/100 Ethernet Access Module-RJ45 connectors 
24-port 100Mbps Multimode Rber Ethernet Access Module 2km-MTRJ conneci ors 
24-port 100Mbps Single mode Fiber EthernetAccess Module 15km-MTRJ connectors 
4-port 100Mbps SFP GE with 8-ports of 10/100 Ethernet TX-RJ45 
OC-48c/STM-16c SRP Short Reach (2km) Uplink Module-LC connectors 
OC-48c/STM-16c SRP lntermediate Reach (15km) Uplink Module-LC connectors 
OC-48c/STM-16c SRP Long Reach 1 (40km) Uplink Module- LC 
OC-48c/STM-16c SRP Long Reach 2 (80km) Uplink Module-LC connectors 

10720-CON-AUX Console and Auxiliary port that fits in the Upper Slot 
10720-SR-LC-POS OC-48c/STM-16c POS Short Reach (2km) Uplink Module-LC connectors 
10720-IR-LC-POS OC-48c/STM-16c POS lntermediate Reach (15km) Uplink Module-LC connectors 
10720-LR1-LC-POS OC-48c/STM-16c POS Long Reach 1 (40km) Uplink Module- LC 
10720-LR2-LC-POS OC-48c/STM-16c SRP Long Reach 2 (80km) Uplink Module-LC connectors 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restritted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco 10720 Internet Router Web site: http://www.cisco.com/go/10700 

Cisco 12000 Series 
The Cisco 12000 Series Internet Router 
is parto f Cisco 's family o f multimillion 
packets-per-second (mpps) IP and 
MPLS routing platforms for building 
profitable networks in today's 
communications economy. The Cisco 
12000 Series is the premier high-end 
routing platform for service provider 

• 

backbone and edge applications, enabling service providers to meet the challenge of 
building packet networks to satisfy services demand while increasing profitability. 
The Cisco 12000 Series offers the only portfolio of 10 Gbps per slot systems and 
interfaces (including Packet over SONET [POS], Dynamic Packet Transport/Resilient 
Packet Ring [DPT/RPR] , and Gigabit Ethernet [GbE]), delivering lOG economies of 
scale anywhere in the network. The Cisco 12000 Series provides the highest reliability, 
the richest set of service enablers, the lowest total cost of ownership, and the only 
proven investment protection, including systems that can be upgraded in the field to 
increase "switching capacity. This innovative combination of features and capabilities 
enables service providers to build the most competitive IP and MPLS networks. 

.. 3 7 o 1 
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Cisco 12000 Manager 

Key Features 

When a Customer Needs These Features 

o 10 Gbps/slot, from 80 to 320 Gbps of non-blocking switching capacity 
o Support for high-density, high-speed interfaces: ATM, DPT!RPR, PDS, GbE/FE ranging from channelized 

DS3 (to DSl) through OC-192c/STM-64c 
o 410G platforms to choose from: 12416,320 Gbps, 16 slots, 40 RU; 12410, 200 Gbps, 10 slots, 20 RU; 12406, 

120 Gbps, 6 slots, 10 RU; 12404,80 Gbps, 4 slots, 5 RU 
o Support for industry-leading OoS/CoS features ideal for peering, transit, POP consolidation, and lO C 

bandwidth aggregation as well as latency-sensitive applications like voice and vídeo 
o Support for IP or MPLS forwarding 
o Support for hundreds of thousands of routes 
o Proven carrier- class reliability and availability through enhanced features such as Online lnsertion and 

Rem oval, High Availability (RPR+, NSF and SSO) and APS/MPS 

o 2.5 Gbps/slot, from 40 to 80 Gbps switching capacity 
o Supportfor high-density, high-speed interfaces: ATM, DPT/RPR, POS, GbE/FE ranging from channelized 

DS3 (to DSl) through OC-48c/STM-16c 
o 3 chassis to choose from: 12016, 80 Gbps, 16 slots, 40 RU; 12012, 60 Gbps, 12 slots, 32 RU; 12008, 40 Gbps, 

8 slots, 14 RU 
o The 120161nternet Router is upgradeable to 320 Gbps via an easy, field-installed switch fabric upgrade 

kit-no need to pu li out existing line cards 

o An element management solution to increase service velocity and decrease operation costs 

• Proven investment protection, offering full forward compatibility for allline 
cards, and the only high-end system with a modular, replaceable switch fabric for 
field-installed capacity upgrades 

• Only fully distributed system architecture scales to the edge, supporting 
backbone- or edge-optimized line cards in the same chassis 

• Only platform that maximizes the value o f line-rate edge applications with 1 OG 
uplinks. By deploying Cisco 12000 Series IP Services Engine (ISE) line cards in 
Cisco 12400 Internet Routers, Service Providers benefit from line cards optimized 
for edge applications, while removing the bandwidth bottleneck with full 1 O Gbps 
uplinks using cost-effective VSR optics or 10 GbE for intra-POP connections. 

• The only complete priority packet delivery solution set 
• Industry 's only complete IP QoS and congestion control implementation that 

uniquely enables premium real-time services such as VoiP and video. Its 
distributed architecture and class of service features such as priority based 
congestion control (WRED) and dedicated low latency queuing (MDRR), along 
with virtual output queuing (VoQ), elimina te head o f line blocking (HOL) and 
maintain packet sequence integrity under all conditions 

• Non-service-impacting online insertion and removal (OIR) of components 
(including switch fabric cards) and front accessibility reduce downtime and 
simplify maintenance 

• High availability features such as Cisco Non Stop Forwarding (NSF) and Cisco 
Stateful Switchover (SSO) eliminate single points offailure, help maintain system 
performance, and prevent service interruption. With these features, packet 
forwarding remains uninterrupted before, during and after a route processar 
switchover on the Cisco 12000 Series. Coupled with OIR, the faulty route 
processar can be replaced without affecting operation 

• Designed for NEBS compliance to meet service provider carrier-class 
requirements 

• Cisco 12000 Series 
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• Juniper: T640, M160, M40E, M40, and M20 • Aviei: Stackable Switch Router (SSR) , _ , -~\ (_; 1 

Specifications 

Feature 
Switching 
Capacity 

Capacity per slot 
(full duplex) 

Chassis Size 

Chassis Slots 

Supported Line 
Cards 

Supported 
Protocols 

Management 

Dimensions 

Cisco Cisco Cisco Cisco Cisco 
12008 12012 12016 12404 12406 
40 Gbps 60 Gbps 80 Gbps 80 Gbps 120 Gbps 

2.5 Gbps 2.5 Gbps 2.5 Gbps 10 Gbps 10 Gbps 

1/3 Rack Full Rack Full Rack 1/8 Rack 1/4 Rack 

8 12 16 4 6 

Ali Cisco 12000 Same as All2.5 Gbps Same as Same as 
Series 2.5 Gbps Cisco 12008 line cards plus Cisco 12416 Cisco 12416 
line cards 

See Part 
Numbers and 
Ordering 
lnformation 

1Pv4, MPLS, 
BGPv4, IS-IS, 
OSPFv. 2.0, 
EIGRP. RIP v2, 
IGMP.PIM 
(dense and 
sparse mode) 

CU, SNMP, 
Cisco 12000 
Manager 

24.85 X 17.4 X 
21.2 in. (63.1 x 
44.2 x 53.8 c m) 

ali lO Gbps 
line cards when 
upgraded 

Same as Same as Same as Same as 
Cisco 12008 Cisco 12008 Cisco 12416 Cisco 12416 

CU, SNMP, CU, SNMP, CU, SNMP, CU, SNMP, 
Cisco 12000 Cisco 12000 Cisco 12000 Cisco 12000 
Manager Manager Manager Manager 

56 X 17.3 X 21 in. 72.5 X 18.75 X 24 8.75 X 18.9 X 18.5 X 18.9 X 28 
(142.2 X 43.9 X in. (184.2 X 27.5 in. (22.23 X in. (47 X 48 X 
53.3 em) 47.6 x 61 cm)2 48.01 x 69.85 71.1 cm)3 

em) 

Cisco 
12410 
200 Gbps 

10 Gbps 

1/2 Rack 

10 

Same as 
Cisco 12416 

320 Gbps1 

10 Gbps1 

Full Rack 

16 

Ali Cisco 12000 
Series Line 
Cards 

Same as 1Pv4, MPLS, 
Cisco 12416 BGPv4, IS-IS, 

OSPF v. 2.0, 
EIGRP. RIP v2, 
IGMP.DVMRP. 
PIM DM/SM 

CU, SNMP, CU, SNMP, 
Cisco 12000 Cisco 12000 
Manager Manager 

37.5 X 19 X 24 72.5 X 18.75 X 24 
in. (95.25 x 48.26 in. (184lx 47.6 x 
x 61 cm)4 61 em) 

1. The Cisco 12016 may be field upgraded to a Cisco 12416 via a Switch Fabric Upgrade kit, providing 1 O Gbps full 
duplex capacity per slot, for an overall320 Gbps switching capacity 

2. lncludes power, front cover, rack mount flanges, and cable-management system 
3. lncludes rack-mount flanges, power entry module pullouts, blower, and handle 
4. lncludes cable-management system and front cover 

Selected Part Numbers and Ordering lnformation 1 

Cisco 12000 Series of Gigabit Switch Routers (GSR) 
GSR6/120-AC GSR6!120 w/ lGRP, 3SFC, 1 CSC, 2Aiarms & 1 AC Power Supply 
GSR6/120-DC GSR6/120 w/ 1 GRP. 3SFC, 1 CSC, 2Aiarms & 1 DC Power Supply 
GSRS/40 Cisco12008 GSR 40Gbps;1 GRP.l CSC-GSR8,3SFC-GSR8, 1 DC 
GSRI0/200-AC Cisco 12410 200 Gbps; 1 GRP, 2 CSC, 5 SFC, 2 Alarm, 2 AC 
GSR10/200-DC Cisco 12410 200 Gbps; lGRP. 2 CSC, 5 SFC, 2Aiarm, 2 DC 
GSR12/60 Cisco12012 GSR 60Gbps;1 GRP,1 CSC,3SFC,1 DC 
GSR4/80-AC GSR12404- 4 slot AC System 
GSR4/80-DC 
GSR16/80-AC-8R 
GSR16/80-AC4-8R 
GSR16/80-DC-8R 
GSR16/320-AC 
GSR161320-AC4 
GSR161320-DC 
Cisco 12000 Series Processors 
GRP-B 
GRP-B/R 
PRP-1 
PRP-1/R 

GSR12404- 4 slot DC System 
Cisco 12016 80 Gpbs; 1 GRP, 2CSC, 3SFC, 2Aiarm, 3AC, 8Rails 
Same As GSR16/80-AC-8R But W/ 4AC And Requires 8 Foot Rack 
Cisco 12016 80 Gpbs; 1GRP, 2CSC, 3SFC, 2Aiarm, 4DC, 8Rails 
Cisco 12416 320 Gbps; 1GRP, 2CSC, 3SFC, 2Aiarm, 3AC, 8Rails 
Same As GSR16/320-AC-8R But W/ 4 AC And Requires 8 Foot Rack 
Cisco 12416 320 Gbps; 1 GRP, 2CSC, 3SFC, 2Aiarm, 4DC, 8Rails 

Route Processar, 128MB and 20MB Flash, ECC support 
GSR Route Processar, Redundant Option 
Cisco 12000 Series Performance Route Processar 
Redundant PRP-1 chassis upgrade option, factory only 

Cisco 12000 Series 

--
Fls: - -

Doe: 
31 01 



~ · 
~ '\çisco 12000 Series Line Cards 
f_ , le-40e3/POS-SM 

I Le-40e3/POS-MM 
/ Le-10e12/POS-SM 

~ .1; Le-10e12/ATM-MM 
7;·, _ !Y-' Le-10e12/ATM-SM 
---- Le-10C12/POS-MM 

eHOe48/0S3-SR-Se 
2eHOe3/STM1-IR-Se 
4eHOe12/DS3-I -SeB 
40e3/ATM-IR-Se 
40e3/ATM-MM-Se 
40e3/POS-LR-Se 
40e12/ATM-IR-Se 
40e12/ATM-MM-Se 
40e12/POS-MM-Se-B 
40e12X/POS-M-Se-B 
40e12/POS-IR-Se-B 
40e12X/POS-I-Se-B 
40e48/SRP-SFP= 
40e48EJPOS-LR-Se 
40e48EJPOS-SR-Se 
80e03/ATM/TS-IR-B 
80e03/ATM/TS-MM-B 
Oe12/SRP-IR-Se-B 
Oe12/SRP-LR-Se-B 
Oe12/SRP-MM-Se-B 
Oe12/SRP-XR-Se 
Oe48/SRP-LR-Se-B= 
Oe48/SRP-SR-Se-B= 
Oe48EJPOS-LR-Se-B= 
Oe48EJPOS-SR-Se-B= 
Oe48xtPOS-LR-Se 
Oe48X/POS-SR-Se 
80e3/POS-MM= 
80e3/POS-SM= 
1X10GE-LR-Se= 
160e3/POS-MM= 
160e3/POS-SM= 
160e3X/POS-I-Le-B 
EPA-GEJFE-BBRD 
EPA-3GE-SX/LH-Le 
3GE-G81e-se 
GE-G81e-se-8 
G81e-SX-MM 
G81e-LH-SM 
GBie-ZX-SM 
6eT3-SM8 
GLe-LH-SM 
GLe-SX-MM 
6DS3-SM8-8 
6E3-SM8 
12DS3-SM8-8 
12E3-SM8 
eHOe12/STS3-IR-Se= 
Le-Oe12-DS3 
8FE-FX-Se-8 
8FE-TX-RJ45-8 
Oe192/POS-IR-Se 
Oe192/POS-SR-Se 
Oe192/POS-VSR 
OC192EJPOS-VSR 
OC192EJPOS-IR-SC 
Oe192EJPOS-SR-SC 
Oe192/SRP-VSR 
Oe192/SRP-IR-SC 
OC192/SRP-SR-SC 

4port Oe3/STM1 Packet Over SONET/SDH Line Card, Single-Mode 
4port Oe3tSTM1 Packet Over SONET/SDH Line Card, Multi-Mode w 
1port OC12/STM4 Packet Over SONET/SDH Line eard, Single-Mode 
1 port Oe12/STM4 ATM Line Card, Multi-Mode 
1 port Oe12/STM4 ATM Line eard, Single-Mode 
1 port Oe12/STM4 Packet Over SONET/SDH Line Card, Multi-Mode 
1 port channelized oC-48 to DS3 
ehannelized Oe3/STM1 -> DS1/E1 , 2 ports lntermediate Reach 
4 PORT eHANNELIZED 0e12 8 
4 port Oe3/STM1 ATM Line Card intermediate reach 
4 port Oe3/STM1 multimode ATM I in e card 
4 port oe-3/STM1 SONET/SDH Long Reach LC with se connector 
4 port OC-12/STM4 ATM LC lntermediate Reach 
4 port OC-12/STM4 ATM Line Card multimode 
40C12/POS-MM-Se-8 
4-port OC12/POS Eng3 Multi-mode 
40C12/POS-IR-Se-8 
4 PORT OC12 POS 8 
4 Port Oe48c/STM16c SRP Linecard, SFP Optics 
Edge 4 Port OC-48c/STM-16c SONET/SDH LR with SC 
Edge 4 Port OC-48c/STM-16c SONET/SDH SR with SC 
8-port OC03/STM1 ATM IR Le with SC connector 
8-port OC03/STM1 ATM MM Le with Se eonnector 
0e12 SRP IR line card 
OC12 SRP LR line card 
OC12 SRP MM line card 
oe12 SRP single ring linecard, single mode 1550, XR 
Oe48 SRP Rev-8 Line Card, Single Mode, Long Reach 
OC48 SRP Rev-8 Line eard, Single Mode, Short Reach, GSR 
1 Port Oe-48c/STM-16c SONET/SDH 1550nm LR with Se 
1 Port Oe-48c/STM-16c SONET/SDH 1310nm SR with SC, GSR 
CONCATENATED Oe48 WITH EXTENDED FEATURES LONG REACH 
1 port Oe48 POS Extended features 
8 port Oe3/STM1 SONET/SDH Multi-ModeLe with MTRJ conn Spare 
8 port OC3/STM1 SONET/SDH Single-Mode Le with Le conn Spare 
Cisco 12000 1-Port 10GE eard, 1310nm serial, 10km, Se 
16 port OC3/STM1 SONET/SDH Multi-ModeLe with MTRJ conn 
16 port OC3/STM1 SONET/SDH Single-Mode LC with Le conn Spare 
16 PORT Oe3 WITH EXTENDED FEATURES RELEASE 8 
Cisco 12000 Modular GE 8aseboard w/1GE and 3 EPA Slots 
Cisco 12000 3-Port GE Port Adapte r for EPA-GEJFE-88RD 
GSR12000 three-port GE line card 
GSR12000 single port Gigabit Ethernet line card 
1000base-SX G81e module, multimode,standardized for GSR12000 
1000base-LH GBie module,singlemode,standardized for GSR12000 
G81e very long reach G81C module for the GE line card 
Channelized T3 for the GSR 
GE SFP. Le connector LH transceiver 
GE SFP. LC connector SX transceiver 
6DS3-SM8-8 w/ ECC 
E31ine card, 6 ports 
12DS3-SM8-8 w/ ECe 
E31ine card, 12 ports 
Channelized OC-12/STM-4 with four STS-3c/STM-1 POS paths 
1 port ehannelize OC-12 with 12 DS3s 
GSR 8-port 100baseFX, SC connector, version 8 
8-port 100baseTX, RJ45 connector type, version 8 
1 Port OC192c/STM64c POS, 1550nm IR, SC 
1 Port OC192c/STM64c POS, 1310nm SR, Se 
1 Port Oe192c/STM64c POS, VSR Optics 
1 Port Oe192c/STM64c POS Edge Card, VSR Optics 
1 Port OC192c/STM64c POS Edge Card, 1550nm IR, SC 
1 Port OC192c/STM64c POS Edge Card, 1310nm SR, SC 
1 Port OC192c/STM64c SRP Linecard, 850nm VSR, MTP 
1 Port Oe192c/STM64c SRP Linecard, 1550nm IR, SC 

Cisco 12000 Series 
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4GE-SFP-LC= 4 port-GE line card for Cisco 12000 
Cisco 12000 Series Pluggable Optic Modules 
POM-OC48-LR2-LC 1-port OC-48/STM-16 Pluggable Optic Module, 1550nm SM-LR2 LC 
POM-OC48-SR-LC 1-port OC-48/STM-16 Pluggable Optic Module, 1310nm SM-SR LC 

1. Some parts have restricted access orare not available through distribution channels. 

For More lnformation 
See the Cisco 12000 Series Web site: http://www.cisco.com/go/12000 

Cisco SN 5400 Series 
Storage Router 
The Cisco SN 5400 Series implements the 

• 

iSCSI protocol to extend access o f a Fibre Channel fabric and attached storage devices 
to IP servers. iSCSI (internet SCSI) combines the benefits ofthe TCP/IP protocol suite 

• 
with SCSI, the universal standard for storage access. By utilizing iSCSI, the SN 5400 
Series extends a Fibre Channel storage network to lower priced/lower performance 
servers in a data center and departmental servers located throughout the campus and 
enterprise. With the SN 5428, access to a Fibre Channel Storage Area Network (SAN) 
from anywhere on an IP network is as easy as accessing direct attached storage. 

Whento Sell 

Sell This Product 

Cisco SN 5428 

Key Features 

When a Customer Needs These Features 

o When a customer is moving from a DAS (Direct Attached Storage) environment to a SAN (Storage Are a 
Network) and they do not already h ave a Rbre Channel switch, the SN 5428 provides a Fibre Channel 
switch and i SCSI ports to deliver a one system solution. 

o When the customer wants only a full function Fibre Channel switch, the SN 5428 is a very cost effective, 
low latency switch that will perfectly fita Fibre Channel only implementation 

o When the customer h as block levei applications and wants to maintain block levei access to shared 
storage combined with IP/Ethernet for a substantial reduction in attachment costs. 

• Provides leveis of security and access control beyond what is currently available 
in traditional storage area networks by including layer 2 and layer 3 protection to 
resist against unauthorized access to your storage resources 

• Uses the TCP/IP protocol suite for storage networking which protects your 
existing investment in storage and networking infrastructure 

• Fully integrates existing management and configuration tools 
• Based on industry standards, maximizes your investment and enables you to 

reduce total cost o f ownership for the increasing storage demands on your network 
• Uniquely provides standard IP networking capabilities to storage environments 
• SN 5428: Designed for high-availability providing continuous access to criticai 

data; Extensive security features to protect valuable storage resources; and, Full 
breadth of iSCSI drivers 

_c_om __ p_et_it_iv_e_P_r_o_d_uc_t_s ______________ ~~----------------~-~_c_~~~~-~-~7~~~~ 
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~isco SN 5428 Storage Router 
SN5428 The SN 5428 provides two Gigab1t Ethernet ports, supporting iSCSI, for connection to standard IP networks 

and eight Fibre Channel fabric switch ports. 
Cisco SN 5428 Drivers & Firmware 
SN5428-FW-2.x Cisco SN 5428 Firmware: 2.2.x minimum (2.2.1 minimuml 
SN-ISCSI-DRV= Cisco i SCSI drivers that supportthe Cisco SN 5428 2.2.x firmware: Windows NT, Windows 2000, Linux, Sola ris, 

HP/UX,AIX 
Cisco SN 5428 SFP: Small Form Factor Pluggables 
SN-SFP-FCMM-LC= SFP for Fibre Channel Multi-mode fiber with LC connector 
SN-SFP-FCMM-LC= 
SN-SFP-FCGEMM-LC 

SFP for Fibre Channel Multi-mode fiber with connector spare 
SFP for GE/FC with LC connector 

SN-SFP-FCGEMM-LC= SFP for GE/FC with LC connector 

Cisco SN 5420 Series Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG10 Cisco SN 5428 Packaged SMARTnet 8x5xNBD-Category 10 

For More lnformation 

See the Cisco S~5420 Series Storage Router Web sites: 
http://www.cisco.com/go/sn5428 

• Cisco SN 5400 Series Storage Router 
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LAN Switching Products ata Glance 

Product 
Catalyst 2900 Series 

Catalyst 2948G-L3 

Catalyst 2900 
Series Xl-Modular 
Switches 

Catalyst 2950 Series 

Catalyst 3500 Series XL 

Catalyst 3550 Series 

Features Page 
Fixed-configuration Ethernet switches 2-3 
• 10/100 auto sensing and auto negotiating interiace 
• Managed 
Fixed and Modular ports 2-3 
• Gigabit Ethernet over Fiber or Copper 
• High pertormance, Cisco Express Forwarding (CEF) Layer 213/4 switching up to 48 Mpps 
• Advanced network contrai with predictable pertormance, granular OoS, advanced security, 

comprehensive management 
Modular 10/100 Ethernet switches 2-4 
• 12 or 2410/100 ports 
• 12100BASE- FX ports (2912MFXL) 
• Two high-speed module slots accommodating 10/100, 100BASE-FX, Gigabit Ethernet 

(including 1000BASE-T), and GigaStack GBIC (2912MF XL and 2924M XL only) 
• Cisco switch clustering enabled 
• Managed 
Fixed-configuration basic and lntelligent Ethernet 101100 switches 2-6 
• 12124/4810/100 port managed switches with stackable and standalone models 
• Flexible uplink options: fixed 100Base FX, fixed 1000BaseT, fixed 1000BaseSX, and 

GBIC-based ports 
• Industrial-grade, rugged models (Catalyst 2955) for harsh environment deployments 
• Wire-speed, high pertormance switch 
• Models with the Standard lmage software (SI) provide Layer 2 Cisco lOS functionality for 

basic data, voice, and vídeo services at the edge of the network. 
• Models with the Enhanced lmage software (EI) bring Layer 2-4 intelligent services such as 

advanced Ouality of Service, rate limiting, security filtering and multicast management 
capabilities 

• Stackable up to 9 switches with Gigastack GBIC 
• Simplified network management through Cisco Cluster Management Suíte up to 16 fixed 

configuration Catalyst switches 
Fixed:·configuration 10/100 and Gigabit Ethernet switches 2-10 
• 24 ports with 2 GBIC-based Gigabit Ethernet ports with in-line power(3524-PWR XL) 
• 8 GBIC-based ports (3508G XL) 
• Stackable up to 9 switches with GigaStack GBIC 
• Cisco Switch Clustering capable 
• Managed 
Fixed-configuration lntelligent Ethernet switches in stackable 10/100, inline power, or 2-12 
Gigabit Ethernet configurations 
• Network contrai and bandwidth optimization via advanced Ouality of Servi c e (QoS). 

granular rate-limiting, Access Contrai Lists (ACLs), and multicast services 
• Network security through a wide range of authentication methods, data encryption 

technologies, and access restriction features based on users, ports, and MAC addresses 
• Network scalabilitythrough advanced routing protocols such as EIGRP, OSPF, BGP, and Pl 

(requires Enhanced Multilayer Software lmage (EM I)) 
• lntelligent a da through Cisco ldentity Based Networking Services (IBNS) offering 

flexi to stratified users 

LAN Switching Products ata Glance 
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• 
Catalyst 4500 

ies-Modular 
Configuration (4503, 4506 
and 4507RI 

Catalyst 4000 Series­
Fixed Configuration 
(4908G-L3 and 4912GI 
Catalyst 5000 Family 

Catalyst 6500 Family 

Catalyst 8500 Series 

Features Page 
Modular, multilayer switch with integrated intelligent services for converged networks in 2-15 
enterprise campus wiring closets, Layer2/Layer3 distribution, and integrated LAN/WAN 
branch office. 
• Resilient architecture for mission criticai applications 
• Up to 240 ports of Ethernet. Fast Ethernet or Gigabit Ethernet over Fiber o r Copper 
• High performance, Cisco Express Forwarding (CEF) Layer 2/3/4 switching up to 48 Mpps 
• Up to 64 Gbps oi switching capacity 
• Advanced network control with predictable performance, granular QoS, advanced security, 

comprehensive management 
• Managed 
High performance fixed Gigabit Ethernet switch with intelligent enterprise Cisco lOS 2-17 
services 

Modular switch that supports a broad range oi interfaces for aggregation oi legacy 2-18 
technologies with IP technology 
• End oi Sal e Effective June 2003/End oi Support effective 2008. For lurther information 

please contact your local sales representa tive 
High-performance, multilayer switch with integrated intelligent services for enterprise 2-20 
campus backbones, server aggregation, or internet data centers 
• 10/100, 100FX Fast Ethernet, 1000BASE-T, 1000BASE-X, and Gigabit Ethernet modules 
• Layer 4-7 services 
• Up to 256 Gbps oi switching capacity 
• Packet throughput scalable to 100+ Mpps 
• Managed 
High-performance, modular, multimedia switch router 2-24 
• Wire speed, nonblocking IP, IPX,IP multicast Layer 3 switching 
• Multiple interface options 
• Managed 

Cisco LAN and MAN Products Port Matrix 

Switches 
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Fixed Ports Only X 

Fixed and Modular Ports X X X X X 

Modular Ports Only X X 

Ports 

10BASE-T Switched ·, X X X X X X X 

10BASE-FL Switched X 

100BASE-T Switched X X X X X X X 

100BASE-F Switched X X X X X X 

10/100 Autosensing Switched X X X X X X X X 

1000BASE-TX X 

1 0/100/1000 X 

10GBASE-LR X 

ATM X X 

Gigabit Ethernet X X X X X X X X 

lntegrated ln-Line Power X X X 

lntegrated Server Load Balancing X 
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Cisco Catalyst 2900 Series 
The Catalyst 29480 and 29800 deliver 
all the Ethernet switching needed for 
many small to medium-sized wiring 
closets in a single system without the 
need for additional modules, cables or 
other interconnects. Utilizing the same 
industry-leading software and functionality of the Catalyst 4000, 5000, and 6000 
families, the Catalyst 29480 and 29800 have consistent end-to-end services, which 
ensure complete interoperability with enterprise Catalyst switches. 

When to Se li 

When a Customer Needs These Features Sell This Product 

Catalyst 2!180G Series • A single box solution without additional cables, modules o r configuration 
• Up to 80 ports of wire·speed, non-blocking performance with large MTBF reliability 
• End-to-end VLANs, EtherChannel, multicasting, and security 
• Mature/proven Catalyst software compatibility in the wiring closet and data c ente r 

Catalyst 2948G Series 

Catalyst 2948G-L3 

• The same features as 2980G but up to 48 ports of wire·speed, non-blocking performance 

• High performance CPU with Cisco lOS software 
• Dedicated 48 ports of 10/100 Mbps and two ports of lOOOBASEX Gigabit Ethernet with gigabit Ethernet 

converter (GBIC) support; ali ports support Layer 3 capability 

Key Features 

• Powerful non-blocking performance with proven Cisco lOS services 
• Wire speed 18 Million pps switching throughput 
• lntelligent multilayer lOS services (security, multicast, quality of service [QoS]) 
• Advanced multiple queue QoS architecture 
• Security {TACACS+, RADlUS, port lockdown) 
• Spanning-Tree Protocol (802.1D) with enhancements (UplinkFast, PortFast) for 

deterministic/fast failover 
• Redundant Power Supply ( option) 

Competitiva Products 
• HP Procurve: 4108gl, 4000M 
• 3Com: SS3300 

Specifications 

Feature 
Fixed Ports · 
(connections) 
Backplane 
Stackable 
Fuii-Duplex 
Capabilities 
VLAN Maximum 

Catalyst 2980G 
80-port 10/lOOBASE-TX 
2-port 1000BASE-X (GBIC) 
24 Gbps 
No 
Ali ports 

1024 

• Nortei/Bay: BayStack 350T and 450T 
• Extreme: Summit 48si 

Catalyst 2948G-L3 Cata lyst 2948G 
48 port 10/1 OOBASE· TX 48-port 10/100BASE-TX 
2-port 1000BASE X (GBIC) 2-port 1000BASE-X (GBIC) 
22 Gbps 24 Gbps 

No No 
Ali ports Ali ports 

1024 1024 

FEC Yes No Yes l o 



Catalyst 2900 Series Switches 
WS-2948G-L3 

FR2948G L3-l P 
FR2948GL3-IPX 

Catalyst 2948G-L3 
Statistics, history, alarm, events 

2.69 X 17.1 X 18 in. 

Yes, RPS 600 

Catalyst 2948G L3 Switch 

Catalyst 2948G-L31P Switching License 

Catalyst 2948G-L31PX Switching License 

Chapter 2 LAN Switching 

Catalyst 2948G 
Statistics, history, alarms, events 

2.62x 17.5x 15in. 

Yes, RPS 600 

WS-C2948G 

WS-C2948G-3PACK 

WS-C2980G-A 

Catalyst 2948G Switch,4810/100Tx (RJ-45) t21000x (GBIC Slots) 

3 Catalyst 2948G Switches 

Catalyst 2980G Switch,SO 10/100Tx (RJ-45) t2 1000x (GBIC Slots) 

Catalyst 2900 Series Modules 
WS-G5484= GBIC Module, fiber media SX 

GBIC Module, fiber media LX/LH WS-G5486= 

WS-G5487= GBIC Module, Fiber Media Zx • Mini-RMON Agent License 
WS-C2948G-EMS-LIC Catalyst 2948G RMON Agent License 

WS-C2980G-EMS-LIC Catalyst 2980G RMON Agent Agreement 

Catalyst 2900 Series Accessories 
WS-X2948G-RACK= Catalyst 2948G Rack Kit (spare) 

WS-X2980G-RACK= Catalyst 2980G Rack Kit (Spare) 
PWR600-AC-RPS-CAB= 

PWR600-AC-RPS-NCAB= 

PWR300-AC-RPS-N 1 = 

Redundant Power Supply (RPS), 600 Watts (2948G only) 
RPS 600 without Cable (2948G only) 

RPS 300 with one Cable (2980G-A only) 

CAB-RPS-1414= One DC power cable for RPS 300 

Catalyst 2900 Series Basic Maintenance 
CON-SNT-PKGS Catalyst 2948G, 2948G-L3, and 2980G Packaged SMARTnet Maintenance 8x5xNBD 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 2900 Web site: http://www.cisco.com/go/2900 

Cisco Catalyst 2900 
Series XL-Modular Switches 
Cisco's Catalyst 2900 Series XL is a fullline of 
modular, 10/100 autosensing Fast Ethernet 
switches that combine outstanding performance, ease ofuse, and integrated Cisco lOS 
software. 

When to Se li 

Sell This Product 

Catalyst 2912MF XL 

Catalyst 2924M XL 

When a Customer Needs These Features 

• All-fiber switch to aggregate Fast Ethernet workgroups over 100BASE-FX connections in small and 
mid-size campus environments. 

• High-speed uplinks to backbone or server via Fast Ethernet, Gigabit Ethernet 

• Any combination of dedicated 10-Mbps or 100-Mbps connections to individual PCs, servers, and other 
systems or connectivity between existing Ethernet and Fast Ethernet workgroups 

• The option to easily increase the switch's port density and provi de inexpensive high-speed uplinks 
through bandwidth aggregation (Fast EtherChannel and Gigabit EtherChannel technologies) 

• Gigabit Ethernet (including 1000BASE-T) modules for high-speed links 
• Hot swap insertion and rem oval of modules 
• Max1mum flex1bility w 

Cisco Catalyst 2900 Series XL-Modular swhches 
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Key Features 1 S~ \ ~· ) 1 
• Switch fabric o f 3.2 Gbps, a forwarding rate o f more than 3.0 million packe} ~~/ 

second, anda maximum forwarding bandwidth of 1.6 Gbps, delivering wire-s~~~7- p:_ c, 
performance across all 10/100 ports · 

• Support for IEEE 802.1 p pro toco! for prioritization o f mission-cdtical and 
time-sensitive applications such as voice and telephony traffic 

• Cisco 's switch clustering technology enables up to 16 interconnected Catalyst 
1900, 2900 XL, and 3500 XL switches, regardless o f geographic location, to form 
a flexible, single IP managed network 

• Up to 250 port-based VLAN s o r ISL/802.1 Q trunks 
• Network port allows operation in networks with unlimited MAC addresses 
• Autoconfiguration of mu1tiple switches on a network from one boot server 
• Up to 4 Gbps bandwidth between routers, switches, and servers with Fast 

EtherChannel and Gigabit EtherChannel technologies 
.. 

Competitive Products 
• 3Com: SuperStack 1113300 • Nortel: BayStack 350 & 450 switches 

Specifications 

Feature Catalyst 2912 MF XL Catalyst 2924M XL 
Fixed Ports 12-port 100BASE-FX 24-port 10/100 autosensing 

Modular Slots 2 Same as Catalyst 2912MF XL 
Available Modules 4-port 10BASE-T/100BASE-TX autosensing Same as Catalyst 2912MFXL 

2-port o r 4-port switched 1 OOBASE-FX 
1-port Gigabit Ethernet (lOOOBASE·T or GBIC·based) 

Backplane 3.2 Gbps Same as Catalyst 2912MF XL 
Stackable Yes Same as Catalyst 2912MF XL 
Full Duplex Capabilities AII10BASE·T. 100BASE-TX, 100BASE·FX, Same as Catalyst 2912MFXL 

1000BASE-X, and 1000BASE·T 
VLAN Maximum 
FEC 
lnter-Switched Link 
Flash Memory 
CPU ORAM 
Embedded RMON 
Dimensions (HxWxD) 
Weight 

250-port·based VLANs or ISL/802.1 O trunks 
Yes 
Yes 
4MB 
8MB 
History, Events, Alarms, Statistics 
3.46 X 17.5 X 12 in. (8.8 X 44.5 X 30.5 em) 
13.51b (6.12 kg); 151b (6.8 kg) with two modules 
installed 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 2900 Series XL Switches 

WS-C2912MF-XL 12-port 100BASE-FX, 2 module slots 
WS-C2924M-XL-EN 24-port 10/100 (autosensing), 2 module slots 

Same as Catalyst 2912MF XL 

Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 
Same as Catalyst 2912MFXL 
Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 
3Same as Catalyst 2912MF XL 
Same as Catalyst 2912MF XL 

WS-C2924M-XL-EN-DC 24-port 10/100 (autosensing), 2 module slots, DC powered 
Catalyst 2900 Series XL Switch Bundles 
WS-C2924M-XL-EN-5P Five Catalyst 2924M XL Switches 

Catalyst 2900 Series XL Modules 

WS-X2914-XL-V 4-port 10/100 ISL/802.1 O Module 
WS-X2924-XL-V 4-port 100BASE-FX ISL/802.10 Module 
WS-X2922-XL-V 2-port 100BASE-FX ISL/802.10 Module 
WS-X2931-XL 
WS-X2932-XL 
WS-X3500-XL 
WS-G5484= 

WS-G5486= 

1-port, GBIC-based, lOOOBASE-X Switch Uplink Module 
1-port lOOOBASE-T Switch Uplink Module 

GigaStack GBIC 
SX GBIC; 1000BASE-SX short wavelength, multimode fiber 
LX GBIC; 1000BASE-LX/LH,Iong wavelength/long haul, single o r multimode fiber 

Catalyst 2900 Series XL Accessories 

CAB-GS-1M 1 meter cable tpr GigaStack GBIC 
CAB-GS-50CM 50 centimeter cable for GigaStack GBIC 

Ffs.;_~0=5""7:. ·=-~:-lj.f..-.. ~ 
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. cJalyst 2900 Series XL Packaged SMARTnet Maintenance 8x5xNBD 
/ (.' . I 
x~ · -SNT-PKG4 Catalyst 2900 Series WSC2924M-XL-EN Packaged SMARTnet 8x5xNBD 

CON-SNT-PKG5 Catalyst 2900 Series WSC2924M-XL-EN-DC Packaged SMARTnet 8x5xNBD 
CON-SNT-PKG7 Catalyst 2900 Series WSC2912MF-XL Packaged SMARTnet 8x5xNBD 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access ar are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 2900 Series XL Web site: http://www.cisco.com/go/2900xl 

Cisco Catalyst 2950 Series 
lntelligent Ethernet Switches 
The Catalyst 2950 Series with Intelligent 

• Ethernet Switches are fixed-configuration, 
standalone and stackable models that provide 
wire-speed Fast Ethernet and Gigabit Ethernet 
connectivity for small, mid-sized, service 
provider and industrial networks . The 2950C-24, 2950T-24, 2950G-12-EI, 
2950G-24-EI, 2950G-48-EI and 2950G-24-EI-DC are part of an affordable product 
line that brings intelligent services, such as advanced quality of service, rate-limiting, 
security filters, and multicast management, to the network edge-while maintaining the 
simplicity o f traditional LAN switching. When a Catalyst 2950 Switch is combined 
with a Catalyst 3550 Series Switch, the solution is capable of enabling IP routing from 
the edge to the core o f the network. These Intelligent Ethernet Switches come with 
Enhanced Image (EI) software configuration only. 
In addition to the range o f Intelligent Ethernet switches, the Catalyst 2950 Series also 
includes switches with Standard Image (SI) software configuration only. The Cisco 
Catalyst 2950SX-24, 2950-24 and 2950-12, members ofthe Cisco Catalyst 2950 Series 
Switches, are standalone, fixed-corifiguration, managed 10/100 switches with Gigabit 
uplinks (2950SX-24 only) providing user connectivity for small to mid-sized networks . 
These wire-speed desktop switches come with Standard Image (SI) software features 
and offer Cisco lOS functionality for basic data, video and voice services at the edge 
o f the network. 
The Catalyst 2950 Series also includes the Cisco Catalyst 2955T-12, 2955C-12, and 
29558-12. The Cisco Catalyst 2955 are industrial-grade switches that provide Fast 
Ethernet and Gigabit Ethernet connectivity for deployment in harsh environments. 
With a range of copper and fiber uplink options, the Catalyst 2955 operates in 
environments such as industrial networking solutions (industrial Ethernet 
deployments ), intelligent transportation systems (ITSs ), and transportation network 
solutions. It is also suitable for many military and utility market applications where the 
environmental conditions or suspended solid concentrations exceed the specifications 
o f other commercial switching products. 
Embedded in all the products in the Catalyst 2950 Series is the Cisco Cluster 
Management Suite (CMS) Software, which allows users to simultaneously configure 
and troubleshoot multiple Catalyst desktop switches using a standard Web browser. 

• Cisco Catalyst 2950 Series lntelligent Ethernet Switches -
J 
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Sell This Product When a Customer Needs These Features l : { )?\\ 1._ o 

When to Se li 

Catalyst 2950 Series • Layer 2/3/4 based services: Advanced QoS, Security, H1gh availabiilty and STP enhancemé~t~ \ } / 
ln!elligent Ethernet Switches • Wire-speed performance . \, ~- ~ 
w1th Enhanced lmage (E I) • Advanced QoS, Security, High availability and STP enhancements · ·· ' 

• Cisco Cluster Management 
• Stackable 
• GBIC based uplink ports for media flexibility 

Catalyst 2950G-48-EI • Ideal for desktop connectivity 
• High Port Density 

Catalyst 2950G-24-EI • Ideal for desktop connectivity 
• Medi um Port Density 

Catalyst 2950G-24-EI-DC • Ideal for Telco/DCN environments 

Catalyst 2950G-12-EI 
• 

Cata lyst 2950T-24 

Catalyst 2950C-24 

Catalyst 2950 Series with 
Standard lmage (SI) 

Catalyst 2950-12 

Catalyst 2950-24 

Catalyst 2950SX-24 

Catalyst 2955 Series with 
Enhanced lmage (EI) 

Catalyst 2955T-12 

Catalyst 2955C-12 

Catalyst 29555-12 

Key Features 

• NEBS compliant 
• Medi um Port Density 

• Ideal for desktop connectivity 
• Low Port density 

• High speed uplink flexibility with fixed 10/100/1000BaseT ports 
• Low price per port 

• High speed uplink flexibility over extended distances with fixed 100BASE-FX connections using 
MT-RJ connectors 

• Low price per port 

• Wire speed, high performance switches for delivering 10/100 Mbps speed connectivity to desktop 
PCs, servers a nd other systems 

• Layer 2-based QoS and Security features 
• Cisco Cluster Management 
• Ideal for desktop connectivity, 

• Low Port density 

• Medi um port density 

• High speed uplinks with 2 fixed 1000BaseSX ports 
• Medi um port density 

• Ideal for harsh network environments 
• Rugged: lmplements industrial-grade components, a compactform factor, convection cooling, and 

relay output signaling. Designed to operate at extreme temperatures and under extreme vibration 
and shock. 

• Layer 2/3/4 based services: Advanced QoS, Security, High availability and STP enhancements 
• Wire-speed performance 

• Twelve 10/100 ports and two 10/100/1000BASE-TX (Copper) uplinks 

• Twelve 10/100 ports and two 100BASE-FX (Multimode Fiber) uplinks 

• Twelve 10/100 ports and two 100BASE-LX (Singlemode Rber) uplinks 

• Cisco Cluster Management (CMS) Software offers superior manageability, 
ease-of-use and ease-of-deployment and enhanced configuration wizards 

• Wire-speed performance in connecting end-stations to the LAN 
• Catalyst 2950: Ideal for small- and mid-sized networks 
• Catalyst 2955: Ideal for harsh network environments ------·-~·-····-·-- ·~·--·-

• Sophisticated Muiticast Management via IGMP Snooping 
• Scalability and high availability features 
• Support for Cisco Redundan·t Power System 300 (RPS 300) 
• Switches with Stan_dard Image (SI) include these additional features : 

- Catalyst 2950SX-24 switch provides a cost-effective solution for Gigabit sp 
over fiber, offering 2 1 OOOBaseSX uplinks 

- QoS and Security based on Layer 2 information 
Basic Cisco lOS Services 

-RQS Pdo 0312085 m.:­
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"'- \·. ~ Intelligent Ethemet Switches with Enhanced lmage (EI) include these additi ~ai 

· features: 
/ - Catalyst 2950T-24 switch is a component ofthe Cisco Gigabit Ethemet over copper 

1.. }/ solution, offering 10/100/1000BaseT uplinks 
-~· Powerful Gigabit-uplink options-GBIC-based or 1000BaseT 

- Superior control through advanced intelligent services-advanced quality o f service 
based on Layer 2 through Layer 4 parameters 

- Superior Security features : based on Layer 2 through Layer 4 Access Control 
Parameters 

- Enhanced Cisco lOS Services 

Competitive Products 
o Hewlett Packard: Procurve 2500/2650 o De li: Powerconnect 3024/3048/3248 
o Norte I: BPS 2000/450T/420T o Hirshchmann 
o 3 Com: Superstack 3300/4300/4400/4400SE/4200 series o GarretCom 
o Extreme: Summit 24 e2e_;3 o Sixnet 

Specifications 

Catalyst Catalyst Catalyst Catalyst Catalyst 
Feature 29506-48-EI 29506-24-EI 29506-24-EI-DC 29506-12-EI 2950T-24 
Fixed Ports 48 port 1 0/100 24 port 10/100 24 port 10/100 12 port 10/100 26-port (2410/100 

autosensing & 2 autosensing & 2 GBIC autosensing & 2 GBIC autosensing & 2 GBIC autosensing & 2 
GBIC-based Gigabit ports ports and DC Power ports ports 1000BaseT 
Ethernet ports 

Forwarding 13.6 Gbps 8.8 Gbps 8.8Gbps 6.4Gbps 8.8 Gbps 
Bandwidth 
Forwarding Rate 10.1 Mpps 6.6 Mpps 6.6 Mpps 4.8 Mpps 6.6 Mpps 

Fuii-Duplex Ali Ports Ali Ports Ali Ports Ali Ports Ali Ports 
Capabilities 

VLAN Maximum 250-port-based Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
VLANS 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 

FEC Yes Yes Yes Yes Yes 
802.10 Yes Yes Yes Yes Yes 

Security Port Security, with Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
MAC aging, Private 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 
VLAN Edge, ACL, 
802.11x, IBNS, SSH, 
RADIUS, TACACS+, 
SNMPv3 (crypto) 

Multicast IGMP Snooping IGMP Snooping IGMP Snooping IGMP Snooping IGMP Snooping 

aos 802.1 P, 4 egress Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
queues, WRR, SPS, 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 
Expedite Queuing, 
Policing, Marking, 
Layer 3 and 4 
Services, Auto QoS 

Management SNMP, Telnet, RMON, Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 
Capabilities CWSI, (CLI)-based 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 

out-of-band, 
embed.ded CMS 

Software lmage Enhanced lmage (EI) Enhanced lmage (EI) Enhanced lmage (EI) Enhanced lmage (EI) Enhanced lmage (EI) 

Flash Memory 8MB 8MB 8MB 8MB 8MB 
CPU ORAM . 16MB 16MB 16MB 16MB 16MB 
Embedded RMON History, Events, Same as Catalyst Same as Catalyst Same as Catalyst Same as Catalyst 

Alarms, Statistics 2950G-48-EI 2950G-48-EI 2950G-48-EI 2950G-48-EI 
Dimensions (H x W 1.72x 17.5x 13 in. 1.72 X 17.5 X 9.52 in. 1.72 X 17.5 X 9.52 in. 1.72 X 17.5 X 9.52 in. 1.75 x 17.5 x 16in. 
xD) 

__}11. Cisco Catalyst 2950 Series lntelligent Ethernet Switches 
-.c=- -~-=---------. 
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Catalyst Catalyst Catalyst Catalyst 

. _ ___..,_~,. 
/ ' :-.. --~~ ----------------------------------------~. / .. 

Catalyst 2955 / / \ ~ 
Feature 2950C-24 2950-24 2950-12 
Fixed Ports 26-port (2410/100 24-port 10/100 12-port 10/100 

autosensing & 2 autosensing autosensing 
ports1 OOBaseFX) 

Forward Bandwidth5.2 Gbps 4.8 Gbps 2.4 Gbps 

Forwarding Rate 3.9 Mpps 3.6 Mpps 1.8 Mpps 

Fuii-Duplex Ali Ports Same as 2950 C-24 Same as 2950 C-24 
Capabilities 
VLAN Max1mum 250-port-based 64-port-based 64-port-based 

VLANS VLANS VLANS 
FEC Yes Yes Yes 

802.1Q Yes Yes Yes 

Secunty · Port Security, with 
MAC aging, Private 

Same as 2950 C-24 Same as 2950 C-24 

VLAN Edge, ACL, 
802.11x, IBNS, SSH, 
RADIUS, TACACS+, 
SNMPv3 (crypto) 

Multicast IGMP Snooping Same as 2950 C-24 Same as 2950 C-24 

QoS 802.1 P, 4 egress 802.1 P. 4 egress 802.1 P, 4 egress 
queues, WRR, SPS, queues, WRR queues, WRR 
Expedite Queuing, 
Policing, Marking, 
Layer 3 and 4 
Services, Auto OoS 

Management SNMP, Telnet, RMON, Same as 2950 C-24 Same as 2950 C-24 
Capabilities CWSI, (Cll)-based 

out-of-band, 
embedded CMS 

Software lmage Enhanced lmage (EI) Standard lmage (SI) Standard lmage (SI) 

Flash Memory 8MB 8MB 8MB 

CPU DRAM 16MB 16MB 16MB 

Embedded RMON History, Events, HSame as 2950 C-24 Same as 2950 C-24 
Alarms, Statistics 

Dimensions 1.75 X 17.5 X 11.8 in. 1.75 X 17.5 X 11.8 in. 1.75 X 17.5 X 9.52 in. 
(H xWx DI 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 2950 Series Switches 

2950SX-24 
26-port (2410/100 
autosensing & 2 
ports1 OOOBaseSX) 

8.8 Gbps 

6.6 Mpps 

Same as 2950 C-24 

64-port-based 
VLANS 
Yes 
Yes 
Same as 2950 C-24 

Same as 2950 C-24 

802.1 P, 4 egress 
queues, WRR 

Same as 2950 C-24 

Standard lmage (SI) 
8MB 
16MB 
Same as 2950 C-24 

1.75 X 17.5 X 9.52 in. 

(T-12,C-12,S-12), I -~Si-\. l 
12 10/100 ports \ \ ·~ 
Tõ~f~ÕAi~8BASE-T \<>:-L.X I'-C·· / 
uplmk ports '-...-~ 
C-12:2 fixed 
100BASE-FX 
multimode uplink ports 
S-12: 2 fixed 
100BASE-LX 
single-mode uplink 
ports 
13.6 Gbps 

2 Mpps 

Ali Ports 

250-port-based 
VLANS 
Yes 
Yes 
Port Security, with 
MAC aging, Private 
VLAN Edge, 802.11x, 
RADIUS, TACACS+, 
SNMPv3 (non-crypto) 

Same as 2950 C-24 
802.1 P, 4 egress 
queues, WRR 

SNMP, Telnet, RMON, 
CWSI, (Cll)-based 
out-of-band, 
embedded CMS 
Enhanced lmage (EI) 
16MB 
32MB 
History, Events, 
Alarms, Statistics 
3.78x8.07x5.03in; 
connectors facing 
forward OR 
5.03x8.07x3.78in; 
connectors facing 
downward 

WS-C2950G-48-EI Catalyst 2950G-48 switch with 4810/100 ports and 2 Gigabit Interface Converter (GBIC)-based GE ports 

WS-C2950G-24-EI Catalyst 2950G-24 switch with 2410/100 ports and 2 GBIC ports 

WS-C2950G-24-EI-DC 

WS-C2950G-12-EI 

WS- C2950T-24 

WS-C2950C-24 

WS-C2950-24 

WS-C2950-12 

Catalyst 2950G-24-0C switch with 24 10/100 ports, 2 GBIC ports and DC Power 

Catalyst 2950G-12 switch with 12 10/100 ports and 2 GBIC ports 

Catalyst 2950C-24T switch with 2410/100 ports and two fixed 1000BaseT Uplink ports 

Catalyst 2950C-24 switch with 2410/100 ports and two fixed 100BaseFX Uplink ports 

Catalyst 2950-24 switch with 2410/100 ports 

Catalyst 2950-12 switch with 12 10!100 ports 

WS-C2950SX-24 Catalyst 2950SX-24 switch with 2410/00 ports and two fixed 1000BaseSX Uplink ports 

Gigabit Interface Converters (GBICs) 

WS-X3500-XL GigaStack GBIC Gigabit Ethernet stacking GBIC and 50 em cable 

WS-G5484= 

WS-G5486= 

WS-G5487= 

WS-G5483= 

1000BaseSX GBIC short wavelength GBIC (multimode fiber only) 

1000BaseLX/LH GBIC long wavelength/long haul GBIC (single or multimode fiber) 

1000BaseZX GBIC extended-reach GBIC (single mode fiber only) 

1000BaseT GBIC- Gigabit-Ethernet-over-copper GBIC w 
Cisco Catalyst 2950 Series lntelligent Ethernet Switches 
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e undant Power System (RPS) 

t;
1 

R675-AC-RPS-N1= 675W Redundant Power Supply with 1 connector cable 

, \'-)fAB-RPS-1414= 1.2 meter cable for Cisco RPS 300 to externai devi c e connection 
___ :/ Cables/Accessories 

CAB-RPS-1614= 1 RPS 675 connector cable 16/14 

50 centimeter cable for GigaStack GBIC CAB-GS-50CM 

STK-RACKMOUNT-1 RU= Rack mount kit for 1 RU versions of Catalyst 2950, 3500 XL, 2900 XL, 1900, and FastHub 400 switches 

Packaged SMARTnet 8x5xNBD Maintenance Contract 

CON-SNT-PKG3 Packaged SMARTnet 8x5xNBD Maintenance for the Catalyst 2950G-12, 2950-24 and 2950-12 

CON-SNT-PKG4 

CON-SNT-PKG6 

Packaged SMARTnet 8x5xNBD Maintenance for the Catalyst 2950G-24 and 2850G-24-DC 

Packaged SMARTnet 8x5xNBD Maintenance for the Catalyst 2950G-48 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access ar are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 
• 

See the Catalyst2950 Series Web site: http://www.cisco.com/go/catalyst2950 

Cisco Catalyst 3500 Series XL 
The Cisco Systems Catalyst 3500 series XL 
is a scalable line ofstackable 10/100 and 
Gigabit Ethernet switches that delivers 
premium performance, flexibility, and 
manageability with unparalleled investment 
protection. This line of low-cost, 
high-performance switching solutions provides next-generation stackable switching 
through an independent high-speed stacking bus that preserves valuable desktop ports . 
Cisco's breakthrough Switch Clustering technology expands the stacking domain 
beyond a single wiring closet, enabling up to 16 interconnected Catalyst 3550, 2950, 
3500 XL, 2950, 2900 XL and 1900 switches-regardless of geographic location- to 
form a flexible, single IP managed network. 

Whento Sell 

Sell This Product 

Catalyst 3524-PWR XL 

Catalyst 3508G XL 

When a Customer Needs These Features 

• A stackable, wire-speed 10/100 and Gigabit Ethernet switch for delivering dedicated 10 or 100 Mbps to 
individual users and servers 

• Advanced QoS, high availability, and integrated in-line power enabling easy deployment of IP phones 
and wireless access points. 

·• A stackable Gigabit Ethernet switch with eight GBIC-based ports for aggregating a group of Gigabit 
Ethernet switches and servers through Cisco GigaStack GBICs or standard lOOOBASE-X GBICs 

• Dedicated, high-speed Gigabit Ethernet performance 

• Cisco Catalyst 3500 Series XL 
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Key Features (;,...C§__~ 
• 10.8 Gbps switch fabric, up to 8 Mpps forwarding rate, and maximum forwarding G ~~. . \. 
• Built-in Gigabit Ethernet ports accommodate a range o f GBIC transceivers, ,/ i 

bandwidth of 5.4 Gbps across alll0/100 ports ~· ~~ l '/l 
including the Cisco GigaStack GBIC, 1000BASE-T, 1000BASE-:SX and r:• ,:-; / . _./ 
lOOOBASE-LX/LH GBICs, and lOOOBASE-ZX extended reach GBIC _.:_:_.:.:.· 

• Low-cost, 2-port Cisco GigaStack GBIC offers a range of configurable stacking 
and performance options by delivering 1-Gbps connectivity in a daisy-chained 
connection or up to 2-Gbps in a dedicated, switch-to-switch connection 

• Support for IEEE 802.1 p technology for prioritization o f mission-critical and 
time-sensitive application such as voice and telephony traffic 

• 3524-PWR XL provides in-line power to IP phones and other devices 

Competitive Products 

• 3Com: SIJPerStack 3 Switch 3300 and 3900 • Nortel: BayStack 450T and BPS 2000 switches 
• Hewlett Packard: Pro Curve 2524, 2424M, 4000, and 8000 

Specifications 

Feature 
Fixed Ports 

Modular Slots 
Backplane 
Stackable 
Fuii-Duplex 

Catalyst 3524-PWR XL 
24-port 10/100 autosensing 
2-port 1000BASE-X (GBIC) 
None 
10 Gbps 

Catalyst 3508G XL 
8-port 1000BASE-X (GBIC) 

None 
10 Gbps 

~s ~s 

Ali ports Ali ports 

VLAN Maximum 250 port-based VLANs or ISLJ802.1 Q trucks 250 port-based VLANs or ISLJ802.1 Q trucks 

FEC Yes Yes 

lnter-Switch Link ~s ~s 

ln-Line Power Yes No 

Management Capabilities SNMP, Telnet, RMON, CWSI, (Cll)-based SNMP, Telnet, RMON, CWSI, (Cll)-based 
out-of-band, embedded Cisco Visual Switch out-of-band, embedded Cisco Visual Switch 
Manager, Web-based interface Manager, Web-based interface 

Processors Cisco designed ASICs Cisco designed ASICs 

Flash Memory 4MB 4MB 

CPU ORAM 8MB 8MB 

Embedded RMON History, Events, Alarms, Statistics History, Events, Alarms, Statistics 

Dimensions (HxWxD) 1.75 X 17.5 X 11.8 in 1.75x 17.5x 11.8in 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 3500 Series XL Switches 
WS-C3524-PWR-XL-EN 24-port 10/100 (autosensing), 2 1000X GBIC Slots, inline power 
WS-C3508G-XL-EN 81000X GBIC Slots 
Catalyst 3500 Series XL Accessories 
WS-X3500-XL. GigaStack GBIC 
WS-G5484= 1000BASE-SX GBIC 
WS-G5486= 1000BASE- LX/LH GBIC 
WS-G5487= 1000BASE- ZX extended reach GBIC 
WS-G5483= lOOOBASE-T GBIC 
Catalyst 3500 Series XL Basic Maintenance 
CON-SNT-PKG4 Catalyst 3512 XL SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG5 Catalyst 3524 XL and 3524-PWR XL SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG6 Catalyst 3548 XL SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG9 Catalyst 3508G XL SMARTnet 8x5xNBD Maintenance 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some pa 
restricted access o r are not available through distribution channels. Resellers: For latest part number a 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country avai 

For More lnformation \.N / 
See the Catalyst 3500 series XL Web site: http://www .. cisco .. c~~~/3500xf 

Cisco Catalyst 3500 Series XL • 
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Switches is a line of enterprise-class, stackable, multilayer switches that provide high 
availability, scalability, security and control to enhance the operation o f the network. 
With a range of Fast Ethernet and Gigabit Ethernet configurations, the Catalyst 3550 
Series can serve as both a powerful access layer switch for medium enterprise wiring 
closets andas a backbone switch for small networks. Now customers can deploy 
network-wide intelligent services, such as advanced quality of service, rate-limiting, 
Cisco security access controllists, multicast management, and high-performance IP 
routing-while maintaining the traditional LAN switching. 

When to Se li 

Sell This Product 

Catalyst 3550 Series 

Catalyst 3550-48-EMI 
(Enhanced Multilayer 
Software lmage) 

Catalyst 3550-48-SMI 
(Standard Multilayer 
Software lmage) 

Catalyst 3550-24-EMI 
(Enhanced Multilayer 
Software lmage) 

Catalyst 3550-24-SMI 
(Standard Muhilayer 
Software lmage) 

When a Customer Needs These Features 

• Enterprise-class intelligent services such as ACLs, advanced QoS, and rate-limiting 
• Cisco Cluster Management 

• High performance advanced IP routing 
• High Port Density 
• Ideal as a powerful access layer switch for a medi um enterprise wiring closet with routed uplinks 

• High Port Density 
• Ideal for a powerful access layer switch for a medi um enterprise wiring closet 
• Basic IP routing 

• High performance advanced I P routing 
• Medi um Port Density 
• Ideal for a powerful access layer switch for a medi um enterprise wiring closet with routed uplinks 

• Medi um Port Density 
• Ideal for a powerful access layer switch for a medi um enterprise wiring closet 
• Basic IP routing 

Catalyst3550-24PWR-EMI • High performance advanced IP routing 
(Enhanced Multilayer • Medi um Port Density 
Software lmage) • lntegrated inline power to Cisco IP telephones and Cisco wireless LAN access points 

• Ideal for a powerful access layer switch for a medi um enterprise wiring closet with routed uplinks 

Catalyst3550-24PWR-SMI • Medi um Port Density 
(Standard Muhilayer • lntegrated inline power to Cisco IP telephones and Cisco wireless LAN access points 
Software lmage) • Ideal for a powerful access layer switch for a medi um enterprise wiring closet 

• Basic IP routing 
·, 

Catalyst 3550-24-DC-SMI • Medi um Port 'Density ' 
(Standard Multilayer • DC powered, NEBS level3 compliant 
Software lmage) • Basic IP routing 

Catalyst 3550-24-FX-SMI ·• Medi um Port Density 
(Standard Multilayer • Ideal for lOOFX aggregation 
Software lmage) • Basic IP routing 

Catalyst 3550-126 

Catalyst 3550-12T 

CD-3550-EMI 

• High performance I P routing 
• Gigabit Ethernet aggregation using fiber 
• Ideal for stack aggregation, server aggregation, oras a backbone switch in a mid-sized network 

• High performance advanced IP routing 
• Gigabit Ethernet aggregation using Category 5 copper cabling 
• Ideal for stack aggregation, serve r aggregation, oras a backbone switch in a mid-sized network 

• High performance advanced IP routing 
• EMI upgrade kitfor standard versions of the Catalyst3550-24, 3550-24 PWR, 3550-24-DC, 3550-24-FX, and 

3550-48 switches 

. • Cisco Catalyst 3550 Series lntelligent Ethernet Switches 
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Chapter 2 LAN Switching 

Key Features ·.·.,·,·~fo):.õ~. , 
• Network control and bandwidth optimization via advanced Quality ofService / ~ !) 

(QoS), granular rate-limiting, Access Control Lists (ACLs), and multicast services... ~ / 
• Network security through a wide range ofauthentication methods, data encryption · , \::;~ . . ;.-

1 
'c .. 

1 

technologies, and access restriction features based on users, ports, and MAC "·· .·· .. ::-':;_,.• 
addresses · 

• Network scalability through advanced routing protocols such as EIGRP, OSPF, 
BGP, and PIM (requires Enhanced Multilayer Software Image (EMI)) 

• Intelligent adaptability through Cisco ldentity Based Networking Services (IBNS) 
offering greater flexibility and mobility to stratified users 

• Lower Total Cost of Ownership (TCO) for IP Telephony and Wireless LAN 
deployments through integrated inline power (Catalyst 3550-24 PWR only) 

• Easy switch configuration and deployment of advanced services through the 
embedded Cluster Management Suite (CMS) Software 

• Staci5able up to 9 switches with the Gigastack GBIC 

Competitive Products 
• Extreme Networks: Summit5i, Summit 24/48, Summit 48i • Nortel: BPS 2000 
• Foundry: Fastlron 4802 

Specifications 

Catalyst 
3550-48 

Catalyst 
3550-24 

Catalyst Catalyst Catalyst 
3550-12T Feature 3550-24PWR 3550-12G 

Fixed Ports 4810/100 ports 2410/100 ports 2410/100 ports 
2 GBIC-based 2 GBIC-based 2 GBIC-based 
Gigabit Gigabit Gigabit Ethernet 
Ethernet ports Ethernet ports ports 

Switching 13.6 Gbps 8.8 Gbps 8.8 Gbps 
F abri c 
VLAN 1005 1005 1005 
Maximum 
FEC/GEC Yes Yes Yes 

10 GBIC-based 1010/100/1000 
Gigabit Ethernet ports 
ports 2 GBIC-based 
210/100/1000 Gigabit 
ports Ethernet ports 
24 Gbps 24 Gbps 

1005 1005 

Yes Yes 

Catalyst Catalyst 
3550-24-DC 3550-24-FX 
24 10/100 ports2 24 lOOFX MMF 
GBIC-based ports 
Gigabit Ethernet 2 GBIC-based 
port Gigabit Ethernet 

port 
8.8 G bps 8.8 G bps 

1005 1005 

Yes Yes 

GBICs Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, Gigastack, 
1000BaseT, SX, 
LX/LH, Z:X 

1000BaseT, SX, 1000BaseT, SX, 1000BaseT, SX, 1000BaseT, SX, 1000BaseT, SX, 1000BaseT, SX, 
LX/LH, Z:X LX/LH, Z:X LX/LH, Z:X, CWDM LX/LH, Z:X LX/LH, Z:X LX/LH, Z:X 

802.1 a and Yes Yes Yes Yes Yes Yes 
ISL 
ln-Line No No 
Power 

aos 802.1 p, OS CP, . Same as 
4 egress '. Catalyst 
Queues, 3550-48 
WRR, Strict 
Priority 
Queuing,WRED 

No 

Same as 
Catalyst 
3550-48 

No 

Same as 
Catalyst 
3550-48 

No 

Same as 
Catalyst 
3550-48 

No 

Same as 
Catalyst 
3550-48 

Multicast . IGMP IGMP IGMP Snooping, IGMP Snooping, IGMP IGMP Snooping, 
Snooping, PIM Snooping, PIM PIM (requiresEMI), PIM, DVMRP, Snooping, PIM, PIM (requires 
(requires EM I), (requires EM I), DVMRP (requires CGMP Server DVMRP, CGMP EM I). DVMRP 
DVMRP DVMRP EM I), CGMP Serve r Server (requires EM I), 
(requires EM I), (requires EM I). (requires EM I) CGMP Server 
CGMP Server CGMP Server (requires EM I) 
(requires EM I) (requires EM I) 

Yes 

No 

Same as 
Catalyst 
3550-48 

IGMP Snooping, 
PIM (requires 
EM I), DVMRP 
(requires EM I). 
CGMP Server 
(requires EM I) 

Management SNMP, Telnet, Same as 
Capabilities RMDN, CWSI, Catalyst 

CLI-based 3550-48 
out-of-band, 
embedded 

Same as 
Catai'(St 
3550-48 

Same as 
Catalyst 
3550-48 

Same as 
Catai'(St 
3550-48 

Same as 
Catai'(St 
3550-48 

Same as 
Catal~----
3550-4~ R 0 S~ @3f..2eos~-E;j 

CMS 
C.J>r:t!l • CORREIOS 

Flash 16MB 
Memory 

16MB 16MB 16M 0548 16MB 16MB 16MB 

CPU ORAM 64MB 64MB 64MB 64MB 64MB 64MB 64 M 

rv·!Doc 3~0 1 
Cisco Catalyst 3550 Series lntelligent Ethernet Switches .. J@M 



Chapter 2 LAN Switching 

Catalyst 
3550-48 

Catalyst 
3550-24 

Catalyst Catalyst Catalyst 
3550-121 

Catalyst Catalyst 
3550-24PWR 3550-12G 3550-24-DC 3550-24-FX 

History, Events, Same as 
Alarms, Catalyst 
Statistics 3550-48 

Same as 
Catalyst 
3550-48 

Same as 
Catalyst 
3550-48 

Same as 
Catalyst 
3550-48 

Same as 
Catalyst 
3550-48 

Same as 
Catalyst 
3550-48 

Dimensions 1.75x 17.5x 1.75x 17.5x 1.75 X 17.5 X 17.4 in. 2.63 X 17.5 X 15.9 2.63 X 17.5 X 15.91.75 X 17.5 X 14.4 in.1.75 X 17.5 X 16.3 
(H x w x DI 16.3 in. 14.4 in. in. in in. 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 3550 Series lntelligent Ethernet Switches 
WS-C3550-48-SMI Catalyst 3550-48 multilayer switch with 4810/100 ports and 2 GBIC-based Gigabit Ethernet ports; SMI installed 
WS-C3550-48-EMI Catalyst 3550-48 multilayer switch with 4810/100 ports and 2 GBIC-based Gigabit Ethernet ports; EMI installed 
WS-C3550-24-SMI Catalyst 3550-24 multilayer switch with 24 10/100 ports and 2 GBIC-based Gigabit Ethernet ports; SMI installed 
WS-C3550-24-EMI Catalyst 3550-24 multilayer switch with 2410/100 ports and 2 GBIC-based Gigabit Ethernet ports; EMI installed 
WS-C3550-24PWR-SMI Catalyst 3550-24 multilayer switch with 2410/100 ports and 2 GBIC-based Gigabit Ethernet ports; integrated 

inline power; SMI installed 
WS-C3550-24PWR-EMI Catalyst 3550-24 multilayer switch with 24 10/100 ports and 2 GBIC-based Gigabit Ethernet ports; integrated 

inline power; EMI installed 
WS-C3550-24-0C-SMI Catalyst 3550-24-0C multiplayer switch with 2410/100 ports and 2 GBIC-based Gigabit Ethernet ports; SMI 

il'istalled; OC-powered 
WS-C3550-24-FX-SMI · Catalyst 3550-24-FX multilayer switch with 24100FX multimode fiber ports and 2 GBIC-based Gigabit Ethernet 

ports; SMI installed 
WS-C3550-12G 10 GBIC-based Gigabit Ethernet ports and 210/100/1000 ports; EMI installed 
WS-C3550-12T 10-10/100/1000BaseT ports and 2 GBIC-based Gigabit Ethernet ports; EMI installed 
CD-3550-EMI= EMI upgrade kit for the standard versions of the Catalyst 3550-24, 3550-48, 3550-24PWR, 3550-24-DC, and 

3550-24-FX 

Gigabit Interface Converters (GBICst 
WS-X3500-XL GigaStack Stacking GBIC and 50 em cable 
WS-G5484= 1000BaseSX GBIC-short wavelength GBIC (multimode fiber only) 
WS-G5486= lOOOBaseLX/LH GBIC-Iong wavelength/long haul GBIC (single or multimode fiber) 
WS-G5487= lOOOBaseZX GBIC-extended reach GBIC (single mode fiber only) 
WS-G5483= 1000BaseT GBIC-Gigabit Ethernet over Copper GBIC 

Redundant Power System (RPSt 
PWR675-AC-RPS-N 1 = 675W Redundant Power Supply with 1 connector cable 
VAB-RPS-1414= 1.2 meter cable for Cisco RPS 300 to externai devi c e connection 

Cables/Accessories and Redundant Power Supply 
CAB-RPS-1614= 1 RPS 675 connector cable 16/14 
RCKMNT-3550-l.SRU= Rack mount kit for the Catalyst 3550-12T and 3550-12G switches 
RCKMNT-1 RU= Rack mount kit for the Catalyst 3550-24, 3550-48, 3550-24PWR, 3550-24-DC, and 3550-24-FX switches 
Packaged SMARTnet 8x5xNBD Maintenance Contract for Two-TI e r Customers 
CON-SNT-PKG9 Packaged SMARTnet 8x5xNBD for the WS-C3550-12T and WS-C3550-12G 
CON-SNT-PKG4 Packaged SMARTnet 8x5xNBD for the WS-C3550-24-SMI and WS-C3550-24PWR-SMI 
CDN-SNT-PKG5 Packaged SMARTnet 8x5xNBD for the WS-C3550-24-DC-SMI 
CON-SNT-PKG6 Packaged SMARTnet 8x5xNBD for the WS-C3550-24-EMI, WS-C3550-24PWR-SMI and WS-C3550-48-SMI 
CON-SNT-PKG7 Packaged SMARTnet 8x5xNBD for the WS-C3550-48-EMI and WS-C3550-24-FX-SMI 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not availabl.e through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 3550 Series Web site: http://www.cisco.com/go/cat3550 

• Cisco Catalyst 3550 Series lntelligent Ethernet Switches 
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Chapter 2 LAN Switching 

Cisco Catalyst 4500 Series 
The Cisco Catalyst 4500 Series integrates 
nonblocking Layer 2/3/4 switching with 
optimal control, enabling business resilience 
for enterprise and metropolitan Ethemet 
customers deploying Intemet-based business 
applications. A next generation Catalyst 4000 Series platform, the Cisco Catalyst 4500 
Series includes three new chassis: Catalyst 4507R (7-slot: redundant Supervisor IV 
capable), Catalyst 4506 (6-slot) and Catalyst 4503 (3-slot). A key component ofCisco 
AVVID (Architecture for Voice, Video and Integrated Data), the Catalyst 4500 extends 
control to Enterprise wiring closets, branch office and Layer 3 distribution points. A 
variety o f network infrastructure solutions are enabled by the Catalyst 4500 Series o f 
switches including: Cisco lOS Network Services, IP Telephony, 10/100/1000 to the 
desktop, Wireless LAN, Netflow Services and Metro Ethemet Switching. 

Whento Sell 

Sell This Product 

Catalyst 4507R 

Catalyst 4506 

Catalyst 4503 

When a Customer Needs These Features 

• When network resiliency via redundant Supervisor Engines is crucial to customer success 
• Port density up to 240·10/100, 100-FX, or 10/100/lOOOBASE-Twith modular investment protection 
• Layer 2 and Layer 3 Cisco Express Forwarding (CEF)-based switching up to 64 Gbps, 48 Mpps 

• Port density up to 240-10/100, 10Q-FX, or 10/100/1000BASE-Twith modular investment protection 
• Layer 2 and Layer 3 Cisco Express Forwarding (CEF)-based switching up to 64 Gbps, 48 Mpps 

• Port density up to 96-10/100, 100-FX, or 10/100/1000BASE-T with modular investment protection 
• Layer 2 and Layer 3 Cisco Express Forwarding (CEF)-based switching up to 28 Gbps, 21 Mpps 

Note: Compatible sparing between Catalyst 4507R, 4506, and 4503 chassis provides investment protection with common power supplies 
and switching line cards. The Catalyst 4500 series also leverages the same feature set with identical software c ode base along with the 
same enterprise functionality as the Catalyst 6500 Series in the wiring closet, delivering a consistent end-to-end solution. 

Key Features 

• Supervisor 11 
- Catalyst 4500/6500 Series CatOS Software, single IPQ-Address Management, and 

security (TACACS+, port lockdown, RADIUS, Kerberos) 
- Enterprise VLANs (4,096) with 802.1Q support on ali ports, 16,000 MAC 

Addresses, and Spanning-Tree Protocol (802.1D) enhancements (Uplinkfast, 
Portfast, and Backbonefast) for deterministic/fast failover 

- Fast and Gigablt EtherChannel aggregation (up to 8 Gbps full duplex), load 
balancing and failover on every port, and port filtering 

• Supervisor IV 
- Capable o f 1 + 1 redundancy in a 4507R (Single Supervisor only in Catalyst 4506 and 

4503) 

- Optional Netflow Services Card Support 
- Integrated Layer 2/3/4 CEF based switching at 64Gbps and 48Mpps 
- Feature rich and proven Cisco lOS Software 
- Port based enhanced QOS with multiple queues (16k input; 16k output), band 

CPMI- CORREIOS 
idth - -

management, policing and Access Control Lists ( 16k input ACL entries; 16k 
entries) 

- Enterprise VLANs (4,000) with 802.1Q and ISL support on ali ports, 32,000 
Addresses, and Spanning-Tree Protocol (802.1 D), 802.3w, 802.3s (~ 

c;sco Catalyst 450013:: 
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Chapter 2 LAN Switching 

i 
f(;-J L Supports RlP I, RlP li, Open Shortest Path First (OSPF), Interior Gateway Routing 
y Protocol (IGRP) Enhanced IGRP (EIGRP), BGP4, IS:IS, Software based IPX and 

Appletalk, Hot Standby Router Protocol (HSRP), Cisco Group Management 
Protocol (CGMP), IGMP vl and li, Internet Control Message Protocol (ICMP), and 
both Protocol Independent Multicast (PIM) sparse and dense modes, and Di'stance 
Vector Multicast Routing Protocol (DVMRP) interoperability 

- Optional compact flash memory cards 

Competitive Products 
• Extreme Networks: Alpine 3802, Alpine 3804, and Alpine 3808 • Hewlett Paekard: Proeurve 5300XL, 4108GL 
• Enterasys: Matrix E-5, Matrix E-6, Matrix E-7 • Norte!: Passport 8100 
• Foundry: Fastlron 400/800, Fastlron 11, 11+, 111, Biglron 4000 

Specifications 

Feature Catalyst 4507R Catalyst 4506 Catalyst 4503 
Fixed Ports · 2 Gigabit uplink ports on Supervisor 2 Gigabit uplink ports on Supervisor 2 Gigabit uplink ports on Supervisor 

IV Engine 11, 111 and Supervisor IV Engine 11, 111 and Supervisor IV 
Maximum Port 
Density 

240 (10/100 Fast Ethernet) 240 (10/100 Fast Ethernet) 96 (10/100 Fast Ethernet) 
240 (100-FX Fast Ethernet) 240 (100-FX Fast Ethernet) 96 (100-FX Fast Ethernet) 
240 (10/100/1000BASE-T) 240 (10!100/lOOOBASE-T) 96 (10/100/1000BASE-T) 

Modular Slots 
Available Modules 
Redundant 
Supervisor Capable 

7 (2 for Supervisors 
Supervisor Engine IV 
Yes 

Backplane Capacity 64 Gbps 

Stackable 
Hot-Swappable 
Power Supplies 

No 
Yes (2 bays, 1+1) 

Embedded RMON Statisties, History, Alarm, Events 

Dimensions (H x W x 19.19 x 17.31 x 12.50 in 
D) 48.74 x 43.97 x 31.70 em 

6 (1 for Supervisor) 
Supervisor Engine 11, 111, and IV 
No 

64 Gbps 
No 
Yes (2 bays, 1 + 1) 

Statisties, History, Alarm, Events 

17.38 X 17.31 X 12.50 in 
44.13 x 43.97 x 31.70 em 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 4500 Series Switches 

WS-C4507R 

WS-C4506 

Catalyst 4500 Chassis (7-Siot),fan, no p/s, Red Sup Capable 

Catalyst 4500 Chassis (6-Siot),fan, no p/s 
WS-C4503 Catalyst 4500 Chassis (3-Siot),fan, no p/s 

Catalyst 4500 Series Common Equipment 

3 (1 for Supervisor) 
Supervisor Engine 11, 111, and IV 

No 

28 Gbps 
No 
Yes (2 bays, 1+ 1) 

Statisties, History, Alarm, Events 
12.25x 17.31 x 12.50in 
31.12 x 43.97 x 31.70 em 

WS-X4013= Catalyst 4000 Supervisor Engine 11, Console (RJ-45), Mgt. (RJ-45) (Spare) 
WS-X4014= Catalyst 4000 Supervisor 111 (2 GE). Console(RJ45) 
WS-X4515= Catalyst ilooo Supervisor IV, 2 GE, Console(RJ-45) 

WS-F4531= Catalyst 4000 NetFiow Services eard for Supervisor Engine IV 
PWR-C45-1000AC= Catalyst 4500 lOOOW AC Power Supply (Data Dnly) 
PWR-C45-1300ACV= Catalyst 4500 1300W AC Power Supply with lnt Voiee 

PWR-C45-2800ACV= Catalyst 4500 2800W AC Power Supply with lnt Voiee 

Catalyst 4000 Series Common Equipment 

WS-C4003-S1 Catalyst 4003 Chassis (3-Siot), Supervisor Engine 1, 1-AC Power Supply, Fan Tray, Raek-Mount Kit 
WS-C4006-S2 Catalyst 4006 Chassis (6-Siot), Supervisor 11, (2)AC Power Supplies, Fan Tray, Raek-Mount Kit 
WS-C4006-S3 Catalyst 4006 Chassis (6-slot), Supervisor 111, (2) AC Power Supplies, Fan Tray, Raek-Mount Kit 
WS-C4006-S4 Catalyst 4006 Chassis (6-slot), Supervisor IV, (2) AC Power Supplies, Fan Tray, Raek-Mount Kit 

WS-X4008= Catalyst 4003/4006 AC Power Supply (Spare) 
WS-X4095-PEM= 
WS-P4603-2PSU 
WS-X4608= 

Catalyst 4000 DC Power Entry Module (Spare) 
Catalyst 4000 Aux. Power Shelf with 2 PSU 
Catalyst 4603 Power Supply Unit for WS-P4603 

• Cisco Catalyst 4500 Series 
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Catalyst 4500 Series line Card Modules and GBICs 
WS-X4124-FX-MT = Catalyst 4000 FE Switching Module, 24-port 100FX (MTRJ) 
WS-X4148-FX-MT= 

WS-X4148-RJ= 
WS-X4148-RJ21= 
WS-X4148-RJ45V= 

WS-X4232-GB-RJ= 

WS-X4232-RJ-XX= 

WS-X4232-l3= 

WS-X4306-GB= 

WS-X4424-GB-RJ-45= 

WS-X4448-GB-RJ45= 

WS-X4418-GB= 
WS-U4504-FX-MT = 
WS-X4604-GWY= 
WS-G5483= 
WS-G5484= 
WS-G5486= 
WS-G5487~ 

Catalyst 4!i00 Series Software 
S4Kl3-12113EW= 
S4Kl3E-12113EW= 
SC4K-SUPK8-7.5.1= 
WS-C4006-EMS-LIC 

WS-C4003-EMS-LIC 

Catalyst 4000 FE Switching Module, 48-100FX MMF (MTRJ) 
Catalyst 4000 10/100 Fast Ethernet Module, 48 Ports (RJ-45) 
Catalyst 4000 Telco switch module, 48-port 10/100 (4xRJ21) 
Catalyst 4000 lnline Power 10/100, 48-port (RJ45) 

Catalyst 4000 E/FE/GE Module, 2-GE (GBICl. 32-10/100 FE (RJ-45) 

Catalyst 4000 FE Base Module, 32-10/100(RJ45)+ Modular Uplink slot 

Catalyst 4000 E/FE/GE l3 Module, 2-GE(GBIC), 32-10/100 (RJ45) 

Catalyst 4000 Gigabit Ethernet Module, 6 Ports (GBIC) 

Catalyst4000 24 port 10/100/1000 Auto-Sensing Module (RJ45) 

Catalyst 4000 48 port 10/100/1000 Auto-Sensing Module (RJ45) 

Catalyst 4000 GE Module, Server Switching 18 Ports (GBIC) 
Catalyst 4000 FE Uplink Daughter Card, 4-port 100FX (MTRJ) 
Catalyst 4000 Access Gateway Module with IP/FW software 
1000BASE-T GBIC (RJ-45) 

1000BASE-SX Shortwave GBIC Module (Multimode Dnly) 
1000BASE-l..X/LH long Haul GBIC Module (Multimode or Single Mode) 

1000 BASE-ZX GBIC module (Single Mode Only) 

Cisco lOS BASIC l3 SW Cat4500 SUP 3/4(RIP,St.Routes,IPX,AT) 

Cisco lOS ENHANCED l3 SW Cat4500 SUP3/4(0SPF,IGRP,EIGRP,IS-IS) 
Catalyst OS l2 SW Cat4500 Sup 2 

Catalyst 4006 RMON Agent license 

Catalyst 4003 RMON Agent license 

Catalyst 4500 Series Basic Maintenance 
CON-SNT-PKG11 Catalyst 4003 SMARTnet 8x5xNBD Maintenance 
CON-SNT-PKG12 Catalyst 4006 SMARTnet 8x5xNBD Maintenance 

.,~ .. 
·· ·!'r: ' ;-':'_; ' • ·' · · 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 4500 series Web site: http://www.cisco.com/go/cat4000 

Cisco Catalyst 4000 Series­
Fixed Configuration 
Cisco offers two dedicated Gigabit Ethernet fixed 
configuration switches; the Catalyst 4908G-L3 and the Catalyst 4912G. The Catalyst 
4908G-L3 Switch is a fix,ed configuration Layer 3 Ethernet switch featuring wire-speed 
switching for IP, IPX and IP Multicast. lt provides the high performance required for 
midsize campus backbones with optimum port density. 

Whento Sell 

Sell This Product When a Customer Needs These Features 

Catalyst 4908G • Cost effective dedicated Gigabit Ethernet layer 3 backbone solution ideal for deployment in midsize 
networksforthose customers who need wire speed Layer 3 performance but do not require Gigabit Ethernet 
density over 8 ports. 

Cata lyst 4912G • Advanced wirespeed, non-blocking layer 2 Gigabit Ethernet performance with intelligent Cis I · · -
services and high-speed connectionsto workstations or servers; flexible Gigabit Interface Con ertéi)~ - CORREIOS 
mterfaces on ali ports ... 

Cisco Catalyst 4000 :eries t;;.ed ·---
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~~ 
~by Features 

"5-z.))' Catalyst 4908G-L3: 
V - 8 ports o f 1 OOOBASE x Gigabit Ethemet with GBIC support; Layer 3 switching and 

routing of IP, IPX and IP Multicast with wire speed Layer 2 switching for n.on 
routable protocols; Gigabit Etherchannel capability on every port 

• Catalyst 4912G: 
- Wire-speed performance with 24 Gbps o f dedicated bandwidth for nonblocking 

Gigabit Ethemet concentration, broad Gigabit EtherChannel availability, and GBIC 
flexibility on fiber port interfaces covering a wide range o f cabling distances 

Competitive Products 
• Extreme Networks: Summit 1 • Nortel: Accellar 1200 
• Foundry: Turbo lron 8 

Specifications 

Feature Catalyst 4908G-l3 Catalyst 4912G 
Fixed Ports 8 (AIIlayer 3) 12 (AIIlayer 2) 

Backplane Capacity 22 Gbps 24 Gbps 

Stackable No No 

VLAN Maximum 244 244 

802.10 Yes Yes 

ISL Yes No 

Management Capabilities lnboard console via terminal or modem, outboard lnboard console via terminal or modem, outboard 
via Telnet. SNMP, CiscoView, CWSI, CiscoWorks via Telnet, SNMP, CiscoView, CWSI, CiscoWorks 
2000 2000 

Dimensions (H x W x O) 2.69 x 17.1 x 18in 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 4000 Switch Family 
WS-4908G-l3 Catalyst 4908G-l3 switch 

2.75 x 17.5x 15in. 

WS-C4912G 
WS-G5484= 

Catalyst 4912G switch, fixed 12-ports switched 1000BASE-X (GBIC) 
1000BASE-SX GBIC module 

WS-G5486= 1000BASE-LX/LH GBIC module 
WS-G5487= 1000BASE-ZX GBIC module 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Catalyst 4000 series Web site: http://www.cisco.com/go/cat4000 
... 

Cisco Catalyst 5000 Family 
On October 4, 2002, Cisco Systems announced 
the end of sale for the Cisco Catalyst 5000 and 
5500 series o f modular switches, including all 
related Cisco Catalyst 5000 and 5500 series 
chassis and modules. The Cisco Catalyst 5000 
and 5500 series chassis and modules will be 
orderable through June 30, 2003. 
The Catalyst 5000 family features a Gigabit 
Ethemet and ATM-ready platform offering users high-speed trunking technologies, 
including Fast EtlierChannel and OC-12 ATM. This series also provides a redundant 
architecture, dynamic VLANs, complete intranet services support, and media-rate 
performance with a broad variety of interfa.ce modules. ; · 

• Cisco Catalyst 5000 Family ~ 
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Migration Options 

Catalyst 6500 with 
Sup2/msfc2 

Catalyst 6500 with 
Sup2/pfc2 

Catalyst 6500 with 
sup1A-2GE 

When a Customer Needs These Features 

o High Performance l.3 wiring closet, data centre, or core te ature sets 
o lntegrated ll-7 Serices Modules 
o Layer 3 Routing Capabilities 
o Scalability to 256 Gbps 
o Hardware based QoS and ACLs 
o lOS software 

o High Performance l2 wiring closet, data centre or core te ature sets 
o Scalability to 256 Gbps 
o Hardware based QoS and ACLs 

o Low cost of entry wiring closet solution 
o Scalability to 32Gbps 
o Basic security and L2 QoS capabilities 
o L2 Stateful failover capabilities 

Compotitive Products 
o Enterasys: Matrix E7, Expedition ER16 o Extreme: Black Diamond 
o Nortel: Passport 8100, 8600 

Specifications 

Feature 
Modular Slots 
Available Modules 

Backplane 

Fuii-Duplex Capabilities 

VLAN Maximum 

FEC 
Management 
Capabilities 

Dimensions (HxWxD) 

o Foundry: Big lron 

Catalyst 5500 Catalyst 5505 
13 5 
Supervisor' Engine 11 G, 111 G, or 111 plus Same as Catalyst 5500 
any combination of modules (subset listed 
under Part Numbers and Ordering 
lnformation) 
3.6 Gbps 3.6 Gbps 
ATM switching: 5-Gbps backplane 
Ali Ethernet, Fast Ethernet, Token Ring, 
and ATM ports 
Spanning tree: Yes per VLAN 
1000VLANs 

Same as Catalyst 5500 

Same as Catalyst 5500 

100BASE-TX; 100BASE-FX; 1000 BASE-X Same as Catalyst 5500 

lnboard console via terminal or modem, Same as Catalyst 5500 
outboard via Telnet. SNMP, CiscoView, 
CWSIStatistics, history, alarms, events 
25.25 X 17.3 X 18.25 in. 10.4 X 17.2 X 18.14 in. 

1. Supervisor module(s) require a slot in the chassis. 

Selected Part Numbers and Ordering lnformation1 

Catalyst 5000 Family Switch Familjes 
WS-C5507= 13-slot Chassis, AC Power Supply 
WS-C5505-CHAC= Catalyst 5505 Chassis, AC Power Supply 
WS-C5509-CHAC= Catalyst 5509 Spare Chassis, AC Power Supply 
WS-C5509-CHbC= Catalyst 5509 Spare Chassis, DC Power Supply 
Catalyst 5000 Family Basic Maintenance 
CDN-SNT-PKG13 Catalyst 5505 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG16 Catalyst 5500 Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG15 Catalyst 5509 Packaged SMARTnet Maintenance 8x5xNBD 

• 

Cata lyst 5509 
9 
Same as Catalyst 5500 

3.6 Gbps 

Same as Catalyst 5500 

Same as Catalyst 5500 

Same as Catalyst 5500 

Same as Catalyst 5500 

20x 17.25x 18.14in. 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Som 
restricted access o r are not available .through distribution channels. Resellers: For latest part nu.J.:.~~~~ttJfo~~~""-ei'+"'i 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited count 

For More lnformatio·n 

See the Catalyst 5500/5000 series Web site: http://www.cisco.com/go/500 Fls: _ . O 5 51 ~ 
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u/ 1
. :isco Catalyst 6500 Family 

~ The Catalyst 6500 Family delivers highly 
available secure converged network 
services for the Enterprise and Service 
Provider networks. Designed to address 
the increased requirements for gigabit 
scalability, high-availability, rich services, and multilayer switching in backbone, 
distribution, and wiring closet topologies as well as datacenter environments, the 
Catalyst 6500 Family delivers exceptional scalability and price/performance, 
supporting a wide range o f interface densities, performance, and integration o f 
powerful service modules. The Catalyst Family delivers a wide range o f intelligent 
switching solutions, enabling corporate intranets, extranets, and the internet for 
multimedia, mission-critical data, and voice applications. 

When to Se li 

Sell This Product 
Catalyst 6500 Series 

Catalyst 6500 Family 
Solutions 

Key Features 

When a Customer Needs These Features 
• A highly scalable platform that meets requirements for a dynamic environment including very high 

multilayer switching performance with high Fast Ethernet and Gigabit Ethernet port densities 
• Enterprise campus distribution and core-With industry-leading port densities, performance, and high 

availability solutions 
• Enterprise Serve r Farm-For Gigabit wire-speed access to mission-critical serve r farms 
• High-capacity wiring closets-ln very large deployments, the Catalyst 6000 family delivers advanced 

Layer 2, 3, and 4 switching in wiring closets 
• Value wiring closets where basic L2 QoS and ACL capabilities are required in addition to 2-3 Se c L2 

Stateful failover 
• WAN/LAN/MAN integration-Single integrated platform simplifies network design, decreases rack 

space requirements, and decreases overall administration costs 
• Advanced, integrated hardware based firewall, content switching, intrusion detection, and network 

analysis capabilies 
• Servi c e Provider Networks--for ali dynamic environments including e-commerce, web hosting, and 

co-location facilities 

• Application-aware networking with multilayer switching intelligence and support 
for CiscoAssure policy networking 

• High-availability features deliver maximum uptime for mission-critical 
application support 

• Extensive Quality of Service (QOS) features to support mission-critical 
applications 

• Scalable performance to 2l O Mpps 
• Maximum 10/100 Ethemet port density: 96 (3-slot chassis), 240 (6-slot chassis), 

384 (9-slot chassis), and 576 (13-slot chassis) 
• Maximum Gigabit Ethemet port density: 32 (3-slot chassis), 82 (6-slot chassis), 

130 (9-slot chassis), and 194 ( 13-slot chassis) 

Competitive Products 
• Extreme: Black Diamond • Lucent: Cajun Switch 550 
• Foundry: Big lron • Nortel: Passport 8600 

• Cisco Catalyst 6500 Family 

Wll•M 
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Chapter 2 LAN Switching 

Specifications 

Feature 6503 

8 & 16 port G1gab1t 
Ethernet: 24 port 100FX 
Ethernet (multimode or 
single mode); 48 port 
10/100TX Ethernet (RJ45); 
48 port 10/100 Ethernet (RJ 
21 or TELCO); 1 port 
Multimode OC12 ATM; 1 
port Single Mode OC 12 
ATM; 15 port 1000BASE T 
Gigabit Ethernet; 24 port 
10BASE FL (MT RJ); 
Network Analysis Module; 
Flex Wan Module; 24 port 
FXS Analog Station 
Interface Module; 8 port 
Voice T1 or E1 Services 
Module; Voice Power 
Feature Cardlntrusion 
Detection Module; Content 
Switching Module; Fabric 
Enabled Une Cards 

6506 

Same as Catalyst 6503 

Backplane Scalable to 256 Gbps Scalable to 256 Gbps 
Mult1layer Peíformance Scalable to 100+ Mpps Scalable to 100+ Mpps 
VLAN Max1mum 4000 4000 
FEC/GEC Üp to 8 noncont1guous Same as Catalyst 6503 

ports; supports multimode 

Management 
Capabilities 

D1mens•ons 

channeling. 
C1scoWorks 2000, RMON, 
Enhanced Switched Port 
Analyzer (ESPAN), SNMP. 
Telnet, BOOTP. and Trivial 
File Transfer Protocol 
(TFTP) 
7 X 17.37 X 21.75 In. 

Same as Catalyst 6503 

20.1 X 17.2 X 18.1 In. 

6509 

Same as Catalyst 6503 

Scalable to 256 Gbps 
Scalable to 100+ Mpps 
4000 
Same as Catalyst 6503 

Same as Catalyst 6503 

25.2 X 17.2 X 18.1 In. 

Selected Part Numbers and Ordering lnformation 1 

Catalyst 6000 Family Chassis 
WS-C6503 Catalyst 6500 3 Slot Chassis 
WS-C6506 Catalyst 6506 Chassis 
WS-C6509 Catalyst 6509 Chassis 
WS-C6509-NEB Catalyst 6509 Chassis for NEBS Environments 

· WS-C6513 · Catalyst 6513 Chassis · · 

Catalyst 6500 Series Power Supplies 
PWR-950-AC= Spare 950W AC P/S for Cisco 7603/Cat 6503 
PWR-950-DC= Spare 950W DC PIS for CISC07603/Cat 6503 
PEM-15A-AC= Spare Pwr Entry Mod for CISC07603/Cat 6503 (950W AC Pwr Sup) 
PEM-DC/3= 
WS-CAC-1000W= 
WS-CAC-1300W= 

WS-CDC-1300W= 
WS-CAC-2500W= 
WS-CAC-4000W-INT = 
WS-CAC-4000W-US= 

Spare DC Power Entry Mod for CISC07603/Cat 6503 
Ca,talyst 6000 lOOOW AC Power Supply, Spare 
Catalyst 6000 1300W AC Power Supply,Spare 

Catalyst 6000 1300W DC Power Supply, Spare 
Catalyst 6000 2500W AC Power Supply 
4000W AC PowerSupply,lnternational (cable included) 
4000Watt AC Power Supplyfor US (cable attached) 

• Catalyst 6000 Family Supervisor Engines and Switch Fabric Modules 
WS-X6K-S1A-MSFC2= Catalyst 6000 Supervisor Enginel-A, 2GE, plus MSFC-2 & PFC 
WS-X6K-SUP1A-2GE= Catalyst 6000 Supervisor Engine1A, Enhanced QoS, 2GE 
WS-X6K-SUP1A-PFC= Catalyst 6000 Supervisor Enginel-A, 2GE, plus PFC 
WS-X6K-S2-PFC2= 
WS-X6K-S2-MSFC2= 
WS-X6K-S2U-MSFC2= 

Catalyst 6500 Supervisor Engine-2, 2GE, plus PFC-2 
Catalyst 6so0 Supervisor Engine~2. 2GE, plus MSFC-2 & PFC-2 
Cat6K Sup2 with 256MB ORAM on Sup2 and MSFC2 

WS-SUP720= Cat6500 CEF720 Sup Engine - lntegrated Fabric, MSFC3 
WS-C6500-SFM= Catalyst 6500 Switch Fabric Module 
WS-X6500-SFM2= Catalyst 6500 Switch Fabric Module 2, Spare 

Catalyst 6500 -10 Gigabit Ethernet 

Scalable to 256 Gbps 
Scalable to 210 Mpps 
4000 
Same as Catalyst 6503 

Same as Catalyst 6503 

33.3 X 17.2 X 18.1 In. 

O F)' r;::2 uu 
Fls : ------
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\~ 
talyst 6500- Gigabit Ethernet 
S-X6148-GE-TX= Cat6500 48-port 10/100/1000 GE Module, RJ45 

_ S-X6316-GE-TX= Catal•f.;t 6000 8-port GE, Enhanced QoS (Req. GBICs) 
S-X6408A-GBIC= Cataly.;t 6000 8-port GE, Enhanced QoS (Req. GBICs) 

WS-X6416-GBIC= Cataly.;t 6000 16-port Gig-Ethernet Mod. (Req. GBICs) 

WS-X6416-GE-MT = Cataly.;t 6000, 16-port Gigabit Ethernet Module, MT-RJ 

WS-X6516-GBIC= Cataly.;t 6500 16-port GigE Mod: fabric-enabled (Req. GBICs) 
WS-X6516A-GBIC= Catalyst 6500 16-port GigE Mod: fabric-enabled (Req. GBICs) 
WS-X6516-GE-TX= Cataly.;t 6500 16-port Gig/Copper Module, x-bar 

WS-X6816-GBIC= Cataly.;t 6500 16-port GigE mod, 2 fab 1/F w/DF. (Req GBICs) 

Catalyst 6500-10/100 Gigabit Ethernet 
WS-X6024-10Fl-MT = Catalyst 6000 24-port 10BASE-Fl MT-RJ Module 
WS-X6148-RJ-21 = 
WS-X6148-RJ21V= 
WS-X6148-RJ-45= 
WS-X6148-RJ45V= 
WS-X6324-100FX-MM= 
WS-X6324-100FX-SM= 
WS-X6348-RJ21V= 
WS-X6348-RJ-45= 
WS-X6348-RJ-45V= 

WS-X6524-100FX-MM= 

WS-X6548-RJ-21 = 

WS-X6548-RJ-45= 

Catalyst 6500 Services Modules 

Catalyst 6500 48-Port 10/100 Upgradable to Voice, RJ-21 

Cataly.;t 6500 48-port 10/100 lnline Power Module, RJ-21 
Cataly.;t 6500 48-Port 10/100, Upgradable to Voice, RJ-45 
Cataly.;t 6500 48-port 10/100 lnline Power, RJ-45 
Cataly.;t 6000 24-port 100FX, Enh QoS, MT-RJ, MMF 
Cataly.;t 6000 24-port 100FX, Enh QoS, MT-RJ, SMF 
Cataly.;t 6000 48-port 10/100, lnline Power, RJ-21 
Cataly.;t 6000 48-port 10/100, Enhanced QoS, RJ-45 
Cataly.;t 6000 48-port 10/100, 1nline Power, RJ-45 

Cataly.;t 6500 24-port 100FX, MT-RJ, fabric-enabled 
Cataly.;t 6500 48-port 10/100, RJ-21, fabric-enabled 

Cataly.;t 6500 48-port 10/100, RJ-45, x-bar 

WS-SVC-CMM= COMMUNICATION MEDIA MODULE 

WS-SVC-CMM-6T1= 6-PORT T1 INTERFACE PORT ADAPTER 
WS-SVC-CMM-6E1 = 6-PORT E1 INTERFACE PORT ADAPTER 
WS-SVC-CSG-1= 

WS-SVC-FWM-1-K9= 

WS-SVC-IPSEC-1 = 

WS-SVC-NAM-1= 

WS-SVC-NAM-2= 
WS-SVC-SSL-1-K9= 
WS-X6066-SLB-APC= 
WS-X6381 -IDS= 

Content Services Gateway 

Firewall blade for Catalyst 6500 

IPSec VPN Security Module for 6500 and 7600 series 
Cataly.;t 6500 Network Analysis Module-1 
Cataly.;t 6500 Network Analysis Module 
SSL Module for Cataly.;t 6500 

Catalyst 6500 Content Switching Module 
Cataly.;t 6000 lntrusion Detection Sy.;tem Module 

WS-X6608-E1 = Cataly.;t 6000 8-port Voice E1 and Services Module 
WS-X6608-T1.= Ca\aly.;t 6000 8-port.Voice T1 and Services Module 
WS~X6624-FXS= Cataly.;t 6000 24-port FXS Analog Station Interface Module 

Catalyst 6500 FLEXWAN and OSM Modules 
WS-X6101 -0C12-MMF= Cataly.;t 6000 1-port Multimode OC-12 ATM Module, Spare 
WS-X6101 -0C12-SMF= 

WS-X6182-2PA= 
WS-X6516A-GBIC= 

Cataly.;t 6500 Optics 

WS-G5484= 

WS-G5486= 
WS-G5487= 

WS-G6483= 
WS-G6488= 

Catalyst 6500 Bundles 
WS-C6503-2GE 
WS-C6503-PFC2 
WS-C6506-2GE 
WS-C6506-PFC2 
WS-C6509-2GE 
WS-C6509-PFC2 
WS-C6509-6816-16 

WS-C6509-6816-32 
WS-SVC-SSL-CSM-K9= 
WS,C6503-FWM-.K9 
w ·s-c6506-FWM-K9 

WS-C6506-IPSEC-K9 

Cataly.;t 6000 1-port Single-Mode OC-12 ATM Module, Spare 

Catalyst 6000 Flex WAN Module (Supports 2 Port Adapters) 
Catalyst~500 16-port GigE Mod: fabric-enabled (Req. GBICs) 

1000BASE-SX Short Wavelength GBIC (Multimode only) 

1000BASE-LX/LH long haul GBIC (single mede or multimode) 
1000Base-ZX extended reach GBIC (single mede) 

Cat 6500 10GBASE-ER Serial1550nm extended reach OIM (spare) 
Cataly.;t 6500 10GBASE-LR Serial1310nm long haul OIM (spare) 

Cat6503 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6503 chassis w/ Sup2-PFC2 (Requires Power Supply) 
Cat6506 chassis w/ Sup1A-2GE (Requires Power Supply) 
Cat6506 chassis w/ Sup2-PFC2 (Réquires Power Supply) 
Cat6509 chassis w/ Sup1A-2GE (Aequires Power Supply) 
Cat6509 cha.ssis w/ Sup2-PFC2 (Aequires Power Supply) 
Cat6509 w/S2-MSFC2,SFM2,WS-X6816-GBIC (Aeq Purch 2 2500W) 
Cat6509 w/S2-MSFC2,SFM2,2xWS-X6816-GBIC (Req Purch 2 2500W) 
Cataly.;t 6500 SSL and CSM Bundle 

Cisco Cataly.;t 6503 Fi rewaU Security Sy.;tem 
Cisco Cataly.;t 6506 Firewall Security Sy.;tem 

Cisco Cataly.;t 65061PSec VPN System 

Cisco Catalyst 6500 Family 

o 
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WS-C6503-IPSEC-K9 

WS-C6506-IPSEC-K9 

Cisco Catalyst 6503 IPsec VPN System 

Cisco Catalyst 65061PSec VPN System 

Catalyst 6000 Family Accessories 
WS-F6K-MSFC2= Ca talyst 6000 Multilayer Switch Feature Card (MSFC)II, Spare 
WS-F6K-VPWR= Catalyst 6000 Voice Power Feature Card for WS-X6348-RJ-45 
WS-F6K-OFC= Oistributed Forwarding Card 
WS-C6X09-RACK= Catalyst 6x00 Rack Mount Kit and Cable Organize r 
WS-C6K-6SLOT-FAN= Catalyst 6000, Fan Tray for 6-slot Systems 
WS-C6X06-RACK= Catalyst 6x06, Rack Mount Kit and Cable Organizer 

Catalyst 6000 Family Software and Element Management Software (EMS) 
WS-C6513-EMS-LIC= Catalyst 6513 RMON Agent License 
WS-C6X09-EMS-LIC 
WS-C6X06-EMS-LIC 
FRC6-MSM-I PX= 
FR-IRC6= 
S6MSFC2A-12102E= 
SC6K-SUP2-6.1.1 
SC6K-SUP2CV-6.1.1 
SC6K-SUPtK9-6.1.1 
SC6K-S2K9CV-6.1.1 
S6SUP22A-12105E 
SC6K-SUP-5.4.4= 
EMS-6500-025C-1.0= 
EMS-6500-100C-1 .0= 
EMS-6500-250C-1 .0= 

Catalyst 6x09 RMON Agent License 
Catalyst 6x06 RMON Agent License (also available for Cat6x09) 
Catalyst 6000 MSM IPX Feature Set License, Spare 
Catalyst 6000 Family lnterDomain Routing Feature Li cense 
Catalyst 6000 MSFC210S Enterprise (also available in images with VIP, Oesktop, IP/IPX, etc.) 
Catalyst 6000 Supervisor 2 Flash lmage, Rel6.1(1) 
Cat6K Supervisor 2 Rash lmage w/CiscoView, Rei 6.1 (1) 

Catalyst 6000 Supervisor 2 Flash lmage w/SSH, Rei 6.1 (1) 

Cat6K Sup 2 Rash lmage w/CiscoView & w/SSH, Rei 6.1 (1) 
Catalyst 6000 Sup2/MSFC lOS Enterprise (also available in images with Oesktop, IP, IP/IPX) 

Catalyst 6000 Supervisor Rash lmage, Release 5.4(4) 
6500 EMS 25 Chassis RTU License-6750 Per Chassis List 
6500 EMS 100 Chassis RTU License-6000 Per Chassis List 
6500 EMS 250 Chassis RTU License-5250 Per Chassis List 

EMS-6500-SOOC-1 .0= 6500 EMS 500 Chassis RTU License-4500 Per Chassis List 
Catalyst 6000 Family Memory Options 
MEM-C6K-FLC16M= Catalyst6000, Supervisor PCMCIA 16MB Rash Memory Card 
MEM-C6K-FLC24M= Cat 6000 Sup PCMCIA Flash Memory Card, 24MB Spare 
MEM-MSFC-128MB= Catalyst 6000 MSFC Mem, 128MB ORAM Option 
MEM-C6K-WAN-128M= Catalyst 6000 WAN Module Memory, 128MB 
MEM-MSFC2-256MB= MSFC2 256MB Memory Option (also available in 512MB) 
MEM-OFC-256MB= 

MEM-OFC-512MB= 
Catalyst 6500 256 MB spare for OFC 
Catalyst 6500 512MB option for OFC 

MEM-S2-256MB= 256MB ORAM spare for Sup2 

Catalyst 6000 Family Packaged SMARTnet Maintenance 8x5xNBD 
CON-SNT-PKG12 Catalyst 6503 L2 Bundle SMARTnet Maintenance 8x5xNBO 
CON-SNT-PKG14 

CON-SNT-PKG15 
CON-SNT-PKG16 

Catalyst 6506 L2 Bundle SMARTnet Maintenance 8x5xNBO . 

Catalyst 6509 L2 Bundle SMARTnet Maintenance 8x5xNBD 
Catalyst 6006 and 6506, Packaged SMARTnet Maintenance 8x5xNBO 

CON-SNT-PKG17 Catalyst 6009 and 6509, Packaged SMARTnet Maintenance 8x5xNBO 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Catalyst 6000 Family Web site: http://www.cisco.com/go/6000 

• 
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~(!{ ç;~co Catalyst 8500 Multiservice Switch Routers 
. , ., The Catalyst 8500 family multiservice switch routers integrate 

P . - '.) ultiservice ATM switching with wire-speed multiprotocol routing 
for Gigabit Ethemet and Fast Ethemet into a single platform that 
also supports advanced Cisco lOS services for QoS and security. 
This family delivers enterprise MAN/WAN and Service Provider 
multiservice edge solutions with scalable performance, lower cost 
of ownership, and offer multiple interface options in a modular 
chassis. The Catalyst 8500 series consists o f the modular Catalyst 
851 O (1 0-Gbps, 5-slot) switch and the modular Catalyst 8540 
(40-Gbps, 13-slot) switch. Both switches implement Cisco lOS 

lAN Switching 

Software to provi de a variety o f network services including reliability, security, 
management, and QoS with CiscoAssure policy networking. 

When to Sell 

Sell This Product 

Catalyst 8540 and 
Catalyst 8510 

Key Features 

When a Customer Needs These Features 

• lntegrated 101100 FE, GE. and ATM 
• Rexible ATM interfaces (T11E1,1MA, DS31E3, OC-3, DC-12, and OC-48) 
• Frame relay and circuit emulation services 
• Wire-speed performance 
• Multiservice MAN/WAN applications 
• Multiservice Edge solutions 
• Voice, data, and video solutions 
• MPLS VPN 

• Ideal for integrated multiservice ATM switching with wire-speed multiprotocol 
routing for gigabit Ethemet (L3eATM or Layer 3 enabled ATM) 

• Ideal for aggregating multiprotocol traffic from multiple wiring closets or from 
workgroup switches such as the Catalyst 5000 or distribution/server aggregation 
switches such as the Catalyst 6000 Family 

• Provides nonblocking routing for IP, IPX, and IP multicast while also offering 
wire-speed Layer 2 switching for nonroutable protocols such as NetBIOS and 
DECnet local-area transport (LAT) 

• Aggregate throughput o f up to 24 million packets per second (pps) for 
non-blocking, wirespeed Layer ~ switching 

Competitive Products 
• Foundry: Big lron • Marconi: ASX 1000, 1200, and 4000 
• Lucent PSAX 1250 and 2300 • AI catei: Omniswitch 

Specifications 

Feature Catalyst 8510 Catalyst 8540 
Modular Slots 5 13 
Available Modules See Part Numbers and OrderiQg information for a partia I parts list 

· Backplane 10 Gbps 40 Gbps 

Throughput Perfonnance 6 Mpps 24 Mpps 

MAN/WAN POS I ATM Uplink POS I ATM Uplink 
Dimensions (HxWxD) 10.5 X 17.2 X 18.14 in. 25.25 X 17.3 X 18.25 in. 

. . 

• C;sco Catalyst 8500 Mult;serv;ce sw;tch Rout~ . ,,. 
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Selected Part Numbers and Ordering lnformation 1 

Catalyst 854G-Common Equipment 
C8540MSR-SKIT-AC C8540 MSR Starter Kit w/ Stratum 4 Clock Module-AC Power (also available in DC Power) 
C8545MSR-MRP4CLK= 
C8545MSR-MRP3CLK= 
C8546MSR-MSP-FCL= 
C8540CSR-SKIT-AC 
C8541 CSR-RP= 

C8540 MSR Multiservice Route Processar (spare) 
C8540 MSR Route Processar Stratum 3 (spare) 
C8540 MSR Switch Processar with ATM FC (spare) 
Catalyst 8540 CSR Starter Kit with AC Power (also available in DC Power) 
Catalyst 8540 CSR Route Processo r (spare) 

C8542CSR-SP= Catalyst 8540 CSR Switch Processar (spare) 
C8540-CHAS13= Catalyst 8540- Chassis (spare) 
C8540-PWR-AC= C8540 Power Supply-AC (also available in DC Power) 

Catalyst 851D-Common Equipment 
C8510MSR-SKIT-AC Catalyst 8510 MSR Starter Kitwith AC Power (also available as -DC for DC Power 
C8515-MSRP= 

C851 OCSR-SKIT-AC 
C8510-SRP= 
C8510-CHAS5= 

C8510 Multiservice Switch Route Processar (spare) 
Catalyst 8510 CSR Starter Kit with AC Power (also available as -DC for DC Power) 
C8510 Layer 3 Switch Route Processar (spare) 
Catalyst 851 O- Chassis (spare) 

C8510-PWR-AC= C8510 power supply, AC (spare) (also available in DC power) 

Catalyst 85oo Family-ATM Router Module Equipment 
C8540-ARM-64K= C8540 ATM Router Module 64K (also available for 8510) 
C8540-ARM2= C8540 Enhanced ATM Router Module (spare) 

Catalyst 8500--Layer 3 Modules and ATM Interface Modules and Uplinks 
C85EGE-2X-16K= C8540 2-port Enhanced GE 16K (also available in 64K and 256K) 
C85GE-8X-64K= C8540 8-port GE 64K 
C85FE-16TACL-64K= C8540 16-port 10/100 RJ-45 w/ACL 64K 
C85FE-16FACL-64K= C8540 16-port 100-FX MT-RJ w/ACL 64K 
C8540-ACL= C8540 ACL Daughter Card (also available for C8510/LS1010) 
C85GE-1X-16K= 
C85FE-8T-64K= 
C85FE-8F-64K= 
C85MS-1 F4S-OC48SS= 
C85MS-1 F4M-OC48SS= 

C85MS-4F-OC12SS= 
C85MS-4F-OC12MM= 
C85MS-16F-OC3MM= 

C8510/LS1010 1-port Gigabit Ethernet 16K (also available in 64K) 
C8510/LS1010 8-port 10/100 RJ-45 64K 
C8510/LS1010 8-port 100-FX MT-RJ 64K 
C8540 1-port OC-48c/STM-16 SMF-1Rt4-port OC-12 SMF 
C8540 1-port OC-48c/STM-16 SMF-1Rt4-port OC-12 MMF 

C8540 4-port OC-12c/STM-4 SMF 
C8540 4-port OC-12c/STM-4 MMF 
C8540 16-port OC-3c/STM-1 MMF (spare) 

C85MS-16F-OC3SM= C8540 16-port OC-3c/STM-1 SMF-LR (spare) 

Catalyst 8500--Port Adapter Modules 
C85MS-SCAM-2P= C8540 SuperCAM for Port Adapter Modules (spare) 
C8510TSCAM-2P= CS8510/LS1010 Traffic Shaping Carrier Access Modules (spare) 
WATM-CAM-2P= C8510 I LS1010 Carrier Modules (spare) 
WAI-T1 C-4RJ48= 
C85M S-4E 1-FRRJ 48= 
WAI-OC3-4MM= 
WAI-OC3-1 S3M= 

WAI-OC12-1MM= 
WAI-T3-4BNC= 

C85MS-8T1-Ifv1A= 
WAI-T1-4RJ48= 

4 Port T1 (circuit emulation) RJ-48 PAM (also available in El and in E1 BNC) 
C8500 4-port E1 Frame-Relay/FUNI PAM (spare) 
4 Port OC-3c/STM-1 MMF PAM (also available in SMF-IR & SMF-LR) 
'oc-3c/STM-1 Mix PAM, 1-port SMF-IR t 3-port MMF (spare) 

1 Port OC-12c/STM-4c MMF PAM (also available in SMF-IR and SMF-LR) 
4 Port DS-3 PAM (spare and in E3 BNC) 
C8500MSR/LS1010 8-portTIIMA PAM (also available in E1120 ohm) 
4 PortT1 (ATM) RJ-48 PAM (spare also available in E1 and E1 BNC E1) 

Catalyst 8500 Software Feature License Options 
· FR-8510-TAGSW= C8510 Tag Switching upgrade license (also available with HPNNI and HPNNI + Tag Switching) 

FR-8540MSR-HPNNI= Cat 8540MSR-Hierarchical PNNI Ucense (also available with Tag Switching) 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts .bavg_ __ _ 
restricted access o r are not available through distribution channels. QS~Nº 83QOOS--·-·---- . 

CPMI ·CORREIOS For More lnformation 
--~ ... 

See the Catalyst 8500 series Web site: http://www.cisco.com/go/8500 O _r;· r; 4 
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Wireless LAN Products 

Wireless LAN Products ata Glance (IEEE 802.11b) 

Product Features Page 
Cisco Aironet 1200 Series • Offers investment protection anda smooth migration path to future technologies through a 3-2 
Access Points dual band radio design 

• Delivers an enterprise class security solution with the IEEE 802.11x-based Cisco Wireless 
Security Suite 

• lndustry-leading security, network management. throughput and software te ature set 
• Support for both line power over Ethernet and local power 

Cisco Aironet 1100 Series • Single 802.11 b radio, upgradable to 802.11 g 3-5 
Access Point • Provides end-to-end solution supportfor lntelligent Network Services 

Cisco Aironet 5 GHz 54 
Mbps Wireless LAN 
Client Adapter 

Cisco Aironet 350 Series 
Client Adapters 

Cisco Aironet 350 Series 
Workgroup Bridge 

• Delivers an enterprise class security solution with the IEEE 802.11x-based Cisco Wireless 
Security Suite 

• Support for both line power over Ethernet and local power 
• Cost effective, yet feature-rich 
• IEEE 802.11a-compliant CardBus adapter that operates in the UNII-1 and UNII-2 bands 
• Complements the Cisco Aironet 1200 Series 802.11 a Access Point. providing a solution that 

combines performance and mobility with the security and manageability that enterprises 
require 

• Superior range and throughput 
• Secure network communications 
• World mode for international roaming 
• PCMCIA card and PCI form factors 
• IEEE 802.11 b 
• Driverless installation of up to eight Ethernet-enabled devices 
• Optimum wireless performance and range 
• Standards-based centralized security 
• IEEE 802.11 b 

3-6 

3-8 

3-10 

Cisco Aironet 350 Series • High-speed, high-power radios, delivering building-to-building links of up to 25 miles (40.2 km) 3-12 
Wireless Bridge • A metal case for durability and plenum rating 

Cisco Aironet Antei1nas 
and Accessories 

• Supports both point-to-point and point-to-multipoint configurations 
• Broad range of support antennas 
• Simplified installation, improved performance, and upgradeablefirmware, erisuring investment 

protection 
• IEEE802.11b 
• A wide array oi options 
• FCC-approved directional and omni-directional antennas 
• low-loss cable, mounting hardware, and other accessories available 

3-14 

CiscoWorks Wireless LAN A hardware-based wireless LAN management solution that provides template-based 9-23 
Solution Engine configuration with user-defined groups to effectively manage a large number of access points 

and bridges. 
• Monitors LEAP authentication servers 
• Enhances security management through mis-configuration detection on access points and 

bridges · 

05 r~ 5 Fls: u 

· · ~ · -s-,· ·o~- 1X~ ... · 
·Doe: 

Wireless LAN Products ata Glance (IEEE 802.11b) • 
~--------------------------------~~~~~~ 



~- Chapter 3 Wlreless LAN Products 

\ \;} , S~mple vyireless LAN Solution Overview-ln-Building or 
~/ S1te-to-S1te 

Cisco Aironet 1200 Series Access Points 

Enterprise. Smaii/Medium Business 
Applications 

Service common areas for mobile workers 
Support employees working in multi pie offices 
Cost effective, quick network deployment for 
temporary or leased offices 

Sample Vertical Markets 

Healthcare, retail, government 
Public Access 
Multiple Tenant/Dwelling Units 
Airports, Hotels, Convention Centers 
Education: K-12 and Universities 

The Cisco Aironet 1200 Series Access Point sets the 
enterprise standard for next-generation high performance 
secure, manageable, and reliable wireless local-area 
networks (WLAN s) while also providing investment 
protection because o f its upgrade capability and 
compatibility with current standards. The modular design -
ofthe Cisco Aironet 1200 supports IEEE 802.11a and 

.. -- . 

802.11 b technologies in both single-and dual-mode operation. You can configure the 
Cisco Airo~et 1200 to meet customer-specific requirements at the time o f purchase and 
then reconfigure and upgrade the product in the field as these requirements evolve. 
The Cisco Aironet 1200 Series protects current and future network infrastructure 
investments. Compliant with IEEE 802.11a and 802.11b standards, The 802.11a radio 
s,upports data rates ofup to 54 Mbps and eight non-overlapping channels that offer high 
performance as well as maxi~um ~apacity and scalability. The 802.11 b radio provides 
data rates up to 11 Mbps and three non-overlapping channels to support widely 
deployed 802.11 b clients . The Mini-PCI form factor of the 802.11 b radio allows for 
upgrade to higher-speed 2.4 GHz technologies such as the draft IEEE 802.11g 
standard. The Cisco Aironet 1200 Series extends end-to-end intellige:p.t networking to 
the wireless access point with support for enterprise-class virtual LANs (VLANs) and 
quality o f service (QoS). An ideal choice for enterprise installations, the Cisco Aironet 
1200 Series can manage up to 16 VLAN s, which allows customers to differentiate LAN 
policies and services, such as security and QoS, for different users. Traffic to and from 
wireless clients with varying security capabilities can be segregated into VLANs with 
varying security policies. 
Wireless LAN security is a primary concern. The Cisco Aironet 1200 Series secures the 
enterprise network with a scalable and manageable system featuring the 
award-winning Cisco Wireless _Secu~ity Suíte. Base~ on the 802.1lx standard ._for . 
port-based network access, the Cisco Wireless Security Suíte takes advantage o f the 
Extensible Authentication Protocol (EAP) framework for user-based authentication. 

Sample Wireless LAN Solution Overview-ln-Building or Site-to-Site 

) 
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When to Se li 

When a Customer Needs These Features Sell This Product 
Cisco Aironet 1200 Series 
Access Point 

~
/(} ___ J _' 

• IT Professionals or business execut1ves want mob1hty w1thm the enterpnse to mcrease product1v1ty, as ..., / 
an addition or alternative to wired networks. · 

Key Features 

• Business owners or IT directors need flexibility for frequent LAN wiring changes, either throughout the 
site or in selected areas. 

• Any companywhose site is not conducive to LAN wiring beca use of building or budget limitations, sue h 
as oi der buildings, leased space or temporary sites. 

• Offers investment protection because o f its upgrade capability and compatibility 
with current standards 

• Delivers an enterprise class security solution with the IEEE 802.11x-based Cisco 
Wireless Security Suite 

• Industry-leading security, network management, and software feature set 
• Support for both inline power over Ethernet or local power 
• Simultaneous support for both IEEE 802.11 b and IEEE 802.11a 

Specifications 

Feature 
Data Rates 
Supported 

Uplink 

Form Factor 

Frequency Band 

Cisco Aironet 1200 Series 
Access Pointswith 802.11a With 802.11b radio 
radio installed installed 
6, 9, 12, 18, 24, 36, 48,54 Mbps 1, 2, 5.5, and 11 Mbps 

With both 802.11a and 
802.11b radio installed 
Same as 802.11 a and 802.11 b 
combined 

Autosensing 802.310/lOOBaseT Autosensing 802.3 10/lOOBaseT Same as 802.11 a and 802.11 b 
Ethernet Ethernet combined 
CardBus (32-bit) Mini-PCI Same as802.11a and 802.11b 

combined 

5.15 to 5.35 GHz (FCC UNII1 and 2.412 to 2.462 GHz (FCC),2.412 to Same as 802.11a and 802.11 b 
UNII2), 5.15 to 5.25 GHz (TELEC),5.15 2.472 GHz (ETSI),2.412 to 2.484 GHz combined 
to 5.25 GHz (Singapore),5.25 to 5.35 (TELEC),2.412 to 2.462 GHz (MII),2.422 
GHz (Taiwan) to 2.452 GHz (Israel) 

Wireless Medi um Orthogonal Frequency Division Direct Sequence Spread Spectrum Same as 802.11 a and 802.11 b 
Multiplexing (OFDM) (DSSS) combined 

Modulation (OFDM subcarrier);BPSK@ 6 and 9 DBPSK@1 Mbps; DOPSK@ 2 Mbps; Same as 802.11a and 802.11b 
Mbps; QPSK@ 12 and 18 Mbps; CCK@ 5.5 and 11 Mbps · combined 
16-0AM@ 24 and 36 Mbps;64-0AM@ 
48 and 54 Mbps 

Operating Channels FCC: 8;TELEC (Japan): 4; Singapore: 4; ETSI: 13; Israel: 7; North America: 11; Same as 802.11a and 802.11b 
Taiwan: 4 TELEC (Japan): 14; Mil: 11 combined 

Nonoverlapping Eight (FCC only); Four (Japan, Three Eleven 
Channels Singapore, Taiwan) 

Available Transmit 40 mW.(16 dBm);20 mW (13 d8m);10 100 Mw (20 dBm); 5 Mw (17 dBm); 30 Same as 802.11a and 802.11b 
Power Settings1 mW _(10 dBm);5 mW (7 dBm); mW(15 dBm); 20 mW (13 dBm); 5 mW combined 

Max1mum power settmg w1ll vary (7 dBm); 1 mW (O dBm); Maximum 
according to individual country power setting will vary according to 
regulations. individual country regulations 

Range (typical @ Omni directional Antenna: lndoor: 60 llndoor:130 ft (40m)@ 11 Mbps; 350ft Same as 802.11 a and 802.11 b 
maximum power ft (18m)@ 54 Mbps, 130ft (40m)@ 18 (107m)@ 1 Mbps combined 
setting 2 2 dBi gain Mbps, 170ft (52m)@ 6 Mbps; Outdoor: Outdoor: 800ft (244m)@ 11 Mbps· 

• : · • 100ft(30m)@54Mbps,600ft(183m) 2000ft(610 )@1Mb ' 
d1vers1ty d1pole @ 18 Mbps, 1000 (304m) ft@ 6 Mbps; m ps 
antenna) Patch Antenna: In doar: 70ft (21m)@ 

54 Mbps, 150ft (45m)@ 18 Mbps, 200 
ft (61 m)@ 6 Mbps; Outdoor: 120ft 
(36m)@ 54 Mbps, 700ft (213m)@ 18 -

=:;;;;-;,--~----;-:-M~bp...,.:s;_12..,.oo:-:tt-:-:::(--;-;35_5m_:_)_@_6:._M_:bp_s_---:-:=-:------c-:-=:-::---~------;-~,--~;:o-;-;---+-R....,.Q.,.. ~8~-::-:- ·83/2005- ·CN 
SMTP Compliance MIB I and MIB 11 MIB I and MIB 11 MIB I and MIB 11 CPMI . CORREIOS 
Antenna lntegrated 6 dBi diversity patch (55 Two RP-TNC connectors (antennas 

degree horizontal, 55 degree vertical optional, none supplied with unit) 
beamwidths, 5 dBi diversity 
omnidirectional with 360 degree 
horizontal and 40 degree vertical 
beamwidths 

' (\ j 

~ 

5 GHz: lntegrated 6 dBi d ersity pa1l:h-
(55 degree horizontal, 5 ilegree 

0 
· ' 

vertical beamwidths, 5 Bi diVersity 5 t;; 6 
ommd1rect10nal w1th 3f> degree _ u 
horizontal and 40 verti c I F.Js . · 
beamwidths; 2.4 GHz: l o ffp-.uu;~-----
connectors (anten)nrs ption~l. none"' 7• o· ~.-. -J 

· supplied with unit 1 :.... 'l . 
Doe: -
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fJ!i/ Access Points with 802.11 a With 802.11 b radio With both 802.11 a and 
Feature radio installed installed 802.11b radio installed 
Security 
architecture client 
authentication 

Cisco Wireless Security Suite Cisco Wireless Security Suite Same as 802.11a and 802.11 b 
including: including: combined 
Authentication: 802.11x support Authentication: 802.11x support 
including LEAP. PEAP, EAP-TLS, including LEAP. PEAP, EAP-TLS, 
EAP-TILS, and EAP-SIM to yield EAP-TILS, and EAP-SIM to yield 
mutual authentication and dynamic, mutual authentication and dynamic, 
per-user, per-session WEP keys; MAC per-use r, per-session WEP keys; MAC 
address and by standard 802.11 address and by standard 802.11 
authentication mechanisms authentication mechanisms 
Encryption: Support for static and Encryption: Support for static and 
dynamic IEEE 802.11 WEP keys of 40 dynamic IEEE 802.11 WEP keys of 40 
bits and 128 bits; Pre-standard TKIP bits and 128 bits; Pre-standard TKIP 
WEP enhancements: key hashing WEP enhancements: key hashing 
(per-packet keying), message (per-packet keying), message 
integrity check (MIC) and broadcast integrity check (MIC) and broadcast 
key rotation key rotation 

Software lmage 
Network and 
lnventory support 

CiscoWorks RME2, CiscoWorks CiscoWorks RME2, CiscoWorks CiscoWorks RMe. CiscoWorks 
~~ ~~ ~~ 

R e mote 
configuration 
support 

BOOTP, OHCP, Telnet, HTIP, FTP. TFTP, Telnet, HTIP, FTP, TFTP, and SNMP Telnet, HTIP. FTP. TFTP,and SNMP 
and SNMP 

Local configuration Oirect consoled port 
(RJ-45 interface) 

Environmental 

lnput Power 
Requirements 

-4• to 122"F (-20" to 50"C), 10 to 90% 
humidity (noncondensing) 
90 to 240 VAC +/· 10% 
(power supply);48 voe +/-
10%(device) 

Power Draw 8 watts, RMS 

Warranty One year 

1. Management lnformation Base 
2. CiscoWorks Resource Manager Essentials 
3. Software lmage Manager 

Oirect consoled port 
(RJ-45 interface) 
-4• to 131°F (-20" to 55"C), 10 to 90% 
humidity (noncondensing) 
90 to 240 VAC +/- 1 O% 
(power supply);48 voe+/-
10%(device) 
6watts, RMS 

One year 

Selected Part Numbers and Ordering lnformation 1 

Oirect consoled port 
(RJ-45 interface) 
-4• to 122"F (-20" to 50"C), 10 to 90% 
humidity (noncondensing) 
90 to 240 VAC +/· 10% 
(power supply);48 voe+/-
10%(device) 
11 watts, RMS 

One year 

1200 Series Access Points 
AIR-AP1200 
AIR-AP1220B-A·K9. 
AIR-AP1220B-E-K9 
AIR-AP1220A-J-K9 
AIR-AP1220B-J-K9 

AP Platform, Cardbus and MPCI Slots (no radio), Enet Uplink 
802.11 b AP w/Avail CBus Slot, FCC Cnfg 

1230 Series Access Points 

802.11 b AP w/Avail CBus Slot, ETSI Cnfg 
802.11 a AP w/Avail MP CI Slot, Enet Uplink, TELEC Cnfg 
802.11 b AP w/Avail CBus Slot. Japan Cnfg 

AIR-AP1210 lOS based AP Platform, Cardbus and MPCI Slots (no radio), Enet Uplink 
AIR-AP1230B-A-K9 lOS based 802.11 b AP w/Avail CBus Slot. FCC Cnfg 
AIR-AP1230B-E-K9 lOS bàsed 802.11 b AP w/Avail CBus Slot, ETSI Cnfg 
AIR-AP1230A-J-K9 lOS based 802.11a AP w/Avail MPCI Slot. Enet Uplink, TELEC Cnfg 
AIR-AP1230B-J-K91 OS based 802.11b AP w/Avail CBus Slot, Japan Cnfg 

1. This is only a small sut:>set of ali parts ava ilable via URL listed under H For More lnformation." Some parts h ave 
restricted access o r are not avallable through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availabnity) 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

• Cisco Aironet 1200 Series Access Points 
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Cisco Aironet 1100 Series Access Points 
The Cisco Aironet® 1100 Series Access Point provides a secure, 
affordable, and easy-to-use wireless LAN solution that combines 
mobility and flexibility with the enterprise-class features required by 
networking professionals. 
Taking advantage o f the Cisco Wireless Security Suite for the 
strongest enterprise security available and of Cisco lOS® Software 
for ease-of-use and familiarity, the Cisco Aironet 1100 Series Access 
Point delivers manageability, performance, investment protection, 
and scalability in a cost-effective package with a low total cost of 
ownership. The Cisco Aironet 1100 Series features a single, 

~-) 

upgradable 802.11 b radio, integrated diversity dipole antennas, and an innovative 
mounting system for easy installation in a variety of locations and orientations. 
The fiPSt access point based on Cisco lOS Software, the Cisco Aironet 1100 Series 
extends end-to-end intelligent networking to the wireless access point. Cisco 
command-line interface (CLI) allows customers to quickly and consistently implement 
extended capabilities available in Cisco lOS Software. Customers can manage and 
standardize their networks using tools they have developed internally for their Cisco 
routers and switches. 
Enterprise-class features including virtual LANs (VLANs), quality of service (QoS), 
and proxy mobile Internet Protocol (IP) make the Cisco Aironet 1100 Series ideal for 
enterprise installations. The Cisco Aironet 1100 Series also supports standard Cisco 
Aironet features such as hot-standby and load balancing, allowing enterprises to 
implement intelligent, reliable network services. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 11110 Series • A cost-effective and upgradable WLAN solution that combines the mobility and flexibility of a WLAN 
Access Point solution with the enterprise-class features required by a business LAN. 

Want an off the sheli WLAN solution that does not require simultaneous dual band operation, or the 
additional range offered by high·gain antennas. 

Key Features 

• Single 802.11 b radio, upgradable to 802.11 g 
• Provides end-to-end s<;>lution support for Intelligent Network Services 
• Variety o f mounting options 
• Cost effective, yet feature-rich 

Specifications 

Feature Cisco Aironet 1100 Series Access Points 
Data R ates Supported 1,2, 5.5,11 Mbps r· 

Network standard 

Uplink 

IEEE802.11b Kl::;lb·· · ~• ,vvv .. VT'f 

Autosensing 802.310/100BaseT Ethernet CfJMI -CORREIOS 
Frequency Band 2.412 to 2.462 GHz (FCC); 2.412 to 2.472 GHz (ETSI); 2.422 to 2.452 GHz (ls ael); bt12-1o ,, 

2.484 GHz (TELE C) 557 Network architecture type lnfrastnicture, star topology 

Wireless Medium Direct Sequence Spread Spectrum (DSSS) Fls: 
Modulation DBPSK@ 1 Mbps; DQPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps 

Operating Channels ETSI: 13; Israel: 7; Americas: 11 ; TELEC (Japan): 14 n 
"'N~on-o-ve~rTia-pp~i~rig'·cft.h-a-nn-e'ls----~----~T~h~re~e~--~~~~--~--~~~----~--_,~D~o-c-: ~ ~ ~ ~~ 

Receive sensitivity 1 Mbps: ·94 dBm; 2 Mbps: ·91 dBm; 5.5 Mbps: ·89 d8m;11 Mbps: -85 d ~ . 
Cisco Aironet 1100 Series Access Points 
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'. ; Available Transmit Power Settings1 100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 
.r 1 mW (O dBm) 

Maximum power setting will vary according to individual country regulations 
Range (typical@ maximum power setting, lndoor: 150ft (45 m)@ 11 Mbps1; 400ft (122m)@ 1 MbpsOutdoor: 800ft (244m)@ 11 
2.2 dBi gain diversity dipole antenna) Mbps; 2000 ft (610 m)@ 1 Mbps · 

SMTP Compliance MIB I and MIB 11 

Antenna lntegrated 2.2 dBi diversity dipole antennas 

Security architecture client authentication Cisco Wireless Security Suite including:Authentication: 802.11x support including 
LEAP. PEAP, EAP-TLS, EAP-TTLS and EAP-SIM to yield mutual authentication and 
dynamic, per-user, per-session WEP keys; MAC address and by standard 802.11 
authentication mechanisms 

Software lmage Network and lnventory 
support 

Remote configuration support 

Dimensions 

Weight 

Environmental 
System Memory 

lnput Power Requirements 

PowerDraw 

Warranty 

1. Management lnformation Base 

For More lnformation 

Encryption: Support for static and dynamic IEEE 802.11 WEP keys of 40 bits and 128 
bits; Pre-standard TKIP WEP enhancements: key hashing (per-packet keying), 
message integrity check (MIC) and broadcast key rotation 
CiscoWorks CiscoView, Resource Manager Essentials, and Campus Manager 

BOOTP, DHCP. Telnet, HTTP, FTP, TFTP, and SNMP 

4.1 in. (10.4 em) wide; 8.1 in. (20.5 em) high; 1.5 in. (3.8 em) deep 

10.5 oz. (297 g) 

132• to 104• F (o• to 40• C); 10-90% humidity (noncondensing) 

16MB RAM; 8MB Rash 

100 to 240 VAC 50 to 60Hz (power supply); 33 to 57 VDC (device) 

4.9 watts, RMS 

One year 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 5 GHz 54 Mbps Wireless Client 
Adapte r 
The Cisco Aironet® 5 GHz 54 Mbps Wireless LAN client 
adapter is an Institute o f Electrical and Electronic Engineers 
(IEEE) 802.11 a-compliant CardBus adapter that operates in the · 
UNII-1 and UNII-2 bands. The client adapter complements the 
Cisco Aironet 1200 Series 802.11a Access Point, providing a 
solution that combines performance and mobility with the security and manageability 
that enterprises require. 
Wireless LAN client adapteis can·increase productivity by enabling mobile users to 
have network and Internet access anywhere within a building that is equipped with a 
wireless network infrastructure. Wireless client adapters connect a variety of devices 
to a wireless network either in ad hoc peer-to-peer mode or in infrastructure mode with 
access p,oints. With this client adapter, you can quickly add new employees to a 
network, support temporary workgroups, or enable Internet access in conference rooms 
or other meeting spaces. And the Cisco Aironet client solution is easy to use, making 
the benefits o f wireless mobility completely transparent. 
With Cisco, you can confidently deploy a wireless solution that provides robust 
enterprise-class security. Ali ~isco.Aironet products feature the award-winning Cisco 
Wireless ~ecurity Suite, which is based on the IEEE 802.11 x standard for port-based 
network access. 

·· .~ 

• Cisco Aironet 5 GHz 54 Mbps VVireless Client Adapter 
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The Cisco Wireless Security Suite takes advantage of the Extensible Authentication,.~/' . 
Protocol (EAP) framework for user-based authentication. lt supports a variety o f ( ( ) f9 [ 
802.11x authentication types including EAP Cisco Wireless (LEAP) and 

1 
· ' I 

' EAP-Transport Layer Security (EAP-TLS). \ 
' r\ ~. . , .. 

The Cisco Aironet Client Utility (ACU), with an intuitive graphicaJ user interface, ""--.::..!::...:f\ .... 
provides an easy way to configure, monitor, and manage the Cisco Aironet 5 GHz 
Wireless LAN Client Adapter. The ACU includes site-survey tools that present 
easy-to-understand detailed graphical information to assist in the placement of access 
points. Profile Manager allows you to create specific profile settings for various 
environments, such as the office or home, making it simple for telecommuters and 
business travelers to move from one environment to another. 

When to Se li 

Sell This Product 
Cisco A,ir~net 5 G Hz 
54Mbps Wireless LAN 
CI ient Adapters 

Key Features 

When a Customer Needs These Features 
• lndustryleading security: IEEE802.11x support, including LEAP and EAP-TLS,formutual 

authentication and dynamic per-user, per session WEP keys 
• Multiple transmit power settings (20 mW/(13 dBm), 10 mW/(10 dBm), and 5 mW (7 dBm) 
• End-to-end Cisco branded solution 

• IEEE 802.11a-compliant CardBus adapter that operates in the UNII-1 and UNII-2 
bands 

• Complements the Cisco Aironet 1200 Series 802.11a Access Point, providing a 
solution that combines performance and mobility with the security and 
manageability that enterprises require 

Specifications 

Feature 
Fonn Factor 
Interface 
Operi!tional voltage 
LED 
Data Rates Supported 
Network Standard 
Frequency Band 

Network architecture type 
Media Access Protocol 
Wireless Medium 
Modulation 

Operating Channels 

Available Transmit Power Settings1 

Current steady state (typical) 
Range 

Power Management 

Antenna 

Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapter 
CardBus Type 11 

32-bit CardBus (PCII 

3.3 V(+/- 0.33 VI . 

Status (green) and Activity (amber) 

6, 9, 12, 18, 24, 36, 48, 54 Mbps (configurable as fixed or auto selecting to extend range) 

IEEE 802.11 a 

5.15 to 5.35 GHz (FCC UNII1 and UNII 2); 5.15 to 5.25 GHz (TELEC); 5.15 to 5.25 GHz 
(Singapore); 5.25 to 5.35 GHz (Taiwan) 
lnfrastructure, star topology 

Carrier sense multi pie access with collision avoidance (CSMNCA) 

Orthogonal Frequency Oivision Multiplexing (OFOM) 

(OFDM sub-carrier); BPSK@ 6 and 9 Mbps; QPSK@ 12 and 18 Mbps; 16-QAM@ 24 
and 36 Mbps; 64-QAM@ 48 and 54 Mbps 
FCC: 8 channels (UNII -1 4 channels and UNII-2 4 channels); 4 channels for Japan, 
Singapore, and Taiwan 
20 mW (13 dBm);10 mW(10 dBm); 5 mW (7 dBm) 
Maximum power setting will vary according to individual country regulations. 

1Transmit: 520 mA; Receive: 580 mA; Sleep: 20 mA 

Omni directional Antenna: lndoor: 60ft (18m)@ 54 Mbps, 130ft (40m) @ HH~bps, 179 
tt(52m)@6Mbps í kUS N° 03t2ótr5-~-er; 
Outdoor: 100ft(30mi @54Mbps,600ft(183mi @18Mbps, 1000(304m) 6~PMI. CORREIOS 
Patch Antenna: In doer: 70ft (21m)@ 54 Mbps, 150ft (45m) @ 18 Mbps, 2 ft (61m) @ 
6 Mbps . - - • 
Outdoor: 120ft (36m)@ 54 Mbps, 700ft (213m) @ 18 Mbps, 1200 ft (355m). 6 M~ps o ~)' ~ 8 
31evels of power consumption available, including: CAM (Constantly A ake Mede), '- U 
Fast PSP (Power Save Mede), Max PSP (Maximum Power Savings) Fls : - -
lntegrated 5dBi gain patch antenna 

. . . AI) / . . D".c~--~ 
Cisco Aironet 5 GHz 54':;: Wireless Client Adapter ._ 

.----------'--------=-----~ 
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Cisco Aironet 5 GHz 54 Mbps Wireless Client Adapter 
curity architecture client authentication Cisco Wireless Security Suite including: Authentication: 802.11x supportfor LEAP and 

EAP-TLS to yield mutual authentication and dynamic, per-use r, per-session WEP keys; 
MAC address and by standard 802.11 authentication mechanisms 

Drivers 

Environmental 

Warranty 

Encryption: Support for static and dynamic IEEE 802.11 WEP keys of 40 bits and 128 
bits; Pre-standard TKIP WEP enhancements: key hashing (per-packet keying), 
message integrity check (MIC) and broadcast key rotation 

Windows, 98/98SE, Windows ME, Windows 2000 and Windows XP 

-30" to 70"C; 95% humidity (noncondensing) 

One year 

1. Management lnformation Base 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 350 Series Client Adapters 
• 

Wireless client ~dapters are the key to adding mobility 
and flexibility to an enterprise-increasing 
productivity by enabling users to have network and 
Internet access anywhere within a building without the 
limitation o f wires. The Cisco Aironet 350 Series 
802.11 b Client Adapters are a complement to Aironet 
350 Series infrastructure devices, providing an enterprise-ready solution that combines 
mobility with the performance, security, and manageability that people have come to 
expect from Cisco. Wireless client adapters connect a variety of devices to a wireless 
network either in ad hoc peer-to-peer mode or in infrastructure mode with Access 
Points. Available in PC Card (PCMCIA) and Peripheral Component Interconnect (PCI) 
form factors, Cisco Aironet 350 Series Client Adapters quickly connect desktop and 
mobile computing devices wirelessly to all network resources. With this product, you 
can instantly add new employees to the network, support temporary workgroups, or 
enable Internet access in conference rooms or other meeting spaces. 
Cisco Aironet 350 Series Client Adapters deliver superior range, reliability, and 
performance for business users needing information access anytime, anywhere. 
Combined with Cisco Aironet unique security services, this product ensures that 
business-critical information is secure. Most importantly, the Cisco client solution is 
easy to use, making the ben~fits o,f wireless mobility completely transparent. 

Whento Sell 

Se li This Product · When a Customer Needs These Features 
Cisco Aironet 350 Series • IT Professionals or business executives want mobility within the enterprise to increase productivity, as 
Client Adapters an addition or alternative to wired networks. 

• Business owners or IT directors need flexibility for frequent LAN wiring changes, either throughout the 
site or in selected areas. 

• Any company whose site is not conducive to LAN wiring beca use of building or budget limitations, such 
as oi der buildings,leased space or temporary sites. 

• Cisco Aironet 350 Series Client Adapters 
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Chapter 3 Wireless LAN Products 

Key Features 

• Superior range and throughput for IEEE 802 .11 b networks 
• Secure network communications 
• World mode for international roaming 
• Full-featured utilities for easy configuration and management 
• Compliance with the IEEE 802.11 b high-rate standard 
• Support for ali popular operating systems 

Specifications 

Feature 
Data R ates Supported 

Network Standard 

System Interface 

Frequency Band 

Network Architecture Types 

Wireless Medium 

Media Access Protocol 

Modulation 

Operating Channels 

Nonoverlapping Channels 

Receive Sensitivity 

Delay Spread 

Available Transmit Power Settings1 

Range (typical) 

Compliance 

Operating Systems Supported 

Antenna 

Encryption Key Length 

Authentication Type 

Status lndicators 

Dimensions (W x D x H) 

Weight 

Environmental 

lnput Power Requirements 

Cisco Aironet 350 Series Client Adapters 
1, 2, 5.5, and 11 Mbps 

IEEE 802.11b 

AIR-PCM35x: PC Card (PCMCIA) Type 11 
AIR·PCI 35x: peripheral component interconnect (PC I) Bus 
2.4 to 2.4897 GHz 

lnfrastructure and ad hoc 

Direct Sequence Spread Spectrum (DSSS) 

Carrier sense multi pie access with collision avoidance (CSMA/CA) 
DBPSK @1 Mbps; DQPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps 

North America: 11; ETSI: 13; Japan: 14 

Three 

1 Mbps: ·94 dBm 
2 Mbps: -91 dBm 
5.5 Mbps: -89 dBm 
11 Mbps: ·85 dBm 
1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW(7 dBm); 1 mW 
(OdBm) 
lndoor: 130ft (40 m)@ 11 Mbps; 350ft (107m)@ 1 Mbps 
Outdoor: 800ft (244m)@ 11 Mbps; 2000 ft (610 m)@ 1 Mbps 
Operates license free under FCC Part 15 and complies as a Class B device; complies with 
DOC regulations; complies with ETS 300.328, m 2100, and MPT 1349 standards 
Windows 95, 98, NT 4.0, 2000, ME, XP, CE 2.11, CE 3.0, Ma c OS 9.x, and Linux 

AIR-PCM35x: lntegrated diversity dipoles 
AIR·LMC35x: Two MMCX eonneetors (antennas optional, none supplied with unit) 
AIR-PCI35x: Externai, removable 2.2 dBi Dipole with RP-TNC Conneetor 
128·bit 

EAP·Ciseo Wireless LEAP 

Link Status and Link Aetivity 

AIR-PCM35x: 2.13 in. (5.4 em) x 4.37 in. (11 .1 em) x 0.1 in. (0.3 em) 
AIR-LMC35x: 2.13 in. (5.4 em) x 3.31 in. (8.4 em) x 0.1 in. (0.3 em) 
AIR·PCI35x: 6.6 in. (16.8 em) x 3.9 in. (9.8 em) x .5 in. (1.3 em) 
AIR-PCM35x: 1.6 oz (45g) 
AIR·LMC35x: 1.4 oz (40g) 
AIR-PCI35x: 4.4 oz (125g) 
AIR·PCM35x and AIR·LMC35x: -22° to 158° F (-30° to 70° C) 
AIR·PCI35x: 32° to 131° F (0° to 55° C) 
10 to 90% (noncondensing) 
+5 voe-/- 5% 

Typical Power Consumption Transmit: 450 mA; Reeeive: 270 mA; Sleep mode: 15 mA r;; ·---- --
(at100mWtransmitpowersetting) l RQS·Nu...fr3t2fJé)~ 
_l._M_a_x-im_u_m_p-ow_e..:...r s-e-tt-in_g_w-ill-'-v-a_ry_a_c_c..:..o_rd-in_g_t_o_in-d-iv-i-du_a_l_c_o_un_t_ry_r_e_g_ul-a-ti-on_s_. -----------1r--rc;.,PDlr.!YI. 1 - COR R E lOS 
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~D sr lected Part Numbers and Ordering lnformation 1 D ). Cisco Aironet 350 Series Client Adapters 
~r5ii1R-PCM352 350 Series PC Card with Diversity Antennas & 128-bit WEP 
~ AIR-PCI352 350 Series PCI Card with 2.2 dBi Dipole Antenna & 128-bit WEP 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation.· Some parts h ave 
restricted access o r are not ava1lable through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availab~ity) 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

Cisco Aironet 350 Series 
Workgroup Bridge 
Designed to me~t the needs o f remo te 
workgroups, satéllite offices, and mobile users, 
the Cisco Aironet 350 Series Workgroup 
Bridge brings the freedom and flexibility of 
wireless connectivity to any Ethemet-enabled 
device. The 802.11 b workgroup bridge quickly connects up to eight Ethem et-enabled 
laptops or other portable computers to a wireless LAN (WLAN), providing a link from 
these devices to any Cisco Aironet Access Point (AP) or Wireless Bridge 
(line-of-sight). 
Any Ethemet-ready device, including printers, copiers, PCs, point-of-sale devices, or 
monitoring equipment, can be placed directly at the point ofwork using the workgroup 
bridge-without the expense or delay of cabling. For temporary classrooms or 
temporary office space, the workgroup bridge provides fle:X.ible, easy network access 
for up to eight devices through the use of a standard eight-port Ethemet hub. 
Equipment can be easily moved as workgroups change in number or location, lowering 
facilities costs. 
The Cisco Aironet 350 Series Workgroup Bridge supports Wired Equivalent Privacy 
(WEP) security architecture and provides up to 128-bit encryption. The Cisco Aironet 
security architecture is based upon an IEEE 802.11x standard utilizing the Extensible 
Authentication Protocol (EAP), an open standard that enables wireless manufacturers 
and RADIUS server vendors to in?ependently develop interoperable hardware and 
software. For authentication of devices attached to the workgroup, a usemame and 
password may be stored in the workgroup bridge in either static or dynamic memory. 
When authenticated, the workgroup bridge receives a single-session, single-user 
encryption key from the Remote Access Dial-In User Service (RADIUS) server via the 
associated AP. With this centralized and standards-based architecture, wireless security 
scales to meet the requirements o f any enterprise. 

Whento Sell 

Sell This Product When a Customer Needs These Features 
Cisco Aironet 350 Series • Connectivityto a network for remate workgroups located in an area that may be difficult or not practical 
Workgroup Bridge for wiring. · · 

• Supports up to eight Ethernet-based devices (with use of Ethernet hub) 

• Cisco Aironet 350 Series Workgroup Bridge ., ..• 
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Key Features 

• Driverless installation o f up to eight Ethernet-enabled devices 
• Optimum wireless performance and range 

• Standards-based centralized security 
• Two versions for a range o f application requirements 
• Full-featured utilities and robust management 

Specifications 

Feature 
Data R ates Supported 
Client Interface 
Clients Supported 

Network Architecture Types 
Frequency Band 
Wireless Medium 
Media Access Protocol 
Modulation 

Operating Channels 
Nonoverlapping Channels 
Receive Sensitivity 
Delay Spread 

Cisco Aironet 350 Series Workgroup Bridge 
1, 2, 5.5, and 11 Mbps 

10BaseT Ethernet 

Direct: One 
Via hub: Eight 
lnfrastructure (via Cisco Aironet Access Point or Bridge) 

2.4 to 2.4897 GHz 

Direct Sequence Spread Spectrum (DSSS) 

Carrier sense multi pie access with collision avoidance (CSMNCA) 

DBPSK @1 Mbps; DQPSK@ 2 Mbps; CCK@ 5.5 and 11 Mbps 

North America: 11; ETSI: 13; Japan: 14 

Three 

1 Mbps: -94 dBm; 2 Mbps: -91 dBm; 5.5 Mbps: -89 dBm; 11 Mbps: -85 dBm 

1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

• 

Available Transmit Power Settings1 100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 1 mW 
(OdBm) 

Range (typical) 

Compliance 

SNMP Compliance 
Antenna 

Encryption Key Length 
Remote Configuration Support 
Dimensions (W x D x H) 
Weight 
Environmental 
lnput Power Requirements 

lndoor: 130ft (40 m)@ 11 Mbps; 350ft (107m)@ 1 Mbps 
Dutdoor: 800ft (244m)@ 11 Mbps; 2000 ft (610 m)@ 1 Mbps 
Operates license free under FCC Part 15 and complies as a Class B devi c e; complies with 
DOC regulations; complies with EN 300.328 standards 
MIB I and MIB 11 

AIR-WGB352C: Dne nonremovable 2.2-dBi dipole 
AIR-WGB352R: Two RP-TNC connectors (antennas optional, none supplied with unit) 
AIR-WGB352x: 128-bit 

Telnet, HTTP, FTP, TFTP, and SNMP 

6.30 in. (16 em) x 4.72 in. (12 em) x 1.45 in. (3.7 em) 

12.3 oz (350g) 

Temperature: 32° to 122° F (0° to 50° C); 10 to 90% (Noncondensing) 

North American: 120 VAC@ 60Hz; Universal: 90 to 264 VAC@ 47 to 63Hz 

1. Maximum power setting will vary according to individual country regulations. 

Selected Part Nu~t~bers. and Ordering lnformation1 

Cisco Aironet 350 Series Workgroup Bridge · 
AIR-WGB352C 350 Series Workgroup Bridge with Captured Antenna & 128-bit WEP 
AIR-WGB352R 350 Series Workgroup Bridge with Dual RP-TNC & 128-bit WEP 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not ava1lable through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availab~ity) 

For More lnformation 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 

FI&; ~ '7 rt f - -v-\J._,_., -u-v ~ 
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J_,.,{ ) Cisco Aironet 350 Series 
~ Wireless Bridge 

The Cisco Aironet 350 Series Wireless Bridge 
enables high-speed long-range outdoor links 
between buildings and is ideal for 
installations subject to plenum rating and 
harsh environments . lt is designed to meet the 
requirements of even the most challenging 
applications. The 802.11 b wireless bridge 
delivers high data rates and superior 
throughput for data-intensive, line-of-sight applications . The bridges connect 
hard-to-wire sites, noncontiguous floors , satellite offices, school or corporate campus 
settings, temporary networks, and warehouses. They can be configured for 
point-to-point or"point-to-multipoint applications and allow multiple sites to share a 
single, high-speed connection to the Internet. For functional flexibility, the wireless 
bridge may also be configured as an access point. 

The Cisco Aironet 350 Series Wireless Bridge features an extended operating 
temperature range of -20° to 55° C, allowing for placement outdoors in a NEMA 
enclosure or in harsh indoor environments such as warehouses and factories. With a 
durable metal case, the Cisco Aironet 350 Series Wireless Bridge is UL 2043 certified, 
and designed to achieve plenum rating as defined by various municipal fire codes. 

When to Se li 

Se li This Product When a Customer Needs These Features 
Cisco Aironet 350 Series • Any companywho needsto connect sites into a single LAN, even when separated by obsta eles sue h as 
Ethernet Bridge freeways, railroads and bodies of water that are normally inaccessible via cabling. 

Key Features 

• Business owners who want a low·cost. easy-to·deploy solution for connecting line-of-sight networks 
located in different buildings. 

• Business owners or IT directors who want multiple buildings on a campus to share a single high-speed 
line to the Internet. 

• High-speed (11-Mbps), high-power (100-mW) radios, delivering 
building-to-building links ofup to 25 miles (40.2 km) 

• A metal case for durability and plenum rating and an extended operating 
temperature rating for harsh environments 

• Supports both point-to-point and point-to-multipoint configurations 
• Broad range o f supported antennas 
• Simplified installation, improved performance, and upgradeable firmware, 

ensuring investment protection 

• Cisco Aironet 350 Series Wireless Bridge •••• 
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Specifications 

Feature 
Data R ates Supported 

Frequency Band 

Wireless Medium 

Media Access Protocol 

Modulation 

Operating Channels 

Cisco Aironet 350 Series Wireless Bridge 
1, 2, 5.5, and 11 Mbps 

2.4 to 2.497 GHz 

Direct Sequence Spread Spectrum (DSSS) 

Carrier sense multi pie access with collision avoidance (CSMA/CA) 

DBPSK @1 Mbps 
OQPSK@ 2 Mbps 
CCK@ 5.5 and 11 Mbps 
North America: 11; ETSI: 13; Japan: 14 

Nonoverlapping Channels Three 

Receive Sensitivity 1 Mbps: -94 dBm; 2 Mbps: -91 dBm; 5.5 Mbps: -89 dBm; 11 Mbps: -85 dBm 

Delay Spread 1 Mbps: 500 ns; 2 Mbps: 400 ns; 5.5 Mbps: 300 ns; 11 Mbps: 140 ns 

Available Transmit 100 mW (20 dBm); 50 mW (17 dBm); 30 mW (15 dBm); 20 mW (13 dBm); 5 mW (7 dBm); 1 mW (O dBm) 
Power Settings 1 

Range (typical. contingent 18 miJes (28.9 km)@ 11 Mbps 
upon antfinna selected) Up to 25 miJes (40.2 km)@ 2 Mbps 
Complian·ce Dperates license-free under FCC Part 15 and complies as a Class 8 devi c e; complies with DDC regulations; 

complies with ETS 300.328, m 2100, and MPT 1349 standards; complies with UL 2043 (The use of this 
device in a system operating either partiallyor completely outdoors may require the use r to obtain a license 
for the system according to the Canadian regulations. For further information, contact your local industry 
Canada office.) 

SNMP Compliance MIB I and MIB 11 

Antenna Two RP-TNC connectors (antennas optional, none supplied with unit) 

Encryption Key Length 128-bit 

Security 128-bitWEP in bridge mode 
IEEE 802.11x (includes EAP and RADIUS) in AP mode 

Status lndicators Three indicators on the top panel provi de information concerning association status, operation, 
error/warning, firmware upgrade, and configuration, network/modem, and radio status 

Automatic Configuration BOOTP and DHCP 
Support 

Remate Configuration 
Support 

Local Configuration 

Bridging Protocol 

Dimensions 

Weight 

Environmental 

Enclosure 

lnput Power 
Requirements 

Telnet, HTTP. FTP. TFTP, and SNMP 

Direct console port (with supplied serial cable) 

Spanning Tree 

6.74 X 6.25 X 1.31 in. (17.1 X 15.9 X 3.3 em) 

1.431bs (.648 kg) 

Temperature: -4x to 131 x F (-20x to 55x C) 
10 to 90% (noncondensing) 
Metal case (for plenum rating); UL 2043 certified 

24VDC 10% to 60 VDC (Ethernet line power) 

1. Maximum power setting will vary according to individual country regulations 

Selected Part Nu~bei'S and Ordering lnformation 1 

Cisco Aironet 350 Series Wireless Bridge 
AIR-BR350-x-K9 350 Series 11Mbps DSSS Bridge with 128-bit WEP 
Cisco Aironet 350 Series Wireless Bridge Basic Maintenance 
CON-SNT-PKG2 SMARTnet Maintenance for AIR-BR350-A-K9 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access ar are not avarlable through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availab~ity) . 

For More lnformation -~ oJ/2õõ5~-cN=f 
CPMI - CORREIOS 

See the Cisco Aironet Web site: http://www.cisco.com/go/aironet 
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___J;/Every wireless Local Area Network (LAN) 
_y>' deployment is different. When engineering an 

in-building solution, varying facility sizes, 
construction materiais, and interior divisions 
raise a host o f transmission and multipath 
considerations. When implementing a 
building-to-building solution, distance, 

Chapter 3 Wireless LAN Products 

physical obstructions between facilities, and number o f transmission points involved 
must be considered. 

Cisco is committed to providing not only the best access points, client adapters, and 
bridges in the industry-it is also committed to providing a complete solution for any 
wireless LAN pêployment. That is why Cisco has the widest range o f antennas, cable, 
and accessories available from any wireless manufacturer. 
With the Cisco FCC-approved directional and omnidirectional antennas, low-loss 
cable, mounting hardware, and other accessories, installers can customize a wireless 
solution that meets the requirements of even the most challenging applications. 

Key Features 

• Client Adapter Antennas-Cisco Aironet wireless client adapters come complete 
with standard antennas that provide sufficient range for most applications at 
11 Mbps. To extend the transmission range for more specialized applications, a 
variety of optional, higher-gain antennas are provided that are compatible with 
selected client adapters 

• Access Point Antennas-Cisco Aironet access point antennas are compatible with 
all Cisco RP-TNC-equipped access points. The antennas are available with 
different gain and range capabilities, beam widths, and form factors. Coupling the 
right antenna with the right accéss point allows for effic"ient coverage in any 
facility, as well as better reliability at higher data rates 

• Bridge Antennas-Cisco Aironet bridge antennas allow for extraordinary 
transmission distances between two or more buildings. Available in directional 
configurations for point-tç-point transmission and omnidirectional configuration 
for point-to-multipoint impleméntations, Cisco has a bridge antenna for every 
application 

• Low-loss cable extends the length between any Cisco Aironet bridge and the 
antenna. With a loss o f 6. 7 dB per 100 feet (30m), low-loss cable provides 
installation flexibility without a significant sacrifice in range 

• Cisco Aironet Antennas and Accessories 
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Specifications 

Client Adapter Antennas 

Feature 
Description 
Application 
Approximate lndoor Range at 1 Mbps3 

Approximate lndoor Range at 11 Mbps3 

Cable length 
Dimensions 

Weight 

AIR-ANT3351 
POS diversity dipole 

lndoordiversity antenna2to extend the range. oi Aironet LMC elient adapters 

350ft 11 07m) 

100ft. (51 m) 

5 ft. (1.5m) 

Base: 7 x 2 in. (18 x 5 em) 
Height: 8 in. (20 em) 
9.2 oz. (261 g) 

1. A type of low-gain (2.2 dBi) antenna consisting of two (often internai) elements. 
2. A ratio of decibels to an isotropic antenna that is commonly used to measure antenna gain. The greater the dBi 

value, the higher the gain and, as sue h, the more acute the angle of coverage. 
3. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 

ideal indoor conditions. The distances referenced here are approximations and should be used for est1mation only. 

Access:'Point Antennas 
Feature 
Description 

Application 

Approximate lndoor 
Range at 1 Mbps1 

Approximate lndoor 
Range at 11 Mbps 1 

Cable length 
Dimensions 

Weight 

AIR-ANT5959 
Diversity omni-direetional 
eeiling mount 

lndoor unobtrusive antenna, 
best for eeiling mount. 
Exeellent throughput and 
eoverage solution in high 
multipath eells and dense. 
350ft. (105m) 

130ft. (45m) 

3ft. (0.91 m) 

AIR-ANT3195 AIR-ANT2012 
3 dBi Pateh Wall Mount Diversity pateh wall 
Antenna mount 

lndoor/Outdoor lndoor/Outdoor, 
direetional antenna unobtrusive medi um 

range antenna 

Aeeess Point: 271 ft. 
(82m) 
Bridge: .5 miles (.9 km) 

547ft. (167m) 

Aeeess Point: 80ft. (24m)167 ft. (51m) 
Bridge: 950ft. (290m) 
12ft. 3ft. (0.91 m) 

AIR-ANT3213 
Pillar mount diversity 
omni 

lndoor, unobtrusive 
medium-range antenna 

497ft. (151m) 

142ft. (44m) 

3ft. (0.91 m) 

5.3 X 2.8 X 09. in. (13.5 X 7.1 X 4 X 5 in. (9.7 X 13 em) 4.78 x 6.66 x .82 in. (12.14 10 x 1 in. (25.4 x 2.5 em) 
x 16.92 x 2.08 em) 2.3 em) 

0.31bs. (0.14kg) 4.9 oz. (139g) 9.6 oz. (272g) 1 lb. (460g) 

1. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 
ideal indoor conditions. The distances referenced here are approximations and should be used for est1mation only. 

Access Point Antennas (cont.) 
Feature AIR-ANT1728 AIR-ANT4941 AIR-ANT3549 AIR-ANT1729 
Description High gain omnidireetional 2.2 dBi dipole antenna Patch wall mount Pateh wall mount 

Application 

Approximate lndoor 
Range at 1 Mbps1 

Approximate lndoor 
Range at 11 Mbps 1 

Cable length 
Dimensions 

Weight 

ceiling mount 

lndoor medi um-range 
antenna, typieally hung from 
erossbars of drop eeilings 

497ft. (151m) 

142ft. (44m) 

3ft. (0.91m) 

Length: 9 in. (22.86 em) 
Diameter: 1 in. (2.5 em) 

4.6 oz. (131g) 

lndoor omni-direetional lndoor, unobtrusive, lndoor, unobtrusive, 
eoverage long-range antenna medium-range antenna (may 

(may also be used as a also be used as a 
medium-range bridge medi um-range bridge 
antenna) antenna) 

350ft. Aeeess Point: 700ft. Access Point: 542ft. (165m) 
(213m) Bridge: 1.1 miles (1 .8 km) 
Bridge: 2.0 miles (3.2 
km) 

130ft. Aeeess Point: 200ft. Aeeess Point: 155ft. (47m) 
(61m) Bridge: 1900 ft. (580m) 
Bridge: 3390 ft. (1032m) 

N/ A 3ft. (0.91m) 3ft. (0.91 m) 

5.5 in. 5x 5 in. 4x5in. n--
(12.4 x 12.4 em) '9·7 X 13 em 'Rõs f\jb".:fj3f2"ôô5 -

1.1 oz. 5.3 oz. (150g) 4.9 oz. (139 ') CPMI -CORREIOS 

1. Ali range estimations are based on an integrated client adapter antenna associating with an acce s point under 
ideal indoor conditions. T.he distances referenced here are approximations and should be used for st1matiOTTOTtly. 
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• 
Bridge Antennas 

Feature AIR-ANT2506 AIR-ANT4121 AIR-ANT1949 AIR-ANT3338 
Description Omnidireetional High-gain omnidireetional Yagi mast mount Solid dish 

Mast mount Mast mount 

Application Outdoor short-range Outdoor medium-range Outdoor medium-range Outdoor long-range 
point-to-multipoint point-to-multipoint direetional eonneetions direetional eonneetions 
applieations applieations 

Approximate lndoor 5000 ft. (1525m) 4.6 miles (7.4 km) 6.5 miles (1 0.5 km) 25 miles (40 km) 
Range at 1 Mbps1 

Approximate lndoor 1580 ft. (480m) 1.4 miles (2.3 km) 2.0 miles (3.3 km) 11.5 mi les (18.5 km) 
Range at 11 Mbps 1 

Cable Length 3ft (0.91m) 1 ft. (0.30m) 1.5 ft. (0.46m) 2ft. (0.61 m) 

Dimensions length: 13 in. (33 em) length: 40 in. (101 em) length: 18 in. (46 em) Diameter 24 in. (61 em) 
Diameter: 1 in. (2.5 em) Diameter: 1.3 in. (3 em) Dia meter: 3 in. (7.6 em) 

Weight 6 oz. (17g) 1.51b. (0.68 kg) 1.51b. (0.68 kg) 111b. (5 kg) 

1. Ali range estimations are based on an integrated client adapter antenna associating with an access point under 
ideal indoor conditions. The distances referenced here are approximations and should be used for est1mation only. 

Low-Loss/Uitra Low-Loss Antenna Cable 

Feature .AIR-CAB020LL-R AIR-CAB050LL-R AIR-CAB100ULL-R AIR-CAB150ULL-R 
Cable Length 20ft. (6m) 50ft. (15m) 100ft. (30m) 150 ft. (46m) 

Transmission Loss 1.3 dB 3.4 dB 4.4 dB 6.6 dB 

Cisco Aironet Accessories 

Feature AIR-ACC2537-060 AIR-ACC3354 AIR-ACC2662 
Description 60 in. (152 em) bulkhead extender lightning arrestor Yagi artieulating mount 

Application Rexible antenna eablethatextends Helps prevent damage dueto Adds swiveling eapability to 
aeeess point eabling typieally lightning-indueed surges o r statie mast-mounted yagi antennas 
within an enelosure eleetrieity 

Selected Part Numbers and Ordering lnformation 1 

Cisco Aironet Accessories 
AIR-ACC2662 
AIR-ACC3354 
AIR-CAB020ll-R 
AIR-CAB050ll-R 
AIR-CAB1 OOULL-R 

.AIR-CAB150Ull-R 
Cisco Aironet Antennas 
AIR-ANT1728 

Yagi Antenna Artieulating Mount 
lightning Arrestor w/ grounding ring 
20ft (6m) low-loss antenna eable 
50ft (15m) low loss antenna eable 
100ft. (30m) low loss antenna eable 
150ft. (46m) low loss antenna eable 

5.2 dBi Omni Ceiling Mount Antenna 
6 dBi Pateh Wall Mount Antenna 
13.5 dBi Yagi Mast Mount Antenna 
6.5 dBi Diversity Pateh Wall Mount Antenna 
5.2 dBi Omnidireetional Mast Mount Antenna 
3 dBi Pateh Wall Mount Antenna 
5.2 dBi Pillar-Mount Diversity Omni Antenna 
21 dBi Solid Dish Antenna 
2.2 dBi POS Diversity Dipole Antenna 

AIR-ANT1729 
AIR-ANT1949 
AIR-ANT2012 
AIR-ANT2506 
AIR-ANT3195 
AIR-ANT3213 
AIR-ANT3338 
AIR-ANT3351 
AIR-ANT3549 
AIR-ANT4121 
AIR-ANT4941 
AIR-ANT5959 

· 8.5 dBi Hemispherieal Pateh Antenna 
12 dBi Omnidireetional Mast Mount Antenna 
2.2 dBi Dipole Antenna (Standard Rubber Duek) 
2.0dBi Diversity Omni Ceiling Mount Antenna 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access o r are not ava1iable through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited count ry availability). 

For More lnformation 

See the Aironet Antennas & Accessories Web site http://www.cisco.com/go/antenna 

• Cisco Aironet Antennas and Accessories •••• 
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Campus IP Telephony, Video, & Web Collaboration ata Glance 
Product Features Page 
Cisco IP Phon~s IP 7900 
Series 

Cisco CaiiManager 3.3 

CiscoWorks IP Telephony 
Environment Monitor 

Cisco IP Contact Center 
(IPCC) Enterprise Edition 

Cisco IP IVR 

Cisco I P Contact Center 
Express Edition 
(Formerly IP ICD) 

An exciting, distinctively stylish, and pure Voice over IP phone portfolio to meet the wide 4-3 
range of business communication needs at affordable prices 
• Display-based technology provides ease-of-use 
• lntegrated inline power and 2-port Ethernet Switch provides end-to-end infrastructure 

integration 
• Ri c h application environment enabled by open APis based on XML 
• The software-based call processing and call control component of Cisco·s IP Telephony 4-4 

solution 
• Resides on Cisco Media Convergente Servers (MCS), Cisco ICS7750, or selected third-party 

servers (CaiiManager 3.3) 
A suite of management applications that helps ensure the readiness and manageability 9-18 
of converged networks that are supporting VoiP and IP telephony traffic and applications. 
The bundle includes: 
• Voice Health Monitor 
• Default Fault Manager 
• CiscoView 
• CCD Downloadable Modules: 

-IP Phone lnformation Utility 
-IP Phone Help Desk Utility. 
- Fault History Manager 

Cisco IP Contact Center (IPCC) Enterprise Edition delivers intelligent call routing, 4-8 
network-to-desktop CTI, and multi-channelmedia contact management to contact center 
agents over an IP network. lt includes severa! applications, including the following: 
• CaiiManager 
• Cisco lntelligent Contact Manager (ICM) 
• Cisco IP IVR!-IP Oueue Manager 
Cisco IP IVR, a new world interactive voice response (IVR) solution, provides a feature-rich 4-10 
foundation for the creation of an IP-based IVR that is open and expandable. Cisco IP IVR h as 
the following key features: 
• Provides a multimedia (voice/data/Web) IP-empowered application-generation 

environmen! 
• Can be deployed anywhere in the IP network 
• Dffers Web-based activation and administration 
• Cisco IPCC Express is a software-based ACD, IVR, and CTI application for mid-sized 4-9 

contact centers with Cisco IP Telephony networks based on Cisco AWID. 
• Cisco IPCC Express is an open systems platform allowing ease of configuration. 
• lt has a graphically driven workflow editor providing a common interface for creating 

interactions, or c ali flows, and c reates business logic between IVR and ACD functions. 
Cisco Unity-Unified Voicemail and unified messaging system delivers ali messages into single inbox for access 4-11 
Messaging and Voice Mail via phone, email or Internet 

Cisco Personal Assistant Software application allows users to browse voicemail, dia I by na me, and conferente from 
any phone using voice commands instead of telephone keypad via speech recognition 

IP Telephony Applications • Cisco Survivable Remote Site (SRS) Telephony Software-lOS SQftware that runs on local 4-14 
branch office router provides IP Telephony backup redundancy for IP phones in that office 
when IP phones detect that WAN is down or/and CaiiManager is unreachable 

• Cisco IP Phone Messenger- sends lnstant Messages (IM) between Cisco IP Phones and 
lotus Sametime or MS Messenger desktop IM clients 

• Cisco IP SoftPhone-Windows-based application for PC, allows usersto make and receive 
calls from PC without a dedicated phone 

• Cisco Conference Connection (CCC)-enables enterprises to bring geographically 
dispersed employees and customers topetherto facilita te meetings and collaboration. CGC 
'provides a cost-effective ând time-efficuint method ol doirig business withoutihe hassle of 
travei. 

Campus IP Telephony, Video, & Web Collaboration ata Glance • 
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~ :,:~o:::, 7800 Sori~ ~~=~~:~:OI'v """ plotlO<m lO<"'" IP iolophooy -m• y Media Convergence Servers• Turnkey solution, includes CaiiManager o r other software 

Page 
4-17 

• For large- and medium-sized enterprise IP telephony deployments 
Cisco ICS 7750 lntegrated • A branch office/midmarket business with standalone IP telephony needs from 35-500 users4-18 
Communications System • An end-user customer or partner who wants a single "box" (or platform) IP telephony · 

Cisco IAD 2400 Series 
lntegrated Access Device1 

solution to ease deployment and/or to standardize on voice configurations across multiple 
sites 

• An existing multiservice data network customer who wants to add IP telephony 
functionality to c reate a converged network solution 

Business class fixed-configuration lntegrated Access Device (I AO) 
• Delivers packet or TOM voice and data over single WAN uplink 
• lOS Telephony Service (ITS) provides locaiiAD-based c ali processing to offer key switch 

functionality, ideal for small offices (5-24 phones) 
• IP-based keyswitch functionality, ideal for small offices (5-20 phones) who do not need 

Cisco CaiiManager capabilities 
• Supports standard phones and IP phones on a single platform 
• 8 FXS/16 FXS/16FXS+8FXO analog voice ports and 1 T1 digital voice port models 
• WAN Interfaces: T1- PPP, FR, ATM and DSL-ADSL and G.SHDSL 

4-18 

Cisco Voice Gateways2 

• 
The Cisco VG248 dedicated voice gateway provides connectivity between IP networks and 4-22 
legacy telephony systems/PSTN 

Cisco IPNC 3500 Series 

Videoconferencing 

Products 

Cisco IP/TV 3400 Series 
Vídeo Servers 

Cisco Web Collaboration 
Option 

• Support various types of interfaces, including T1 and E1 
• Fully manageable by Cisco CaiiManager, a CU interface via Telnet. or via SNMP 
• Videoconterencing over IP solution 4-22 
• Cost-effective, easy-to-manage 
• Translates between H.323 and H.320 systems 
• Management and Quality of Service 

• High-quality video communications over enterprise networks 4-23 
• Support live and scheduled video, video on demand 
• Enable training, corporate communications, business TV, and distance learning 
• Web-based collaboration, 4-24 
• Share any Windows desktop application 
• Ideal for both sales- and service-oriented customer servi c e organizations 

Cisco E-mail Manager • Automates the process of tracking and responding to inbound email. 4-25 

Cisco Emergency 
Responder 

• Automatically assigns email requests to the most appropriate agent 
• Graphical rules engine makes it easy to define custam rules for the processing of ema i I 
• Works with Cisco CaiiManager to automatically provide E9-1-1 features in North Ame rica, 4-25 

and is compatible with any emergency number including 112 in Europe, 999 in UK, and 000 
in Australia. 

• Dynamically tracks the location of IP phones, routes emergency calls to the appropriate 
E9-1 -1 network, and provides the current location information to E9-1-1 call center 
dispatchers. 

• Provides real-time alert notifications to on-site or contracted security groups, to facilitate a 
timely response to emergency situations. 

Cisco ATA Series of Analog Turns any analog telephone into an IP telephone. Each of the two voice ports supports 4-27 
Telephone Adaptors independent telephone numbers, providing two separate lines. 

• lnteroperable with multi pie standards including H.323, SIP. MGCP and SCCP 
• Enables analog devices, such as phones and fax machines, to support Voice over IP 

services by converting the analog signal into an IP signal 
Cisco CTE-1400 Series Transforms Web contentfor display and interaction on small screen mobile devices and IP 6-13 
Content Transfonnation Telephones 
Engine • Supports a broad range of devices 

• Transforms existing content 
• GUI/Console Administrative Tool 

1. IP Keyswitch capabilitíes also available with 2600/2600XM and 3600 series routers; see IP Keyswitch Web site: 
http://wvvw.cisco.com/go/keyswitch 

2. Cisco's full line of rilultiservice routers also provi de analog and digital voice gateway functionality through use of 
network modules and voice interface cards. Please see the 1700, 2600XM, 3600, 7200, 5x00 series in 
Chapter 1-Routers, as well as Chapter 7-Access Products. 

• Campus IP Telephony, Video, & Web Collaboration ata Glance 
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• 
Cisco 7900 Series IP Phones ,.~ 
Cisco IP Phones provide unmatched leveis ofintegrated --: 1 . .,1-".:.q. Í\ ~·~ 
business functionality and converged communications ~ " , " " " 1 ;;~V 
beyond today's conventional voice systems. The Cisco IP . c:: · 8 4=;; · 
Phone7960G "mana~er set" ~ddres~es the communication · ~?.._ ''<:.~t~j{:/ 
needs o f the professwnal, w1th a h1gh or busy amount o f · 
phone traffic. The Cisco IP Phone 7940G "business set" 
addresses the communication needs of a transaction type worker, in a office cubicle 
environment, who conducts medium to high telephone traffic. The Cisco IP Phone 
7912G, 7910G+SW, 7910G, and 7905G "basic sets" address the communication needs 
o f a cubicle worker who conducts low to medi um telephone traffic. The Cisco IP Phone 
7902G "entry set" addresses v o ice communication needs o f a lobby, lab, manufacturing 
floor, and other areas where only a minimal amount of features are required. Cisco IP 
Phone Expansion Module 7914 extends the Cisco IP Phone 7960G with additional 
buttohs and LCD, increasing the total number o f buttons to 20 with one module, or 34 
with two modules. Cisco IP Conference Station 7935, a high-quality hands-free 
conference station, is designed for use on desktops and offices and in small to 
medium-sized conference rooms. 

Key Features 

• Dynamic soft keys make the telephone simpler to use by presenting calling options 
based on context 

• Open APis using XML to deliver applications to the display 
• Automatic phone discovery, VLAN configuration, and registration 
• Quality o f Service (QoS) is provided via support o f 802.1 pq, in addition to 

configurable DIFFSERV and TOS 
• Voice-activity detection, silence suppression, comfort-noise generation, and error 

concealment 
• G. 711 a, G. 711 u, G. 729ab audio-compression coder-decoders ( codecs) 
• Software upgrade support via Trivial File Transfer Protocol (TFTP) server 
• Microsoft NetMeeting enabled-features such as application sharing and video 

conferencing are available simply by pressing a button on your Cisco IP telephone 
• Integrated Ethemet Switch supporting Ethemet connectivity for a downstream PC 
• Integrated Inline'power support allows the phone to receive power over the LAN 

• A hearing-aid-compatible handset 

Specifications 

Cisco IP Cisco 
Cisco Cisco IP Phone Cisco IP Cisco IP Cisco IP 7914 
IP Phone Phone 7910G and Phone Phone Phone Expansi 

Feature 7902G 7905G 7910G+SW 7912G 7940G 7960G Module 
Display None Pixei-Based Character-Base Pixel-based Pixei-Based Pixei-Based Pixel-base 

d 
Rov-n-am-i~c~s~o«~o~--~4~--~o----~4---~4----4.---.N~~---~~~---056JL 
Keys 
lnline Power Yes 
10/100Base-T No 
Ethernet 
Switch 

· unes 

Yes 
No 

Yes Yes 
Yes, 7910G+SW Yes 
No, 7910G 

., 

Yes Yes Yes 
Yes Yes N/A 

2 14 . 
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Cisco IP 
Cisco Cisco IP Phone Cisco IP Cisco IP Cisco IP 
IP Phone Phone 7910G and Phone Phone Phone 

Feature 7902G 7905G 7910G+SW 7912G 7940G 7960G 
Speaker No Monitor Only Monitor Only Monitor Only Yes Yes 
Phone 
Headset Jack No No No No Yes Yes 

JRd Party XML No No No No Yes Yes 
Applications 

Selected Part Numbers and Ordering lnformation 1 

Cisco 7900 Series IP Power and Phones 
CP-7960G Cisco IP Phone 7960G, Manager Set 
CP-7940G Cisco IP Phone 7940G, Business Set 
CP-7912G 
CP-7910G+SW 
CP-7910G 
CP-7905G 
CP-7902G 

CP-7935 

CP-7914= 

CP-SINGLFOOTSTANO= 
CP-DOUBLFOOTSTAND= 
CP-WALLMOUNTKIT = 
CP-LCKNGWALLMOUNT= 
CP-PWR-CUBE= 
WS-PWR-PANEL 

Cisco IP Phone 7912G, Basic Set w/ Switch 
Cisco IP Phone 7910G+SW, Basic Set w/ Switch 
Cisco IP Phone 791 OG, Basic Set 
Cisco IP Phone 7905G, Basic Set 
Cisco IP Phone 7902G, Entry Set 

Cisco IP Conference Station 

Cisco 79141P Phone Expansion Module for the 7960 IP Phone 

Single module footstand 
Double module footstand 
Non-Locking Wall Mount Kit for 7910/40/BOG series IP phones 

Locking Wallmount Kitforthe 7910/40/SOG series IP phones 
IP Phone power transformer for 7900 series IP phones 
Catalyst 48 port lnline Power Patch Pane! 

Cisco Cisco IP 
7914 Conference 
ExpansionStation 
Module 7935 
N/ A Yés 

N/ A No 

N/ A No 

1. This is only a small subset of ali parts. Some parts have restricted access orare not available through 
distribution channels. 

For More lnformation 
See the Cisco IP Telephones Web site: http://www.cisco.com/go/iptel 

Cisco CaiiManager 3.3 
Cisco CallManager call-processing software extends enterprise telephony features and 
capabilities to enterprise LANs and packet telephony network devices such as IP 
phones, media processing devices, voice-over-IP (VoiP) gateways, and multimedia 
applications. Additional datà, voice, and video services such as unified messaging, 
multimedia conferencing, collaborative contact centers, and interactive multimedia 
response systems interact with the IP telephony solution through CallManager's open 
telephony applicatlon programming interfaces (API) . Cisco CallManager is installed 
on the Cisco Media Convergence Server (MCS) and selected third-party servers . lt 
ships with a suíte of integrated voice applications and utilities, including the Cisco 
Attendant Console-a software-only manual attendant console; a conferencing 
application; and administrative reporting tools. For more VoiP network management 
features, see the Cisco Works Manager IP Telephony Environment Monitor, page 9-18. 

Cisco CallManager version 3.3 provides a scalable, distributable, and highly available 
enterprise IP telephony call-processing solution. Multiple servers are clustered and 
managed as a single entity; yielding scalability o f up to 30,000 users per cluster. By 
interlinking multiple clusters , system capacity can be increased to as many as one 
million users in a 1 00-site system. Clustering the power o f multi pie, 

Cisco CaiiManager 3.3 
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distributed Cisco CallManagers, enhancing the scalability and accessibility o f the 
servers to phones, gateways, and applications. Triple call-processing server 
redundancy improves overall system availability. 

The benefit o f this distributed architecture is improved system availability and 
scalability. Call admission control ensures that voice quality o f senrice (QoS) is 
maintained across constricted WAN links, and automatically diverts calls to alternative 
Public Switched Telephone Network (PSTN) routes when WAN bandwidth is not 
available. A Web-browsable interface to the configuration database enables remote 
device and system configuration. 

Key Features 

• Cisco CallManager includes a suíte of integrated voice applications that perform 
voice conferencing and manual attendant console functions, eliminating the need 
for special-purpose voice processing hardware 

• SuppÍementary and enhanced services such as hold, transfer, forward, conference, 
multiple line appearances, automatic route selection, speed dial , last-number 
redial, and other features are extended to IP phones and gateways 

• Capabilities enhancements are achieved though software upgradeability, avoiding 
expensive hardware costs traditional to legacy PBX systems 

• Cisco CallManager Attendant Console- This Web-enabled application supports 
the traditional role of a manual attendant console and allows the attendant to 
quickly accept and dispatch calls to enterprise users. An integrated directory 
service provides traditional busy lamp field (BLF) and direct station select (DSS) 
functions for any line in the system. lt monitors the state o f every line in the system 
without requiring hardware-based line monitoring devices, thereby saving costs 

• Software-only applications such as the Cisco lnteractive Voice Response system, 
Cisco IP Contact Center, Cisco Automated Attendant, and Cisco SoftPhone are 
applications that interact with the CallManager through telephony APis 

Specifications 

Feature 
Platforms 

Pre-lnstalled Software 

Sample Subset of System 
Capabilities 

Cisco CaiiManager 3.31 

Media Convergence Server (MCS) 
lntegrated Communications Serve r (ICS· 7750) 
Selected third·party servers 
Cisco CaiiManager version 3.3 (c ali processing and call-control application) 
Cisco CaiiManager version 3.3 configuration data base (contains system and devi c e configuration 
information, including dial plan) 
Cisco CaiiManager Administration software 
Cisco Conference Bridge 
Cisco Attendant Console 
Bulk Administration Tool (BAT) 
COR Analysis and Reporting (CAR) tool 
Real Time Monitoring Tool RTMT 
H.323 scalability improvements - 1,000 H.323 calls per CaiiManager server in cluster 
Virus checker certification r--------
Cisco lntrusion Oetection System (lOS) Host-Based Sensor certification 

Fls : ------
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Cisco CaiiManager 3.31 

Application discovery and registration to SNMP manager 
Automated Alternate Routing Groups 
Bulk Administration 
Call Back 
Call Detail Records (CDR) 
Call forward reason c ode delivery 
Centralized, replicated configuration data base. distributed Web-based management viewers 
Configurable and default ringer WAV files per phone 
Configuration data base API 
Data base automated change notification 
Date/time display format configurable per phone 
Debug information to common syslog file 
Devi c e addition through wizards 
Devi c e downloadable feature upgrades-Phones, hardware transcoder resource, hardware 
conference bridge resource, VoiP gateway resource 
Devi c e groups and pools for large system management 
Devi c e mapping tooi-IP address to MAC address 
Distinctive ring per line 
Dynamic Host Configuration Protocol (DHCP) block IP assignment-phones and gateways 
Dialed number translation table (inbound/outbound translation) 
Dialed Number ldentification Service (DNIS) 
Enhanced 911 service 
H.323-compliant interface to H.323 clients, gateways, and gatekeepers 
lndividualline Call Waiting Alert Configuration 
JTAPI1.2 computer telephony interface 
LDAP version 3 directory interface to selected vendor's LDAP directories 
• Active Directory 
• Netscape Directory Serve r 
Manager Assistant 
Mappable softkeys 
MGCP signaling and control to selected Cisco VoiP gateways 
Multi levei Administration Access (MLA) 
Native supplementary services support to Cisco H.323 gateways 
Network Specific Facilities Paperless phone DNIS-display driven button labels on phones 
Performance monitoring SNMP statistics from applications to SNMP manager or to operating 
system 
Performance Monitor 
OoS statistics recorded per call 
O.SIG Support 
Redirected DNIS (RDNIS), inbound, outbound (to H.323 devices) 
Select specified line appearance to ring; Select specified phone to ring 
Single CDR per cluster 
Single point system/device configuration 
Sortable component inventory list by devi c e, user, or line 
System event reporting-to common syslog or operating system event viewer 
TAPI2.tcomputer telephony interface 
lime-zone configurable per phone 
XML API into IP phones (794X/6X) 
Zero cost automated phone moves; Zero cost phone adds 

• Cisco CaiiManager 3.3 
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Feature Cisco CaiiManager 3.31 

Summary of User Features Answer/answer release 
Auto-answerPintercom 
Call connection 
Call coverage 
Call forward-all (off-neVon-net); C ali forward-busy; Call forward-no answer 
Call hold/retrieve 
Call park/pickup; Call pickup group-universal 
Call status per line (state, duration, number) 
Call waiting/retrieve 
Calling Line ldentification (CLIO); Calling party na me identification (CNID) 
Calling Line ldentifiation Restriction (CLIR) 
Oirect inward dia I (010; Oirect outward dia I (000) 
Oirectory dial from phone-corporate, 2personal 
Oirectories-missed, placed, received calls list stored on selected IP phones 
Oistinctive ring (on-net vs. off-net); Oistinctive ring per phone 
Orop last conference party (ad-hoc conferences) 
Extension mobility support 
Hands-free, full-duplex speakerphone 
HTML help access from phone 
Last number redial (off-neVon-net) 
Message waiting indication 
Multiparty conference-Ad-hoc with add-on, Meet-me 
Multiple line appearances per phone 
Music-on-hold 
Mute capability from speakerphone and handset 
On-hook dialing 
Operator attendant-Web-browser interface, loop key notification, logon/logoff, busy/available, 
lefVright hand access, headphone access, busy lamp field, direct station select, drag and drop 
transfer, c ali status (state, duration, and number) 
Privacy 
Real-time OoS statistics through http browse to phone 
Recent diallist-calls to phone, calls from phone, auto-dia!, and edit dia I 
Single button data collaboration on SoftPhone-chat, whiteboard, and app sharing 
Single directory number, multi pie phones-bridged line appearances 
Speed dial-multiple speed dials per phone 
Station volume controls (audio, ringer) 
Transfer-with consultation hold 
User-configured speed dia I and call forward through Web access 
Web services access from phone 
Wideband audio codec support-proprietary 16-bit resolution, 16kHz sampling rate codec 

1. Additional RAM may be required in Media Convergence Servers to support existing and enhanced services in 
Cisco CaiiManager 3.3. 

2. lndicates new te ature o r service for Cisco CaiiManager version 3.3 

For More lnformation 

See the Cisco CallManager Web sites: http://www.cisco.com/go/callmgr 

05 65 
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&se o IP Contact Center (IPCC) Enterprise Edition 
' \ sco IP Contact Center (IPCC) Enterprise Edition delivers intelligent contact routing, 

11 treatment, network-to-desktop computer telephony integration (CTI), and 
ulti-channel contact management over an IP infrastructure. By combining · 

multi-channel automatic call distributor (ACD) functionality with IP telephony in a 
unified solution, Cisco IPCC Enterprise enables companies to rapidly deploy a 
distributed contact center infrastructure. 

Cisco IPCC Enterprise Edition segments customers, monitors resource availability, and 
delivers each contact to the most appropriate resource anywhere in the enterprise. The 
software profiles each customer using contact-related data such as dialed number and 
calling line ID, caller-entered digits, data submitted on a Web form, and information 
obtained from a customer pro file database lookup. At the same time, the system knows 
which resources are available to meet the customer's needs based on real-time 
conditions (agent skills and availability, interactive voice response [IVR] status, queue 
lengths, and so on) continuously gathered from various contact center components. 

Cisco IPCC Enterprise provides a state o f the art VoiP contact center solution that 
allows seamless integration o f inbound and outbound v o ice applications with Internet 
applications including real-time chat, Web collaboration and e-mail. This integration 
allows for unified capabilities, enabling a single agent to support multiple interactions 
simultaneously regardless o f the communications channel the customer has chosen. 
Since each interaction is unique and may require individualized service, Cisco provides 
contact center solutions to manage each interaction based on virtually any contact 
attribute. 

Furthermore, Cisco can bridge the gap between TDM and IP infrastructures, providing 
a seamless integration o f voice, chat, e-mail, and Web collaboration applications over 
both o f these technology platforms. This allows companies to preserve the value o f 
their existing investments in call center products such as ACDs, IVRs, PBXs, etc. while 
leveraging Cisco 's wide range o f solutions to support the same contact center 
requirements in a converged network environment. 

Key Features 1 

• Full Scalability from less than a hundred to thousands of seats 
• Multi-channel interaction-Web collaboration with chat and callback, email, 

voice mail and fax routing'· 

• Multi-site Contact Centers support; CRM Integration 
• Cradle-to-grave çontact call detail records 
• Common agent and supervisor desktops across all Cisco customer interaction 

management products 
• Pre-defined and custom historical reports; Real-time reports integrated in the agent 

and supervisor desktops 
• Support for custam call treatment for c;alls in queue includes support for music in 

queue and custom messaging 
• Standard screen pop allows any caller-entered information to be popped to the agent 
• Full support for agent/supervisor interaction via chat 
• Ability to pre-define agent-supervisor messages 

1. Abbreviated list oi II'CC Features f 
• Cisco IP Contact Center (IPCC) Enterprise Edition 
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. ~c r 
Selected Part Numbers and Ordering lnformation 1 

( ~ 
Cisco IP Contact Center ', ) . i 
IPC-Bundle lncludes- ICM, 1 Call Manager PG, 1 IVR PG, 24 Agent Desktop Licenses, 1 Supervisor D sl<t p 

License, 1 System Manager AWS- full, 1 full documentation set plus on-line documentati n · / 
IPC-AGTCTD-L Cisco Toolkit Desktop For IPCC License c_, 
IPC-SUPCTS-L Cisco Toolkit Supervisor For IPCC Ucense 
IPC-AGTCAD-L Cisco Agent Desktop For IPCC License 
IPC-AGTCADCTI-L Cisco Agent Desktop For IPCC With CTI License 
IPC-SUPCSD-L Cisco Supervisor Desktop For IPCC License 

1. This is onlv. a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco IPCC Enterprise Edition Web site: http://www.cisco.com/go/ipcc 

Cisco IPCC Express Edition (Formerly IP ICD) 
Cisco IPCC Express Edition is an inexpensive, easy-to-install, and easy-to-use 
automatic call distributor (ACD) for enterprise organizations. It is seamlessly 
integrated with all other customer response applications, including Cisco IP lnteractive 
Voice Response (IP IVR) and Cisco IP Automated Attendant (IP AA). Key benefits of 
IPCC Express include: it provides a low-cost, entry-level ACD that is easy to install, 
administer, and use; it supports multimedia (voice, data, and Web) access when used 
with Cisco IP IVR; it provides complete customization tools for call flow scripts; and 
it supports seamless integration with Cisco customer response applications . 

Cisco IPCC Express is available as two packages: Cisco IPCC Express Standard and 
Cisco IPCC Express Enhanced. The Standard version is priced for entry-level users, 
allowing you to capture opportunities in the small and medium-size business market 
segment. The Enhanced version offers a full-featured ACD for entry- to mid-size 
contact centers. The Enhanced version also provides a migration pathway to Cisco IP 
Contact Center (IPCC), Cisco's premier contact center product. 

Key Features 1 

• Browser-based Cisco IPCC Express administration is fully integrated with Cisco 
CallManager browser-based administration 

• Cradle-to-grave contact call detail records 
• Standard screen allows any caller-entered information to be popped to the agent 
• Pre-defined or custom historical reports 
• Real-tiine reports within the agent and supervisor desktops 
• Common agent and supervisor desktops across all Cisco customer interaction 

management products including Cisco IPCC Express Standard, Enhanced and 
Cisco IP Contact Center Enterprise (formerly IPCC) 

• Localization 
• Full support for agent/supervisor interaction via chat; Ability to pre-defi 

agent-supervisor messages 
• Full IP call queue points and prompt; Collect voice interaction capabilif s 05 66' 
• Optional Automatic Speech Recognition (ASR) and Text to Speech (TT ) 

capabilities Fls: ______ _ 

. • Supp.ort for c~stom call treatmel).t such, as music fqr calls in queue l . 
._D__:oc:=::::::3:=7~· q:=· ll~ .. ~ 

1. Abbreviated list of IPCC Features 

Cisco IPCC Express Edition (Formerly IP ICD) 
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~, if \Splected Part Numbers and Ordering lnformation 1 

/sco IP lntegrated Contact Distribution (ICD) 
.J CD-3.0-STD-BS SW Standard ICD 3.0 Standard Bundle 

CD-3.0-STD-BB Bid Set ICD 3.0 Standard Bundle 
ICD-3.X-S-AGT1 1 Cisco Standard Agent Desktop ICD 3.X 
ICD-3.X-S-AGT5 5 Cisco Standard Agent Desktops ICD 3.X 
ICD-3.X-S-AGT10 
ICD-3.X-S-AGT25 
ICD-3.X-S-AGT50 
ICD-3.X-S-SUP1 
ICD-3.X-S-HIST1 
ICD-3.0-ENH-BS 
ICD-3.X-E-AGT1 

ICD-3.X-E-AGT5 

ICD-3.X-E-AGT10 
ICD-3.X-E-AGT25 
ICD-3.X-E-AGT50 
ICD-3.X-E-SUP1 
ICD-3.X-E-HIST1 

10 Cisco Standard Agent Desktops ICD 3.X 
25 Cisco Standard Agent Desktops ICD 3.X 
50 Cisco Standard Agent Desktops ICD 3.X 
1 Cisco Standard Supervisor Desktop ICD 3.X 
1 Cisco Standard Historical Reporting ICD 3.X 
ICD 3.0 Enhanced Bundle 
1 Cisco Enhanced Agent Desktop ICD 3.X 

5 Cisco Enhanced Agent Desktops ICD 3.X 

10 Cisco Enhanced Agent Desktops ICD 3.X 
25 Cisco Enhanced Agent Desktops ICD 3.X 
50 Cisco Enhanced Agent Desktops ICD 3.X 
1 Cisco Enhanced Supervisor Desktop ICD 3.X 
1 Cisco Enhanced Historical Reporting ICD 3.X 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco IP Integrated Contact Distribution Web site: 
http://www.cisco.com/go/icd 

Cisco IP IVR 
Cisco IP IVR, an interactive voice response (IVR) solution, provides a feature rich 
foundation for the creation of an IP-based Cisco IP IVR that is open and expandable. 
Written in Java to provide customer flexibility, IVR includes the following features: 

• Multimedia (voice/data/Web) IP-empowered application-generation environment 

• Support for optional Automated Speech Recognition (ASR) and Text-to-Speech 
(TTS) 

• Support for VoiceXML 
• Multiple Language support 
• Cisco IP IVR can be located in anywhere the IP network 
• Offers web-based activation and administration 
• Flows (the IP IVR applications) are stored in an industry standard LDAP directory 
• Cisco IP IVR is sold with Cisco CallManager and can be co-resident on the same 

server as CallManager or can function on a separa te, dedicated media convergence 
servers (MCSs) or Cisco-approved customer provided server 

• Packages available to scale up to 60 ports 
• Cisco IP IVR offers enhanced scalability 

Cisco IP IVR 

~ 
\ .. ._1 
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Cisco Unity-Unified Messaging and Voice Mail ~ 
Cisco Unity is a powerful Unified Communications server that provides advan ~skJJ~l" \ 1\ 
convergence-based communication services and integrates them with the deskt ~ 
applications business professionals use everyday, improving customer servi c e an . ' .-
productivity. Designed for enterprise-scale organizations, Cisco Unity delivers uni 1 d ·o -.. - r~, . 
messaging that gives subscribers the ability to access and manage messages and calls 
from anywhere, at any time, regardless of device or media type. Subscribers can listen 
to e-mail o ver the telephone, check v o ice messages from the Internet, and i f a fax server 
is present, forward faxes to any local fax machine. Cisco Unity voice messaging 
features robust automated attendant functionality that includes intelligent routing, and 
easily customizable call screening and message notification options. Cisco Unity 
supports localized versions in multiple languages and supports multiple languages on 
a single system. 

Cisco Unity's optional digital networking module enables connectivity to other Cisco 
• Unity servers at the same site via the LAN or remotely via WAN. Digital networking 

gives users the ability to send subscriber-to-subscriber messages anywhere in the 
world. 

Cisco Unity supports both Cisco CallManager and leading legacy telephone 
systems-even simultaneously-to help smooth the transition to IP telephony and 
protect existing infrastructure investments. Built on a scalable platform, it uses 
streaming media and an intuitive HTML browser-style system administration interface. 
Costs are minimized when Cisco Unity's server architecture is truly unified with an 
organization 's data network. 

Key Features 
• Architecture allows IT staffto set one back-up procedure, one message storage 

policy, and one security policy 
• Enhanced scalability allows up to 72 ports per server; up to 7,500 subscribers per 

server; ora total o f 250,000 users in an Exchange environment or 100,000 users 
in a Domino environment 

• Support for Exchange 2000/ Active Directory as the single message store and 
directory; AMIS-A and VPIM interoperability for Exchange systems 

• Enhanced networking for large deployments-support for complex TDM 
telephone networks (multiple dialing domains) 

• Support for multiple ÇCM clusters; ability to light Message Waiting Indicators 
• With Exchange/Domino off-line, utilizes pre-MTA queue to take messages and 

give basic message access; Support for Lotus Domino as the single message store 
• Fault-tolerant system tools-robust security, file replication, event logging, and 

optional software RAID levels 0-5 
• Support for Windows 2000 1 in a mixed/native mode 
• Unity Inbox/VMI(Visual Messaging Interface) is an Internet Explorer-based 

voice mail inbox providing unified messaging 
• Unity Bridge provides advanced message interchange functionality with le 

Avaya/Octel voice mail systems-unlocking proprietary networking to deli 
open standards-based IP migration , 

~ I Fls : 05 67 

1·. Unity will not '"PPOrt Windows NT on th~ sorver, although it can be installed int.~!!!:~:::=:=:;'-~~:J 
environment. -

Cisco Unity-Unified Messaging and Voice Mail 
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cifications 

~ ity Voice Mail (VM) and 16, 32 and Max sessions 
- Unified Messaging (UM) Configured for CaiiManager or configured for legacy PBX/dual integration 1 

Possible Configurations 
Options Voice Mail; Voice Mail with Multi-lingual option; Unified Messaging with Text-to-Speech (TIS) option 

Unified Messaging with Multi-lingual option; Exchange or Domino; AMIS for Exchange; VPIM for 
Exchange; Unity lnboxNisual Messaging Interface; Failover for Exchange; Unity Bridge for Exchange 

1. Contact your Cisco Software Sales Representative for integration information. 

Selected Part Numbers and Ordering lnformation1 

Cisco Unity Servers 
UNITY-SVR1400-1A 
UNITY-SVR2500A-1A 
UN ITY-SVR2500C-2A 
UNITY-SVRX232-1A 
UNITY-SVRX232-2A 
UNITY-SVRL570-1A 
UNITY-SVRL570-2A 
UNITY-SVR7827-1A 
UNITY-SVR7837-1A 
UNITY-SVR7847-2A 

Dell1400; rack-mountable; (W2K included) 
Dell2500; rack-mount; 512MB; RAIO 1 (W2K included) 
De li 2500; rack-mount; 1GB; RAIO 5, 2nd CPU, Win2K 
IBM x232 rack; 512MB; RAIO 1 (W2K included) 
IBM x232 rack; 1GB; RAIO 5, 2nd CPU (W2K included) 
Compaq ML570 rack; 2GB; RAIO 1(x2), RAIO 5, Dual CPU, Win2K 
Compaq ML570 rack; 4GB; RAIO 1(x2). RAIO 5, Quad CPU, Win2K 
MCS 7827 rack:(W2K included) 
MCS 7837 rack; 512MB; RAIO 1 (W2K included) 
MCS 7847 rack; 1GB; RAIO 5, 2nd CPU (W2K included) 

UNITY-EXP-CHAS= Expansion chassis 

Cisco Unity 3.1 Unified Messaging and Voicemail Software 
UNITYU50-4-3.1= Unity Unified Messaging, 50 users (includes 4 sessions) 
UNITYU100-8-3.1= Unity Unified Messaging, 100 users (includes 8 sessions) 
UNITYU20Q-12-3.1= Unity Unified Messaging, 200 users (includes 12 sessions) 
UNITYU300-16-3.1= Unity Unified Messaging, 300 users (includes 16 sessions) 
UNITYUSOQ-24-3.1= Unity Unified Messaging, 500 users (includes 24 sessions) 
UNITYU875-32-3.1= Unity Unified Messaging, 875 users (includes 32 sessions) 
UNITYU1175-40-3.1= Unity Unified Messaging, 1175 users (includes 40 sessions) 
UNITYU1600-48-3.1= Unity Unified Messaging, 1600 users (includes 48 sessions) 
UNITYU2200-60-3.1= Unity Unified Messaging, 2200 users (includes 60 sessions) 
UNITYU2950-72-3.1= Unity Unified Messaging, 2950 users (includes 72 sessions) 
UNITYV50-4-3.1= Unity Voice Messaging, 50 users (includes 4 sessions) 
UNITYV100-8-3.1= UnityVoice Messaging, 100 users (includes 8 sessions) 
UNITYV200-12-3.1= Unity Voice Messaging, 200 users (includes 12 sessions) 
UNITYV300-16-3.1= UnityVoice Messaging, 300 users (includes 16 sessions) 
UNITYV500-24-3.1= Unity Voice Messaging, 500 users (includes 24 sessions) 
UNITYV875-32-3.1= UnityVoice Messaging, 875 users (includes 32 sessions) 
UNITYV1175-40-3.1= Unity Voice Messaging, 1175 users (includes 40 sessions) 
UNITYV1600-48-3.1= Unity Voice Messaging, 1600 users (includes 48 sessions) 
UNITYV2200-60-3.1 = Unity Voice Messaging, 2200 users (includes 60 sessions) 
UNITYV2950-72-3.1= UnityVoice Messaging, 2950 users (includes 72 sessions) 
Cisco Unity Languages and Real Speak 17S 
UNITY-RS-2ML= Unity, 2-port Real Speak TIS, US Eng, UK, Fr, Ger, Euro Sp 
UNITY-RS-4ML= Unity, 4-port Real Speak TIS. US Eng, UK, Fr, Ger, Euro Sp 
UNITY-RS-6ML= Unity, 6-port Real Speak TIS. US Eng, UK, Fr, Ger, Euro Sp 
UNITY-MULTILANG= Multiple Language support 
UNITY-TWDLANG= Add supportfor a second language 
UNITY-AMIS= Unity, AMIS-A networking 

1. This is only a small subset of ali parts ava ilable via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco Unity site: http://www.cisco.com/go/unity 

Cisco Unity-Unified Messaging and Voice Mail 
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Cisco Personal Assistant (QÔ 
Cisco Personal Assistant streamlines communications with personal call rules, s J } 1 J 
recognition, and productivity services for IP phones. As an integral part of Cisco ( !{, 
AVVID (Architecture for Voice, Vídeo and Integrated Data), it interoperates with · r L • t" 

Cisco CallManager and scales to meet the present and future needs ofyour employees. 
U sers can access voice mail, dia I by name, and conference from any telephone using 
speech recognition instead ofthe telephone keypad. The Web-based and telephone user 
administration interfaces allow users to forward and screen calls in advance or in real 
time. The phone services enable users to check e-mail, voice mail, calendar, and 
personal contact information using the large, pixel-based LCD and interactive soft keys 
on the Cisco IP Phone 7940 or 7960. 

Key Features 

• Ubiquitous Access: Cisco Personal Assistant with Speech Recognition and IP 
Phone Productivity Services integrate with Cisco CallManager, Cisco Unity, and 
Microsoft Exchange within Cisco AVVID to streamline communications 

• Automatic Speech Recognition (ASR): Speech recognition interface allows users 
to utilize simple voice commands to perform tasks such as retrieval, replying, 
recording, and deletion o f v o ice messages; Entries can be dialed from personal 
address books or the corporate enterprise Lightweight Directory Access Protocol 
(LDAP) directory; Users can synchronize their Microsoft Exchange contact lists 
with their personal address books for quick name-dialing and ad-hoc group 
conferencing; Access to sensitive features such as voice mail is controlled by user 
authentication 

• Manage Inbound and Outbound Calls (Rules-Based Routing): Using a Web 
interface to create rules, users can forward and screen calls based on caller 
identification, time of day, and meeting schedules; With "follow me," a special 
rule that uses speech recognition, users can forward ali calls to a phone number 
immediately; Users can activate sets ofpre-created rules from any telephone 

• CalendarView: Users can keep track of appointments right on the IP phone, 
directly from the Microsoft Exchange server with no synchronization necessary. 
In addition, users can choose to be notified o f an upcoming event on the phone 
display or by pager 

• MailView: Cisco Personal Assistant presents users with access to e-mail and Cisco 
Unity voice-mail messages in the inboxes on the corporate messaging server. 
Users can access. messages from a conference room, lobby phone, or colleague's 
phone, as well as their own. Any operation performed on the messages using 
MailView is automatically reflected in Microsoft Exchange and Cisco Unity; 
Cisco Personal Assistant interfaces with Microsoft Exchange and IMAP 4 
message stores for MailView features. 

Specifications 

Feature Cisco Personal Assistant ~ -==------- - --
Piatform Cisco Media Convergence Server MCS-7825H-2.2-EVV1 and MCS-7835H-2.4-EW1 r>çr;:;r~3izees-:e; 
~W~e~b~Se-~-e-rftR-eq-u7ir-em_e_n~ts~B~a~si~c~W'eb~S~e~rv~er~: M~ic~ro~s~7.7.11~S74.0fto~r71aTte~r-------------------------+-.~--~~·DTMf-CORREIOS 
for IP Phone Productivity Separate serve r for Cisco Personal Assistant Serve r and Speech Recognition Serve r ·- ~ 
Se~ices Platform 
Software Compatibility Cisco CaiiManager 3.1 +. 3.2+, and 3.3+ Cisco Unity 2.46+,3.0+, and 4.0+ for voice-mail featur s Microsoft 

Exchange 5.5 and Exchange 2000 for calendar, e-mail, contact synchronization features r= r.- . -

~ ~ Doe:) 7 Q i== 
Cisco Personal Assistant 
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, Jected Part Numbers and Ordering lnlormation 1 
~ .... _, 

P '- • ~'- isco Personal Assistant 
SW-PASR1 .3-SVR2S Cisco Personal Assistant 1.2 Serve r Software with Speech Recognition2 

SW-PERSPROD-USR= 
SW-PERSPROO-USR10= 

SW-PASR1-KX= 

Personal Productivity Use r Ucense 
Personal Productivity 10 User License 
Cisco Personal Assistant 1.2, Expansion Speech Recognition Session3 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts 
h ave restricted access o r are not available through distribution channels. Resellers: For latest part number 
and pricing info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (l imited 
country availability). 

2. Cisco Personal Assistantcan be purchased with an MCS-7825H-2.2-EW1 o r an MCS-7835H-2.4-EVV1 media 
convergence server. 

3. Various session combinations available. 

For More lnformation 

See the Cisco P~rsonal Assistant Web site: http://www.cisco.com/go/personalassist 

Additional Cisco IP Telephony Applications 
Cisco SRS Telephony 

Survivable Remate Site Telephony (SRS Telephony) provides key backup telephony 
functions at remate branch office routers if connectivity to the centrally-located Cisco 
CallManager fails (i.e. WAN link is interrupted). In this case the SRS Telephony­
enabled router will take over and provide basic telephony service (including off-net 
calls to 911 ). Introduced in Cisco lOS Release 12.1.5YD, the application is ideal for 
enterprise organizations looking to cost-effectively deploy IP telephony in their branch 
office location. Cisco lOS Release 12.2(13)T added SRS Telephony 2.0 features on 
Cisco 1751, 1760,2600, 2600 XM, 2691, 3600, 3725/3745, IAD 2400, Catalyst 4000 
AGM, and Cisco 7200 series o f routers. SRS Telephony 2.1 features are available in 
12.2(11)YT on Cisco 1751, 1760,2650, 2600XM, 2691, 3640/3640A, 3660, and Cisco 
3725/3745 routers. 

SRS Telephony 2.0 features: Huntstop support; Music/Tone on Hold; Class of 
Restriction; Distinctive Ringing; Global forwarding to voicemail across PSTN during 
Cisco CallManager fallback; TCL based simple AA and IVR on local gateway (SRS 
Telephony router); Transfer across H323 network of Cisco endpoints; Alias lists for 
single number to be designated for unregistered phones 

SRS Telephony 2.1 features: Internationallanguage support; Call forward 
no-answer/busy to Unity server with Personal Greeting; Cisco 7914 and 7935 support; 
VG248 support 

For More lnformation 

See the Cisco SRS Telephony Web site: http://www.cisco.com/go/srs 

• Additional Cisco IP Telephony Applications 

w•ter· 
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Cisco IP Phone Messenger 

The Cisco IP Phone Messenger (IPPM) is a productivity application, providing 
enhanced, real-time collaboration for Cisco AVVID IP Communications systems. 
Cisco IPPM extends the benefits o f Instant Messaging and Presenc.e to Cisco 
CallManager networks, allowing users to send and receive instant messages on Cisco 
7940 and 7960 IP phones. Cisco IPPM interworks with IBM Lotus Sametime and MSN 
Messenger clients and supports the IETF SIMPLE (RFC-3428) protocol for instant 
messaging and presence. IPPM 1.1 requires Cisco CallManager release 3.2 o r la ter and 
is supported on the Cisco 7825 and 7835 Series Media Convergence Servers. 

For More lnformation 

See the Cisco IP Communications Web site: 
http://www.cisco.com/go/ipcommunications 

Cisco LP SoftPhone 

Cisco IP SoftPhone 1.3 is a PC based application that allows you to use your phone 
extension from wherever you connect to your corporate IP network, even over the 
Internet when using a VPN client. 

lt's dual mode operation allows you to either controla physical IP phone, or perform 
all the functions of a phone in standalone mode using your PC's soundcard ora USB 
audio handset or headset. 

Selected Part Numbers and Ordering lnformation 1 

Cisco Survivable Remote Site Telephony (SRS Telephony) licenses 
FL-SRST-SMALL SRS Telephony Site Ucense for the Cisco IAD 2400/2600/3620/Catalyst 4224 (up to 24 phones) 
FL·SRST-MEDIUM SRS Telephony Site Ucense forthe Cisco 3640 (up to 48 phones) or order multi pie licenses forthe Cisco 3660 

(up to 144 phones, each supports up to 48 phones) 

Cisco IP SoftPhone 
SW-IPSOFTPHONE25= Cisco IP Softphone CD; 251icenses (licenses also available for 1, 50, and 100 users) 

For More lnformation 

See the Cisco IP SoftPhone Web site: http://www.cisco.com/go/softphone 

Cisco IP Manager Assistant1 

Cisco IP Manager Assistant is a tool that allows an assistant to provide call coverage 
for up to five manàgers simultaneously. When a user is configured as an IPMA 
manager, they are associated with a primary and secondary assistant. The configured 
manager is always logged onto the service and selects the preferred assistant from the . 
7960 services menu. Features available to the manager are initiated from softkeys on 

, the manage's phone. Assistant user features are initiated and managed from a PC-based 
application named the Assistant Console. 

1
1Ros~í2oõ-;-~--e 

C:~/ · CORREIOS 

I Fls O 5 Ô 9 
• I Doe 

3 7 \1 
1. IP Manager Assistant is available as part of isco CaiiManager 3.3 for no additional charge. 

Additional Cisco IP Telephony Applications • 
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e 1Features 
0 

1' Manager tools : 7960 IP phone-selection of assistant from pre-configured list; 
Divert All, Immediate Divert, Transfer to Voice Mail, Intercept, DND, SetWatch, 
Assistant Watch, Call Filtering feature invocation; display o f toggled feature 
status for Divert All, Filtering, DND, Assistant Watch and Assistant availability; 
speed dial and line appearance configuration for intercom functionality ; Manager 
Desktop-secure, browser-based access to configuration for default assistant 
assignment, Divert All target, Immediate Divert target and filter list (CLID) 
configuration. 

• Admin Assistant Tools: 7960 IP Phone/7914 line extender-speed dial and line 
appearance configuration for intercom functionality; 7960 IP phone-invocation 
o f new softkey features including Transfer to V o ice Mail and Immediate Divert, 
speed dial to manager 's intercom line; Assistant Console application-Windows 
application installed on assistant PC. GUI consistent with CallManager Attendant 
Console application. User-sizable application window and panes 

Specifications 

Feature Cisco IP Manager Assistant 
Platform Media Convergence Server (MCS) 
Software Compatibility Cisco CaiiManager version 3.3 

Assistant Console Application-Microsoft Windows 98, NT desktop, ME, 2000 Desktop and XP 

For More lnformation 

See the Cisco Media Convergence Server Web site: http://www.cisco.com/go/ipma 

Cisco Conference Connection 

Cisco Conference Connection (CCC) is designed for small to medium enterprises and 
remote offices o f larger enterprises. Cisco Conference Connection facilitates relevant 
participation regardless of location, enables faster decisions, and eliminates travei cost 
and time and disruptions caused by requirements for a physical conference room 
presence. Typical applications include service calls, project management, sales 
reviews, corporate announcements, customer and employee training, and other 
business meetings. This application is ideal for enterprieses trying to increase 
productivity while reducing expense. Simple web-based interface enables employees 
to manage their conference schedules and eliminates the service charges to conference 
service providers. · 

For More lnformation 

See the Cisco Conference Connection Web site: 
http://www.cisco.com/en/US/products/sw/voicesw/ps752/index.html 

Additional Cisco IP Telephony Applications 
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Cisco MCS 7800 Series Media Convergence Servers 
Cisco MCS 78151-2000 

The Cisco MCS 78151-2000 provides an entry 
level tower server equipped with an Intel 
Pentium™ 4 2000MHz processor, 40GB ATA 
hard drive and single non-hot swap power 
supply. An optional tape backup is available 
on some models ofthe MCS 78151-2000. 

Cisco MCS 7825H-2266 

=-·~ · 

The Cisco MCS 7825H-2266 provides an entry level rack mount server that occupies 
only one rack mounting space. This server is equipped with an Intel Pentium™ 4 
2266MHz processor, 40GB ATA hard drive and a single non-hot swap power supply. 
An optional tape backup is available on some models of the MCS 7825H-2266. 

Cisco MCS 7835H-2400 and Cisco MCS 78351-2400 

These Cisco MCS platforms provide a highly available mid-level rack mounted server 
solution that is equipped with an Intel Prestonia Xeon™ 2400MHz processor, up to six 
hot-swap Small Computer Systems Interface (SCSI) hard disks, a Redundant Array of 
Independent Disks (RAID) 110 Controller, hot swap fans and redundant hot swap 
power supplies. An optional tape backup is available for some models o f the MCS 
7835H-2400 and MCS 7835I-2400. 

Cisco MCS 7845H-2400 and Cisco MCS 78451-2400 

These Cisco MCS platforms provide a powerful and highly reliable high level rack 
mounted server solution that is equipped with two Intel Prestonia Xeon™ 2400MHz 
processors, up to six hot-swap SCSI hard disks, RAID 110 controller, redundant hot 
swap fans and redundant hot swap power supplies. An optional tape backup is 
available for some models ofthe MCS 7845H-2400 and MCS 7845I-2400. 

Specifications 

Cisco Cisco Cisco Cisco Cisco MCS 
MCS-78151-2000 MCS-7825H-1266 MCS-7835H-2400 MCS-78351-2400 7845H-2400 

Cisco MCS 
78451-2400 

Intel Pentium® 4 
2000-MHz processar 
512KB l2 Cache 
512MB SORAM 
40GB ATA/100 Hard 
Disk 
1.44MB Roppy Disk 
DVD Drive 
lntegrated ATA 
Controller 
Single 10/100/1000 
Ethernet N IC 

Intel Pentium® Intel Xeon® 2400-MHz Intel Xeon® 2400-MHz Ouallntel Xeon® Ou ai Intel Xeon® 
2266-MHz processar processar 512KB Cacheprocessor 512KB 2400-MHz processar 2400-MHz processar 
512KB l2 CacheSORAM SORAM isconfiguration Cache 512KB Cache 512KB Cache 
IS conf1gurat1on dependant SORAM is SORAM is SORAM is 
dependan~ Hard Disk is configuration configuration configuration 
Hard D1sk !S configuration dependant dependant dependant 
conf1gurat10n dependant Hard Oisk is Hard Oisk is Hard Oisk is 
dependam . SCSI Controller. configuration configuration configuration 
1.44MB Roppy D1sk 

0 110110011000 
dependant dependant dependam 

OVO Drive Et~~rnet NIC2U Rack SCSI Controller. SCSI Controller. SCSI Controller. 
Hard Disk Controller is Mount System. Dual10/10011000 Duall0/100/1000 Duall0/100/1000 
configuration Ethernet NIC2U Rack EthernetNIC2U Rack EthernetNIC2U Rack 
dependa"nt Mount System Mount System Mount System 

Tower System with 
optional rack mount 
kit 

Duall0/100/1000 · 
Ethernet NICl U Rack --R-9~·/-t:ir.ttt!'::~~-. 
MountSystem p I - ORREIOS 

057 0 
Fls: 

f . -------

3701 
Doe: 

Cisco MCS 7800 Series Media Convergence Servers 
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~ l'cted Part Numbers and Ordering lnformation 1 

(' . , ' - ~ 1 
· t~ ' · isco Media Convergence Server 78151-20001 

MCS-78151-2.0-EW1; CS-78151-2.0-EC$1 Cisco Media Convergence Serve r 78151-2000 

Cisco Media Convergence Server 7825H-2266 
MCS-7825H-2.2-EW1; MCS-7825H-2.2-ECS1 Cisco Media Convergence Serve r 7825H-2266 

Cisco Media Convergence Server 7835H-2400 
MCS-7835H-2.4-EW1; MCS-7835H-2.4-ECS1 Cisco Media Convergence Server 7835H-2400 

Cisco Media Convergence Server 78351-2400 
MCS-78351-2.4-EW1; MCS-78351-2.4-EC$1 Cisco Media Convergence Serve r 78351-2400 

Cisco Media Convergente Server 7845H-2400 
MCS-7845H-2.4-EW1; Cisco Media Convergence Server 7845H-2400 
MCS-7845H-2.4-ECS1; MCS-7845H-2.4-ECS2 

Cisco Media Convergence Server 78451-2400 
MCS-78451-2.4-ECS1; MCS-78451-2.4-EC$2 Cisco Media Convergence Serve r 78451-2400 

Cisco Media Convergence Server 78551-1500 
MCS-78551-1.5-ECS1; MCS-78551-1 .5-EC$2 Cisco Media Convergence Serve r 78551-1500 

Cisco Media Convergence Server 78651-1500 
MCS-78651-1.5-ECS1; MCS-78551-1.5-EC$2 Cisco Media Convergence Serve r 78651-1500 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco Media Convergence Server Web site: http://www.cisco.com/go/mcs 

Cisco ICS 7750 lntegrated 
Communications System 
The Cisco Integrated Communications System 
(ICS) 7750 is a versatite IP tetephony and services 
sotution that brings the benefits of converged IP 
services to midmarket businesses and enterprise 
branch offices. Call processing, voice apptications, 
voice gateways and muttiservice IP routing are 
integrated within the system chassis to detiver true convergence white enhancing 
system manageability. The modut~r system architecture enabtes expansion of call 
processing redundancy, voice gateway capacity, routing capacity, and IP services to 
detiver system avaitabitity and scatabitity. The ICS 7750 offers quick and 
cost-effective deptoyment o f powerfut apptications including unified messaging, 
integrated Web call centers, and data/voice collaboration. 

The Ciséo ICS 7750 includes Cisco CallManager software, and combines an IOS-based 
muttiservice router/voice gateway, apptication servers running core voice apptications, 
Web-based management, and seamtess connectivity to Cisco Catatyst switches. 

Cisco Systems atso offers four Cisco ICS 7750 voice packages for convenient and 
cost-effective entry points for customers to deptoy IP tetephony sotutions in their LAN 
networks. These ICS voice packages are pre-configured to simptify ordering of the 
necessary voice components including voice mait for a mid-market business or branch 
si te. 

Cisco ICS 7750 lntegrated Communications System 
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When to Se li 

Sell This Product 

ICS 775{J lntegrated 
Communications System 

Key Features 

When a Customer Needs These Features 

• A branch office/midmarket business with standalone IP telephony needs from 35-500 users 
• An end-user customer or partner who wants a single "box" (or platform) IP telephony solution to e a se 

deployment and/or to standardize on voice configurations across multi pie sites 
• An existing multiservice data network customer who wants to add IP telephony functionality to c reate 

a converged network solution 

• Integrated Functionality (includes CallManager for call-processing, multiservice 
router/voice gateway, Web-based management, and core voice applications) 

• Modular chassis architecture features 6 universal slots with hot swapability 

• Modular industry-proven Cisco IOS-based Multiservice Route Processar (MRP) 
delivers data routing and voice trunking; ensures end-to-end QoS 

• Indu~try-leading selection of WAN Interfaces 
• World wide selection o f voice interfaces 
• Optional redundant power supply and uninterruptible power supply 
• Optional integrated voice applications including Unity voice/unified messaging, 

IVR, contact center 
• Integrated Web/GUI-based system management tool for simple monitoring and 

troubleshooting; Console and Telnet access to CLI system management 
• Automated inventory, discovery, and configuration o f desktop devices and 

applications 
• Automated fault management, auto-notification o f problems via e-mail or pager 
• Compatible with SNMP-based management tools including Cisco Works 2000 
• N+ 1 CallManager clustering enables a backup Cisco CallManager to improve 

system availability 

Specifications 

Feature 
System Switch Processar 

System Alann Processar 

System Processing Engine 
Multiservice Route Processar 

Dimensions and Weight 
(HxWxDI 
Mounting Options 

Cisco ICS 7750 
Fixed slot card; 10/lOOBaseT autosensing data switch; Two-port RJ-45 connectors; lncluded with 
each ICS 7750 system 
Fixed slot card; Two serial ports; One console port; Resource Cards; lncluded with each ICS 7750 
system 
Universal slot card; Intel Pentium 111700 MHz CPU;1 GB SRAM; 40GB hard disk drive 
Universal slot card; Standard memory: 64MB ORAM (max.128 MB); Memory upgrade (option): 16, 32, 
64' MB ORAM; Standard flash memory: 16MB Rash SIMM (max. 80MB); Flash upgrade (options): 
16, 32,64 MB Flash; modular voice{WAN interface (VWIC) card slots per card; Advanced data 
networking feature support. including: VPN, IPSec 56 and 30ES. Firewall 
15.75 x 17.25 x 12.5 in. (40.005 x 43.815 x 31.75 cm)Basic configuration-1 MRP, 1 SPE, 1 SSP, 1 SAP (a 
total of 4 cards = 2 fixed cards + 2 universal cards) and 1 power supply): 421b (18.9 kg) 

19 in rack-mount; Standalone 

.. .. _~--L'! 
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S~lected Part Numbers and Ordering lnformation 1 

Çisco ICS 7750 Voice Packages 
CS-7750-MlV Cisco ICS 7750 FXO-M1 Analog V01ce Package provides eight Fore1gn Exchange OHice (FXO) 

analog voice interfaces, four analog FXS/DID ports, 25 Cisco Unity Voice Messaging 
mailboxes and support for up to 50 Cisco CaiiManager devices. . 

ICS-7750-lV Cisco ICS 7750 Tl Digital Voice Package provides 24 digital voice channels (DSOs), 8 analog 

ICS-7750-BV 

ICS-7750-EV 

Cisco ICS 77501 
ICS-7750 

SPE310= 
MRP300= 

MRP3-8FXOM1= 
MRP3-8FXS= 
MRP3-16FXS= 
UPS-BASE-UNIT= 
UPS-BATI-PACK= 
PWR-AC-7750= 
FAN-TRAY-7750= 
I CS-7750- CHASSIS= 
SAP-7750= 

FXS interfaces, 50 Cisco Unity Voice Messaging mailboxes and support for up to 500 Cisco 
CaiiManager devices. 
Cisco ICS 7750 ISDN BRI Voice Package provides four ISDN BRI interfaces (eight B 
channels), 50 Cisco Unity Voice Messaging mailboxes and support for up to 500 Cisco 
CaiiManager devices. 
Cisco ICS 7750 El Digital Voice Package provides 30 digital voice channels (DSOs), 50 Cisco 
Unity Voice Messaging mailboxes and support for up to 500 Cisco CaiiManager devices. 

Six-slot ICS chassis, SPE310, SSP, SAP. Power Supply & DOC-CD 

System Processing Engine 310 (512MB RAM and Windows 2000) 
Multiservice Route Processar 300 with two VIC/WIC slots 

Multiservice Route Processar with 8-ports FXO-M1 and one VIC/WIC slot 
Multiservice Route Processar with 8-ports FXS and one VIC/WIC slot 
Multiservice Route Processar with 16-ports FXO-Ml 
UPS with Standard Battery Pack, Ethernet Card (120 V for North America) 
Additional Externai Battery Pack for UPS Base Unit 
AC Power Supply for ICS 7750 Chassis 
Fan Tray for ICS-7750 
ICS-7750 Six-slot chassis & Fan Tray 
System Alarm Processar for ICS 7750 

SSP-7750= System Switch Processar for ICS 7750 

Cisco ICS 7750 WAN Interface Card (WIC) Modules (for MRP cards) 
WIC-1DSU-T1 = 

WIC-lT= 
WIC-2T= 
WIC-2A/S= 
WIC-1 DSU-56K4= 

WIC-1B-S/T= 

1-Port T1/Fractional Tl DSU/CSU WAN Interface Card 

1-Port Serial (T1/E1) Async/Sync WAN Interface Card 
2-Port Serial {T1/E1) Async/Sync WAN Interface Card 
2-Port low-speed Serial (up to 128kbps) Async/Sync WAN Interface Card spare 

1-Port 4-Wire 56Kbps DSU/CSU WAN Interface Card 

1-Port ISDN BRI S/T WAN Interface Card (dia I and leased fine) 

WIC-1 B-U= 1-Port ISDN BRI U with NT-1 WAN Interface Card dia I and leased-line 

Cisco ICS7750 Voice Interface Card (VI C) Modules (for MRP cards) 
VIC-2FXS 
VIC-4FXS/DID 
VIC-2DID 

VIC-2FXO 
VIC-2FXO-M1 

VIC-2FXO-M2 
VIC-2FXO-M3 
VIC-4FXO-M1 

VIC-2E/M 

VIC-2BRI-NT/TE 
VWIC-1MFT-T1 
VWIC-2MFT-T1 

VWIC-1MFT-E1 

Two-port FXS voice/fax interface card 
Four-port FXS ar DID voice/fax interface card (ports can be configured for either FXS or DID) 
Two-port DID voice/fax interface card 
Two-port FXO voice/fax interface card 
Two-port FXO voice/fax interface card with battery reversal and caller ID (for North 
America) 
Two-port FXO voice/fax interface card with battery reversal and caller ID (for Europe) 
Two-port FXO voice/fax interface card with battery reversal and caller ID (for Australia) 
Four-port FXO voice/fax interface card with battery reversal and caller ID (for N. America) 

Two-pori"E&M voice/fax interface card 

Two-port IDSN BRI (NT & TE) voice interface card 
One-port Tl/fractional T1 multiflex trunk with CSU/DSU (forCAS or PRI) 
Dual-portTl/fractional T1 multiflex trunk with CSU/DSU (forCAS or PRI) 

One-port E1/fractional E1 multiflex trunk with CSU/DSU (for PRI) 
VWIC-2MFT-E1 Dual-port El/fractional E1 multiflex trunk with CSU/DSU (for PRI) 

Cisco ICS 7750 Packet Voice/Fax DSP Modules (for MRP cards) 
PVDM-256K-4= 
PVDM-256K-8= 
PVDM-256K-12= 

PVDM-256K-16= 
PVDM-256K-20= 

4-Channel Packet Voice/Fax DSP Module 
8-Channel Packet Voice/Fax DSP Module 
12-Channel PacketVoice/Fax DSP Module 

16-Channel Packet Voice/Fax DSP Module 
20-Channel Packet Voice/Fax DSP Module 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts 
h ave restricted access o r are not available through distribution channels. 

For More lnformation ~ 
See the ICS 7750 Web site: http://www.cisco.com/go/ics7750 

Cisco ICS 7750 lntegrated Communications System 
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Cisco IAD 2400 Series lntegrated Access 
Device with lOS Telephony Service 
(ITS)1 

The Cisco IAD 2400 Series integrated access 
devices (IADs) combine data, v o ice, and vídeo 
services over IP and ATM networks to provide cost-effective and efficient means of 
delivering high-speed Internet and voice services to small- and medium-sized business 
customers-all in a small (1 RU) system. When configured with optional ITS software, 
the IAD 2400 is ideal for delivering converged LAN IP telephony in small office 
environments (5-20 phones) that do not require CallManager functionality. 

When to Sell 

Sell This Product When a Customer Needs These Features 
• Cisco IAD 2400 Series Business-class, fully integrated access device 

• lOS Telephony Servi c e (ITS), ideal for small offices (5-20 phones) that do not need Cisco CaiiManager 
capabilities 

• Support for standard phones and IP phones on a single platform 
• 8 FXS/16 FXS/16FXSt8FXO analog voice ports and 1 TI digital voice port models 
• Tl-PPP, FR, HOLC, ATM, ADSL and G.shdsl WAN interfaces 

Key Features 
• Combines high-speed Internet access and toll-quality voice services on single 

IOS-based platform (ITS introduced in Cisco lOS Release 12.1(5)YD) 
• Offers TDM, VoiP, and VoATM (AAL2) on a single platform 
• Seamless migration of customers from TDM-based GR-303 to packet-based 

GR-303 networks or to call agent-based networks 
• Automated remate installation and configuration enabled via Simple Network­

enabled Auto Provisioning (SNAP) and the Cisco Configuration Express tool 

Competitive Products 
• Adtran: TA850, TA750, TA600 • RAD: LA-110, LA-140 
• Carrier Access: Adit 600 • Verilink (formerly Polycom): NetEngine 6200, 7200 
• Coppercom: MXR 400 • Wave7 Optics: LMG-B 

Specifications 

Feature ·.IAD 2~21 IAD 2423 IAD 2424 
Fixed LAN Ports 1-port Ethernet (IOBASE-T) Same as IAD 2421 Same as IAD 2421 

Fixed WAN Ports 1-portTl 1-port ADSL 1-port G.SHDSL 

Voice Ports Analog: 8FXS, 16FXS, 
16FXSt8FXO; Digital: 1 T1 

Analog: 8FXS Analog: 8FXS, 16FXS, 16FXSt8FXO; 
Digital: 1 T1 

Processar Speed (type) 80 MHz (RISC) Same as IAD 2421 Same as IAD 2421 

Flash Memory 16MB (Default); 32MB (Max) 16MB (Default); 32MB (Max) 16MB (Default); 32MB (Max) 

DRAM Memory 64MB 64MB 64MB 

Dimensions (HxWxD) 1.-7 X 17.5 X 11.3 in. Same as IAD 2421 Same as IAD 2421 

For More lnformation 

See the Cisco IAD 7eb ·site: http://www.cisco.com/go/2400 CPMI - CORREIOS --
-- 05 72 

. Fls : 
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1. IP Keyswitch capabilities also available with 2600 and 3600 series routers; see IP Keyswitch Web site: 1-.._..,::::;;::;::,:::;:::;::::,.. 
http://www.cisco.com/go/keyswitch 

Cisco IAD 2400 Series lntegrated Access Device with lOS Tele ny Service 
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-~~Cisco Voice Gateways 
\ )' J óice Gateways interface directly to PBXs or public telephone networks to carry voice 

1( ) affic across IP networks-by converting IP calls to standard telephony calls and vice 
v versa. They provide connectivity between packet telephony and legacy telephony such 

as PSTN, PBX, fax machines, and other devices. 

Cisco 's fullline o f multiservice routers can also add analog and digital voice gateway 
functionality through the use o f network modules and voice interface cards 1, such as 
the Catalyst 6000 Family FXS Analog Interface Module. 

Cisco offers the Cisco VG248 dedicated voice gateway. 

Cisco VG248 V o ice Gateway 

The Cisco VG248 Voice Gateway is a 1 unit high rack mountable device allowing 48 
analog devices (phones, fax machines & modems) to be used with Cisco Call Manager. 
lt enables organizations with large numbers of analog phones (hotels, universities, 
hospitais, etc.)' to deploy IP Telephony while maintaining the investment in legacy 
handsets. The analog lines are full featured ( caller id, message waiting lights, feature 
codes) and the price per port is competitive with a legacy PBX. 

The VG248 will generate SMDI for the attached analog ports allowing connection to a 
Cisco Call Manager network through legacy voicemail systems. lt shares existing 
SMDI based voicemail systems between the Cisco Call Manager and the legacy PBX. 

Selected Part Numbers and Ordering lnformation 

Cisco VG 248 Voice Gateway 
VG248 48 Port Voice over IP analog phone gateway 

For More lnformation 

See the Cisco Voice Gateways Web site: http://www.cisco.com/go/voicegate 

Cisco IPNC 3500 Series Videoconferencing Products 
The IP/VC 3500 series is for enterprises and service providers who want a reliable, 
easy-to-manage, cost-effective network infrastructure for videoconferencing over their 
IP networks. They consist ofthe IP/VC 3511 Multipoint Control Unit (MCU, also 
known as a "video bridge"),·.the lf/VC 3521 and 3526 H.320 to H.323 Gateways and 
the IP/VC 3540-Series Videoconferencing System. The Cisco IP/VC product family 
works with H.323-standards-based videoconference client devices from a variety of 
vendors and integrates with legacy H.320 networks . 

• The Cisco IP/VC 3511 Multipoint Control Unit (MCU) is a 1RU stack/rack-mount 
system enabling adhoc videoconferences between three or more endpoints. 
Multiple participants in multiple locations attend the same meeting with real-time 
interactivity. lt is suitable for small to medium enterprises and remote branch 
offices in larger enterprises 

• The IP/VC 3521 and the IP/VC 3526 Videoconferencing Gateways are also 1RU 
stack/rack-mount systems that translate between H.320 and H.323 protocols. The 
IP/VC 3521 provides up to four BRI interfaces and the IP/VC 3526 provides one 
ISDN Tl/E1 PRI interface 

'f/ 
1. Please see the 1700, 2600, 3600, 7200, 5x00 series in Chapter 1- Routers, Chapter 7- Access Products. 

• Cisco Voice Gateways .,,. 
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Chapter 4 IP Telephony, Video, & Web Collaboration 

and gateways I onto a single platform for cost-effective deployment ofiP-centrlq } ' } 
videoconferencing networks. In addition, the IP/VC 3540 platform offers T.12l:l \ / / 
data conferencing through an optional collaboration server. Customers can add 0 · 1 _ _ f;./ 
the Rate Matching module which enhances the vídeo compositioh of any 
multipoint conference. Enhanced features such as Rate Matching, a number of 
robust Continuous Presence formats and audio transcoding are available 

• The Multimedia Conference Manager (MCM) software is part o f Cisco lOS 
Software and available across a wide range of Cisco router platforms, including 
the Cisco 2600/2600XM, 3600, 3700, and 7200 series. As a gatekeeper/proxy, it 
enables network managers to control and secure bandwidth and priority settings 
for H.323 videoconferencing services 

Selected Part Numbers and Ordering lnformation1 

Cisco IP~C 3500 Series Videoconferencing Products 
IPVC-3511;MCU IP!VC 3511 H.323 Videoconference Multipoint Contrai Unit 
IPVC-3521 -GW-48 IP!VC 3521 H.320-H323 Videoconferencing Gateway with 4 BRI ports 
IPVC-3526-GW-1 P 
IPVC-3540-MC03A 
IPVC-3540-XAM03 
IPVC-3540-RM 
IPVC-3540-GW2P 

IP!VC 3526 H.320-H.323 Videoconferencing. Gateway-1 PRI 
IP!VC 3540 MCU Module - 30 Sessions- (also available in 60 and 100 session capacities) 
IP!VC 3540 Audio Transcoderfor 30 session MCU (also available for 60 session MCU) 
IP!VC 3540 Rate Matching Module (allows different rates in the same conference) 
IP!VC 3540 H.320 to H.323 Gateway Module 

IPVC-3540-XAG IP!VC 3540 Gateway Audio Transcoder 
IPVC-3540-AS IP!VC 3540 Application Server (CPU required for 1120 Data Conferencing Serve r 
IPVC-3540-DS03 IP!VC 35401120 Data Conferencing Server software (also available in 60 sessions) 
MCM lmages IP/H323 (Routers: 2600, 3600, 3700) 
lOS 12.2(11)T Enterprise Plus/ H323 MCM (Routers: 2600,3600, 3700) 

Enterprise MCM (Routers: 7200) 

1. This is only a small subset of ali parts available. Some parts have restricted access orare not available through 
distribution channels. 

For More lnformation 

See the IP/VC 3500 series Web site: http://www.cisco.com/go/ipvc 

Cisco IP/TV 3.4 
Cisco IP/TV® 3.4 delivers a complete, highly scalable, bandwidth-efficient solution 
for high-quality vídeo co,mmunications over enterprise networks . Cisco IP/TV supports 
live vídeo, scheduled vídeo, vídeo on demand (VOD), synchronized presentations and 
screen captures, anda wide range ofvideo management functions. The solution enables 
a broad spectrum o f applications for enterprise communications including training, 
corporate communications, business TV, and distance leaming. 

Cisco IP/TV 3.4 are purchased as Cisco IP/TV 3400 Series Server appliances or 
software for third party servers. The Cisco IP/TV 3400 Series servers contain 
pre-configured software, preinstalled capture cards, network interface cards, and 
device drivers. The Cisco IP/TV 3400 Series includes the IP/TV 3412 Contro t f·~~-+::l>.l-
the IP/TV 3425 and 3425A Broadcast Servers, the IP/TV 3432 Archive Server, and!lM_. CORREIOS 

IP/TV 3417 Video Starter System. This product family offers a range o f choice to h,~st O 
5
..., i"'J , 

suit large-scale enterprise applications, perform?nce r quirements, and band idth d 3 
availability. Fls: 

,. --=-3 -=--7 0-1----~.,___ 
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\ Selected Part Numbers and Ordering lnformation 1 

· \ )Cisco IP/TV 3400 Series Video Servers 
IPTV-3412-CTRL Cisco IP/TV 3412 Contrai Server 

' 

I IPTV-3425-BCAST-M Cisco IP/TV 3425 MPEG-1 , MPEG-2 Full 01 Broadcast Serve r 
IPTV-3425A-BCAST-M Cisco IP/TV 3425 MPEG-1 Broadcast Serve r 
IPTV-3432-ARCH Cisco IP/TV 3432 Archive Server 
IPTV-3417-START-M Starter Kit 

Cisco IP/TV Software 
IPTV-CM-3.4 

IPTV-SERV-3.4 
IPTV-SERV-MP4-3.4 
IPTV-START-HD1-3.4 

IP/TV Content Manager 

Broadcast/Archive Serve r 
Server w/ MPEG-4 card & license 
Starter Kit 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the IP/TV 3400 series Web site: http://www.cisco.com/go/iptv 

Web Collaboration-Cisco Web Collaboration Option 
The Cisco Web Collaboration Option enables businesses to combine the personal value 
o f human interaction with the information value o f the Web-creating a powerful 
environment for driving increased sales, exceptional service, and customer 
satisfaction. 
The Cisco Web Collaboration Option allows you to add "click-for-help" buttons on 
your Web si te that enable customers to interact with your contact center agents over the 
Web while conducting a voice conversation (PSTN or Voice over IP [VoiP]) or text 
chat. Contact center agents and callers can share Web pages-including personalized or 
dynamically generated pages, complete forms in a collaborative fashion, and share any 
Windows desktop application using nothing more than a Web browser. By facilitating 
effective, personalized assistance designed to greatly enhance the customer experience, 
the Cisco Web Collaboration Option is an ideal solution for both sales- and 
service-oriented contact centers. 
The Cisco Web Collaboration Option can be deployed in apure IP environment or can 
be seamlessly integrated with your organization's existing telephony infrastructure to 
provide automated, blended ,delivery o f phone and Web-based inquiries. 

Selected Part Numbers and Ordéring lnformation 1 

Cisco IP/TV 3400 Series Video Servers 
CCS-CCSSVR Cisco Web Collaboration and Media Blender Software 

1. This is only a small subset of ali parts available via URL listed under "for More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 
See the Cisco Collaboration Server Web site: http://www.cisco.com/go/ccs 

Web Collaboration-Cisco Web Collaboration Option 
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E-Ma i I Response Management-Cisco E-mail Manager f f ~~ 
Cisco E-Mail Manager is a comprehensive, enterprise-class solution for manag ri ~ íf> r< ) 1 

volumes of customer inquiries submitted to your company mailboxes or Web it ~ V 
Based on customizable business rules, Cisco E-Mail Manager accelerates the re~ r~ • ~: _ ' : ,;/ 

process by automatically directing messages to the right agent or s~pport team, ··-- · 
categorizing and prioritizing messages, suggesting relevant response templates, and, i f 
desired, sending automated replies. A full-featured, browser-based interface provides 
your agents with the productivity tools and knowledge resources they need to provide 
fast, accurate and personalized responses to your customers. Cisco E-Mail Manager 
gives managers the queue management, reporting and outbound marketing tools they 
need to ensure that desired service standards are met, gain valuable insight into 
customer needs and generate new revenue opportunities. 

Whether you are building a customer support system from the ground up or integrating 
with e~isting organizational structures and legacy systems, Cisco E-Mail Manager's 
uniquely flexible, extensible and scalable design delivers a cost-effective, 
easy-to-implement strategy for building customer relationships over the Internet. 

Selected Part Numbers and Ordering lnformation 1 

Cisco Email Manager 
CEM-SVR-W 
CEM-AGT 

Cisco Email Manager Server (Win 2K) 

Cisco Ema i I Manager Agent Ucense 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

Cisco Emergency Responder 
Cisco Emergency Responder revolutionizes enterprise telephony support for E9-l-1 in 
North America, El-1-2 in Europe, and other emergency telephone services across the 
globe. Traditional PBX E9-l-1 implementations in North America support "automatic 
location identification" of emergency callers through daily manual database update 
processes, which limit the frequency o f location updates and increase the likelihood o f 
update errors. The Cisco Emergency Responder software application works with Cisco 
CallManager to automatically track the location o f Cisco IP phones in enterprise 
campuses, route emergency calls to an appropriate public safety answering point 
(PSAP), and provi de the location o f the caller to the Public Safety Answering Point 
(PSAP). 

Cisco ER performs these functions without requiring tedious manual database updates 
after phone moves/adds/changes, which significantly reduces the time, headcount, and 
costs associated with traditional PBX E9-1-1 maintenance. While some vendors may 
automate location updates, they still require manual PBX configuration changes to . 
trigger the updates. The Cisco ER solution, when coupled with the automated p~q~s--;;=-------­
moves/adds/changes features in Cisco CallManag:r, is t~e ~rs_t in the industry tp ~PM/ _ ~ 
completely automates the phone move process whlle mamtammg E9-l-1 and loí atwn -~ · , 

data i~t~grity. . · . . .... _ O J ( 4 
In add1t1on, Cisco ER can use emall/pager messagmg, telephone calls, and Fls : - · 
auto-refreshing webpage updates to notify on-site security operations personn~ and1 _____ _ 

third-party ·es of emergency calls in progress. ~ I Doe: 3 7 lj(_1 
-:=:::. ::::::::::.:::::::::. 

E-Mail onse Management-Cisco E-mail Manager 
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~~y Features . v \ \ 1 
')J. ~ ~eets and exceeds traditional E9-l-1 requirements 

I I 

./ • !Automates all user and phone moves, adds, and changes; Enables users and phones 
\ .) 1_ , ~./" to move an unlimited number o f times per day . 

• Avoids the expense and burden of daily PS-ALI record uploads 

• Avoids daily error-prone documentation and database updates 
• Enables quicker and more effective emergency response from onsite personnel 

and public agencies 
• Provides configuration auditing to facilitate responsible change management and 

investigative or legal processes 
• Provides call history logs for capacity planning, management of emergency call 

abuse, and incident documentation 
• Compatible with any emergency number 

Specifications .• 

Feature 
Supported Platfonn 
System Capacity 

Cisco Emergency Responder 
Cisco Media Convergence Server, MCS-7835-1266 and MCS-7825-1133 

A single Cisco Emergency Responder serve r supports 10,000 phones and 30,000 Ethernet switch ports. 
Additional scalability parameters include 500 Emergency Response locations (ERLs)-locations that can be 
uniquely identified to a Public Safety Answering Point (PSAP)- as well as 500 manually entered endpoints 
such as analog or proprietary phones or H.323 clients. Cisco recommends a second Emergency Responder 
serve r to forma fully redundam Cisco Emergency Responder Group with the same capacity and increased 
availability compared with a single Cisco Emergency Responder server. larger campuses and distributed 
systems are supported via a network of Cisco Emergency Responder groups called a Cisco Emergency 
Responder Cluster. 

Configurable Elements 
Cisco CaiiManager 

Cisco Emergency 
Responder 

Other Components 

Call routing and digit manipulation to forward user-initiated emergency calls and PSAP return calls to and 
from Cisco Emergency Responder as appropriate 
System administration interface-for access to ali configuration components or oversight of outsourced 
vendors 
LAN administration interface-for IT LAN group or an outsourced vendor 
Emergency Response location (ERL) administration interface-for IT tele com group or an outsourced 
vendor 
Configure e-mail account on a Simple Mail Transfer Protocol (SMTP) Internet mail server for use by Cisco 
Emergency Responder 
Configure an email-to-pager gateway, or use an email paging servi c e 
Configure a PS-All transfer application provided by the PS-All database servi c e provi der (often requires 
a dialup modem connection) 
Provision an ES-1-1 capable voice trunk (Centralized Automated Message Accounting [CAMA) or Primary 
Rate Interface [PRI)) through a local exchange carrier 

Supported Switches 1 Cisco Catalyst 2950, 3500, 3550, 4000, 4500, 6500 Series 

1. Check for updates on CCO, and following is list of tested switch platforms at time of printing 

Selected Part Numbers and Ordéring lnformation 1 

Cisco Emergency Responder 
SW-ER1.1 -SVR 
SW-ER1.1-SVR-CP0= 
SW-KEY-ER1 .1-USER= 

Cisco Emergency Responder software (MCS platforms), including 100 user li censes 
Cisco Emergency Responder software (Compaq platforms), including 100 user licenses 
Incrementai single-user license key for Cisco Emergency Responder 

1. Redundant use r licenses are not required when ordering redundant CER servers for a single CER group. 

For More lnformation 

See the Cisco Emergency Responder Web site: http://www.cisco.com/go/cer 

Cisco Emergency Responder 
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Cisco ATA Series of Analog Telephone 
Adaptors 
The Cisco ATA 186 and 188 Analog Telephone 
Adaptors bring analog telephones into the networked 
world. The Cisco ATA series o f products address the low-end product portfolio need 
by targeting the enterprise, business local services, small-office environment and the 
emerging managed voice services market. These cost effective handset-to-Ethernet 
adaptors enable analog devices, such as phones and fax machines, to support 
voice-over-IP (VoiP) services. The Cisco ATA 186 is equipped with, anda single RJ-45 
Ethernet port. The Cisco ATA 188 has two RJ-11 voice ports and two RJ-45 ports . The 
internai Ethernet switch allows for a direct connection to a 10/1 OOBASE-T Ethernet 
network and connectivity to a co-located PC or other Ethernet-based device via the 
RJ-45 ports . 

Both models ship with a bootload image and must be upgraded to a signaling firmware 
image available on Cisco.com before deployment. Cisco ATAs can be configured 1 to 
use the standards-based Voice over IP (VoiP) protocols H.323, Session Initiation 
Protocol (SIP), Media Gateway Control Protocol (MGCP) and Skinny Client Control 
Protocol (SCCP). 

Whento Sell 

Sell This Product 

Cisco ATA Series of 
Analog Telephone 
Adaptors 

Key Features 

When a Customer Needs These Features 

• Enable analog devices, such as phones and fax machines, to support Voice over IP services by 
converting the analog signal into an IP signal 

• Continue use oi existing analog phones with IP network 

• Auto-provisioning with Trivial File Transfer Protocol (TFTP) provisioning 
servers 

• Automatic assignment o f IP address, network route IP, and subnet mask via 
Dynamic Host Configuration Protocol (DHCP) 

• Optional web configuration through built-in Web server 
• Optional touch-tone telephone keypad configuration with voice prompt 
• Administration password to protect configuration and access 
• Advanced pre-processing to optimize full-duplex voice compression 
• High performance line-echo cancellation eliminates noise and echo 
• Voice activity detection (VAD) and comfort noise generation (CNG) save 

bandwídth by delivering voice, not silence 
. • Dynamic network monitoring to reduce jitter artifacts such a packet loss 

BH'<f''i:tjffl~-::--A-1'.1-1 
CPMI · CQ'R.REIOS 

- - - • J 

0575 
Fls: 
-----~~ 

3 7 0-1 
®Bc: 1. Two sofi.wa<e ;mago comb;oat;oos are avaHable oo c;scr.!323/SIP aod MGCP/ 

MGCP/SCCP image includes the letters, ms, in its name. L--..:::::::::::~~::.1 
Cisco ATA Series of Analog Tel 



~ ~i . Specifications 

,Feature 
Telephone and network 
interfaces 

Dimensions (H x W x DI 

Weights 

Voice-over-IP (VoiPI 
protocols 

Chapter 4 IP Telephony, Video, & Web Collaboration 

Cisco ATA 186 
2 RJ-11 FXS ports 
1 RJ -45 interface for network connection 

Cisco ATA 188 
2 RJ-11 FXS ports 
1 RJ-45 interface for network connection 
1 RJ-45 "switch port" for connection to PC or another 
downstream Ethernet port 

1.5 x 6.5 x 5.75 in. (3.8 x 16.5 x14.6 em) 1.5 x 6.5 x 5.75 in. (3.8 x 16.5 x14.6 em) 

15 oz (425 gm) 15 oz (425 gm) 

H.323 v2; H.323 v4; SIP (RFC 2543); MGCP 1.0 (RFC H.323 v2; H.323 v4; SIP (RFC 2543); MGCP 1.0 (RFC 
2705); MGCP 1.0/network-based call signaling 2705); MGCP 1.0/network-based call signaling (NCS) 
(NCS) 1.0 Profile; MGCP 0.1 ; SCCP 1.0 Profile; MGCP 0.1; SCCP 

Selected Part Numbers and Ordering lnformation 1 

Cisco ATA Series of Analog Telephone Adaptors 

ATA 186-11 Cisco ATA 186 2-port adaptar, 600 ohm impedance 

ATA186-12 

ATA188-11 

Cisco ATA 186 2-port adaptor, complex impedance (270 ohm in series with 750 ohm and 150 nF in 
parallel) 

Cisco ATA 188 2-port adaptar with switch, 600 ohm impedance 

ATA 188-12 Cisco ATA 188 2-port adaptar with switch, complex impedance (270 ohm in series with 750 ohm 
and 150 nF in parallel) 

Cisco ATA Series of Analog Telephone Adaptors Power Supply Cables 

ATACAB-NA ATA power supply cable for North American-style power systems 
ATACAB-EU 
ATACAB-UK 

ATACAB-AR 

ATACAB-JP 

ATA power supply cable for Continental European-style power systems 
ATA power supply cable for United Kingdom 

ATA power supply cable for Argentina 

ATA power supply cable for Japan 

1. Some countries h ave telephone networks that list multiple impedance requirements. lt is important to closely 
approximate the impedance of the typical handsets used in the region when selecting the proper configuration. 
The incorrect choice may lead to poor echo cancellation performance. 

For More lnformation 

See the Cisco ATA Series Web site: http://www.cisco.com/go/ata186 

Cisco ATA Series of Analog Telephone Adaptors 

) 

) 



( 

CHAPTER 5 
VPN and Security Products 

VPN and Security Products ata Glance 
Product 
Cisco PIX FirewAII 

Cisco lOS Firewall 

Firewall Blade for 
Catalyst 6500 

Cisco VPN 3000 Family 

Cisco lOS Network 
Senso r 

Cisco Security Agent 

Cisco 7100 Series 

Features 
Market-leading, purpose-built appliances which provi de broad range oi integrated security 
services 
• Robust stateful inspection firewalling with application awareness 
• Highly scalable remote access and site-to-site VPN 
• lntrusion protection with for real-time response to network attacks 
• Award-winning stateful failover for enterprise-class resiliency 
• Tightly integrated with lOS VPN and advanced routing technologies 
• Stateful packet filtering via context-based access controiiCBAC) 
• lnline lntrusion detection for real-time response to network attacks 
• Dynamic, network-to network, per-use r authentication and authorization via TACACS+ and 

RADIUS 

Page 
5-2 

5-5 

Firewall Moduleis a high performance integrated stateful firewall solution for Catalyst 6500 family 2-20 
of switches with performance exceeding 5GB. lt is based on proven PIX technology while 
providing the following benefits to the customers 
• lnvestment protection 
• Low cost of ownership 
• Ease oi use 
• Operational Consistency 
• Scalability 
See the Catalyst 6500 Series Switch in Chapter 2: LAN Switching, page 2-20, for more information 
Remote access Virtual Private Network platform 5-6 
• H as models for ali size companies, from small to large enterprise organizations 
• Reduces communications expenditures 
• Enables users to easily add capacity and throughput 
Network-based, real-time intrusion detection system capable oi monitoring an entire enterprise 5-8 
network: 
• Distributed intrusion detection system capable oi directing and forwarding alarms between 

local, regional, and headquarters-based monitoring consoles 
• Scalable architecture to allow the deployment oi large numbers oi sensors in order to provide 

comprehensive s,ecurity coverage in large networks with performance requirements from Tl to 
gigabit environments 

• Cisco lOS Module enables customers to perform both security monitoring and switching 
functions within the same chassis 

• CTR !Cisco Threat Response) delivers patented adaptive scan techniques to minimize tal se 
alarms 

The Cisco Security Agent provides threat protection for desktop and serve r computing systems 5-10 
by identifying and preventing malicious activity. By acting on threats or attacks before they can 
occur, Cisco Security Agent removes known and unknown security risks to enterprise networks 
and applications: 
• The Cisco Security Agent aggregates and extends multi pie endpoint security functions by 

providing host intrusion prevention, distributed firewall, malicious mobile c ode protection, 
operating system integrity assurance, and audit log consolidation ali within a single agent 
package 

• Protects against know and unknown attacks on both servers and desktops 
Large branch and central site VPN router 
• Comprehensive suite oi VPN services, including encryption, tunneling, firewall, and bandwidth 

management 
• Embedded 1/0 for ease oi deployment 
• Servi c e module slot for IPSec and PPTP encryption coprocessing 
• Dedicated Site-to-Site VPN router 

05 76 
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I • ~-------------------------------------------------------------------------------
\ ., Product Features Page 
) ,Cisco Secure Access Contrais the authentication, authorization, and accounting {AAA) of users and administrators to 5-14 

' / Control Server (ACS) for network devices and services 
,, ./'

1 
Windows • Operates as a centralized Remate Access Oial-ln Use r Servi c e {RADIUS) or Terminal Access 

/ Controller Access Contrai System {TACACSt) serve r 
• Supports LDAP use r authentication 
• Data replication and backup services 
• Flexible user and group policy contrais 
• Support for Cisco 802.11x Catalyst Switch and Wireless solutions 
• Extensible Authentication Protocol {EAP) enhancements to support Protected EAP {PEAP) for 

wireless LANs 
• Ali administrative access is encrypted with SSL 

Cisco Secure User ldentifies users within the network and c reates use r registration policy bindings that help support 5-15 
Registration Tool (URT) mobility and tracking: 

CiscoWorks 
VPN/Security 
Management Solution 

Cisco 806, 1700, 2600, 
3600, 72,00, 7400 and 
SOHO 70 Series 

• Ensures that users are associated with their authorized subnetNLAN 
• Addresses the challenges associated with campus use r mobility 
• Supports Web-based authentication for Windows, Macintosh, and Linux client platforms 
• Se cure use r access to the VLAN with MAC address-based security option 
• Option to allow multiple users connected to a hub to access a VLAN served by a single switch 

port 
• Combines general devi c e management tools for configuring, monitoring, and troubleshooting 9-16 

enterprise networks with powertul security solutions for managing virtual private networks 
{VPNs), firewalls, and network and host-based intrusion detection systems {lOS). This bundle 
includes: Management and Monitoring Centers, Cisco lOS Host Sensor and Console, Cisco 
Se cure Policy Manager, VPN Monitor, Resource Manager Essentials, and Cisco View 
Se e Chapter 9--Cisco lOS Software and Network Management for more information on 
CiscoWorks VPNISecurity Management Solution 
Wide variety of modular router platforms with options for IOS-based and hardware-enabled VPN 1-1 
and security support. See individual product pages and Cisco lOS Firewall Feature Set {page 5-5). 

Cisco PIX Firewall Series 
The world-leading Cisco PIX® Firewall Series of 
purpose-built security appliances provides robust, 
enterprise-class, integrated network security services, 
including stateful inspection firewalling, virtual private 
networking (VPN), intrusion protection, and much 

~~- . 
- · -fi± .......... : .. .. .... , ... 

more-in cost-effective, easy-to-deploy solutions. Ranging from compact, 
"plug-and-play" desktop firewalls for small and home offices to carrier-class gigabit 
firewalls for the most demanding enterprise and service-provider environments, Cisco 
PIX Firewalls provide robust security, performance, and reliability for network 
environments of ali sizes. 

When to Se li 
Sell This Product 
PIX 501 

PIX 506E 

When a Customer Needs These Features 
. • Small Office I Home Office desktop integrated security appliance 
• Up to 10 Mbps of firewall throughput and 3 Mbps of 3DES VPN throughput1 

• Hardware VPN client {Easy VPN Remote) 
• VPN concentrator services {Easy VPN Serve r) for up to 5 remate users 
• lntegrated four port 101100 Mbps switch 
• Remate Office I Branch Office desktop integrated security appliance 
• Up to 20 Mbps of firewall throughput and 16 Mbps of 3DES VPN throughput1 

• Hardware VPN client {Easy VP[)I Remote) 
• VPN concentrator services {Easy VPN Serve r) for up to 25 remate users 
• Maximum of two 10BASE-T Ethernet interfaces 
• OSPF dynamic routing support 

Cisco PIX Firewall Series 

) 
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Sell This Product 
PIX 515E 

PIX 525 

PIX 535 

1. At 1400-byte packets 

Key Features 

When a Customer Needs These Features 
• Small-to-Medium Business (SMB) integrated security appliance 
• Up to 188 Mbps oi firewall throughput1 

• Up to 140 Mbps oi JDES/AES-256 VPN throughpurl using hardware acceleration (integrated in selec 
models, optional for others) 

• VPN concentrator services (Easy VPN Serve r) for up to 2,000 remate users 
• Up to six 10/100 FE interfaces 
• VLAN trunking (802.1q tag-based) and OSPF dynamic routing support 
• Active/standby stateful failover support 
• Enterprise-class integrated security appliance 
• Up to 330 Mbps oi firewall throughput1 

• Up to 155 Mbps oi 3DES/AES-256 VPN throughput1 using hardware acceleration (integrated in select 
models, optional for others) 

• VPN concentrator services (Easy VPN Server) for up to 2,000 remote users 
• Gigabit Ethernet support; Up to eight 10/100 FE or three Gigabit Ethernet interfaces 
• VLAN trunking (802.1q tag-based) and OSPF dynamic routing support 
• Active/standby stateful failover support 
• Carrier class large enterprise and servi c e provi der firewall appliance 
• Up to 1.7 Gbps oi firewall throughput1 

• Up to 440 Mbps oi JDES/AES-256 VPN throughput using hardware acceleration (integrated in select 
models, optional for others) 

• VPN concentrator services (Easy VPN Server) for up to 2,000 remote users 
• Gigabit Ethernet throughput; Up to ten 10/100 FE or nine Gigabit Ethernet interfaces 
• VLAN trunking (802.1q tag-based) and OSPF dynamic routing support 
• Redundant hot-swappable power supplies 
• Active/standby stateful failover support 

• Security-Purpose-built firewall appliance with a proprietary, hardened operating 
system 

• Performance-Stateful inspection firewall capable o f up to 500,000 concurrent 
connections and 1.7 Gbps ofthroughput (at 1400-byte packets on Cisco PIX 535 
Firewalls) 

• High availability-Award-winning, active/standby stateful failover model 
provides enterprise-class, cost-effective resiliency 

• Virtual Private Networking (VPN)-Supports both standards-based IPsec and 
L2TP/PPTP-based VPN services 

• Optional PIX VPN Accelerator Card+-Scales 3DES/ AES-256 VPN throughput 
up to 440 Mbps, using specialized co-processors designed for accelerating 
encryption operations 

• Free software Cisco VPN Client provides secure connectivity across a broad range 
o f platforms including Windows, Mac OS X, Linux and Solaris 

• Network Address Translation (NAT) and Port Address Translation 
(PAT)-Conceals internai IP addresses and expands network address space 

• Denial-'of-Service (DoS) Attack Protection-Protects the firewall, internai servel-s 
and clients from disruptive hacking attempts 

• OSPF dynamic routing support for improved network reliability and performance 
• VLAN trunking (802.1 q tag) support for simplified deployment in switched 

network environments 
• Web-Based PIX Device Man~ger (PDM)-For simplified configuration auc.;~~;.t:----------·-· 

reports 
• Auto Update, SSH,. SNMP, TFTP, HTTPS, and telnet for remote ... ~··~~:o,~·T 
• Support from two 101100 Ethernet interfaces up to nine Gigabit Ethernet 

interfaces 

Cisco PIX Firewall Series 
Doe: 
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Chapter 5 VPN and Security Products 

~ ~ompet1t1ve ro ucts ) i Ch) ck Point Software: FireWall-1 I VPN-1 • SonicWALL: SonicWALL Security Appliances 
• étScreen: NetScreen Security Appliances ' . • WatchGuard Technologies: Firebox-series and V-series Security 

Appliances 

Specifications 

Processo r 
RAM 
Flash Memory 
PCI Slots 
Fixed Interfaces 
(Physical) 

Maximum 
Interfaces 
(Physical and 
Virtual) 
VPN Accelerator 
Card+ (VAC+) 
Option 

PIX 501 
133 MHz 
16MB 
8MB 
None 
Four port 10/100 switch 
(inside). One 10Base-T 
Ethernet (outside) 
Four port 10/1 00 switch 
(inside). One 1 O Base-T 
Ethernet (outside) 

No • 

Failover Support No 

PIX 506E 
300 MHz 
32MB 
8MB 
None 
Two 10Base-T 
Ethernet 

Two 10Base-T 
Ethernet 

No 

No 

PIX 515E 
433 MHz 
32or64MB 
16MB 
2 
Two 10/100 Fast 
Ethernet 

Six 10/1 00 Fast 
Ethernet (FE) o r 8 
VLANs 

Yes, integrated in 
select models 

Yes, UR!FD models 
only 

PIX 525 PIX 535 
600 MHz 1.0 GHz 

128 or 256MB 512MB or 1GB 

16MB 16MB 

3 9 
Two 10/100 Fast None 
Ethernet 

Eight 10/100 FE or Ten-10/100 FE or GE 
GEn or 10 VLANs or 24 VLANs 

Yes, integrated in Yes, integrated in 
select models select models 

Yes, UR!FO models Yes, UR!FO models 
only only 

Size Desktop Desktop 1 RU 2 RU 3 RU 

Selected Part Numbers and Ordering lnformation 1 

Cisco PIX Bundles 
PIX-535-UR-BUN PIX 535 Unrestricted Bundle (Chassis, unrestricted license, two 10/100 ports, VPN Accelerator Card+) 
PIX-535-R-BUN PIX 535 Restricted Bundle (Chassis, restricted license, two 10/100 ports) 
PIX-535-FO-BUN PIX 535 Failover Bundle (Chassis, failover license, two 10/100 ports, VPN Accelerator Card+) 
PIX-525-UR-BUN PIX 525 Unrestricted Bundle (Chassis, unrestricted software, two 10/100 ports, VPN Accelerator Card+) 
PIX-525-R-BUN PIX 525 Restricted Bundle (Chassis, restricted software, two 10/100 ports) 
PIX-525-FO-BUN PIX 525 Failover Bundle (Chassis, failover software, two 10!100 ports, VPN Accelerator Card+) 
PIX-515E-UR-BUN PIX 515E Unrestricted Bundle (Chassis, unrestricted software, two 10/100 ports, VPN Accelerator Card+) 
PIX-515E-R-BUN PIX 515E Restricted Bundle (Chassis, restricted software, two 10/100 ports) 
PIX-515E-FO-BUN PIX 515E Failover Bundle (Chassis, failover software, two 10/100 ports, VPN Accelerator Card+) 
PIX-506E-506E-BUN-K9 PIX 506E 3DES/AES Bundle (Chassis, software, 3DES/AES license, two 10-BaseT ports)2 

PIX-501-BUN-K8 PIX 50110 User/DES Bundle (Chassis, SW, 10 user/DES licenses, 4 port 10/100 switch) 
PIX-501 -BUN-K9 PIX 50110 User/3DES/AES Bundle (Chassis, SW, 10 user/3DES/AES licenses, 4 port 10/100 switch)2 

PIX-501-5Q-BUN-K8 PIX 501 50 User/DES Bundle (Chassis, SW, 50 user/DES licenses, 4 port 10/100 switch) 
PIX-501-5Q-BUN-K9 PIX 501 50 User/3ES/AES Bundle (Chassis, SW, 50 user/3DES/AES licenses, 4 port 10/100 switch)2 

Cisco PIX Interfaces and Cards 
PIX-1GE-66 Single 66-MHz Gigabit Ethernet interface for PIX 53x (multimode fiber, SC connector) 
PIX-1 GE Single Gigabit Ethernet Interface for PIX 52x 
PIX-4FE Four-port 10/100 Fast Ethernet interface 
PIX-1 FE Single-port 10/100 Fast Ethernet interface 
PIX-VPN-ACCEL IPSec Hardware VPN Accelerator Card (VAC) 
PIX-VPN-ACCEL-PLUS PIX VPN Accelerator Card+ (VAC+) 
Cisco PIX VPN Feature Licenses 
PIX-VPN-3DES 3DES/AES IPSec VPN software license for PIX 525/5352 

PIX-515-VPN-3DES .3DES/AES IPsec VPN software license for PIX 515/515E2 

PIX-506-SW-3DES 3DES/AES IPSec VPN software license for PIX 506!506E2 

PIX-501-VPN-3DES 3DES/AES IPSec VPN software license for PIX 501 2 

PIX-VPN-DES 56-bit DES IPSec VPN software license 
PIX Accessories 
PIX-506E-PWR-AC Redundant AC power supply for PIX 506E 
PIX-515-PWR-DC Redundant DC power supply for PIX 515/515E 

1. This is only a srnall subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
: . ··restricted access orare not available through distribution channels. Resellers: For latest part number and pricing 

info, see the Dístribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 
2. AES encryption available with Cisco PIX Firewall Software version 6.3 and above. 

For More lnformation 
See the PIX Firewall Web site: http://www.cisco.com/go/pix 

Cisco PIX Firewall Series 
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Cisco lOS Firewall 
The Cisco lOS Firewall enriches Cisco lOS Software security capabilities, integ 
robust firewall functionality and intrusion detection for every network perimeter. 
combined with Cisco lOS IPSec software and o~her Cisco lOS Software-based 
technologies such as L2TP tunneling and quality of service (QoS), it provides a 
complete, integrated virtual private network solution. Because it is available for a wide 
range ofCisco routers, it gives customers the flexibility to choose a solution that meets 
their bandwidth, LAN/WAN density, and multiservice requirements, while benefiting 
from advanced security. 

When to Se li 
Sell This Product When a Customer Needs These Features 
Cisco lOS Firewall • An integrated firewali solution with powerful security and multiprotocol routing ali on the same platform 

• Scalability options from the Cisco 800 up to the Cisco 7500 and the Catalyst 6000 
• Low cost solution where high performance is nota requirement 
• For se cure extranet and intranet perimeters and Internet connectivity for branch and remote offices 
• Secure remote access or data transfer via a Cisco lOS Soltware-based VPN solution 
• Real -time (inline) integrated intrusion detection system (lOS) to complement firewali or existing lOS (Cisco 

Se cure lOS) 
• Security and access to the network on a per-user basis 

Key Features 
• Context-based access control (CBAC) provides secure, stateful, application-based 

filtering, supporting the latest protocols and advanced applications 
• Intrusion detection for real-time inline monitoring, interception, and response to 

network misuse 
• Dynamic, per-user authentication/authorization for LAN, WAN, and VPN clients 
• Graphical configuration and management via the ConfigMaker Security Wizard 

and Cisco Secure Policy Manager (CSPM) 
• Provides strong perimeter security for a complete Cisco lOS Software-based VPN 

solution, including IPSec, QoS, and tunnelling for a wide range o f Cisco routers 

Competitive Products 
• Lucent (Ascend): SecureAccess Firewali • Nortel: BaySecure Firewali-1 
• Nokia: IP400 Series • Same competitors as PIX so they are also Checkpoint, Unksys, 

Nokia, Netscreen, etc. 

Specifications 

Feature 
Supported Network Interfaces 

Supported Platfonns 

Simultaneous Sessions 

Cisco lOS Firewall 
Ali network interfaces on supported platforms 

Cisco 1720, 2600/2600XM, 3600,7100, and 7200 series router platforms (supports fuli feature set) 
Cisco 800, UBR900, 1600, and 2500 series router platforms include ali firewall features with 
exception oi intrusion detection and authentication proxy 
No maximum; dependent on platform, network connection, and traffic 

Part Numbers and Ordering lnformation 
For Cisco lOS lmages containing firewali (FW) and intrusion detection (lOS) capabilities, see individual product pages oi supported 
platforms and the Cisco lOS Feature Navigator at http://www.cisco.com/go/fn (CCO login required) for part numbers and more inlo. 

For More lnformation 
See the Cisco lOS Firewall Feature Set Web site: http://www.cisco.com/go/ sigPMI . CORREI~~ 
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- I r.... ,;;. - -- - . . - I The Cisco VPN 3000 Concentrator Series-
A family o f purpose-built, remote access Virtual 
Private Network (VPN) platforms that incorporates 

- --.~ .- I 
-~· :_· ----- - -

high availability, high performance and scalability with the most advanced encryption 
and authentication techniques available today. Customers can greatly reduce costs by 
leveraging their ISPs' infrastructure and eliminate costly leased lines. This series 
supports small offices as well as large organizations with up to 10,000 simultaneous 
remote users per unit. With load balancing configured, multiple units can be clustered 
to enable unlimited remote access users. 1t also supports the widest range ofVPN clients 
including Certicom MovianVPN client, Microsoft 2000 L2TP/1Psec Client, and 
Microsoft PPTP for Windows 95/98/ME/NT/2000/XP. 

The Cisco VPN 3002 Hardware Client-Combines the best capabilities of a software 
client with the reliability and stability of a dedicated hardware platform, and scales to 
tens o f thousands o f users. lt sets up connections to a variety o f Cisco VPN 
concentrators, including the VPN 3000 series and PIX firewalls. 

When to Se li 
Sell This 
Product When a Customer Needs These Features 
VPN 3005 and 3015 • A fixed configuration device designed for small· to medium·sized organizations with bandwidth requirements 
Concentrators up to full·duplex T1/E1 (4 Mbps maximum performance) and up to 100 simultaneous remote access sessions 

• Encryption processing is performed in software 
• VPN 3015 is field·upgradable to the Cisco VPN 3030 and 3060 models and for redundancy 

VPN 3030 and 3060 • VPN 3030 is for medi um- to large·sized organizations with bandwidth requirements from full T1/E1 through T3/E3 
Concentrators (50 Mbps max. performance) and up to 1500 simultaneous sessions; field·upgradeable to the Cisco VPN 3060 

• VPN 3060 is for large organizations, with high·performance, high-bandwidth requirements from fractional T3 
through full T3/E3 or greater (100 Mbps max. performance) and up to 5000 simultaneous remote access sessions 

• Both h ave specialized SEP modules to perform hardware-based acceleration 
VPN 3080 • Optimized to support large enterprise organizations that demand the highest levei of performance combined 
Concentrator with support for up to 10,000 simultaneous remote access sessions 

• Specialized SEP modules perform hardware-based acceleration 
VPN 3000 Client • Establishes secure, end·to-end encrypted tunnels to the Cisco VPN 3000 Concentrator and other Cisco Easy 

VPN compliant devices. 
• Provided at no charge, installs on PCs and is available for Windows, MAC OS X and Linux/Solaris environments 

VPN 3002 • Emulates the software client in hardware 
Hardware Client • Ideal for niixed operating system environments· and where corporation does not own/control remote PC or fór 

very large applications requiring large number of devices dueto e a se of deployment, upgradability & scalability 

Key Features 
• Cisco VPN 3000 Concentl'ators .Series 

- Support for industry standard IPSec DES/3DES/AES and Cisco IPSec/NAT for 
VPN Access through Port Address Translation frrewalls 

- Unlimited-use license for Cisco VPN Client distribution included at no cost with 
multiple OS support including Windows, MAC OS X, Linux and Solaris; also 
integrates with Zone Alarms personal firewall 

- Supports standard authentication: RADIUS, SDI Tokens, and Digital Certificates 

- VPN load balancing allows for multiple units to cluster as a single shared pool 

• Cisco VPN 3002 Hardware Client supports up to 253 users/stations per VPN 3002 
- Works with most operating systems including Windows, Linux, Solaris, and MAC OS X 

- Auto-upgrade capability automates upgrades with no user intervention required 

- Client technology employs push policy and automatic address assignment from the 
central site concentrator, enabling virtually unlimited scalability 

~~-Ci_s_co_V_P_N_J~ __ F_am_ily~--------------------~1-. ---------~ 
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Competitive Products 
• Norte!: Contivity products • Nokia 
• Netscreen: LAN to LAN environments 

Specifications 

Cisco VPN 3000 Series Concentrators 

Feature VPN 3005 VPN 3015 VPN 3030 VPN 3060 VPN 3080 
Simultaneous Users 100 100 1500 5000 10,000 

Encryption Throughput 4Mbps 4Mbps 50 Mbps 100 Mbps 100 Mbps 

Encryption Method Software Software Hardware Hardware Hardware 

Encryption (SEP) Module o o 2 4 

Redundant SEP No No Optional Optional Yes 

Expansion Slots o 4 3 2 N/ A 

Upgradeable No Yes Yes N/ A N/A 
Memory 32MB 128MB 128MB 256MB 256MB 

Hardware Configuration lU, Fixed 2U, Scalable 2U, Scalable 2U, Scalable 2U 

PowerS~ply Single Single, with a dual Single, with a dual Single, with a dual Dual 
option option option 

Client License Unlimited Unlimited Unlimited Unlimited Unlimited 

LAN-to-LAN Connections 100 100 500 1000 1000 
(internai user database) 
Dimensions (HxWXD) 1.75 X 17.5 X 11.5 in. 3.5 X 17.5 X 14.5 in. 3.5 X 17.5 X 14.5 in. 3.5 X 17.5 X 14.5 in. 3.5 X 17.5 X 14.5 in. 

Cisco VPN 3002 Hardware Client 

Feature VPN 3002 Hardware Client 
Hardware Processar Motorola PowerPC processor; Dual flash image architecture 

Network Interfaces CPVN3002-K9: One Public 10/lOOMbps RJ-45 Ethernet Interface and One Private Port 10/lOOMbps 
RJ-45 Ethernet Interface 

Physical Dimensions 
Power Supply 

Tunneling Protocol Support 
Monitoring & Configuration 

Encryption Algorithms, Key 
Management & Authentication 
Algorithms 

CVPN3002-8E-K9: One Public 10/lOOMbps RJ-45 Ethernet Interface and Eight Private Port 
10/lOOMbps RJ-45 
Ethernet Interfaces via AUTO-MDIX switch 
1.967 X 8.6 X 6.5 in. (5 X 8.6 X 16.51 em) 
Externai AC Operation: 1 00-240V at 50/60 Hz with universal power facto r correction; 4 foot cord 
included and international "pigtail" power cord selection 
IPsec with IKE key management 
Event logging; SNMP MIB-11 support 
Embedded management interface is accessible via console port or local web browser; SSH/SSL 
56-bit DES (IPsec); 168-bit Triple DES (IPsec); AES 128 & 256-bit (IPsec) 

Authentication and Accounting Support for redundant externai authentication servers including RADIUS 
Servers Microsoft NT Doma in authentication, X.509v3 Digital Certs (PKC7-PKCS10) 
Configuration Modes ClientMode-acts as client, receives random IP addressfrom Concentrator Pool; Uses NAPTto h ide 

stations 3002; Network behind 3002 is unroutable; few configuration parameters 
Network Extension Mode-acts as site-to-site device; Uses NAPT to hide stations only to Internet 
(stations visible to central site); Network behind 3002 is routable; additional configuration 
parameters 

Selected Part Numbers and Ordering lnformation 1 

Cisco VPN 3000 Concentrator 
CVPN3005-E/FE-BUN CVPN3005-E/FE hw set, sw, client, & US power cord 
CVPN3015-NR-BUN CVPN3015-NR non-redundant hw set, sw, client, & US power cord 
CVPN3030-NR-BUN CVPN3030-NR non-redundant hw set. sw, client, & US power cord 
CVPN3030-RED-BUN CVPN3030-RED redundant hw set, sw, client, & US power cord 
CVPN3060-NR-BUN CVPN3060-NR noo-redundant hw set, sw, client, & US power cord 
CVPN3060-RED-BUN CVPN3060-RED redundant hw set, sw, client, & US power cord 
CVPN3080-RED-BUN CVPN3080-RED redundant hw set, sw, client, & US power cord 

CPMI -=- CORREIOS 

Cisco VPN 3000 Series Upgrades 
CVPN1530-UPG-RED Cisco VPN 3015 To 3030 (Redundant) Upgrade Kit 05 '?9 ' 
CVPN1560-UPG-NR Cisco VPN 3015 To 3060 (Non-Redundant) Upgrade Kit 
CVPN1560-UPG-REO Cisco VPN 3015 To 3060 (Redundant) Upgrade Kit 
CVPN1580-UPG-RED Cisco VPN 3015 To 3080 (Redundant) Upgrade Kit 

Fls: ~ 
------------~r\--

CVPN3030-UPG-RED Cisco VPN 3030 To 3080 (Redundant) Upgrade Kit 
CVPN3060-UPG-NR Cisco VPN 3030 To 3060 (Non-Redundant) Upgrade Kit ~701 ' Do~:: 

Cisco VPN 3000 Family 
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• 
CVPN3080-UPG-R!R Cisco VPN 3030 (Redundant) to 3080 (Redundant) Upgrade Kit 
CVPN3080-UPG-RED Cisco VPN 3030 To 3080 (Redundant) Upgrade Kit 
CVPN3060-UPG-RED Cisco VPN 3030 To 3060 (Redundant) Upgrade Kit 
CVPN6060-UPG-RED Cisco VPN 3060 To 3060 (Redundant) Upgrade Kit 
CVPN6080-UPG-RED Cisco VPN 3060 To 3080 (Redundant) Upgrade Kit 
CVPN3060-UPG-R!R Cisco VPN 3030 (Redundant) to 3060 (Redundant) Upgrade Kit 
CVPN6080-UPG-R!R Cisco VPN 3060 (Redundant) to 3080 (Redundant) Upgrade Kit 
Cisco VPN 30110 Series Accessories 
CVPN3000-PWR= Cisco VPN 3000 Concentrator Power Supply 
Cisco VPN 30110 Series Basic Maintenance 
CON-SNT-PKG4 SMARTnet Maintenance for Cisco CVPN3005-E/FE-BUN 
CON-SNT-PKG8 SMARTnet Maintenance for Cisco CVPN3015-NR-BUN 
CON-SNT-PKG11 
CON-SNT-PKG13 
CON-SNT-PKG14 

Cisco VPN Client 
CVPN-CLIENT-K9= 

SMARTnet Maintenance for Cisco CVPN3030-NR-BUN 
SMARTnet Maintenance for Cisco CVPN3030-RED-BUN 
SMARTnet Maintenance for Cisco CVPN3060-RED-BUN 

Cisco VPN Client CD (included with Concentrator purchase) 

For More lnformation 

VPN and Security Products 

See the Cisco VPN 3000 series Web site: http://www.cisco.com/go/vpn3000 

Cisco lntrusion Detection System 
Network Sensors 
Cisco integrated network security solutions 
enable organizations to protect productivity 
gains and reduce operating costs. The Cisco Intrusion Protection is designed to 
efficiently protect your data and information infrastructure. Cisco delivers four four 
criticai elements for efficient intrusion protection system which are: 

• Accurate threat detection-Cisco lntrusion Detection System Version 4.0 (Cisco 
IDS 4.0) delivers the first step in providing a secure environment by 
comprehensively detecting all potential threats 

• Intelligent threat investigation-Cisco Threat Response technology virtually 
eliminates false alarms, and automatically determines which threats need 
immediate attention to avoid costly intrusions. 

• Base o f management-Browser-based tools simplify the user interaction, while 
providing powerful analytical tools that allow for a rapid and efficient response to 
threats. 

• Flexible deployment options-A range o f high-availability devices provi de the 
flexible backbone for creating the secure and efficient intrusion protection system. 

The current Cisco IDS sensing portfolio includes the following sensor appliances: IDS 
4210, IDS 4235, IDS 4250, and IDS 4250-XL. Additionally, Cisco IDS delivers network 
protecting that is integrated into the Catalyst 6500 switch with the Intrusion Detection 
System Module (IDSM-2). 

• Cisco lntrusion Detection System Network Sensors 

..... 
' ) 
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When to Se li 
Sell This Product 
Cisco IDS Network 
Sensors 

Key Features 

When a Customer Needs These Features 
• Cisco network lOS appliances are network-based, real-time intrusion detection systems capable of 

monitoring an entire enterprise network 
• Performance requirements from 45 Mbps to 1 Gbps 
• The Cisco lOS Module enables customers to perform both security monitoring and switching functions 

within the same chassis 
• A robust. 24 h ou r x 7 day-a-week monitoring and response system with the latest attack detection 

capabilities 
• A distributed intrusion detection system capable of directing and forwarding alarms between local, 

regional, and headquarters-based monitoring consoles 
• A scalable architecture to allow the deployment of large numbers of sensors in order to provi de 

comprehensive security coverage in large network environments. 
• An intrusion detection system designed to integrate smoothly with existing network management tools 

and practices 
• Automated false alarm reduction capabilities 
• lntegration of full featured lOS protection into the Cisco Catalyst 6500 chassis 

• High.-Speed Performance including support for fullline rate gigabit environments 
• Easy Installation and Setup; Remate Configuration Capability 
• Fault-Tolerant Communications 
• Comprehensive Attack Database 
• Custam User-Defined Signatures; Automatic Signature Updates 
• Notification actions 
• Ability to Monitor 802_lq (trunked) traffic 
• Secure web-based embedded device management and event monitoring 
• Comprehensive IDS Anti-Evasion Techniques 
• Cisco IOS-like CLI for full featured IDS management capabilities 

Competitive Products 
• Internet Security Systems (ISS): ReaiSecure • Snort: IDS 
• Symantec: Recourse Manhunt & ManTrap/NetProwler • Tipping Point 
• Enterasys: Oragon lOS • nCircle 
• lntrusion.com: SecureNet • Network Flight Recorder, Inc.: NFR 

Specifications 

lOS Module 
Feature IDS-4210 IDS-4235 IDS-4250 IDS-4250-XL (IDSM-2) 
Performance 
Processar 

RAM 
Network Interface Card 

Command & Control 
Interface 

45 Mbps 200 Mbps 
566 MHz 1.26 GHz 

256MB 1GB 

Autosensing 10/100 Autosensing 
Base-T Ethernet 10/100/1000 Base-T 

Ethernet 

500 Mbps 1000 Mbps 600 Mbps 

Oual1.26 GHz Oual1.26 GHz. Custom Hardware 
lncludes customized 
HW acceleration 

2GB 2GB 
Autosensing Oual1 OOOBASE-SX PCI 
10/100/1000BASE-TX interface with MTRJ 
with optional 
1000-Base SX (fiber) 

Autosensing 10/100 Autosensing Autosensing Autosensing PCI 
Base-T Ethernet 10/100/lOOOBase-TX 10/100/lOOOBase-TX 10/100/1000Base-TX 

Selected Part Numbers and Ordering lnformation 1 

Cisco lOS Network Appliance Sensor 
IOS-4210-KS 4210 Sensor (Chassis, s/w, two 10/100 ports, up to 45Mbps) 
IDS-4235-KS Cisco lOS 4235 Sensor (chassis, software, SSH, 10/100/lOOOBASE-Twith RJ-45 conn , 

Mbps) CPMI - CORREIOS 
Cisco lOS 4250 Sensor (chassis, software, SSH, 10/100/1000BASE-Twith RJ-45 conn ctor, upto 5ÕO 

~:~:)IDS 4250-XL Sensor (chassis, software, SSH, hardware accelerator with dual OOOBASÊ:sx O 5 8 o' 
IOS-4250-KS 

IOS-4250-XL-KS 
and MTRJ connectors) 

Cisco IDS Switch Sensor Options Fls : ______ ---if:.j_ 
WS-SVC-IDS2-BUN-K9 lntrusion Oetection System Module for Cla:~l7 Switch (IOSM-2) Doe: 3 7 a l 
.------------C_i_s_co_in_t_ru_s_i_o_n_D_e_t_e_ct_io_Gv_s-=-y_sstt_•e_m_N_~_tw_o_rk_S_e_ns_o_r_s___,.__ -----
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~. This is only a small subset of ali parts available v1a URL listed under "For More lnformation". Some parts h ave 
- '< / (/ , restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 

.,-, - info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (lim1ted country availability). 

' Note Export Considerations: The Cisco IDS 4210, Cisco IDS 4235, 
Cisco IDS 4250, Cisco IDS 4250-XL and Cisco IDSM-2 are 
subject to export controls. Please refer to the export compliance 
Web site at http://www.cisco.com/wwl/export/crypto for guidance. 
For specific export questions, please contact export@cisco.com. 

For More lnformation 
See the Cisco IDS Web site: http://www.cisco.com/go/ids 

Cisco Secui'ity Agent 

The next-generation Cisco Security Agent network 
security software provides threat protection for 
server and desktop computing systems, also known 
as "endpoints." The Cisco Security Agent goes beyond conventional host and desktop 
security solutions by identifying and preventing malicious behavior before it can occur, 
thereby removing potential known and unknown ("Day Zero") security risks that 
threaten enterprise networks and applications. The Cisco Security Agent aggregates and 
extends multiple endpoint security functions by providing host intrusion prevention, 
distributed firewall, malicious mobile code protection, operating system integrity 
assurance, and audit log consolidation all within a single agent package. 

The Cisco Security Agent analyzes behavior rather than relying on signature matching, 
its solution provides robust protection with reduced operational costs. Customers 
require robust endpoint security that prevents security attacks from affecting the 
network and criticai applications. 

As a key component o f the SAFE blueprint for secure e-business, the Cisco Security 
Agent provides unprecedented endpoint protection that enables businesses to participate 
in e-commerce securely and take advantage o f the Internet economy. 

When to Se li 
Sell This Product 
Cisco Security Agent 

Key Features 

When a Customer Needs These Features 
• Host intrusion protection, distributed firewall, malicious mobile code protection, operating system 

. hardening, file integrity and/or audit log consolidation. lhe Cisco Security Agent provides ali of these 
features in one integrated package 

• Protection against both known and unknown attacks 
• Protection for servers and/or desktops/laptops 
• A solution that is scalable to protect thousands of servers and desktops for large enterprise 

deployments 

• Provides industry-leading protection for Unix and Windows servers 
• Open, extensible architecture offers the capability to define and enforce security 

according to corporate policy 

• .. , ..• 

) 
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Competitive Products 
• Internet Security Systems (ISS) • Entercept 
• Symantec: lntruder Alert • N FR (Centrax) 
• Enterasys: Squire 

Specifications 

Cisco Security Server 
Feature Agent 

Cisco Security Desktop 
Agent 

Cisco Security Agent 
Manager 

Platforms Windows 2000 Serve r and Advanced Windows NT v4.0 Workstation (Servi c e Microsoft Windows 2000 Serve r and 
Server (up to Servi c e Pack 3) Pack 5 or late r) Advanced Serve r (up to SP 2) 
Windows NT v4.0 Serve r and Enterprise Windows 2000 Professional (up to 
Server (Servi c e Pack 5 or later) Service Pack 3) 
Sola ris 8 SPARC architecture (64-bit Windows XP Professional (up to Servi c e 
kernel) 1) 

Selected Part Numbers and Ordering lnformation 1 

Cisco Security Agent Options 
CSA-MANAGER-K9 
CSA-SRVf\-K9= 
CSA-810-SRVR-K9 
CSA-825-DTOP-K9 
CSA-B100-DTOP-K9 

' 

Cisco Security Agent Manager (CD Kit) 
Cisco Security Serve r Agent (Win & Sol), 1 Agent 
Cisco Security Server Agent (Win & Sol), 10 Agent Bundle 
Cisco Security Desktop Agent, 25 Agent Bundle 
Cisco Security Desktop Agent, 100 Agent Bundle 

Note Export Considerations: The Cisco Security Agent is subject to 
export controls. Please refer to the export compliance Web site at 
http://www.cisco.com/wwl/export/crypto for guidance. For specific 
export questions, please contact export@cisco.com. 

For More lnformation 
See the Cisco Security Agent Web site: http://www.cisco.com/go/securityagent 

Cisco 7100 Series 
The Cisco 7100 series VPN router is a high-end, 
integrated VPN solution that melds high-speed, 
industry-leading routing with a comprehensive 
suite of advanced site-to-site VPN services. 
The Cisco 7100 series VPN router integrates 
key features ofVPNs-~nneling, data 
encryption, security, firewall, advanced bandwidth management, and service-level 
validation-to deliver self-healing, self-defending, VPN platforrns that cost-effectively 
accommodate remote-office and extranet connectivity using public data networks. The 
Cisco 7100 series VPN router offers specific hardware configurations optimized for 
VPN applications and network topologies. Optional WAN and embedded Fast Ethemet 
interfaces combined with high-perforrnance routing and rich VPN services provide 
tumkey VPN routing solutions. 

When to Se li 
Sell This Product 
Cisco 7120 

Cisco 7140 

When a Customer Needs These Features CPMI . CORREIOS 
• Entry-level Cisco 7100 Series Router designed for large branch or central site VPN with V seryices 

throughput of up to 50 Mbps 
• Designed primarily for site-to-site VPN deployments with incidental remote access requir ments O 5 81 
• High-end site-to-site VPN platform for central site VPN applications with VPN services thr !I!!Pl!.t up to 

140Mbps . t-Is : t 
• Provides superior routing and VPN servi~es performance for central site environments, a well as dual 

power supplies for increased soiUtion nl liability 

.~Doe: · 3'7 Q 4 _ 
Cisco 7100 Series _ - - -1 ,,. 
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-~'· ~ ~ Key Features 
L:-~ Comprehensive suite o f VPN services-tunneling, data encryption, security, 
~'i- ./ firewall , quahty of service, and service levei validation-integrated with industry __.. 
-- leading routing 

• High performance RISC processar delivering high-speed, scalable VPN services 
and routing throughput and extensive memory for reliable, high-speed VPN 
services delivery 

• Dual autosensing 10/1 OOBASE-T Fast Ethernet ports for connectivity to the 
corporate LAN; the Cisco 7120 Series also has an integrated 4-port Tl/E1 serial 
WAN interface 

• Integrated Services Module (ISM) is included for support up to 2000 simultaneous 
tunneling sessions with 90 Mbps encryption performance and Windows 
95/98/NT4.0 and Windows 2000 compatibility for remote access; an optional 
Integrated Seryices Adapter (ISA) may be installed in the Cisco 7140 to provide 
dual encryption acce1eration performance up to 3000 tunnels and 140 Mbps 3DES 
encryption throughput 

Competitive Products 
• Check Point VPN-1 Appliance • Nokia: IP440 
• Norte I: Contivity 4500 

Specifications 

Feature Cisco 7120 
Embedded Duai10/100BASE-T Autosensing, RJ-45 
Fast Ethemet Interfaces 
WAN Physicallnterfaces EIA/TIA-232, EIA/TIA-449, X.21, V.35, EIA-530 

WAN!LAN Interface Expansion 1 slot 
Slot 
Supported Network and 
Services Port Adapters 

Service Module Slot 
lncluded Service Modules 
Console and Auxiliary Ports 
SDRAM 

Flash Memory 
PCMCIA Slots for Flash 
Memory 
Power Supply 
Dimensions (HxWxD) 

Gigabit Ethernet 1000BASE-SX and 
1000BASE-LX/LH 
Fast Ethernet 100BASE-TX and 100BASE-FX 
Fast Ethernet/ISL TX and ISL FX 
Ethernet 10BASE-T and 10BASE-FL 
Dedicated Token Ring 
Multichannel T1 and E1 
ATM 
Synchronous Serial 
HSSI 
ISDN BRI 
Packet ov.er SDNET OS3/STM1 
lntegrated Service·s Adapter (ISA) 
1 slot 
lntegrated Services Module (ISM) 
1 of each, RJ-45 interface 

64MB packet 
128MB system (expandable to 256MB) 
48MB 
2 

Single AC 
3.5 in. x 17.5 in. x 18.25 in. 

• Cisco 7100 Series ., .• 

Cisco 7140 
Autosensing, RJ-45 

None 
1 slot 

Same as Cisco 7120 

1 slot 
lntegrated Services Module (ISM) 
1 of each, RJ-45 interface 

64MB packet 
128MB system (expandable to 256MB) 
48MB 
2 

Dual AC 
3.5 in. x 17.5 in. x 18.25 in. 

) 

) 
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Cisco lOS Software and Memory Requirements1 • . (;~ 
To run the Cisco lOS Software Feature Packs, you need, ata minimum, the amount of '\ \~~ ) 
memory shown in the following table. Some configurations will require more than the ·,·,_r~';~~ 
recommended minimum. ~-

Distribution Feature Pack lOS lmage Flash Memory ORAM Memory 
Part Number Description Release Required Required 
CD71-CL-12.1.6E= IP IPSEC 56 12.1(6)E 16MB 64MB 

CD71-CK2-12.1.6E= IP IPSEC 3DES 12.1(6)E 16MB 64MB 

CD71-CHK2-12.1.6E= IP/FW/IDS IPSEC 3DES 12.1(6)E 16MB 64MB 

CD71-AL-12.1.6E= Enterprise IPSEC 56 12.1(6)E 16MB 64MB 

CD71-AK2-12.1.6E= Enterprise IPSEC 3DES 12.1(6)E 16MB 64MB 
CD71-AHK2-12.1.6E= Enterprise/FW/IDS IPSEC 3DES 12.1(6)E 16MB 64MB 

1. Forthe complete list of lOS Feature Sets, referto the parts list. via the URL listed under "For More lnformation". For 
users with CCO access, search by lOS feature o r release via the Feature Navigatorat http://www.cisco.com/go/fn 

Selected Part Numbers and Ordering lnformation 1 
• 

Cisco 71110 Series Bundles-7120 
CISCD7120-4T1/VPN 7120-4T1 VPN Bundle,ISM, 2xFE, AC PS, IPSEC DES 
C7120-4T1NPN/K9 7120-4T1 VPN Bundle,ISM, 2xFE, AC PS,IPSEC 3DES 
Cisco 71110 Series Bundles-7140 
CISC07140-2FENPN 7140-2FE VPN Bundle,ISM, 2xFE, 2xAC PS, IPSEC DES 
C7140-2FE/2VPN/K8 7140-2FE VPN Bundle, ISM & ISA, 2xFE, 2xAC PS, IPSEC DES 
C7140-2FE/2VPN/K9 7140-2FE VPN Bundle, ISM & ISA, 2xFE, 2xAC PS, IPSEC 3DES 
C7140-2FENPN/K9 7140-2FE VPN Bundle, ISM, 2xFE, 2xAC PS,IPSEC 3DES 
Cisco 71110 Port Adapters 
PA-FE-TX 
PA-FE-FX 
PA-2FE-TX 
PA-2FE-FX 
PA-2FEISL-TX 
PA-2FEISL-FX 
PA-4E 
PA-8E 
PA-5EFL 
PA-4Tt 
PA-8T-V35 
PA-8T-232 
PA-8T-X21 
PA-4R-OTR 
PA-GE 
PA-H 
PA-2H 
PA-A3-T3 
PA-A3-E3 
PA-A3-0C3MM 
PA-A3-0C3SMI 
PA-A3-0C3SML 
PA-4E1G/75 
PA-4E1 G/120 
PA-E3 
PA-2E3 
PA-T3 

1-port Fast Ethernet 100BaseTx Port Adapter 
1-port Fast Ethernet 100BaseFx Port Adapte r 
2-port Fast Ethernet 100BaseTx Port Adapte r 
2-port Fast Ethernet 1 OOBaseFx Port Adapte r 
2-port Token Ring ISL100BaseTx Port Adapte r 
2-portToken Ring ISL100BaseFx Port Adapter 
4-port Ethernet 10BaseT Port Adapter 
8-port Ethernet 10BaseT Port Adapter 
5-port Ethernet 10BaseFL Port Adapte r 
4-port Serial Port Adapter, Enhanced 
8-port Serial, V.35 Port Adapter 
8-port Serial, 232 Port Adapter 
8-port Serial, X.21 Port Adapter 
4-port Dedicated Token Ring, 4/16Mbps, HDX/FDX Port Adapte r 
Gigabit Ethernet Port Adapter 
1-port HSSI PortAdapter 
2-port HSSI Port Adapter 
1-port ATM Enhanced DS3 Port Adapter 
1-port ATM Enhanced E3 Port Adapter 
1-portATM Enhanced OC3c/STM1 Multimode PortAdapter 
1-port ATM Enhanced DC3c/STM1 Single mode (IR) Port Adapter 
1-portATM Enhanced OC3c/STM1 Single mode (LR) PortAdapter 
4-port E1 G.703 Serial Port Adapter (75ohm/Unbalanced) 
4-port E1 G.703 Serial Port Adapte r (120ohm/Balanced) 
1-port E3 Serial Port Adapte r with E3 DSU 
2-port E3 Serial Port Adapte r with E3 DSUs 
1-port T3 Serial Port Adapte r with T3 DSUs 
2-port T3 Serial Port Adapter with T3 DSUs 

Fls : 
0582 

PA-2T3 
PA-MC-2T1 
PA-MC-2E1/120 
PA-MC-4T1 
PA-MC-8T1 
PA-MC-8E1/120 
PA-POS-OC3MM 
PA-POS-OC3SMI 
PA-POS-OC3SML 
SM-ISM 

2-port multichannel T1 port adapter with integrated CSU/DSUs 
2-port multichannel E1 port adapter with G.703 120ohm interf 
4-port multichannel T1 port adapte r with integrated CSU/DSUs 
8-port multichannel T1 port adapter with integrated CSU/DSUs 
8-port multichannel E1 port adapter with G.703 120ohm interf 
1-port Packet/SONET OC3c/STM1 Multimode Port Adapte r 
1-port Packet/SONET OC3c/STM1 Single mode (IR) Port Adapter 
1-port Packet/SONET OC3c/STM1 Single mode (LR) Port Adapte r 
lntegrated Services Module for IPSec & MPPE encryption 

-------,-~ 

SA-lSA '""'""' ''"''"Ad'~-ter for IPSec pr MPPE encryption 

~ Cisco 7100 Series -
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' \ 
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J PA-48-U 4-port 8RI Port Adapte r, U Interface 
) ' :' PA-88-S/T 8-port 8RI Port Adapte r, S/T Interface 

{ ~/ 1. This 1s only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
:.--/ restricted access ar are not available through distribution channels. 

For More lnformation 
See the Cisco 7100 series Web si te: http://www.cisco.com/go/71 00 

Cisco Secure Access Control Serve r for Windows 
Cisco Secure ACS is a highly scalable, high-performance access control server that 
operates as a centralized Remote Access Dial-In User Service (RADIUS) or Terminal 
Access Controller Access Control System (TACACS+) server system. Cisco Secure 
ACS controls the authentication, authorization, and accounting (AAA) o f users and 
administrators accessing corporate resources through the network. Cisco Secure ACS 
greatly reduces the administrative and management burden involved in scaling user and 
network administrative access to your network. Cisco Secure ACS centralizes the 
administration o f use r access controls globally to ensure enforcement o f assigned 
policies. 

ACS 3.1 provides support for the latest security architecture for Wireless 
authentication. It also includes SSL server authentication and encryption for 
administrative login. 

When to Se li 
Sell This Product 
Cisco Secure Access 
Control Server (ACSI 
for Windows 

Key Features 

When a Customer Needs These Features 
• Centrally manage who can log in to the network from wired or wireless connections 
• Privileges each user has in the network 
• Accounting information recorded in terms of security audits or account billing 
• What access and command contrais are enabled for each configuration administrator 
• Virtual VSA for Aironet rekey 
• Se cure serve r authentication and encryption 
• Simplified firewall access and control through Dynamic Port Assignment 
• Same User AAA services 

• PEAP support-Provides a new, secure client-server authentication method for 
wireless networks; Provides new support for one-time token authentication, 
password change/aging an~ powerful extensibility of end-user databases such as 
LDAP, NOS, and ODBC. . . 

• SSL support for administrative access-Administrative access via the Web GUI 
can be secured with SSL, both certificate-based and encrypted tunnel support 

• CHPASS improvements-Allows privileged users control over whether network 
administrators can change passwords during TACACS+ AAA client-hosted Telnet 
sesswns 

• Improved IP pool addressing mechanism-Includes a new, efficient algorithm for 
allocating IP addresses 

• Device search mechanism-Allows users to search for a configured AAA device 
based on the device name, IP address, type (RADIUS or TACACS+), or device 
group 

• Improved PKI support-Provides a more secure PKI authentication scheme by 
verifying the user's certificate authority stored in the remote LDAP directory 
against the one provided by the client 

• Cisco Secure Access Control Serve r for Windows 'yV 
I 

&jtM 
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• ,.,...-::-~- c ,. 
• EAP proxy enhancements-Extends EAP (LEAP, PEAP, or EAP-transport layet/>--~ · 

security [TLS]) proxy to other RADIUS or externai databases using standard / / -t,G 7 J \. 
RADIUS proxy l1 ( /~ } 1 

• Integr~tion with ~i~co 's ~ecurity management software applications-~rovide~\a \~. -~ __ 1 ·< 
consohdated admm1strat1ve TACACS+ control framework for many C1sco · .. _____ .: ·· · 
security management tools such as Cisco Works VPN/Security Management 
Solution (VMS) 

Competitive Products 
• Funk: Steel Belted RADIUS 
• lucent/Avaya: Security Management Server (LSMS) 

Specifications 

• Nortel: Preside RADIUS Server (DEM of Funk product) 

Feature Cisco Secure Access Control Server (ACS) for Windows 
Platform 

RAM 

Windows 2000 Server must meet the following minimum hardware requirements:Pentium processo r, 550 
MHz or faster; Minimum resolution of 256 colors at 800 x 600 I ines 
256MB required; more if you are running your data base on the same machine 

Disk Drive 250MB of disk space; more if you are running yoru data base on the same machine 
Software Requirements1 Cisco Se cure ACS Serve r uses an English-language version of Windows 2000 Server. For specific types of 

servi c e packs supported, reler to online documentation.The Windows server that runs Cisco Se cure ACS 
must h ave a compatible browser installed. Cisco Secure ACS was tested with English-language versions 
of the following browsers on Microsoft Windows operating systems: Microsoft Internet Explore r 5.5 and 
6.0, Netscape Communicator 6.2 

Platform Requirements Cisco lOS Software 11 .2 or higher on Cisco Routing Solutions 

1. Beginning with Cisco Secure ACS Version 3.1, Cisco Secure ACS on a Windows NT 4.0 server is no longer 
supported. For information about upgrading the operating system of a serve r running Cisco Se cure ACS, se e the 
lnstallation Guide for Cisco Secure ACS for Windows Serve r, Version 3.1 

Selected Part Numbers and Ordering lnformation 1 

Cisco Secure Access Control Server (ACS) for Windows 
CSACS-3.1-WIN-K9 Cisco Se cure ACS 3.1 for Windows 
CSACS-3.1-WINUP-K9 Upgrade to CSACS 3.1 for Windows from ACS versions T.x, 2.x, 3.0 and Cisco Secure ACS for Unix 

version 2.x 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: httpJ/www.cisco.com/dprg (limited country availability). 

For More lnformation 
See the Cisco Secure ACS for Windows Web site: http://www.cisco.com/go/acs 

Cisco Secure User Registration Tool 
... 

Cisco Secure URT is a virtual LAN (VLAN) assignment service that provides LAN 
security by actively identifying and authenticating users and then associating them only 
to the specific network services and resources they need through dynamic VLAN 
assignments to Cisco Catalyst® Switch networks. URT v2.5 introduces many 

· innovative features, including a Web-based logon from Windows, Macintosh, and Linux 
clients, RADIUS and Lightweight Directory Access Protocol (LDAP) authentication, 
anda secure link between the client and the VLAN Policy Server (VPS). It also includes 
a security feature based on the Media Access Control (MAC) address that prevents users 
from accessing the network ifthey are not using authorized machines. Web base ------ ---- ·--···-----
authentication allow~ for user mobility within the LAN environment. CPMJ -CORREIOS 
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Key Features 

Chapter 5 VPN and Security Products 

When a Customer Needs These Features 
• Web-based LAN authentication for Windows, Macintosh, and Linux client platforms-ideal for mobile 

users within the LAN environment 
• Extended securityto protect use r accessto the logon VLAN from unregistered PCs througr MAC-based 

security option 
• RAOIUS authentication and accounting support 
• Multi pie user access per port 

• Web Client Logon Interface-Supports customizable Web-based authentication 
for Windows, Macintosh, and Linux client platforms 

• MAC-Based Security Option-Provides extended security to protect user access 
to the logon VLAN from unregistered PCs 

• RADIUS Authentication and Accounting Support-RADIUS authentication is 
offered for Web logon 

• Secure Link Bêtween Cisco Secure URT Client and VPS Server-Security 
authentication and data encryption have been added to URT v2.5 to enable a more 
secure connection from the user 

• LDAP Support (Active Directory and NDS directories)-Cisco Secure URT v2.5 
supports Windows' Active Directory and Novell's NDS LDAP servers 

• Multiple U sers Per Port-Previous versions o f Cisco Se cure URT support only a 
single user logon on a single port 

• Display o f Windows NT Groups-The URT Administrator interface is enhanced 
to display the users belonging to a Windows NT group 

• MAC Address Events History---:-With URT v2.5 MAC-address-based logon/logoff 
events are added as an option and reported to the history events tool 

Specifications 

Feature Cisco Secure User Registration Tool (URTI 
Serve r Requirements Windows 2000 (SP2) serve r, professional, and Windows XP Professionai-Min H/W (Pentium 111, 512MB 

ORAM, 65MB of disk space) 
Browser for Web Login Netscape version 4.79 and 6.2; IE version 5.5 (SP2) or 6.0 
Client Software RequirementsWindows 98 (2nd E). Windows NT4 Workstation/Server (SP6A), Windows 2000 (SP2) 

Professional/server, Windows XP Professional, Windows XP H orne (Web Client Only), Ma c OS 10.1 
(Web client only), Linux Redhat/ SuSE/ Mandrake/ VA (Web Client only)-Min H/W for Web client 
(Pentium 11, 256MB ORAM, 65MB of disk space), Min H/W for traditional client (Pentium 11, 64MB 
ORAM, 1MB of disk space) 

Supported Cisco Products 1900 series (1912, 1924), v9.00.05; C2800 series (2822, 2828). v9.00.05; C2900Xl series (2908Xl, 2916XL, 
(latest tested version) 2912Xl, 29\2LRE-Xl, 2924Xl, 2924LRE-Xl), v12.0(5)WC3b; C2948Gl3 series (2948GL.3, 4232) 

v12.0(18)W5(22b); C2950 series, v12.1.6.EA2c; C3500Xl series (3508Xl, 3512Xl, 3524XL, 3548Xl, 3550XL), 
v12.0(5)WC3b; C3550 series, v12.1.8.EA 1 c; C4000 series (4003, 4006, 4912g), v7.1(2); C5000 series (2900, 
2926, 2948, 5000, 5002, 5500, 5505, 5509), v6.3(5); C6000 series (6006, 6009, 6506, 6509, 6513), v7.1 (3) 

Selected Part Numbers and Ordering lnformation 1 

Cisco Secure User Registration Tool (URT) 
URT-2.5-K9 Starter Kit: includes one (1) User Registration Tool2.5 Software license, and one (1) Cisco 1101 

VLAN Policy Server (VPS) appliance 
URT-2.5-UP Software only; upgrades customers from URT 2.X to 2.5; includes upgrade for both URT Admin 

Serve r and Cisco 1100 VPS appliance 
URT-1101-HW-K9 Hardware Only; Cisco 1101 VPS appliance; additional appliance needed for ba ckup, use in 

distributed deployments, or deployments requiring Web logon capabilities 

1. This is only a small subset of ali parts available via ÜRL listed under "For More lnformation". Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 
See the Cisco Secure User Registration Tool Web site: http://www.cisco.com/go/urt 

• Cisco Secure User Registration Tool ., .• 
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6 
Content Networking Products 

Content Networking Products ata Glance 

Product 
Cisco Content ~l!gine 500 
Series 

Cisco Content Engine 7300 
Series 

Content Engine Network 
Modules 

Cisco 11500 Series Content 
Services Switches 

Cisco LocaiDirector 

Cisco Content Distribution 
Manager 4600 Series 

Features 
Content services edge delivery platform for Enterprise networks 
• Functions as edge node device in an Application and Content Networking (ACN) system 
• Responsible for delivery of cached or distributed content to the end-user 
• Enables customers to rapidly deliver strategic applications to branch personnel including 

web application and content acceleration, content filtering and business video 
• Lays the foundation for advanced services such as e-learning and point of sal e video 

delivery. 

Page 
6-2 

Content services platform for Enterprise data center and Servi c e Provi der networks 6-2 
• Offers premium hosting services 
• Caching capabilities optimize Web site performance and WAN bandwidth utilization 
• Otters transparent and Internet proxy caching, Content Filtering and ECDN capabilities in a 

single platform 
• Accelerates both HTTP and streaming media file formats 
Content services edge delivery network module for 2600, 3600, 3700 branch routers 6-2 
• Functions as edge node devi c e in an Application and Content Networking (ACN) swtem 
• Enables delivery of new applications and services via a Cisco branch router with no 

performance degradation of core routing services 
• Allows rapid delivery of strategic applications to branch pe(sonnel including web 

application and content acceleration, content filtering and business video 
Next-generation intelligent platform for Web site and e-commerce optimization 6-4 
• Provides an intelligent. distributed architecture to scale for today's e-business 

infrastructure 
• Otters Adaptive Session Redundancy (ASR)-a new industry standard in stateful failover 
• Oelivers the greatest flexibility of any content switch in its class for customizing 

combinations of ports, performance, and services 
lntegrated hardware and software solution for load balancing across servers 6-6 
• Allows many servers to appear as one server for high availability and easy scalability 
• Se cure real-time embedded operating system 
Content networking policy and management device 6-7 
• Ceritral control ave r acquisition and distribution of content, including live and video on 

demand video, over IP networks 
• lntuitive web-based GUI provides integrated, easy-to-use management ave r caching and 

content delivery functions such as multicast replication, intelligent c ache bypass and 
bandwidth management 

• Roles based access contrai securely enables multi pie administrators and content 
publishers across the organization 

Cisco Content Router 4430 lntegrated globalload balancing solution for content delivery networks 6-9 

Content Switching Module 
(CSM) for the Catalyst 6500 
Series Switches 

Cisco SSL Module for 
Cata lyst 6500 

• Solves distributed server site selection problems 
• Uses .HTTP (CR-4430) to redirect a client to the best site on the Internet based on network 

delay 
• Transparently redirection redirects end use r requests to the end use r and works with any 

IP application 
• Extremely fast site-seiection algorithm is optimized for high performance Web-style 

transactions 
Line carlf for Catalyst 6500 6-11 
• Balances client traffic across multi pie servers within serve r farms 
• URL and Cookie-based load balancing 
• High-performance-200,000 new Layer 4 . connection setups per second 
• Ottloads SSL encryption and 
• Scalable performance 

Networking Products ata Glance 
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~· ---~ ~P-ro_d_u_c_t ___________ Fe_a_t-ur_e_s _________________________________________ P_a-ge---

) Ci$CO 11000 Series Appliance-based SSL solution 6-12 
Secure Content Accelerator • Offloads SSL encryption/decryption from Web servers 
·(SCA 11000) • Supports 200 new SSL connections and 900 sustained SSL sessions per second 

/ • lnteroperates with the CSS 11000 for mtelllgent load balancing of SSL traffic 
- Cisco CTE-1400 Series Transforms Web and XML-based applications for display and interaction on IP Telephones, 6-13 

Content Transforrnation PDAs, WAP Phones and other non PC devices 
Engine • Supports a broad range of end devices 

• Transforms existing applications 
• Design Studio GUI Application 

Cisco DistributedDirector Global Internet service scaling solution 
• Solves distributed server site selection problems. Enables a set of distributed servers to be 

seen as a single virtual serve r 
• Uses DNS to redirect a client to the best site on the Internet based on a variety of options 
• Configurable as authoritative Domain Na me Services (DNS) caching na me serve r and/or 

HTIP Session Redirector on a per-domain basis 
Cisco GSS 4480 Global Site Global site selection for distributed data centers 
Selector • Delivers globalload balancing for multi pie data centers 

• Offloads Domain Named System (DNS) servers by doing DNS resolution 
• Scales to support hundreds of data centers or server load balancers (SLBs) 

Content Networking Overview 

6-14 

6-15 

Cisco Content Networking solutions are designed to optimize the delivery of content 
to end users. To accomplish this, Cisco offers solutions for both data center and edge 
delivery with industry-leading products in both categories. 

In the data center, Cisco Content Switching, or L4-7 Switching, solutions optimize any 
size network to dynamically enable faster responses to Web requests and decrease 
network bandwidth congestion. Content switching, or intelligent load balancing, 
insures high leveis o f content availability and security, and leverages investment in 
Cisco IP infrastructure. 

Cisco's Application and Content Networking (ACN) System allows enterprises to 
accelerate mission criticai web applications such as Siebel and SAP, block viroses and 
inappropriate web sites and deliver business vídeo, while laying the foundation for 
advanced services such as e-learning and point of sale vídeo delivery. For Service 
Providers, the Cisco ACN System represents a highly profitable, new revenue 
opportunity by enhancing the customer/user Web experience and significantly 
accelerating the delivery o f rich Web applications, content and streaming media_ 

Cisco Content Engines·· 
Within Cisco's content-networking 
solutions portfolio, the Cisco Application 

~ l't'..C'&...... ~ -- ·- ·' 
._ .. ,_ .. _.~ 

~ - - .. _ l 

- -

and Content Networking System (ACNS) Software enables a variety of services that 
optimize delivery of Web applications and content from the network edge to ensure 
enhanced speed, availability, and performance for users. ACNS Software combines the 
technologies o f transparent caching and enterprise content-delivery network (ECDN) 
for accelerated delivery of Web objects, files, and streaming media from a single 
intelligent edge appliance, the Cisco Content Engine (CE). 

The Cisco ECDN solution provides a platform that delivers immediate benefits from 
entry-level applications such as content and business application acceleration and URL 
filtering, while laying the foundation for advanced services such as business vídeo and 
e-learning. 

Content Networking Overview 
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• 
When to Sell 

Sell This Product 
Content Engine 7325 

/.~ 
When a Customer Needs These Features {, ~~') · \ 
• Ultra high-end contem delivery capabrlrties for advanced applicatrons such as streamrng medra~ I ; J 

Content Engine 7305 
e-learning, and corporate communications \ f , / , ' 

• High-end content delivery capabilities for advanced applrcatrons such as.streamrng medra, e-learniqg, ,-, ·:-- .. - . 

Content Engine 565 
and corporate commumcatrons "-,_ ' - __.. 

• Mid-range branch office and datacenter c ache ideal for transparent caching, URL filtering, and edge -- ----- · 
content delivery 

Content Engine 510 • Entry-level transparent caching and URL filtering capabilities along with limited content delivery 
Content Engine Network • Router-integrated caching and content delivery network modules for 2600,3600,3700 branch access 
Modules routers 

Key Features 

• Caching-Provides accelerated content delivery, WAN bandwidth cost savings, 
and protection vs. uncontrollable bottlenecks 

• Content Filtering-Enables administrators to block, monitor, and report on end 
users.' access to non-business and objectionable content (uses N2H2 Internet 
Filtering Protocol, Secure Computing SmartFilter, or Websense Enterprise 
Software) 

• Content Delivery-Use in conjunction with Cisco Content Distribution Manager 
to enable rich media e-leaming and corporate communications; deliver new 
premium hosting services such as on-demand content delivery and streaming 
media; and, to scale Web sites 

Competitive Products 
• Blue Coat Blue Coat Server Accelerator 700 and 7000 Series and Blue • Network Appliance: NetCache C1200/21 00/6100 Series 

Coat Systems Director Appliances and Content Director 
• Valera: Excelerator, Media Excelerator, Se cure Excelerator 

Specifications 

Feature 
Supported 
Interfaces 

SDRAM 
Max Storage 

Cisco 
Content 
Engine 7325 

Cisco 
Content 
Engine 7305 

Cisco 
Content 
Engine 565 

Cisco 
Content 
Engine 510 

Cisco CE 
Network 
Module 

Two Two Two Two One rnternal 
10!100/1000BASE- 10/100/lOOOBASE- 10/100/lOOOBASE- 10/100/lOOOBASE- 10/100-Mbps 
TX TX TX TX Ethernet to router 

backplane; one 
externai 
10/100-Mbps 
Ethernet 

4GB , 2GB 1GB 512MB Up to 512MB 
936 GEi 936GB 396GB 80GB 396GB 
Ultra2 SCSI Ultra2 SCSI Ultra2 SCSI IDE Ultra2 SCSI 

Cisco SA-7 
and SA-14 

252 or 540GB 
Ultra2 SCSI 

Maximum Internai 432GB 
Storage 

432GB 72GB 80GB 20GBor40GB 252 or 540GB 

Flash Memory 

Storage Array 
Support 
Rack Units 
D1mensions 
(HxWXDI 

Weight 
Power 

Ultra2 SCSI 
128MB 

Yes 

2RU 
3.36 x 17.46 x 
27.48 in 

621b. 
Hot-swappable 
redundant AC 
(DC availabled 
mid-2003) 

Ultra2 SCSI 
128MB 

Yes 

2 RU 
3.36 x'17.46 x 
27.48 in. 

621b. 
Hot-swappable 
redundant AC 
(DC availabled 
mid-2003) 

Ultra2 SCSCO IDE 
128MB 128MB 

Yes No 

1 RU 1 RU 

IDE Ultra2 SCSI 
16MB internai; 
optional Compact 
Rash Memory 
Yes 

N/ A 3 RU 
1.72x17.3x 16.75 1.72 x 17.3x 16.75 Oneslotin 5.0 x 17.5 x 20.4in 
in. in. 260013600/3700 

chassis 
28 1b. 28 lb. 1.51b. 76 lb. 
200WAC 200WAC From AC (DC available 

2600/3600/3700 mid-2003) 
chassis 

Cisco Content Engines 
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Chapter 6 Content Networking Products 
;- . 
~elected Pari Numbers and Ordering lnformation 1 

bsco Content Engine 7300 Series Hardware 
J CE-7325-KS Content Engine 7325 AC Power, ACNSsoftware 

./'/ CE-7305-KS Content Engine 7305 AC Power, ACNS software. Also runs as COM or CR 

:- -- Cisco Content Engine 500 Series Hardware 
CE-565-K9 Cisco Content Engine 565, AC Power, ACNS software. Also runs as COM or CR 
CE-510-K9 Cisco Content Engine 510 AC Power, ACNSsoftware 
Cisco Content Engine Network Module Hardware 
NM-CE-BP-20G-K9= Content Engine Network Module, basic performance, 20-GB IDE hard disk 
NM-CE-BP-40G-K9= Content Engine Network Module, basic performance, 40-GB IDE hard disk 
NM-CE-BP-SCSI-K9(= Content Engine Network Module, basic performance, SCSI controller (requires externai SCSI disk array 

such as the Cisco SA-6) 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." 

For More lnformation 

See the Cisco Content Engine Web sites: http://www.cisco.com/go/ce500 and 
http://www.ciscf).com/go/ce7300 

Cisco CSS 11500 Series Content 
Services Switches 
The Cisco CSS 11500 Series Content Services 
Switch is suitable for both enterprises and 
service providers seeking to reduce data center 
costs, boost e-business application 
performance, offer enhanced services, ensure 
online transaction integrity, and provide the 
best possible online experience for customers, 
business partners, and internai workers. 

The Cisco CSS 11500 is available in three models-the standalone Cisco CSS 11501, 
the three-slot Cisco CSS 11503 and the six-slot Cisco CSS 11506. Both the CSS 11503 
and CSS 11506 systems take advantage o f the same high-performance, modular 
architecture and use the same set of l/0, Secure Sockets Layer (SSL), and session 
accelerator modules. Also, ali three systems operate with the same WebNS software, 
enabling the Cisco CSS 11501, 11503 and 11506 to offer industry-leading content 
switching functionality within three compact, hardware platforms. 

When to Se li 

Sell This Product 

css 11501 

css 11503 

css 11506 

When a Customer Needs These Features 

• Standalone, fixed-configuration switching platform with up to 8 Fast Ethernet ports and 1 optional 
Gigabit Ethernet port 

• Cost-effective server, cache, and firewall load balancing 
• Complex Web applications requiring high-level URL and cookie switching 

• Compact, high-performance, modular content switching platform with up to 32 Fast Ethernet ports or 
up to six Gigabit Ethernet ports 

• Cost-effective server, cache, and firewall load balancing 
• lntegrated SSL capabilities for secure transactions 
• Complex Web applications requiring high-level URL and cookie switching 

• Compact, high-performance, modular content switching platform with up to 32 Fast Ethernet ports or 
up to six Gigabit Ethernet ports 

• Cost-effective serve r, cache, and firewall load balancing 
• lntegrated SSL capabilities for se cure transactions 
• Complex Web applications requiring high-level URL and cookie switching 

Cisco CSS 11500 Series Content Services Switches 
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Key Features ~ ~ \ ·~~ ) í) 
• Intro.duces an intelligent, dist~ibute? architecture to meet the real-world sca\~~g ., -··< _ / 

reqmrements o f today 's e-busmess mfrastructure ., . .._ ,.., \.. --- _..>' 
• Improves site availability and transaction integrity by introducing Adaptive ----. ---' __. 

Session Redundancy (ASR)-a new industry standard in stateful. failover 
• Delivers the greatest flexibility of any content switch in its class for customizing 

combinations o f ports, performance, and services 
• Scales secured transaction performance through support of an integrated, 

high-capacity Secure Sockets Layer (SSL) module (WebNS 5.20) 
• Protects investment by enabling upgrades o f performance, ports, and services 

through modularity 

Competitive Products 
• Alteon/Nortel: ACEdirector and 700 Series • Radware: Web Serve r Director (WSD) 
• F5 Networks: Big/IP and LAN switch Partners • Resonate: Central Dispatch and Global Dispatch 
• Foundry Networks: Serverlron 

Specifications 

Feature Cisco CSS 11501 Cisco CSS 11503 Cisco CSS 11506 
Modular Slots N/A 3 6 
Base Configuration Switch Contrai with 810/100 

Ethernet; 1 GBIC port 
Switch Contrai Module Switch Contrai Module 
2 Gigabit Ethernet (GBIC) ports 2 Gigabit Ethernet (GBICI ports 

Max GB Ethernet Ports 

Max 10/100 Ethernet ports 8 

2-port GB Ethernet 1/0 Module 

16-port GB Ethernet 1/0 
Module 

8-port GB Ethernet 1/0 Module 
SSL Module 

Session Accelerator modules 

6 
32 

Max: 2 
Max:2 

Max: 2 

Max: 2 
Max: 2 

12 

80 
Max: 5 

Max: 5 

Max: 5 

Max: 5 
Max: 5 

Redundancy features Active-active Layer 5 
Adaptive session redundancy 
VirtuaiiP Address (VIP) 
redundancy 

Active-active Layer 5 
Adaptive Session Redundancy 
VIP redundancy 

Active-active Layer 5 

Height 
Bandwidth 
Storage 

Power 

Adaptive Session Redundancy 
VIP redundancy 
Active-standby SCM 
Redundant switch fabric module 
Redundant power supplies 

1/75 in. (1 rack unit) 3.5" (2 rack units) 8.75" (5 rack units) 
Aggregate 6 Gbps Aggregate 20 Gbps Aggregate 40 Gbps 
512MB hard disk ar 256MB Flash 512-MB hard disk ar 256-MB Flash 512-MB hard disk ar 256-MB Rash 
disk memory disk memory disk 
lntegrated AC supply lntegrated AC ar DC Up to 3 AC ar 3 DC 

Selected Part Numbers. and Ordering lnformation 1 

Cisco CSS 11500 Series Content Services Switches 
CSS11506-2AC Cisco 11506 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk, 2 

switch modules, 2 AC power supplies, anda fan (requires SFP GBICs) 
CSS11506-2DC Cisco 11506 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk, 2 

switch modules, 2 DC power supplies, anda fan (requires SFP GBICs) 
CSS11503-AC Cisco 11503 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk, and 

integrated AC power supply, integrated fan, and integrated switch module (requires SFP GBICs) 
CSS11503-DC Cisco 11503 Content Services Switch including SCM with 2 Gigabit Ethernet ports, hard disk. and 

integrated DC power supply, integrated fan, and integrated switch module (requires SFP GBICs) 
CSS5-SCM-2GE Cisco CSS 11500 Sy.;tem Contrai Module with 2 Gigabit Ethernet ports and hard disk (requires SFP 

GBICs) 
CSS5-IOM-8FE 
CSS5-IOM-16FE 
CSS5-IOM-2GE 
CSS5-SAM 
CSS5-SSL 
CSS11501 

Cisco CSS 11500 Fast Ethernet 1/0 Module: 8-port TX 
Cisco CSS 11500 Fast Ethernet 1/0 Module: 16-port TX 
Cisco CSS 11500 Gigabit Ethernet 1/0 Module: 2-port (requires SFP GBICs) 
Cisco CSS 11500 Session Accelerator Module 
Cisco CSS 11500 SSL Module 
Cisco CSS 11501 Content Services Switch-8 Fast Ethernet, hard disk, AC 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some n:nrt•Hil-:~trr--·---·----·--·- - ··- ---· ... ., ., 

restricted access o r are not available through distribution channels. Resellers: For latest part numbeti~~~ltt-t:r37'2€~~€f'(-j 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country a 

Services Switches 
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~-- ~ ./ 

~./See the CSS 11500 series Web site: http://www.cisco.com/go/11500 

Cisco LocaiDirector 

The Cisco Local Director Series offers a high-availability, 
integrated hardware and software solution that intelligently 
balances the load o f user traffic across multiple TCP/IP 

" l 

~ -. 1:-1111 : 
.... - . 

application servers. Cisco Local Director tracks network sessions and server load 
conditions in real time, directing each session to the most appropriate server. All physical 
servers appear as one virtual server, requiring only a single IP address anda single URL 
for an entire server farm. 

A key component o f a content delivery network, Cisco Local Director accelerates 
• content delivery by routing client requests to the best Web server at the Web si te of 

origin. Cisco Local Director supports criticai content routing protocols such as Dynamic 
Feedback Protocol (DFP) and the Boomerang Control Protocol (BCP), which ensure 
seamless content delivery network integration and reduced deployment costs. Layer 4-7 
content load balancing guarantees that the correct client is routed to an optimized 
content location. The accelerated server load balancing (ASLB) feature works with the 
Cisco Catalyst 6000 and 6500 Series switches to accelerate scaling ofTCP sessions and 
help to protect against Flash crowds-sudden traffic surges that can overwhelm a web 
si te. 

When to Se li 

Sell This Product 
Cisco LocaiDirector 

Key Features 

When a Customer Needs These Features 
• Load balancing across multi pie TCP/IP application servers 
• High availability Internet services such as e-commerce, Web content, and e-mail 
• High availability Intranet services for employees, customers, and suppliers 

• HTTP redirect sticky enables client-to-server persistence, regardless of SSL and 
shopping-cart configurations, to improve site availability 

• Hot-standby and stateful failover mechanisms ensures high availability by 
eliminating all points o f fa.ilure .for the data center 

• Transparent support for all common TCP/IP Internet services, including User 
Datagram Protocol (UDP), accornmodates a wide range of applications and 
communications needs (Web, File Transfer Protocol [FTP], Telnet, Domain Name 
System [DNS], and Simple Mail Transfer Protocol [SMTP]) without special 
software configuration 

• SSL and cookie sticky ensures completion o f complex transactions in proxy server 
environments 

• Client-assigned load balancing provides QoS mechanism by allowing traffic to be 
directed to servers based on source IP address 

• High-perforrnance hardware supports six Fast Ethemet (Cisco Local Director 417) 
or two Fast Ethemet plus two Gigabit Ethemet (Cisco Local Director 417G) 
interfaces 

• Network Address Translation (NAT) allows unregistered IP addresses on servers 
without router assistance 

Cisco locaiDirector 
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• 
• Simple setup in 1 O commands offers simple setup for typical configurations, with r.: c ., 

little disruption to existing network configuration and no changes to network · ~---J'"' \ 
addresses . . . . . r.~to~ \ 

• Integrated secu~tty capabthty ~ffecttvely protects serv~r farms from unauthoqt~· . i.: .i 
access by filtenng based on chent IP address and servtce · \ · _, · ' 

I") ''"f.. ~ . 

Competitive Products ._, ~ -~"j_ _.: 

• F5labs: Big IP • Radware: Web Server Director 
• Foundry Networks: Serverlron Switch • Resonate, Inc.: Central Dispatch 
• Nortel Networks/Aiteon: Ace Director 

Specifications 

Feature LocaiDirector 417 LocaiDirector 417G 
Supported Interfaces Six 10/100 BASE-TX Two 10/100BASE-TX plus two 1000BASE-SX 

interfaces 
Other lnt~J,rfaces RJ-45 console interface; DB· 15 redundant RJ-45 console interface; DB-15 redundant 

failover interface failover interface 
RAM 512MB 512MB 

Flash 16MB 16MB 

Performance 8000 virtual and reaiiP addresses 64,000 virtual and reaiiP addresses 
700,000 simultaneous TCP connections 1,000,000 simultaneous TCP connections 
80-Mbps throughput 

Dimensions (HxWXD) 1.72x 17.5x 14.13 in 

Selected Part Numbers and Ordering lnformation 1 

Cisco LocaiD irector 
lDIR-417 
lDIR-417G 

Cisco local Director 417 
Cisco local Director417G 

400-Mbps throughput400 
1.72x 17.5x 14.13in 

1. This is only a small subset of ali parts available via URL listed under ·For More lnformation·. Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the LocalDirector Web site: http://www.cisco.com/go/ld 

Cisco Content Distribution Manager 4600 Series 
The Cisco Content Distribution Manager (CDM) configures 
network and device policy settings for edge node Content 
Engines (CE). Useâ to accelerate web content and save 
network bandwidth in a content networking architecture, the 
CDM can be easily integrated into existing network 
infrastruétures. Deployed in an Enterprise or Service 
Provider Internet or extranet environment, the Cisco CDM 
and CEs provide transparent on-demand rich media 
streaming and static file delivery to standard PCs. 

Cisco Enterprise Content Delivery Networks (ECDNs) allow service providers and 
enterprises to distribute rich m.edia content closer to their target customers overcoming 
issues such as netwo~k bandwidth availability, distance or latency obstacles, origin 
server scalability, and congestion issues during peak usage periods. The ECDN 
solution enables content delivery services for web hosting, streaming, e-commerce, 

e-leaming, corporate communications, and mission;;; e-business applicat-t..,io~n~s~.Hid-"-A~~~A+~::-+>++ 

Cisco Content Distribution Manager 4600 Series 
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- ""' \ \ '1 
. When to ·,s, '-'c{& 
~ \.. Sell This Produc~en a Customer Needs These Features 
"'-. ~-~~ .. / • Low-cost early deployment, or sma/1 enterprise network trials, proof of concept, and pilot programs 

CDM.4650 ' • Medium and large enterprise networks, supports up to 1000 Cisco Content Engines 
COM 4670 • Servi c e provider deployment. supports thousands of Cisco Content Engines 

Key Features 

• Complete CDN solution with Cisco Content Router and Cisco Content Engines 
• Central control over delivery of high-bandwidth content, live and 

video-on-demand over any IP network 
• Easy-to-use management capabilities through a Web-based GUI; services include 

previewing and scheduling replication of media to edge devices, bandwidth and 
content management 

• Automatically generates thumbnail reference images and sample Web pages for 
integration with corporate extranet, intranet, and Internet sites 

• One URL per media file provides seamless integration into any Web site 
• Integrates with standards for Web multimedia presentation, including 

HTML/DHTML, eXtensible Markup Language (XML) and SMIL 
• Se cure and fault-tolerant file transfer using Secure Socket Layer (SSL) encryption 

for secure media transfers 
• Channel configuration for media distribution to any number o f discrete audiences 

using "distribution lists" 
• Host content for a variety o f customers within a single CDN 
• Ability to create multiple virtual CDNs addressing targeted media distribution 
• Content registration in cache logs for billing capabilities 

Competitive Products 
• Cacheflow: Client and Server Accelerators • Network Appliance: ContentOirector 
• lnktomi: Traffic Serve r 

Specifications 

Content Distribution 
Feature Manager 4630 
Sampling of Rich MPEG 
Media File Formats ReaiVideo 

Windows Media 
Guicklime 
HTML, GIF, JPEG 
Adotre Acrobat 
Macromedia Shockwave 
CAO/CAM 
MRI 

Supported Interfaces Autosensing 10/lOOBASE-T 
Recommended Less than 100 CEs 
Network Size 
Processar Speed 
RAM 
Internai Storage 

Rack Units 

600-MHz P/11 
512MB 
One 30GB, lOK RPM, Ultra2 SCSI 
disk drive 

Dimensions (HxWXD) 1.72 x 17.5 x 14.1 in. 

Content Distribution 
Manager 4650 
Same as COM 4630 

Autosensing 10/lOOBASE-T 
Less than 1000 CEs 

2x866 Xeon 
1GB 
140GB RAIO 5 

7 

12.25x 17.5x 28in. 

1. Minimum storage required for DM service provider configurations 

c;sco Content mstr;bm;on Manage' 4600 s.V 

Content Distribution 
Manager 4670 
N/ A-file formats handled by the CEs 

Autosensing 10/l OOBASE-T 
Less than 10,000 CEs 

2x866 Xeon 
1GB 
36 GB 1 

7 
12.25 X 17.5 X 28 in. 
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1 Chapter 6 Content Networking Products 

• 
Selected Part Number and Ordering lnformation1 /./.:. ·~~ ' 

Cisco Content Distribution Manager 4600 Series Hardware ( é> f90~ 
CDM-4630 Cisco Contem D1stnbution Manager 4630 : ?~ 6 
CDM-4650 Cisco Content Distribution Manager 4650 " 
CDM-4670 Cisco Content Distributlon Manager 4670 \ _,/ / 

1. This is only a small subset of ali parts available via URllisted under "For More lnformation ". Some pa~~-~.:.::_,...-· 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Content Distribution and Management Web site: 
http://www.cisco.com/go/cdm 

Cisco Content Router 4430 
The Ci~co Content Router 4430 (CR 4430) is a 
compact, high-performance solution for 
enabling premi um Web services over public or 
private networks. Featuring either Cisco Enterprise Content-Delivery Network 
(ECDN) or Content Router 1.1 Software, customers can transparently route user Web 
browsers to the optimal content engine for file delivery. 

With its patented routing technology, the Cisco CR 4430 provides redundancy, 
scalability, and performance enhancements for network Web sites in either an 
enterprise or public service provider network. Using Hypertext Transfer Protocol 
(HTTP)-based re-direction, the Cisco CR 4430 can redirect users over the public 
network or behind the security of a corporate firewall, making it a vital component of 
the Cisco end-to-end Content Networking Solution. 

When to Sell 

Sell This Product When a Customer Needs These Features 
Cisco Content Router 4430 • When a customer needs to support a Cisco Enterprise Content Delivery Network with HTTP redirection 

• Supports resiliency for ECDNs when used with a Cisco CSS 11500 content services switch 
• Up to tive Cisco CR 4430s can be deployed in an ECDN network to provi de greater network availability 

and performance 

Key Features 

• Uses HTTP to redirect. a client to the best site on the Internet based on network 
delay 

• Transparent redirection to the end user and works with any IP application 

• Easy configuration through a Cisco IOS-style command-line interface 
• Redundant configurations, multiple CRs can be deployed at the origin site to 

provide fail-over and load scaling 

Specifications 

Feature Cisco Content Router CR4430 
Network Interface Card 10/100BASE-TX 
Processar 600- MHz Plll 
RAM 1GB 
Internai Storage 18GB 
Rack Units 
Dimensions (HxWXDl 

Cisco Content Router 4430 
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Selected Part Number and Ordering lnformation 
l:isco Content Routers 

,/Í:R-4430 Content router that utilizes HTIP redirection for use with the ECDN product 

For More lnformation 

See the Cisco Content Router Web site: http://www.cisco.com/go/cr 

Cisco Content Switching Module 

The Cisco Content Switching Module (CSM) is a Catalyst 6500 line card that balances 
client traffic to farrns of servers, firewalls, SSL devices, or VPN terrnination devices. 
The CSM provides a high-performance, cost-effective load balancing solution for 
enterprise and Internet Service Provider (ISP) networks. The CSM meets the demands 
ofhigh-speed Content Delivery Networks, tracking network sessions and server load 

• conditions in real time and directing each session to the most appropriate server. Fault 
tolerant CSM configurations maintain full state inforrnation and provide true hitless 
failover required for mission-critical functions. 

When to Se li 

Sell This Product When a Customer Needs These Features 

Cisco Content Switching • An integrated load balancing solution featuring Cisco·s Catalyst 6500 
Module • Load balancing for the highest traffic sights 

• Support for up to 1,000,000 concurrent TCP connections 

~~~ ~ ~) 
• Market-leading perforrnance-Establishes up to 200,000 Layer 4 connections per 

second and provides high-speed content switching, while maintaining 1 million 
concurrent connections ' 

• Outstanding price/perforrnance value for large data centers and ISPs-Features a 
low connection cost and occupies a small footprint. The CSM slides into a slot in 
a new or existing Catalyst 6500 and enables ali ports in the Catalyst 6500 for layer 
4 through layer 7 content switching. Multiple CSMs can be installed in the same 
Catalyst 6500 

• Uses the same Cisco lOS Command Line Interface (CLI) that is used to configure 
the Catalyst 6500 Switch · 

Competitive Products 
• Alteon/Nortel: ACEdirector and 700 Senes • Foundry Networks: Serverlron 
• Radware: Web Serve r Director (WSD) • Resonate: Central Dispatch and Global Dispatch 
• FS Networks: Big/IP and LAN switch Partners 

Specifications 

Feature 
Configuration Limits 

Connections 

Throughput 

Catalyst Switch Platform 
Requirements 

Cisco Content Switching Module (CSM) 
256 total VLANs (client and server); 4000 virtual servers; 4000 serve r farms; 16,000 real servers; 
4000 probes; 16,000 access controllist (ACLO items 
1,000,000 concurrent TCP connections 
200,000 connection setups per second-Layer 4 
4 Gigabits-per-second total combined (client-to-server and server-to-client) throughput 

Cisco lOS Software only-Catalyst Operating System is not supported 
Functions as a bus enabled line card-notfabric enabled 
Multilayer switch f e ature card-MSFC or MSFC2 

• Cisco Content Switching Module ., ..• 
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• 
Selected Part Numbers and Ordering lnformation 1 

Cisco Content Switching Module / .. / ·:· .. -c~, ]· 
WS-X6066-SLB-APC Catal•r.;t 6500 Content Switching Module .' f ) lo z 
For More lnformation . \~O 1 

See the Catalyst 6500 Series Web site at: http://www.cisco.com/go/cat6500 ' · -.,~ - -
Cisco SSL Module for Catalyst 6500 
The SSL Services Moduleis an integrated service module for the Cisco Catalyst® 6500 
Series that offloads the processor-intensive tasks related to securing traffic with Secure 
Sockets Layer (SSL) and increases the number of secure connections supported by a 
Web site. 

WhenJo Sell 

Sell This Product When a Customer Needs These Features 

SSL Module for Catalyst • An integrated SSL encryption/decryption solution featuring Cisco's Catalyst 6500 
65011 • Scalable SSL processing: 2,500 connection setups/second per module-10,000 per Chassis 

ful/y-populated with SSL modules 

Key Features 

• Server SSL offload-performs ali SSL-related tasks, allowing servers to handle 
high-speed clear text traffic 

• Scalable performance-provides a simple means of addressing increased 
performance requirements by installing additional SSL modules in a Catalyst 6500 
switch 

• Stickyness-maintains persistence even when clients request new session IDs, in 
lntegrated Mode with Content Switching Module (CSM) 

• Certificate optimization-provides cost savings by requiring only a single 
certificate copy vs. a copy for each server subject to customer and certificate 
authority agreement 

Competitive Products 
• F5 Networks eCommerce 540 • Nortei/Aiteon 1SD 410 SSL Accelerator 

Specifications 

Feature Cisco SSL Module for Catalyst 6500 
System Capai:ity and Performance 2500 connection setups/sec per module-lOK per chassis; 60K concurrent client 

connections-240K per chassis; 300 Mbps bulk rate encryption-1.2 Gbps per chassis; 256 key 
pairs; 256 key certificares; Up to 2K key sizes1255 proxy servers 

· Scalability 
lntegration with Serve r Load 
Balancing 

Up to four SSL modules in the same Catalyst 6500 
Tightly integrated in the Cisco Catalyst 6500 Switch with the CSM 

Selected Part Numbers and Ordering lnformation 1 

Cisco SSL Module for Catalyst 6500 
WS-SVC-SSL-1-K9= Cisco SSL Module for Catalyst 6500 

For More lnformation 

See the Catalyst 6500 Series Web site ato http://www.cisco.com/go~ 

See the Catalyst 6500 Series Web site at http://www.cisco.com/go/cat6500 
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Chapter 6 Content Networking Products 

~ · ::\i.· Cisco 11000 Series Secure Content 
i Accelerator (SCA 11000) . . . 

~; The Cisco 11000 Series Secure Content . . / 
- Accelerator (SCA 11 000) is an appliance-based solution that increases the number o f 

secure connections supported by a Web site by offloading the processor-intensive tasks 
related to securing traffic with SSL. Available in two versions, the SCA 11000 
simplifies security management and allows Web servers to process more requests for 
content and handle more e-transactions. 

Key Features 

• Offloads ali encryption, decryption, and secure process for a Web site, freeing 
Web servers to perform essential Web tasks and eliminating the need for SSL 
server software 

• Boosts e-commerce site performance up to 50 times through dedicated SSL 
processing hàidware-supports 200 or 800 new SSL connections per second 

• Centralizes and manages the widest range of digital certificates to ensure complete 
independence from the Web server 

• Provides linear scalability and fault tolerance- interoperates with the Cisco 11500 
series Content Services Switches (CSS 11500) for intelligent load balancing of 
SSL traffic 

• Works with any Web server platform to provide SSL support for any Web site 
• Installs quickly and easily with very low maintenance-no special software 

required on Web servers or Cisco 11500 series switches 

Specifications 

Cisco SCA 11000 SCA2 SCA 
Number of Ports Two 1011008aseTX Ports Two 10/1008ase TX Ports 
Port Description Network Ports: Two 10/1008ase TX; Console Port: 089 Network Ports: Two 10/1008ase TX; Console Port: 089 

Serial Port; Failover Port: 089 Serial Port Serial Port; Failover Port: 089 Serial Port 

Data Transfer Rates Ethernet: 10 Mbps (h ali duplex), 20 Mbps (full Ethernet: 10 Mbps (h ali duplex), 20 Mbps (full duplex) 
duplex)Fast Ethernet: 100 Mbps (h ali duplex), 200 Mbps Fast Ethernet: 100 Mbps (h ali duplex), 200 Mbps (full 
(full duplex) duplex) 

Configuration Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6.1, 6.2 Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6.1, 6.2 
Software OS Support 
Memory 64 M8 RAM; 16 M8 Rash ROM 64 M8 RAM; 16 M8 Flash ROM 
Dimensions 8.875 x 1.75 x 19 in. · 8.875 x 1.75 x 19 in. 
Connection Rates 800 200 
Concurrent Sessions 5,000 30,000 

Selected Part Nmnbers and Ordering lnformation 

Cisco SCA 111100 
CSS·SCA-2FE-K9 
CSS-SCA2-2FE-K9 

For More lnformation 

CSS Se cure Content Accelerator 
CSS Se cure Content Accelerator version 2 

See the Cisco SCA 11000 Web site: http://www.cisco.com/go/sca11000 

• Cisco 11000 Series Secure Content Accelerator (SCA 11000) ., .• 
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Cisco CTE-1400 Series Content Transformation 
Engine 
The Cisco CTE 1400 Series Content Transformation 
Engine provides customers with a high-performance, 
appliance-based solution that delivers real business applications arid Internet content 
to a variety of devices including Wireless Application Protocol (WAP) phones, 
personal digital assistants (PDAs), Blackberry pagers, Cisco IP Phones and other non 
PC devices. Examples of applications that can be transformed include e-mail, 
CRM/SFA applications, intranets, maps, directions, and corporate directories as well 
as many vertical applications in healthcare, retail , finance, hospitality and education. 
The Content Transformation Engine (CTE) is a 1 Rack Unit appliance optimized to 
perform the task o f converting HTML and XML applications to a format appropriate 
for devices ·with unique display requirements. In addition, the solution recognizes 
specific Web-enabled devices such as IP Phones, PDAs and mobile phones, and 
custom\zes the delivery o f information to give users the right formo f data, to suit their 
devices characteristics, capability as well as the usage model. 

When to Se li 

Sell This Product When a Customer Needs These Features 
Cisco CTE-1400 Series • Ouickly and easily transform applications to extend them to a variety of new devices. 

Content Transfonnation • Low total cost of ownership (TCO) 

Engine • lmmediate results for a rapid return on investment 

• Self-contained appliance optimized for transformation 

Key Features 

• Self-contained appliance for content transformation; includes DesignStudio for 
defining transformation roles 

• Seamlessly transforms contentas it moves from server to the target device, leaving 
the server and underlying data unchanged; Reformats data into ali major Markup 
Languages 

• Supports Cisco 's AVVID architecture, including transformation for Cisco IP 
telephony 

• Low total cost of ownership 

Specifications 

Feature Cisco CTE-1400 Series Content Transformation Engine 
Rack Units 

Dimensions (HxWxD) 1.70 x 16.7 x 22in. 

Weight 231bs 

Selected Part Numbers and Ordering lnformation 1 

Cisco CTE 1400 Series Content Transfonnation Engine 

CTE-1450-KS Content Transformation Engine Hardware 

CTE-WAP= WAP module for CTE 1400 Series 

CTE-PALM= Paim module for CTE 1400 Series 

CTE-RIM= RIM Blackberry module for CTE 1400 Series 

CTE-HTML= HTML module for CTE 1400 Series 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution cha nels. 

For More lnformation 

See the CTE-1400 Series Web site at h p://www.cisco.com/go/cte 

Cisco CTE-1400 Series Content Transformation Engine 
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->-· ../ Cisco DistributedDirector1 

~~· -~· DistributedDirector provides dynamic, transparent, and scalable Internet traffic load 
distribution between multiple geographically-dispersed servers . DistributedDirector is 
a global Internet service-scaling solution that utilizes Cisco lOS software andleverages 
routing table information, delay characteristics, and other information to make 
"network intelligent" load distribution and site selection decisions. 

DistributedDirector transparently redirects end-user service requests to the closest 
responsive server, which increases access performance and reduces transmission costs. 
Users need only a single subdomain name or URL-embedded hostname for accessing 
a distributed set of servers, thus providing the appearance o f a single virtual server. 

When to Se li 

Sell This Product 
Cisco Distributed 
Director 

Key Features 

When a Customer Needs These Features 
• Load distribution across geographically/topologically dispersed TCP/IP servers 
• High availability for dispersed mission-critical applications 
• Data center redundancy and failover 

• Transparent distribution o f all IP Services (TCP and UDP), including HTTP, FTP, 
Telnet, and Gopher; provides global scalability for all IP-based network services 

• Improves access performance by redirecting to the topologically closest server 
• Calculates client-to-server round-trip times in real time; redirects clients to server 

with lowest client-to-server link latency, maximizing end-to-end performance 

• Redirects clients only to responsive servers, resulting in maximized availability 
• Cisco lOS Software & standard command line interface for device configuration 
• Transparently add and remove distributed servers, simplifying maintenance 
• Supports multiple domains; cost-effective IP service scalability solution 

Competitive Products 
• Alteon Networks: ACEd1rector and Web Sw1tches w1th WebOS GLSB • Resonate, Inc.: Global D1spatch 
• F5 Labs: 3DNS • RND Networks, Inc.: Web Serve r Director - Network Proximity 
• Foundry Networks: Serverlron Switch with Internet lronWare (WSD-NP) 

For More lnformation 

See the DistributedDirector Web site at http://www.cisco.com/go/dd 

1. DistributedDirector is available in Cisco lOS software for 2600/2600XM, 3600, and 7200 series 
routers, starting on release 12.2(4)T Enterprise Plus feature sets; Dedicated routers may be 
recommended for DistributedDirector to meet performance targets of both routing and load 
balancing; lf no dedicated hardware platform is available for running DistributedDirector, it is 
recommended customers use the Configurable DD Cache feature (available in 12.2(8)T) to limit the 
memory DistributedDirector may consume for DNS caching; To take advantage of enhanced caching 
capabilities, routers should be configured with additional DRAM (128MB or more) 

• Cisco DistributedDirector 
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Cisco GSS 4480 Global Site Selector / r/ ~ \ "'\ \ 
The Cisco GSS 4480 is a networking product that globally load balances distributed! ~tcJ · 
data centers. The Cisco GSS 4480 acts as the cornerstone o f multi si te disaster recov\~\ . ' 
plans in deployments of Cisco's market-leading content switches. Customers \..._ '~~.J :· -~ / 
deploying new Cisco content switches such as the Cisco CSS 11500 Content Services ---
Switch and the Content Switching Module (CSM) for the Cisco Catalyst ® 6500 Series 
switches or have already deployed legacy switches such as the Cisco CSS 11000 and 
Cisco Local Directors can benefit from the new leveis of traffic management and 
centralized command and control provided by the Cisco GSS 4480. 

Key Features 

• Provides resilient architecture criticai for disaster recovery and multisite Web 
applications deployments 

• Offer.s flexible heterogeneous support for all Cisco SLBs and DNS-capable 
networking products 

• Provides centralized command and control of DNS resolution process for direct 
and precise control of globalload-balancing process 

• Offers site persistence for e-commerce applications 
• Offers a uni que DNS race feature-The Cisco GSS 4480 can in real time direct 

content consumers to the closest data center 
• Supports a Web-based graphical user interface (GUI) and DNS wizard to simplify 

the DNS command and control 

Competitive Products 
• F5 Networks eCommerce 540 

Specifications 

Feature 
Number of Ports 
Port Description 
DNS requests per second 

• Nortei/Aiteon 1SD 410 SSLAccelerator 

Cisco GSS 4480 
Two 10/lOOBase TX Ports 

Network Ports: Two 10/lOOBase TX; Console Port 

4000, depending on configuration (- 345 million DNS requests per day per Cisco GSS 4480; an 
entire system is capable of 2.7 billion DNSrequests per day) 

Configuration Software OS Support Windows NT 4.0; Red Hat Linux 5.0, 6.0, 6.1, 6.2 

Network management 

Storage 
Physical 
Dimensions 

Console port-CLI Access to system via Telnet; Se cure copy (SCP) o r FTP; GUI-Secure HTTP 
(HTTPS) for Internet Explore r and Netscape Navigator 
One 36-GB hard drive 
One-rack unit size chassis; Network management serial port1 GB of RAM600-MHz Plll CPU 

1.72x 17.5x 14.13 in. (43.7 x 444.5 x 358.9 em) 

Selected Part Numbers and Ordering lnformation 1 

Cisco GSS 4480 
Cisco GSS 4480-KS 
SF-GSS-V1 .0-K9 

For More lnformation 

Global site selector 
SF-GSS-VLO-K9Giobal site selector software 

See the Cisco GSS 4480 Web site: http://www.cisco.com/go/gss 

Cisco GSS 4480 Global Site Selector 
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Broadband and Dia I Access Products 

Broadband and Dia I Access Products ata Glance 

Remote Dia I Access-Data and Voice (VoiP) 

Product1 Features 
• High performance, 1 RU, universal gateway 

.... 

Cisco AS5350 Series 
Universal Gateways • Universal Porttechnologyfor multiple data, voice, and fax services on any port at anytime 

Cisco AS5400 Series 
Universal Gateways 

• 2,4, & 8 CTl/7 CEl/PRI configurations for 48 to 240 channels 
• Supports broad range of async/ISDNNoiP/wireless protocols 
• Two 10/100 Ethernet ports, two 8 Mbps serial backhaul ports 
• Two 8 Mbps serial backhaul ports 
• Cisco SS7 signaling gateway interoperability 
• Aexible, redundant backhaul methods 
• High performance, 2RU, universal gateway 
• Universal Port technology for multi pie data, voice, and fax services on any port at any time 
• Two models: Cisco AS5400HPX and Cisco AS5400 
• 8 to 16 CT1/CE1/PRI or 1 T3 configuration for 192 to 648 channels 
• Low power and high availability design 
• Supports a broad range of async/ISDNNol P/faX/wireless protocols 
• Cisco SS7 signaling gateway interoperability 
• Aexible, redundant backhaul methods 

Page 
7-3 

7-6 

Cisco AS5850 
Universal Gateway 

The highest density universal gateway in the marketplace 7-9 

Remote Dial Access 
Network Management 
SS7 Signaling & 
Softswitch Products 

• Supporting up to 5x CT3s, 96 T1s or 86 E1s of multi pie data, voice, and fax services on any port 
at any time 

• Constant density regardless of codec type, ECAN or VAD settings 
• Extensive high availability features 
• TOM grooming capability 
Suíte of network management products for configuration, troubleshooting, and maintenance 7-11 
of Cisco dial access and VoiP solutions 

• Cisco PGW 2200 Softswitch-Call Agent providing signaling and c ali control functionality 7-12 
for PSTN Gateway and transit applications in international markets 

• Cisco BTS 10~00 Softswitch-MGCP-based softswitch for large-scale Voice over IP and ATM 
applications 

1. For Cisco 2509 and 2511 Access Servers, see page 1-14. 

Broadband Cable 

Product Features Page 
Headend and Distribution Hub Equipment 
Cisco uBR7100 Series Entry-level, fixed-configuration CMTS and integrated router for lower-density residential and 7-13 
Universal Broadband MxU customers serviced by lier 2/lier 3 cable operators or ISPs. 
Router • Choice of four DOCSIS- and EuroDOCSIS-qualified, fixed-configuration models that include: 

Cisco uBR7246VXR 
Universal Broadband 
Router 

Cisco uBR7111, Cisco uBR7111 E, Cisco uBR7114, and Cisco uBR7114E 
• lntegrated upconverter/modulator on the cable interface 
• Embedded dual10/100 BaseT Ethernet network interface 
• Additiorial network interface with a variety oi LAN and WAN options 
• Supports up to 1,0001 data customers 
• Modular, standards-based 1cations-grade 

high-growth broadband cable deploymentsSupports up to 8,000 
large variety of LAN and WAN interface options and processors 

Broadband and Dia I Access Products ata Glance 



· .· · ·. . . •:r," •":-~· · • 

Chapter 7 Broadband and Dial Access Products 

Features Page 
i co BR10012 Universal Highest-capacity communications-grade CMTS and integrated router on the market todaythat 7-16 
IQ band Router delivers the services, performance, scale, and carrier-class reliability large cable operators 
·~ and ISPs demand 

• High-performance aggregation plaúorm that uses Parallel Express Forvvarding technology 
• Eight cable line cards that include support for Cisco Universal Broadband Router (uBR) line 

cards and the Cisco 5X20 Broadband Processing Engine (BPE) 
• Four network interfaces that include supportfor 1 Gbps over Gigabit Ethernet. 622 Mbps over 

OC-12 Packet over SONET, and OC-48-Dynamic Packet Transpor! (DPT) Interface Module Set 
• Cisco uBR1 0012 supports up to 80,0001 subscribers 

Cisco RF Switch • Exceeds PacketCable Availability Requirements 7-17 
• Enables a fully redundant CMTS with no single point of failure; works with the Cisco 

uBR7246VXR and uBR10012 
• Maximizes density with more than 250 MCX-type connector 

Customer Premise Equipment (CPE) 
Cisco uBR!IOO Series 
Cable Access Router 

lntegrated DOCSIS-based cable modem and router with hardware accelerated IPSec VPN 7-19 
tunneling support that includes: 
• Cisco uBR925 with 4 Ethernet. 1 CATV, 1 USB and 2 FXS ports that support telecommuter and 

small office DOCSIS-based data, VoiP, and VPN services 
• Cisco uBR905 with 4 Ethernet and 1 CATV port that supports DOCSIS-based data and VPN 

services 

1. Numbers are for reference only. Actual numbers for specific systems will vary depending on network/service 
loading, tratfic, and other parameters. 

DSL (Digital Subscriber Line) Access 

Product 
DSL Access CPE 1 

Broadband Services 
Aggregation 

Features Page 
Wide variety of Cisco router-based DSL CPE solutions for business-class to small office 7-21 
applications 
• Cisco 6400 Series Router-ATM switching core, with up to 48,000 subscriber sessions per 7-21 

chassis 
• Cisco 7200 Series Router-Up to 16000 broadband sessions on a 3 RU plaúorm, including 

aggregation of PPP, PPPoE, and PPPoA 
• Cisco 7301 Series Router-1 RU Broadband Aggregation Router that is capable of delivering 

up to 16000 sessions per chassis 
• Cisco 7400 Series Router-1 RU broadband optimized appliance that delivers up to 8,000 

sessions per chassis 
• Cisco 1()()()() Series Router-A carrier-class router that supports up to 32,000 broadband 

sessions with 99.999 percent system uptime 

1. For ADSL, ISDN, and IDSL small office/home otfice (SOHO) customer premise equipment (CPE), se e Chapter 1: 
Routers 

ATM Multiservice WAN Switching 

Product 
Cisco BPX 8600 Series 
Switches 

Cisco MGX 8850 Series 
Advanced ATM 
Multiservice Switches 

Cisco MGX 8830 Series 
Multiservice Switches 

Cisco IGX 8400 Series 
Multiservice WAN 
Switches 
Cisco MGX 8200 Series 
Multiservice Gateways 

Features Page 
• Large-scale Advanced ATM switch for servi c e provi der and large enterprise applications 7-23 
• Narrowband and broadband services in a single, highly reliable plaúorm using a multishelf 

architecture with intelligent c ali processing for Frame Relay and ATM switched virtual 
circuits (SVCs) 

• 20 Gbps of hjgh-throughput switching for multi pie traffic types data, voice, and vídeo 
• Multiservice switch, scales from DSO to OC-48c/STM-16 speeds 7-24 
• Serves as a stand-alone device for narrowband services, an integrated edge concentrator or 

a broadband edge switch when equipped with 45 Gbps switch card and broadband ATM 
modules 

· • Multiservice switch scales from from DSO to OC-3c/STM-1 speeds 7-25 
• A standalone switch with narrowband interfaces and broadband trunkingto remote siteswith 

low density and high servi c e mix requirements with 1.2 Gbps switch fabric 
• ATM-based WAN switching, connects to public services for reduced leased-line costs 7-25 
• Available with 8, 16, or 32 slots 

• Edge concentrators family provi de a cost-effective narrowband multiservice solution for low 7-25 
to mid-band ATM and Frame Relay aggregation with QoS management features 

• Broadband and Dial Access Products ata Glance 
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Long Reach Ethernet 

Product Features Page 
Cisco Catalyst 2950 LRE XL Fixed configuration Ethernet switches for delivering conver~ed voice, video, and data services 7-26 
Switches over existing category 1/213 wiring for the MxU and enterpnse markets. 

• 12- or 24-port 1RU switchesystems with four 10/100 ports, deliver Ethernettraffic (up to 15 
Mbps) over standard copper cabling (up to 5000 feet); ideal for MxU broadband Internet 
access 

• Co-exists with POTS and ISON traffic on the same line and compatible with ADSL 
• Advanced quality of servi c e for supporting converged voice, video, and data services 

Cisco LRE CPE Devices • Cisco 575 LRE CPE-Compact, includes one RJ-45 Ethernet connection and two RJ-11 7-27 
connectors (for telephone) 

• Cisco 585 LRE CPE-Compact, includes four RJ-45 switched Ethernet connections and two 
RJ-11 connectors (for telephone). Supports 802.1 p OoS 

Cisco LRE POTS Splitter • Cisco LRE 48 POTS Splitter-48 ports in 1 RU. Ensures that POTS servi c eis separate, and 7-27 
neve r compromised by LRE switch reconfiguration or downtime 

Cisco Broadband Building • Serve r system enables automated online activation. integrated billing, tiered servi c e leveis 7-28 
Service Manager • Ideal for any form of broadband access technology, including Ethernet, LRE, Cable access. 

DSL, Wireless, or Fiber 

Memory lnformation for Access Routers 
• 

Router · MemoryType Slots Default Memory Max Memory 
c· ASS350 System Rash N/ A 32MB 64MB 

rsco SDRAM 128MB 512MB 
Universal Shared 64MB 128MB 

Boot Rash 8MB 16MB 
Gateway 

Cisco Ma in SDRAM 2 256MB 512MB 
AS5400HPX Shared 1 64MB 128MB 

Universal Boot Rash (3V) 1 8MB 16MB 

Gateway 
System Rash (3V) 2 32MB 64MB 

Cisco AS5400 Ma in SDRAM 2 256MB 512MB 
Universal Shared 1 64MB 128MB 

Gateway Boot Rash (5V) 1 8MB _ 16MB 
System Flash (5V) 2 32MB 64MB 

Cisco AS5850 RSC SDRAM 512MB 512MB 
Universal Feature C a rds 128MB 128MB 

Gateway SDRAMS 

Cisco CVA120 Config NVRAM 128 kB 
Series ORAM 16MB 

Rash 8MB 

Cisco AS5350 Universal Gateway 
The Cisco AS5350 Universal Gateway is the only 
one-rack-unit gateway supporting two-, four-, or 

Default Config. (Notes) 

Cisco AS5400HPX and Cisco AS5400 
use different Boot and System Flash 
- NOT interchangeable 

Cisco A~400HPX and Cisco AS5400 
use different Boot and System FlasJl 
- NDT interchangeable 

Ships with ali required memory 

eight-port Tl/seven-port El configurations that provides universal port data, voice, and 
fax services on any port at any time. The Cisco AS5350 Universal Gateway offers high 
performance and hígh reliability in a compact, modular design. This cost-effective 
platform is ideally suited for Internet service providers (ISPs) and enterprise 
companies that require innovative universal services. 
The Cisco AS5350 Universal Gateway eliminates the need for switches and routers to 

. create a point-of-presence (POP) or "POP-in-a-box" solution. The Cisco AS5350 
Universal Gateway has three primary universal gateway configurations: two 
Channelized Tl(CTl)/Channelized El(CEl)s, four CTl/CEls, and eight CTl/seven . 
CEls. It also includes integrated signaling link termination (SLT) functionality for ~i 
direct connection to a SS7/C7 -signaling gateway. . _ ____ _ 
The Cisco AS5350 Universal Gateway comes two high-speed serial ports are pro dilfr8- -
to support Frame Refay, Point-to-Point Protocol (PPP), and High-Level Data Lin · .ÇPMI CORREIO 
Control (HDLC) backhaul. Ali backhaul interfaces support Hot Standby Router 
Pr~t?col (HSRPl: and ali cards a~d the fan tray ar~ hot-swappable for carrier-cla s (J 5 ~J 
resi11ency. The C1sco AS5350 Umversal Gateway 1s the only access server m th1s Ollm~ ·:-·.···- --·--·····- ___ _ _ 
factor that offers universal port capability with these high-availability features. 

Memory lnformation for Access Routers 
e. 
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When a Customer Needs These Features 
• 2 to 8 channelized CT1fl CE1/PRI compact and modular universal 
• High-performance modem, ISDN, and voice cal! termination 
• Universal port services (data, voice, fax) 

Key Features 

• 1 RU modular high-performance 2 to 8 channelized CT117 CEl/PRI system 
• Universal Gateway- which supports multiple data, voice, and fax services on any 

port at any time 
• Ideal for Tier 2/3 ISPs and enterprises requiring innovative universal services 
• Feature cards: 2, 4, or 8 CT1/7 El/PRI feature cards (ISDN calls terminated on the 

card); 60 or 108 channel Universal Port feature card 
• Two 10/100BaseT autosensing Ethernet LAN ports 
• Two 8MB serial WAN ports for Frame Relay, HDLC, or PPP WAN backhaul 
• Carrier Class Resiliency: All feature cards and fan tray are hot swappable, modem 

and voice DSP are pooled and can be configured as spares, AC internai power 
supply with dual fans, Redundant LAN/WAN backhaul ports, Thermal 
management and environmental monitoring, ETSI/NEBS Level 3 compliant 

• Cisco SS7 signaling gateway interoperability 

Competitive Products 

• lucent/Ascend: Max TNT • Nuera: BTX Series 
• 3Com/CommWorks: Total Control1000 • Siemans: HiPath Series 
• AI catei: 7505 Series 

Specifications 

Feature 
Processo r 
Memory 

Feature Card Slots 
Egress Ports 

LAN Protocols 
WAN Protocols 
Routing Protocols 

OoS Protocols 

Access Protocols 

Bandwidth Optimization 

Voice Compression 
DSP Voice Features 

Cisco AS5350 
250 MHz RISC processar 
SDRAM: 128MB (default), 512MB (maximum) 
Shared lnput/output {1/0): 64MB (default), 128MB (maximum) 
Boot Rash: 8MB (default), 16MB (maximum) 
System Rash: 32MB (default), 64MB (maximum) 
layer 3 Cache: 2 M B 
Three slots 
Two 10/100-MB Ethernet ports 
Two 8-Mbps serial ports 
T1/E1 DS1 trunk feature cards 
IP,IPX, Appi~Talk, DECNet, ARA, NetBEUI, bridging, HSRP, 802.10 
Frame Relay, PPP, HDLC (leased line) 
RIP, RIPv2, OSPF. IGRP, EIGRP, BGPv4, IS-IS, AT-EIGRP. IPX-EIGRP, Next Hop Resolution Protocol 
(NHRP), AppleTalk Update-Based Routing Protocol (AURP) 
IP Precedence, Resource Reservation Protocol (RSVP), Weighted Fair Queuing (WFQ), Weighted 
Random Early Detection (WRED), Multichassis Multilink PPP (MMP) fragmentation and interleaving, 
802.1P 
PPP. Serialline Internet Protocol (SLIP), TCP Clear, IPXCP. ATCP, ARA, NBFCP, NetBIOS over TCP/IP, 
NetBEUI over PPP, protocol translation (PPP, SLIP, ARA, X.25, TCP.Iocal-area transpor! [LAn. Telnet), 
and Xremote 
Multilink PPP (MP), MLP, TCP/IP header compression, Bandwidth Allocation Control Protocol (BACP), 
bandwidth on demand, nonfacility-associated signaling (NFAS), traffic shaping 
G.711, G.723.1, (5.3K and 6.3K), G.726, G.729ab, G.Ciear, GSM-FR 
Echo cancellation, programmable up to 128 ms 
Transparent transcoding between A-law and mu-law encoding 
Voice activity detection, silence suppression, comfort noise generation 
Fixed and adaptive jitter buffering 
Cal! progress tone detection and generation- Dia! tone, busy, ring-back, congestion, and re-order tones 
with local country variants 
DTMF, Multifrequency (MF) 
Continuity Testing (COT) 

--· Cisco AS5350 Universal Gateway 
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Feature 
Voice and Fax Signaling 
Protocols 

Cisco AS5350 ·;:_ -~~ 
Real-lime Streaming Protocol (RTSP), Extended S1mple Mail Transfer Protocol (ESMTPI )/_ v 
T.38 real-t1me fax relay l O . ; 

H.323v2, H.323/v3, H.323v4, SIP. MGCP 1.0, TGCP 1.0, Voice Extensible Markup language (VoiceX~, l' \ 
T.37 fax store and forward ~ f · 
Fax detection / J 
Fax and modem passthrough ....: Á . 
Open Settlements Protocoi[OSP) ( ' . ''- ç, / 
Media Recording Control Protocoi[MRCP) " - !::..;:.Y 

SS7 
Network Security 

Virtual Private Networking 

Text to Speech (TTS) Servers 
Automatic Speech Recognition (ASR) Servers 
lntegrated SLT functionality 
RADIUS orTACACS+ 
PAP or CHAP authentication 
local user/password data base 
DNIS, CUD, call-type preauthentication 
lnbound/outbound traffic filtering (including IP, IPX, AppleTalk, bridged traftic) 
Network Address Translation (NAT) 
Dynamic access lists 
SNMPv2, SNMPv3 
IP Security (IPSec) 
Policy enforcement (RADIUS or TACACS+) 
l2TP, layer 2 Forwarding (l2F), and generic routing encapsulation (GRE) tunnels 
Firewall security and intrusion detection 
QoS features (committed access rate [CAR], Random Early Detection [RED]. IP Precedence, 
policy-based routing) 

Channelized T1 
Channelized El 
ISDN Protocols Supported 

Modem Protocols 
Supported 

Robbed-bit signaling; loop Start, lmmediate Start, and Wink Start Protocols 
CAS, PAI, E1 R1, E1 R2,1eased line, Frame Relay, G.703, G.704 
Sync mo de PPP, V.120, V.11 O at rates up to 38400 bps 
Network- and User-side ISDN 
NFAS with backup D-channel 
QSIG, Feature Group B, Feature Group D 
DoVBS 
V.90 or V.92 standard supporting rates of 56000 to 28000 in 1333 bps increments 
V.92 Modem on Hold 
V.44 Compression 
Fax out (transmission) Group 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0, at modulations V.33, 
V.17, V.29, V.27ter, and V.21 

Wireless Protocols 
Supported 

K56Aex at 56000 to 32000 in 2000 -bps increments 
ITU-T V.34 Annex 12 at 33600 and 31200 bps 
and many others 
V.110, V.120 

Full Cisco lOS Support IP Plus and Enterprise Plus feature sets 
Console and Auxiliary Ports Asynchronous serial (RJ-45) 
Chassis Dimensions (H x Wx DI: 1.75 x 17.5 x 20.5 in. 

Weight (fully loaded): 221bs. (10 kg) 

Selected Part Numbers and Ordering lnformation 1 

Cisco AS5350 Universal (Data) System Bundles 
AS535-2T1-48-AC AC AS5350; 2T1, 60 ports, IP+ lOS, 48 Data l i c 
AS535-4T1 -96-AC AC AS5350; 4T1, 108 ports, IP+ lOS, 96 Data lic 
AS535-8T1 -192-AC ACAS5350; 8T1 , 216 ports, IP+ IOS, 192 Data lic 
AS535-2E1 -60-AC AC AS5350; 2E1 , 60 ports, IP+ lOS, 60 Data Li c 
AS535-4E1 -12Q-AC AC AS5350; 4E1 , 120 ports, IP+ lOS, 120 Data Li c 
AS535-8E1-210-AC AC AS5350; 8E1,216 ports,240 ISDN ports,IP+ IOS,210 Data lic 
Cisco AS5350 Universal (Voice) System Bundles 
AS535-2T1-48-.AC-V AC AS5350 Voice; 2T1 , 60 ports, IP+ lOS, 48 Voice Li c 
AS535-4T1-96-AC-V AC AS5350 Voice; 4T1, 108 ports, IP+ lOS, 96 Voice lic 
AS535-8T1- 192-AC-V AC AS5350 Voice; 8T1 , 216 ports, IP+ lOS, 192 Voice Li c 
AS535-2E1 -60-AC-V AC AS5350 Voice; 2E1, 60 ports,IP+ lOS, 60 Voice Li c 
AS535-4E1-12Q-AC-V AC AS5350 Voice; 4E1, 120 ports, IP+ lOS, 120 Voice Li c 
AS535-8E1-210-AC-V AC AS5350 Voice; BEl , 216 ports,IP+ lOS, 210 Voice Li c 
Cisco AS5350 Spare Chassis 
AS5350-AC= 
AS5350-DC= 

AC 5350 Chassis with Motherboard, IP Plus lOS, default memory 
DC 5350 Chassis with Motherboard, IP Plus lOS, default memory 

Cisco AS5350 Universal Gateway 

Do o: 57 o 1 
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Cisco AS5350 Software 
535AK8-12202XA 
S35AP-12202XA 

S535CK8-12202XA 

Cisco AS5350 Series lOS ENTERPRISE PLUS IPSEC 56 
Cisco AS5350 Series lOS ENTERPRISE PLUS 
Cisco AS5350 Series lOS IP PLUS IPSEC 56 

S535CP-12202XA Cisco AS5350 Series lOS IP PLUS 
Cisco AS5350 Memory Options & Spares 
MEM-UP1 -AS535 16M Bootflash,64M System Flash,256M Main,128M Shared 1/0 Memory 
MEM-16BF-AS535 AS5350 16MB Boot Rash upgrade 
MEM-64F-AS535 AS5350 64MB System Flash upgrade 
MEM-256M-AS535 AS5350 256MB Main SDRAM upgrade 
MEM-128S-AS535 AS5350 128MB Shared 1/0 upgrade 
Cisco AS5350 Spare DFC Boards 
AS535-DFC-2CT1 = AS5350 Dual T1/PRI DFC card 
AS535-DFC-2CE1= AS5350 Dual CE1/PRI DFC card 
AS535-DFC-4CT1 = AS5350 Quad T1/PRI DFC card 
AS535-DFC-4CE1= AS5350 Quad E1/PRI DFC card 
AS535-DFC-8CT1 = AS5350 Octal T1/PRI DFC card 
AS535-DFC-8CE1= AS5350 Octal E1/PRI DFC card 
AS535-DFC-60NP= AS5350 60 Nextport DFC card 
AS535-DFC-108NP= AS5350 108 Universal Port Card 
Cisco AS5350 Spare Ac.cessories 
AS5350RM-19/24= AS5350 19/24 Rack Mount Kit. Spare 
AS535-FTA= AS5350 Fan Tray Assembly, Spare 
AS535-AC-PWR= AS5350 AC Power Supply, Spare 
AS535-DC-PWR= AS5350 DC Power Supply, Spare 
AS535-DFC-CC= AS5350 DFC Carrier Card 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access o r are not available through distribution channels. 

For More lnformation 

See the Cisco AS5350 Universal Gateway Web site: http://www.cisco.com/go/as5350 

Cisco AS5400 Series 
Universal Gateways 
Cisco AS5400 Series Universal Gateways 
offer unparalleled capacity in only two rack 
units (2RUs) and provides universal port data, 
voice and fax services on any port at any time. High-density (up to 1 CT3), low power 
consumption (7.2A at 48 VDC per CT3), and universal port digital signal processors 
(DSPs) make Cisco AS5400 Series Universal Gateways ideal for many network 
deployment architectures, es"pecially colocation environments and mega points of 
presence (POPs). · 

The Cisco AS5400 Series consists o f two models, the Cisco AS5400 and the Cisco 
AS5400HPX. The gateways share the same architecture; the primary difference is the 
processing capability of the two platforms. The Cisco AS5400 offers unparalled dial 
capacity and scalability for MLPPP, L2TP, and V.120 sessions, whereas the Cisco 
AS5400HPX provides enhanced performance for processor intensive voice and fax 
applications. 
Cisco AS5400 Series support a wide rarige of IP-based value-added services such as 
high-volume Internet access, regionallbranch-office connectivity, corporate virtual 
private networks (VPNs), mobile wireless solutions, long distance for Internet service 
providers (ISPs), international wholesale long distance, distributed prepaid calling, 
Signaling System 7 (SS7) interconnect, and enhanced voice services. 

• Cisco AS5400 Series Universal Gateways 
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When to Se li 

Sell This Product 
Cisco AS5400HPX 

Cisco AS5400 

Key Features 

When a Customer Needs These Features 
• High density in a small footprint (16 CT1/CE1 or 1 CT3) 
• Universal port services (data, voice, fax) 
• Enhanced performance for processor intensive voice and fax applicatiOI]S 
• Compact form factor-easyto add capacity as the network grows 
• Low power per port 
• High performance async/ISDNNoiP/wireless 
• T.38 real-time fax relay, T.37 fax store and forward, fax detection, unified communications 
• Flexible redundant backhaul methods 
• Async/ISDN/Wireless data to 1 CT3 
• Universal port services (data, voice, fax) or voice only services to 16 CT1/CE1 

• The Industry 's only 2RU, CT3-capable universal gateway on the market with 
hot-swappable cards, internai redundant power supply 

• Univ.ersal Gateway which provides universal port data, voice, and fax services on 
any port at any time 

• Feature cards: 8 or 16 CT1/CE1 feature cards; 60 or 108 channel Universal Port 
feature card; All feature cards and fan trays are hot-swappable 

• Redundant 10/100 Ethemet ports and redundant 8 Mbps serial backhaul ports for 
Frame Relay, HDLC or PPP WAN Backhaul 

• One fast console port for local administra tive access; one auxiliary port for remate 
administrative access 

• Redundant LAN/WAN backhaul ports 

• ETSI/NEBS Levei 3 compliant 

• AC or DC power supply with dual fans 
• Cisco SS7 signaling gateway interoperability 

Competitive Products 
• 3Com/CommWorks: Total Control ClOOO • Lucent: Max TNT 
• AI catei: 7505 Series 

Specifications 

Processar Type 

Calls Supported 

SDRAM 

Boot Flash 
System Flash 

Layer 3 C ache 

• Siemens: HiPath Series 

Cisco AS5400HPX: 390-MHz RISC processor 
Cisco AS5400:250-MHz RISC processor 
Cisco AS5400HPX: Voice or universal port services- to 648 concurrent calls (to 20Tls/16Els) or 
Remote access services- to 648 calls (to 1CT3/16Els) 
c'lsco AS5400: Voice or universal port services- to 480 concurrent calls (to 20Tls/16Els) or 
Remote access services - to 648 calls (to 1 CT3/16Els) 
256MB (default), 512MB (maximum) 

8MB (default) 16MB (maximum) 

32MB (default) 64MB (maximum) 

Cisco AS5400HPX: 8 MB 
Cisco AS5400:2 MB 

Shared input/output (1/0)64 MB (default) 128MB (maximum) 
Feature Slots 7 
Trunk Feature Cards 8 T1/E1/PRI1 CT3 
DSP Feature Card 60/180 Universal ports 

Access Protocols 

Cisco AS5400 Series Universal Gateways 
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G.711 , G.723.1 (5.3K and 6.3K), G.726, G.729ab, G.Ciear, GSM-FR 
G.168 echo cancellation, programmable up to 128 ms 
Transparent transcoding between A-law and mu-law encoding 
Voice activity detection, silence suppression, comfort noise, fixed and adaptive jitter buffering 
Call progress tone detection and generation-Dial tone, busy, ring-back, congestion, and re-ordertones, 
with local country variants 
Continuity Testing (CDT) 
DTMF, MF 

Voice and Fax Signaling H.323v2, H.323v3, H.323v4, SIP, MGCP 1.0, TGCP 1.0, Voice Extensible Markup language (VoiceXML), 
Protocols Real-Time Streaming Protocol (RTSP), Extended Simple Mail Transfer Protocol (ESMTP) 

T.37 fax store and forward 
T.38 real-time fax relay 
Fax detection 
Fax and modem passthrough 
Open Settlements Protocol (OSP) 
Media Recording Control Protocol (MRCP) 
Text to Speech (TIS) Servers 
Automatic Speech Recognition (ASR) Servers 

SS7 lntegrated SLT functionality 

Network Security 

Virtual Private 
Networking 

Channelized T1 
Channelized E1 
ISDN Protocols 
Supported 

Modem Protocols 
Supported 

Wireless Protocol 
Full Cisco lOS Support 
Console and Auxiliary 
Ports 
Chassis Dimensions 
(HxWxD) 
Chassis Weight 
(fully loaded) 

RADIUS or TACACSt, PAP or CHAP authentication, local user/password data base 
DNIS, CLID, call-type pre-authentication 
lnbound/outbound traffic filtering (including IP, IPX, AppleTalk, bridged traffic) 
Network Address Translation (NAT) and Dynamic access lists 
SNMPv2, SNMPv3 

• IP Security (IPSec) and Policy enforcement (RADIUS or TACACSt) 
l2TP, layer 2 Forvvarding (l2F), and gene ri c routing encapsulation (GREI tunnels 
Firewall security and intrusion detection 
Robbed-bit signaling; loop start. immediate start, and wink start protocols 
CAS, E1 R1 , E1 R2,1eased line, Frame Relay, G.703, G. 704 
Sync mode PPP. V.120, V.110 at rates up to 38400 bps 
Network- and User-side ISDN 
DoVBS 
QSIG 
NFAS with backup D-channel 
V.90 or V.92 standard supporting rates of 56000 to 28000 in 1333 bps increments 
V.92 Modem on Hold, Ouick Connect 
V.44 Compression 
Fax out (transmission) Group 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0, at modulations V.33, V.17, 
V.29, V.27ter, and V.21 
K56Aex at 56000 to 32000 in 2000 bps increments 
ITU-T V.34 Annex 12 at 33600 and 31200 bps 
and many others 
V.110, V.120 

IP Plus and Enterprise Plus feature sets 
Asynchronous serial (RJ-45) 

3.5 X 17.5 X 18.25 in. 

351b maximum (15.8 kg) 

For More lnformation 

See the Cisco AS5400 Universal Gateways Web site: http://www.cisco.com/go/as5400 

• Cisco AS5400 Series Universal Gateways 
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Cisco AS5850 Universal Gateway 
The Cisco AS5850 Universal Gateway is a 
high-density, carrier-class gateway, offering 
unparalleled capacity and high availability. The Cisco 
AS5850 is specifically designed to meet the demands of 
large, innovative service providers, supporting up to 
five channelized T3s (CT3s), 96 T1s or 86 E1s of data, 
voice, and fax services on any port at any time. lt offers 
high availability features such as hot-swap on ali cards, 
load-sharing and redundant hot-swappable power 
supplies, redundant route processing cards and call 
admission control to ensure 99.999-percent availability. 
The Cisco AS5850 supports a wide range of IP-based 
value-added services such as high-volume Internet 
access, corporate virtual private networks (VPNs), long distance for Internet service 
providers (ISPs ), international wholesale long distance, distributed prepaid calling, 
Signaling System 7 (SS7) interconnect, and managed voice services such as hosted IP 
telephony, managed IP-PBX, multiservice VPNs, and IP contact centers. 
Using the rich set of Cisco lOS Software features and Signaling System 7 (SS7) 
interconnection, service providers can quickly provision their network for new services 
to meet the rapidly changing demands o f the communications provi der marketplace. 
As a highly flexible voice gateway, the Cisco AS5850 supports any coder-decoder 
(CODEC) at 1 00-percent capacity simplifying network engineering. An open 
programmable architecture streamlines rapid voice service creation with H.323, 
Session Initiation Protocol (SIP) or Media Gateway Control Protocol (MGCP). 

When to Se li 

When a Customer Needs These Features Sell This Product 
Cisco AS5850 • Supporting up to 5x CT3s, 96 Tls or86 Els of multi pie data, voice. and fax services on any port atanytime 

• Service provi der o r IP-focused installations 
• Highly available single system with multi pie redundancy 
• Wholesale dial/voice, retail dial/voice, TOM grooming o r wireless applications 

Key Features 

• High scalability-',-up to 3360 ports in a 14 RU chassis and provides for 6 times 
growth in same chassis 

• Hot-swap redundant power supplies and power feeds 
• Redundant DSPs and RSC 
• Thermal/Power management and redundant fans 
• DSP Resource Recovery F eature 
• Supports H.323v2, H.323v3, H.323v4, SIP and MGCP 1.0 
• Application-specific support including AOL and Prodigy traffic 
• WAN optimization including routing filters, snapshot routine, dial-on-dem 

routing ASAP 
• ETSIINEBS Levei 3 compliant 
• Cisco SS7 signaling gateway interoperability 

Cisco AS5850 Universal Gatel:v • 
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Specifications 

Feature 
Slots 

Processar Type 
RSC Switch Fabric 
Memory 

Trunk Cards 

Universal Port Card 
Egress Ports 

LAN Protocols 
Service Support 
Routing Protocols 
Access Protocols 
Bandwidth Optimization 

Network Security 

Virtual Private 
Networking 

Channelized T1 
Channelized E1 
ISDN Protocols 
Voice Protocols 

Modem Protocols 

ISDN Protocols 
Wireless Protocol 
Console and Auxiliary 
Ports 
Chassis Dimensions 
(HxWxD) 
Chassis Weight 

Chapter 7 Broadband and Dia I Access Products 

• Siemens: HiPath Series 

Cisco AS5850 
12 feature board slots 
2 RSC slots 

• AI catei: 7505 Series 

266 MHz RISC processar plus 2MB of l3 c ache SDRAM 
5 GBps, Layer 3 I 4 switching 
512MB SDRAM with ECC per RSC 
128MB SDRAM (with parity) per feature card 
Single CT3 plus 216 DSP Channel feature card 
24 CE1/CT1 feature card 
G .703, G .704 
324 Channel DSP-feature card 
Dual Gigabit load-balanced redundant Ethernet ports with GBIC interfaces for use r traffic 
Dne 10/1 00-Mbps Ethernet port with RJ45 connector for management traffic 
IP 
Port Policy Management and SS7/C7 
RIP, RIPv2, OSPF, IGRP, EIGRP, BGPv4, 1S-IS, Next Hop Resolution Protocol (NHRP) 
PPP. Serial Line lternet Protocol (SLIP), TCP Clear 
Multilink PPP (MLPPP), TCP/IP header compression, Bandwidth Allocation Control Protocol (BACP), 
Bandwidth on demand, Nonfacility-associated signaling (NFAS),traffic shaping 
RADIUS or TACACS+, PAP or CHAP authentication,local user/password data base, DNIS, CLID, call -type 
pre-authentication, lnbound/outbound traffic filtering (including IP), SNMPv2, SNMPv3 
IP Security (IPSec) and Policy enforcement (RADIUS or TACACS+). L2TP, Layer 2 Forwarding (L2F), and 
generic routing encapsulation (GRE) tunnels, Firewall security and intrusion detection, IP Precedence, 
policy-based routing 
PRI, robbed-bit signaling; loop start, immediate start, and wink start protocols 
CAS, E1 R2, PRI 
Sync mode PPP. V. 120, V. 110 at rates up to 38400 
G.711, G.723.1 .. G.726, G.729ab, G.Ciear, GSM-FR 
H.323v2, H.323v3, H.323v4, SIP, MGCP 1.0 
ECAN up to 128ms 
T.38 real-time fax relay 
Fax detection 
Fax and modem passthrough 
V.90 or V.92 standard supporting rates of 56000 to 28000 in 1333-bps increments 
V.44 supporting increased throughput by more than 100 percentfor Internet browsing 
Fax out (transmission) Group 3, standards ElA 2388 Class 2 and ElA 592 Class 2.0, at modulations V.33, V.17, 
V.29, V.27ter, and V.21 
K56Fiex at 56000 to 32000 in 2000-bps increments 
I TU-T V.34 Annex 12 at 33600 and 31200 bps 
and more 
Sync mode PPP, V.120, V.110 at rates up to 38400 bps 
V.110 
Asynchronous serial (RJ-45) 

24.5 X 17.5 X 24 in. 

220 lb (100 kg) 

For More lnformation 

See the Cisco AS5850 Web site: http://www.cisco.com/go/AS5850 

• Cisco AS5850 Universal Gateway 
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~::::1 ~:::::,c;::.~::::, Management Products (~l)) 
Network management applications and tools are criticai for the succ:essful deploymcmt-~~>/ 
and operations ofvoice or data services. The Cisco Universal Gateway Manager ~--'-"' 
(UGM) is an element management system for Cisco AS5000 Universal Gateways. The 
Cisco UGM enables network operators and administrators to efficiently deploy, 
manage and maintain Cisco AS5000 Universal Gateways supporting Voice over IP, 
managed voice, PSTN gateway, and dia! access services. 

Key Features 

• Enables the efficient deployment and configuration of Cisco AS5000 Universal 
Gateways 

• Mon~tors the operational status of Cisco AS5000 Universal Gateways and their 
subcomponents so that corrective action can be taken quickly 

• Supports the rapid reconfiguration o f Cisco AS5000 Universal Gateways for 
network or service changes 

• Collects and presents a wide range o f performance-related statistics for 
monitoring gateway and network efficiency 

• Co-resides with Cisco MGC Node Manager (MNM) for Cisco PGW 2200 PSTN 
Gateway node management 

• Provides interfaces to support its integration with existing network management 
applications 

For More lnformation 

See the Cisco Universal Gateway Manager Web site: http://www.cisco.com/go/ugm 

Cisco Universal Gateway Call Analyzer 

The Cisco Universal Gateway Call Analyzer (UGCA) tool monitors and troubleshoots 
Cisco AS5000 universal gateways that support dialup services. The Cisco Universal 
Gateway Call Analyzer complements other network management system (NMS) 
applications, adding call-level analysis capabilities that are not available with standard 
NMS applications. 
Maintaining high call-success rates and quality connections are key challenges for any 
dia! service provider. These metrics directly affect customer satisfaction and are 
fundamental indicators o f network performance and efficiency. Numerous issues may 
cause ser\rice degradation, which may be rapid or may occur slowly. While public 
switched telephone network (PSTN) issues are frequently the source ofproblems, they 

· are especially difficult to identify. 
Cisco AS5000 universal gateways collect the detailed call-characteristic data needed 
to detect and diagnose issues that affect service. The Cisco Universal Gateway Call 

Analyzer is the window into this data, providing analysis and reporting fea.~f-~~~~~~~~J 
through an intuitive Web interface. 

For More lnformation 

See the Cisco Universal Gateway Call Analyzer Web site: 
http://www.cisco.com/go/ugca 

~ 
Remote Dia I Access Network Management Products 
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/ rpisco Resource Policy Management System 

~' :~~olesalers face a chall~nge when deli~e~ing service levei a_greement~ (SLAs) on a 
-... · ~ ~mmon network, espec1ally when prov1dmg a range of serv1ces for d1fferent 

'" ,... " ' · - customers. The Cisco Resource Policy Management System (RPMS) is a soft,ware tool 
that provides policy management o f platform resources. With Cisco RPMS, 
wholesalers are able to offer a variety o f services to a variety o f customers on a single 
set of gateways. Cisco RPMS offers not only effective resource management but the 
capability to build and de li ver flexible service models that fit customers' uni que 
requirements. Cisco RPMS can grow to support a wholesaler's changing needs, scaling 
as the network expands and delivering the services that customers demand, including 
wholesale dial, access to virtual private network (VPN) services. 

Selected Part Numbers and Ordering lnformation 1 

Resource Policy Management System 
FRSX-PM-LIC .. ~Port management license for 1 port (includes Resource Pool Manager, Call Tracker) 
CRPMS-2.0 Cisco Resource Pool Manager Server v2.0 (1 server) 
CRPMS-2s-2.0 Cisco Resource Pool Manager Server v2.0 (2 servers) 
CRPMS-6S-2.0 Cisco Resource Pool Manager Serve r v2.0 (6 servers) 
CRPMS-UPGRADE-2.0 Single Server Upgrade License from RPMS l.x to version 2.0 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts have 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Cisco Universal Gateway Manager: http://www.cisco.com/go/ugm 
See the Resource Pool Manager Web site: http://www.cisco.com/go/rpms 

SS7 Signaling & Softswitch Products 
Cisco AS5x00 series products interoperate with various SS7 and Softswitch products, 
including the Cisco SC2200 Signaling Controller, the Cisco PGW 2200 Softswitch and 
the Cisco BTS 10200 Softswitch. 

Cisco SC2200 Signaling Controller 

Please see PGW 2200 Softswitch. 

Cisco PGW 2200 Softswitch 

The Cisco PGW 2200 provides the signaling and call control functionality that enables 
service providers (SPs) to bridge the boundary between the legacy PSTN and today's 
new world packet networks. Combined with Cisco's award winning media gateways, 
the PGW 2200 is the catalyst for PSTN Gateway solutions enabling dial offload, 
transit, business voice, H.323 and SIP based applications. The PGW 2200 leverages its 
protocollibrary of90+ SS7/C7 variants to enable interconnect worldwide. In signaling 
mode the PGW adds SS7/C7 to the AS5XOO gateways, giving service providers around 
the world a proven cost-saving and reliable solution for connecting VoiP and Internet 
Dial Access solutions to the PSTN. SS7 signaling allows service providers to enter into 
new markets, optimize their networks for both voice and data traffic, and save 
drastically on monthly interconnect fees . 

• SS7 Signaling & Softswitch Products ···-
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~ Sell This Product 
Cisco uBR7100 Series 

When a Customer Needs These Features 
• For MxU customers: the Cisco uBR7100 Series enables high-value Internet and residential voice 

services over a DOCSIS or EuroDOCSIS cable infrastructure 

·· , 

Key Features 

• For cable operators: the Multi -tenant/dwelling Unit (MxU) market represents an untapped opportunity 
to expand broadband cable service. Given the small subscriber base of a typical MxU setting, the 
challenge h as been to deliver robust services quickly and cost-effectively for an accelerated 
break-even point anda quicker return on investment--enabled by the Cisco uBR7100 Series 

• Complete package that includes a combined router and CMTS with an integrated 
upconverter, and embedded Network Interface 

• Standards-based: DOCSIS l _O and DOCSIS l_l-based; EuroDOCSIS models 
available 

• Reliable operation to ensure the system remains online 
• Uses Cisco lOS Software • 
Specifications 

Feature 
Memory 
Line Card with 
lntegrated Upconverter 
(Cable Plant Interface) 

lntegrated 
Upconverter 

Port Adapter (WAN or 
backbone Interface) 

Cisco uBR7111 and uBR7114 
Rash: 48MB; System: 128MB 
uBR7111 : 1 downstream and 1 upstream 
uBR7114: 2 downstream and 4 upstreams 

DOCSIS Annex B, 6 MHz 
High levei output: =+61 dBmV, 55 to 858 MHz 
Optimized for 64 and 256 QAM 

Embedded dual10!100 BaseT Ethernet (TX FE) provided 
Supports one additional PA; options include the 
following using Cisco lOS Release12.1(8)EC minimum: 
Ethernet: 
• PA-4E-4-port Ethernet 10BASE-T 
• Fast Ethernet: 
• PA-FE-TX-1-port 100BASE-TX Fast Ethernet 
• PA-FE-FX-1-port 1 OOBASE-FX Fast Ethernet 
• PA-2FE-TX 2-port 100BASE-TX Fast Ethernet 
• PA-2FE-FX 2-port 100BASE-FX Fast Ethernet 
Serial: 
• PA-MC-4T1 4-port multichannel T1 Port Adapter with 

integrated CSU/DSUs 
• PA-MC-2T1 2-port multichannel T1 Port Adapter with 

integrated CSU/DSUs 
• PA-E3-1-port E3 serial Port Adapter with E3 DSU 
• PA-T3-1-port T3 serial Port Adapter with T3 DSU 
• PA-2E3-2-polt E3 serial Port Adapter with E3 DSUs 
• PA-2T3-2-port T3 serial Port Adapte r with T3 DSUs 
• PA-4T +-4-port serial Port Adapter, enhanced 
• PA-4E1 G-75-4-port E1-G.703 serial Port Adapter 

(75-ohm/unbalanced) 
• PA-4E1 G-12Q-4-port E1-G.703 serial Port Adapte r 

(120-ohm/balanced) 
HSSI: 
• PA-2H-2-port HSSI 
• ATM: 
• PA-A3-8T11MA, 8-port ATM inverse T1 multiplexer 

Port Adapter 
• PA-A3-0C3SML-1-port OC-3c ATM, PCI-based 

single-mode long reach port adapter 
• PA-A3-0C3MM, 1-portATM enhanced OC3c/STM1 

multimode Port Adapte r 
• PA-A3-0C3SMI-1-port OC-3c ATM, PCI-based 

single-mode intermediate reach port adapter 
POS: 
• PA-POS-OC3SMI, 1-port Packet/SONET OC3c/STM1 

single-mode Port Adapte r 

Cisco uBR7111E and uBR7114E 
Rash: 48MB; System: 128MB 
uBR7111 E: 1 downstream and 
1 upstream 
uBR7114E: 2 downstream and 
4 upstreams 
DOCSIS AnnexA, 8 MHz, 
High levei output: 
= +61 dBmV, 55 to 858 MHz 
Optimized for 64 and 256 QAM 
Same as Cisco uBR7111 and Cisco uBR711 4 

• Cisco uBR7100 Series Universal Broadband Router ••t• 
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Feature Cisco uBR7111 and uBR7114 
Power Options Single; 100 to 240 VAC input voltage 

Minimum Cisco lOS 
Software Release 

12.1(5)ECI minimum 

For More lnformation 

See the Cisco uBR 7100 series Web si te: http://www.cisco.com/go/ubr71 00 

Cisco uBR7246VXR Universal Broadband 
Router 
The Cisco uBR7246VXR-a member ofthe Cisco 
uBR 7200 Series-combines the functionality o f a CMTS 
with an advanced router. The Cisco uBR 7246VXR 
provides a single, multiservice, scalable platform that 
gives cable companies and ISPs the ability to deliver IP 
data and VoiP services to DOCSIS or EuroDOCSIS-compliant cable modems and 
set-top boxes. The Cisco uBR 7246VXR is CableLabs qualified to DOCSIS 1.1, as well 
as PacketCable 1.0 specifications. The product is also tComLabs qualified to 
EuroDOCSIS 1.1 specifications. 

Whento Sell 
Sell This Product 
Cisco uBR7246VXR 

Key Features 

When a Customer Needs These Features 
• Positioned for high-growth cable deployments 
• Flexible port expansion for multiservice deployment options 
• Supports up to 8,000 subscribers per chassis with 3.2 Gbps back plane 
• 41ine card slots, 2 port adapte r slots, 1 l/0 controller slot, 1 NPE slot, and 1 clock card 

slot for VoiP 

• Standards-based-Supports DOCSIS/EuroDOCSIS 1.0 and DOCSIS 1.1 
• Modularity allows for customized configuration per plant characteristics for 

optimization o f topology and network bandwidth 
• Cisco lOS Software-Delivers proven stability and offers advanced features such 

as multiprotocol routing, tunneling, bandwidth management, QoS, guaranteed 
service leveis, service-level monitoring and many CPE management options 

• Ease o f managerhent and upgrades-Supports online insertion and remo vai o f 
components to allow seamless upgrades o f port adapters, line cards, and power 
supplies without service interruption. Provides single, centralized point of 
administration for remote devices 

Specifications 

Feature Cisco uBR7246VXR 
Cable Line Cards and Number of Slots 4 

Supported cable line cards (Cable Plant Interfaces) 
~Po~rttAAidiiialõpttee~rSiSIIOotstsli(LAWNfi/WWAAJ.iNiiiniliteiertrtoai"CcieSls)~-___.:___.:_22-------------r======--------- .• 

• • "" " ' I r - · lo 

uBR-MC14C; uBR-MC16C; uBR·MC16E; uBR-MC16S; uBR·MC28C 

Supported PA categories Ethernet: Fast Ethernet; G1gab1t Ethernet '-" '-' v v.~ · v v _;.,. 

Serial (V.35, E1-G.703/G.704, T3/E3) CPW--.COR ""EIOS 
Serial Multi-channel Tl " 

~~~~ T3/E3 ((PCI-based) ~v.··. _ _ o 5 9 9 , ATM OC-3c (PCI-based) _ u 
POS OC-3c 
DPT OC-12c/STM4c fs : 

Power Supply Shots !c; Dual AC; DC; Dual DC J·· ., · \} 
~ · Doe:il_7 Q 1 \ . 

Cisco uBR7246VXR Universal Broadband Router ..... -

Power Supply Option 
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', · _ ~e ature Cisco uBR7246VXR 
--· ~ln-pu~v=o~m~p~ut~(l=to~)-co-n~tr~ol~le-r------------------~uB~R~72~00~-I~/O~-------------------------

uBR7200-I/O-FE 
uBR7200-I/0-2FE!E 

1/0 flash options for PCMCIA slots Flash disk (48MB) 
Flash disk (128MB) 

Network processing engines (NPE) uBR7200-NPE-G1,NPE-400, and NPE-225 

Add-on processar memory options SDRAM (128MB, 256MB) for NPE-225 only 
SDRAM (128MB, 256MB= 512MB) for NPE-400 only 
1GB, 512MB, 128MB for uBR7200-NPE-G1 

Router Bandwidth 3.2 Gbps 

For More lnformation 
See the uBR 7200 Web site: http://www.cisco.com/go/ubr7200 

Cisco uBR10012 Universal Broadband Router 
The Cisco uBR10012 Universal Broadband Router is a new class of 
CMTS, that handles the volume, capacity, and complexity of large 
cable headends or distribution hubs. lt combines the 
revenue-generating features and stability o f the market-leading 
Cisco uBR 7200 Series with an architecture that is optimized for 
aggregation and virtually limitless future growth. The Cisco 
uBR1 0012 goes beyond the traditional "carrier class" definition, to 
deliver the highest levei of service availability and capacity of any 
production CMTS available today. lt employs a mix of distributed, 
centralized, and parallel processing to enable consistently high, real-world 
performance. The Cisco uBR10012 is CableLabs qualified to DOCSIS 1.0 and 
DOCSIS 1.1 specifications. The product is also tComLabs qualified to EuroDOCSIS 
1.0 specifications. 

Whento Sell 

Sell This Product 

Cisco uBR10012 

Key Features 

When a Customer Needs These Features 

• High-end throughput, capacity, and service handling for a mix of IP data, vaie e, and 
video services ave r cable-supporting a wide variety of applications, media, session 
types, subscriber profiles, and access devices 

• Supportfor advanced feature sets, varying QoS requirements, service-level 
differentiations, and transport strategies (MPEG, IP, multicast, unicast. broadcast) that 
include implementing flow contrai to various cable CPE devices 

• Highest-capacity CMTS that leverages the proven stability o f the 
industry-standard Cisco uBR 7200 Series, the highly scalable architecture o f the 
Cisco 10000 Internet Router, and feature-rich Cisco lOS Software 

• Multiservice support, optimized to provide high throughput and accelerated 
processing using PXF technology; exceptional throughput on each connection in 
the chassis is achieved 

• Standards-based design, support includes DOCSIS 1.0 and DOCSIS 1.1 
• Reliability-,----Designed to eliminate single points of failure and allow technicians 

to swap outcards online; arch.itected to provi de redundancy throughout the system 
that includes redundant processing engines, bus interconnects, and power supplies 

• Cisco uBR10012 Universal Broadband Router .... 

. ~ :..:~(~~'~· 
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• Sec~re, scalable choices protect your investmen~ and ensure current and future «~~ 
busmess growth can be accommodated; the archltecture supports planned system ~ ~ J i ' 
and network expansion, including scaling IP services forwarding capacity, , / · 
increasing connection speeds and densities, and extensive route s~aling techniques ,..,--.. -~ ~~->·-· 

Specifications 

Feature 
Modular Slots 

Supported Cards 

Processar Type 
Flash Memory 
DRAMMemory 
Software Supported 

Power Supply 
Hot-Swappable 
Backplane Capacity 
Physical Dimensions 
(H x Wx DI 

Weight 

For More lnformation 

Cisco uBR10012 
8 slots for cable line cards 
4 slots for LAN/WAN interfaces 
2 slots for Performance Routing Engines (PREs) 
2 slots for Timing Communication and Control Plus (TCC+) modules 
Cable line cards that include: Cisco uBR line cards with a Cisco Line Card Processor (LCP2) and 
Cisco 5X20 BPE 
Timing, Communications, and Control Plus (TCC+) card 
Gigabit Ethernet (GE) network uplink card 
OC-12 Packet Over SONET (POS) network uplink card 
OC·48 DPT Interface 
Parallel Express Forwarding (PXF) 

48MB (default); 128MB (maximum) 

512 ORAM (default) 

Minimum software requirement: Cisco lOS Software Release 12.2(11 )BC1 minimum for the Cisco 
5X20 BPE, Cisco lOS Software Release 12.2(13)BC minimum for the Cisco OC-48 DPT Interface 
DC,AC 

Yes 

51.2 Gbps 

Height: 31 .25 in. (79.4 cm)-18 rack units (RU) 
Width: 17.2 in. (43.7 em) 
Depth: 22.75 in. (57.8) 
Mounting: 19 in. rack mountable (front or rear), 2 units per 7ft. rack 
Note: Mounting in 23 in. racks is possible with optional third-party hardware 
Weight: 2351b (106.6 kg) fully configured chassis 

See the Cisco uBR1 0012 Web si te: http://www.cisco.com/go/ubr1 0012 

Cisco RF Switch 
The Cisco RF Switch works with the Cisco uBR1 0002 and 
uBR7246VXR Universal Broadband Router to provide a fully 
redundant DOCSIS system that enables cable service providers to 
achieve PacketCable system availability, minimize service disruptions, and simplify 
operations. The Cisco RF Switch is part ofCisco's newest high-availability N+ 1 solution 
set. In combination·with ~he Cisco uBR10012 and uBR7246VXR, the Cisco RF Switch 
enables a fully redundant CMTS with no single point o f failure. The product maximizes 
density with more than 250 MCX-type connectors that interface the Cisco uBR10012 and 
the cable plant. The Cisco RF Switch contains RF combiners/splitters, RF switch logic, and 
RF switch drivers. The product offers ten upstream switch modules, three downstream 
switch modules, an Ethemet controller module, an AC or DC power supply, and color 
coding, preterminated cabling. 
When to Sell 

When a Customer Needs These Features Sell This Product 
Cisco RF Switch As cable servi c e providers enter the VoiP market, high availability (24x7 service) for bro;a cl6'ima:lláfltHP-B'"3f.~:r:'T---f.~...l 

services is becoming a requirement. The Cisco RF Switch enables cable servi c e p i 
Pa.cketCable system availability, minimize service disruptions, and simplify operations. 

Fls: 
0600 

.. ~ 
Cisco RF Switc{" · 
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ey Features 

• Front-panel serviceability with module Hot Swap capability that eliminates 
downtime for RF paths 

• Modular upstream and downstream capacity with ten upstream, three downstream, 
and one blank slot that optimizes the serviceability o f the CMTS; each o f the 14 
modules representa port on a cable line card. Each switch module contains seven 
working or "active" inputs, plus one protect or "standby" input and seven 
protected outputs. Inputs are connections from the Cisco uBR10012 and 
uBR 7246VXR to the Cisco RF Switch. Outputs are connections from the Cisco RF 
Switch to the HFC plant 

• Fully passive working path; hardware components do not affect data and VoiP 
serv1ces 

• Active components only in protect path; servicing o f protect cards offer no 
disruption to data and VoiP services 

• Position-sensil)g latching relays; robust design maintains operation during power 
disruptions 

• Flexible, externai design with more than 250 connectors- unmatched port density 
• N + 1 redundancy 

Specifications 

Feature Cisco RF Switch 
lnput Power Requirements • AC: 100 to 240 VAC, 50 o r 60Hz, operating range: 90 to 254 VAC 

• DC: -48 to -60 VDC, operating range: -40.5 to -72 VDC, 200 mVpp ripple/noise 
Environmental • Operational temperature range: O to +40°C 

• Operating temperature range: -5 to +55°C 
Unit Contrai • 10BaseT Ethernet-SNMP 

Connectors 

Reliability 
Physical 

lnput Power Requirements 

• Switching time from active (working) to standby (protect): 150 mS maximum 
after SNMP command 

• Cisco uBR10012 and uBR7246VXR 
• RF connectors: MCX 
• AC power: IEC320 type 
• DC power: Three terminal block 
• Ethernet: RJ-45 
• RS-232 Bus: 9-pin male D 
• 41,000 MTBF@ +50°C as calculated by Bellcore 5, 80 percent confidence factor 
• Dimensions (H x W x D): 19 x 15.5 x 5.25 in. (842 x 384 x 132 mm) 
• Weight: 36 lbs 
• AC:, 100 to 240 VAC, 50 o r 60Hz, operating range: 90 to 254 VAC 
• DC: ~48 to -60 VDC, operating range: -40.5 to -72 VDC, 200 mVpp ripple/noise 

• Cisco RF Switch 
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Feature Cisco RF Switch 
Environmental • Operational temperature range: O to +40°C 

• Operating temperature range: -5 to +55°C 
RF requirements lnput/output impedance: 75 ohms 

• Maximum RF input power: +15 dBm (63.75 dBmV) 
• Switch type: Electro-mechanical, absorptive for working path, non-absorptive 

on the protect path 
• Switch setting time per switch module: 20 ms maximum 
• Downstream frequency range: 54 to 860 MHz 
• Typical downstream insertion loss: +/-1 .1 dB from CMTS to cable plant; 

+/- 2.1 dB from protect to cable plant; 5.5 dB from working to output; 8.0 dB 
from protect to output 

• Downstream insertion loss flatness: +/- 1.1 dB from CMTS to cable plant; 
+/- 2.1 dB from protectto cable plant 

• Downstream output return loss: > 15.0dB at <450 MHz, > 12.0 dB at >= 450 MHz 
• Downstream input return loss: > 15.0 dB 
• Downstream isolation: > 60 dB from channel to channel in working mode; 

> 52 dB from CMTS to protect when in protect mode 

For More lnformation 

• Upstream frequency range: 5 to 70 MHz 
• Typical upstream insertion loss: 4.1 dB from cable plant to CMTS; 

5.2 dB from cable plant to protect 
• Upstream insertion loss flatness: +/- 0.4 dB from c able plant to CMTS, 

+1- 0.6 dB from cable plant to protect 
• Upstream input return loss:> 16 dB 
• Upstream isolation: > 60 dB from channel to channel in working mode; 

> 60 dB from CMTS to protect when in protect mode 
• Protect mode: CMTS return loss >10 dB, cable plant return loss: >10dB 

See the Cisco RF Switch Web site: http://www.cisco.com/go/rfswitch 

Broadband Cable-Customer Premise Equipment (CPE)1 

Cisco uBR900 Series Cable Access Routers 

The Cisco uBR900 Series Cable Access 
Routers provide commercial services for 
cable operators, allowing them to expand their 
broadband service offerings. Both the Cisco 
uBR905 and Cisco uBR925 support IP data 
transmission over a cable plant and offer hardware-accelerated IPSec VPN support. 

When to Sell 
Se li This Product 
Cisco uBR905 Cable 
Access Router 

Cisco uBR925 Cable 
Access Router 

When a Customer Needs These features 
Data-only broadband services (o r voice separately via Ethernet) 

• High-speed, secure remate tunneling via hardware accelerated IPSec VPN 
• Two voice (VoiP) connections via RJ-11 ports 
• Data broadband services, router functionality, and VPN support 
• Easy-to-manage solution for telecommuters and small offices 

1. Cisco VoiP Residential CPE Partner Program-To help drive deployment of residential VoiP services tom 
offers a program that identifies low-cost residential VoiP modems that h ave passed interoperability t 
Cisco. Cable servi c e providers should contact their sales representatives for vendors, models, pricing 
discount opportunities. 

Broadband Cable-Customer Premise Equipment (CPE) 

r~t. ~isfrO O 6 O 1 ~ 
tfil!fwitb /\ nd volu_m_e _______ :.__ 
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~ -:y ~ ' Key Features 

.. ~~ • Integrated high-speed ~able modem and r~uter that operat~s with any DOCSIS 1.1 
-~ or DOCSIS 1.0-comphant CMTS; both C1sco uBR900 Senes models are DOCSIS 

1.1-ready 
• Integrated Cisco lOS Software router, cable modem, and four-port Ethemet hub 

that offers advanced networking capabilities and investment protection 

Specifications 

Feature 
Ports 

Routing Features 
Security Features 

Voice Support 

Cisco uBR905 
4-port 10Base-T Ethernet hub 
1-port console 
1-port CATV (Female F Connectorl 

NAT/PAT, DHCP Server 

56-bit IPSec 
3DES IPSec optional 

~ IPSec hardware acceleration 
· Firewall optional 

No 

For More lnformation 

Cisco uBR925 
4-port 10Base-T Ethernet hub 
1-port USB 
2 ports RJ-11 
1-port console 
1-port CATV 
Same as Cisco uBR905 

Same as uBR905 

Yes 

See the uBR900 series Web site: http://www.cisco.com/go/ubr900 . ~ . 

' "". 

Remote Cable Access-Network Management Products 

Cisco Cable Manager 

Cisco Cable Manager is a client/server application that helps cable service providers 
deploy, maintain, monitor and troubleshoot cable equipment on an HFC network. The 
product manages DOCSIS and EuroDOCSIS-compliant CMTS and CPE, providing 
both operations center visibility, as well as technician access. 

Cisco Cable Diagnostic Manager 

Cisco Cable Diagnostic Manager is a web-based tool to help Customer Service 
Representatives at cable companies better handle subscriber calls and determine where 
problems reside in the network. Cisco Cable Diagnostic Manager provides status 
summary for the network neighborhood and fiber node, status on the DOCSIS or 
EuroDOCSIS-certified cable modem, as well as status on the Cisco CMTS products: 
Cisco uBR10012, uBR7200 Series, and uBR7100 Series. 

Cisco Broadband Troubleshooter 

Cisco Broadband Troubleshooter provides an efficient tool to help network operations 
center (NOC) personnel and field technicians detect, diagnose, and isolate problems 
between the cable plant and connected DOCSIS CPE devices. The product allows a 
technician to characterize upstream and downstream trouble pattems and quickly 
identify "flapping" CPE devices that are experiencing persistent connectivity 
problems. Operators can quickly discem CPE connectivity impairments by identifying 
noise, attenuation, provisioning, and packet-corruption issues . 

• Remote Cable Access-Network Management Products •t·•·. 
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Cisco Broadband Configurator ( f~srt ~ \ 1 1 
Cisco Broadband Configurator is a GUI-based tool designed to collect inform~Ü~~--} / 
needed to generate and download configuration files for DOCSIS o r EuroDOCSiS .n .... L, . · '?/ 

. .... ..... _ . - / 
cable modems and set-top boxes. There are two verswns o f the tool.: a free, web-bas ··--
version accessible via Cisco.com, anda stand-alone Java-based desktop version. Cisco 
Broadband Configura to r enables point and click configuration o f CPE values for RF, 
class o f service, vendor information, SNMP parameters, BPI, TFTP, telco-return 
attributes, and CPE data. 

For More lnformation 

See the Cable Manager Web site: http://www.cisco.com/go/cablemgr 
See the Cisco Cable Troubleshooter Web site: 
http://www.cisco.com/go/troubleshooter 

DSL Remote Access-Customer Premise Equipment (CPE) 
Cisco offers the industry's broadest array ofbusiness-class DSL (G.SHDSL and ADSL) 
CPE solutions, from Enterprise to branch office, to Small Office/Home Office (SOHO) 
applications. Cisco's CPE solutions offer the choice ofkey features including Firewall, 
VPN, and Voice-over DSL support. And, Cisco's industry leading IOS-based 
capabilities enable QoS, policy management, and standardized set-up and 
configuration. Cisco CPE Products include: 
• Cisco SOHO Series Ethernet, ADSL over ISDN, ADSL and G.SHDSL 

RoutersRouters (page 1-8) 
• Cisco 800 Series Routers (page 1-9) 
• G.SHDSL WAN Interface Cards (WICs) for 1700, 2600/2600XM, 3600 Series 

(see 
Chapter 1: Routers) 

• Cisco IAD 2400 Series (w/G.SHDSL) (page 4-21) 

Broadband Services Aggregation 
The Cisco broadband aggregation portfolio includes the Cisco 6400 Broadband 
Aggregator, Cisco 7200 Series Router, the Cisco 7400 Series Internet Router, and the 
Cisco 10000 Series Internet Router. This portfolio covers all possible broadband 
aggregation markets. The Cisco 6400 and Cisco 10000 Series routers are carrier class 
broadband aggregation routers designed to provide high-density, high-performance 
services while maintaining the high-availability standards of large-scale carrier 
deployments. The Cisco 7200,Cisco 7301and Cisco 7400 Series routers cover the ISP 
and retail space by providing a dense, feature-rich platform but only taking a small 
footprint in the network. 
• Cisco 7400: Highest density PPP aggregation per rack-unit 
• Cisco 7301: Highest Density PPP aggregation per rack-unit 

CP~I_:- CORRE IOS' l 
• Cisco 7200: Most versatile platform 
• Cisco 6400: Only platform offering ATM switching and broadband aggregati 
• Cisco 10000: Highest availability on a carrier-class integrated edge router 
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~ff~h \_ With this portfolio, Cisco can address the broadest set ofrequirements in terms ofform 
t vy factor, density, performance and scale, and offer customers a uni que level o f choice, 
' ·: with products optimized for any customer deployment 

r.., r ' . ·,. _., 

-....__-___.-' Cisco 7200 Series . . 

When ordered with the Cisco lOS 7200 Series Broadband User Services License (part 
number FR-BUS72), the 7200 delivers scaled PPP, RBE, and L2TP sessions and 
tunnels in addition to rich IP services. It enables service providers to provision 
broadband Internet access and supports all ofthe popular access technologies deployed 
today, including DSL, Cable, Wireless, and Dial Access . It is ideal for medium-density 
applications and is capable ofhandling up to 16000 subscribers in a single chassis. The 
7200 is a modular platform with a choice o f processing engines and a wide variety o f 
WAN and LAN port adapters, including Tl/E1, DS3, OC-3, Fast Ethemet, and Gigabit 
Ethemet. See page 1-31 for more information on the 7200 series . 

• 
Cisco 7301 Seties 

When ordered as 7301-BB-8K and 7301-BB-16K the Cisco 7301 Series Router 
provides a compact, high-performance single-rack-unit (1RU) router coupled with a 
broad set of interfaces and Cisco lOS® Software features, which makes it ideal for 
Broadband applications. The Cisco is capable o f handling up to 16,000 simultaneous 
sessions and allowing for a pay-as-you-grow "rack and stack" architecture. 

Cisco 7400 Series 

When ordered as a part number 7401ASR-BB, the 7400 series provides 
high-performance broadband services aggregation like the 7200, but in a low-power 
one rack unit (1 RU) form factor. lt offers one port adapter (PA) slot supporting over 
40 standard 7200 series PAs, including Tl/E1 , DS3, OC-3 , Fast Ethernet, and Gigabit 
Ethemet; making it ideal for small- and medium-density applications. See page 1-38 
for more information on the 7400 series. 

Cisco 10000 Series 

With recent enhancements, the Cisco 10000 is the industry's only integrated edge 
router that delivers highly available, line-rate performance without compromises for 
service providers deploying IP services to broadband, leased line, ATM, and frame 
relay customers. With 99.999 percent uptime, the platform delivers high-performance 
broadband features including support for 32,000 (61 ,500 in the future) broadband 
subscribers, hardware-accelerated PPP over Ethemet and PPP over ATM, routed bridge 
encapsulation and ·1483 routing. See page 1-47 for more information on the 10000 
senes. 

• Broadband Services Aggregation .,,. 
-.. 
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Cisco 6400 Series : S~ 
The Cisco 6400 is designed for use in high-availability environments such as servic,e ·(~/ ) 
provider central offices, and corporate premises; and aggregates access media (DSL; . ' :,--'. _ .. · <;/ 
cable, wireless, and dial) to serve as the intelligent equal access point, allowing · -· - _;. .. ~ 
multiple operating companies and service providers access to end users . lt includes 
switch, router, and line card redundancy. 
The Cisco 6400 is a high-performance service gateway that enables the delivery of 
network services, VPNs, and voice- and entertainment-driven traffic over any access 
media. ATM interfaces connect the Cisco 6400 to dial access servers, DSLAMs, and 
Cisco IP DSL Switches; ATM and packet interfaces connect to the network core. 

Key Features 

• Session scalability and modular design-The Cisco 6400 represents a quantum 
leap in session scalability, capable of scaling from 2000 subscribers in its entry 
levei configuration to 96,000 subscribers in a full configuration. 

• Routing and VPN scalability-Using the Cisco 6400, service providers can 
simultaneously route end-user traffic over secure, independent pathways 
exceeding 1000 different domains or end destinations, with an aggregate 
throughput of over 2.4 Gbps forwarding capacity for handling even the most 
bandwidth-intensive broadband traffic. 

For More lnformation 

See the 6400 series Web site: http://www.cisco.com/go/6400 

ATM Multiservice WAN Switching 

Cisco BPX 8600 Series-Advanced ATM Multiservice Switches 
The Cisco BPX 8600 series is standards-based ATM switch with advanced IP and ATM 
capabilities. Designed to meet the demanding, high-traffic needs of a public service 
provider or large private enterprise, the BPX switch delivers high-performance ATM 
switching, multiservice adaptation and aggregation for ali types ofuser traffic . Proven 
in the world's largest ATM and Frame Relay networks, the BPX 8600 enables service 
providers and large enterprises to meet skyrocketing network demands. 
The Cisco BPX 8600 series switch offers up to 20 Gbps o f high-throughput switching 
for multiple traffic types data, voice, and video and supports a wide range ofinterfaces, 
from Frame Relay to full broadband subscriber interfaces, up to 622 Mbps. You can 
offer multiple services for LAN, X.25, SNA, IP, Frame Relay, and ATM traffic from a 
single BPX platform. The Cisco BPX 8600 series supports multiprotocol label 
switching (MPLS) today, and this functionality can be easily added to any BPX switch 
already installed in the field . .,;~ ·· - ·---- --- - · rtQ"&-No. 03/?Ao r p. , 

-L'U ,J • v i\' 
CPMI- CORREIOS For More lnformation --

See the Cisco BPX Web site: http://www.cisco.com/go/bpx 
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J \ Cisco MGX 8850 ATM Multiservice 
l Switch () 

~-" ", ./ The Cisco MGX 8850 ATM Multiservice Switch 
: · , • 1 • , • 

enables delivery of a complete portfolio o f service 
offerings while scaling from DSO to OC-48c/STM-16 
speeds. It enables service providers to be first to 
market with the new high-margin voice and data 
services while maintaining existing services. 

The MGX 8850 universal chassis provides a unified 
ATM architecture that delivers a complete portfolio of 
differentiated services -from circuit emulation to IP 
VPNs-all with a single chassis, to enable service 
providers to easily add new services. 

The Cisco MG~ 8850 can function in three different modes of operation: 
• PXM-1 configuration-Operates as a stand-alone device for narrowband services, 

or as an integrated edge concentrator for the Cisco BPX 8600 series or the Cisco 
MGX 8850 PXM-45 

• PXM-1E configuration-Operates as a stand alone switch for low density 
narrowband services and included 1.2 Gbps switch card and PNNI routing 

• PXM-45 configuration-Serves as a broadband edge switch and includes th~ 45 
Gbps switch card and broadband ATM modules 

Key Features 

• Flexible ATM multiservice platform 
• Highly scalable-from 1.2 to 45 Gbps o f non-blocking throughput in single 

chassis 
• Highest reliability, availability, and serviceability in the industry 
• IP VPNs using Cisco lOS software-based Multiprotocol Label Switching (MPLS) 
• Market-leading Frame Relay capabilities, with price-per-port leadership and 

advanced QoS 
• High-density Point-to-Point protocol (PPP) for Internet access and aggregation 
• Full-featured narrowband ATM formanaged data, voice, and video services; 

high-density broadband ATM for wholesale ATM services 
• Circuit Emulation for Private Line replacement 

• Highly scalable packet voice gateway providing VoiP, VoATM(AAL 1 & AAL2), 
ATM SVCs, Onboard MPLS 

For More lnformation 

See the Cisco MGX 8850 Web site: http://www.cisco.com/go/mgx8850 

• Cisco MGX 8850 ATM Multiservice Switch 
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Cisco MGX 8830 ATM Multiservice Switch ( (~drr; ., · ,\ 
The Cisco ~GX 8830 Advanced ATM Mul~iservice Switc~ exte~ds a full su~te o ~ _ · . 
narrowband mterfaces and broadband trunkmg to remate "tes wtth low den.,ty a~<2 '·c-
high service mix requirements, using PNNI and MPLS for flexibl~ network and ' -... 
services evolution. The Cisco MGX 8830, with a switching capacity ofup to 1.2 Gbps, 
acts as a standalone switch, and offers a full range of service interfaces. 

For More lnformation 

See the Cisco MGX 8830 Series Web site: http://www.cisco.com/go/mgx8830 

Cisco MGX 8200 Series 

Cisco MGX 8230 Edge Concentrator 
• The Cisco MGX 8230 Edge Concentrator provides the most 

cost-effective gateway for narrowband services in space and 
_power limited situations. lt can acts as a stand-alone gateway 
oras an edge concentrator for the Cisco BPX 8600, Cisco 
MGX 8850 with PXM-45, and IGX 8400 series multiservice 
switches. The MGX 8230 offers a full range o f narrowband servi c e interfaces and a 
switching capacity up to 1.2 Gbps. 

Cisco MGX 8250 Edge Concentrator 

The Cisco MGX 8250 is a high-density edge concentrator designed for service 
providers needing flexibility for aggregation o f IP, voice, Frame Relay, circuit 
emulation, and ATM services. An ATM narrowband edge concentrator, the MGX 8250 
can serve as a stand-alone edge concentrator or as a feeder node for the Cisco BPX 
8600 series and MGX 8850 switches. The MGX 8250 Edge Concentrator offers up to 
1.2 Gbps o f IP + ATM switching capacity. 

·for More lnformation 

See the Cisco MGX 8200 Series Web site: http://www.cisco.com/go/mgx8200 

Cisco IGX 8400 Series Multiservice WAN Switch 
Efficient bandwidth utilization, intelligent QoS management 
features, and carrier-class reliability make the IGX 8400 series 
switch the ideal choice for meeting unique Wide-Area 
Networking (WAN) needs. This series provides the ATM 
backbone required to deliver data, voice, fax, and video services 
with guaranteed quality of service (QoS). The IGX 8400 series 
switch connects to public services for reduced leased-line costs by maximizing 
ofthese WAN links. AvailabÚ~ with 8, 16, or 32 slots, the IGX 8400 series swLtcm~MNJ ... _BC3JOI-2R'f7Rf+Es--~J..J 
offers high flexibility to meet a wide range of Enterprise and Service Provide need~ -· 

105
, 

Tight integration with the broad range of Cisco access products enables you t 
efficiently and cost-effectively run backbone-to-branch data, voice, fax, and i~e~· _ O 6 O ~ 
services between premises. By integrating lOS technology, the Cisco IGX 84 O J~rniees~-----~-+.L-
switch helps de li ver a seamless migration path to technologies such as VoiP an MPLS. 3 7 n 1 

Doe: 'J 
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~ I ) l ':J ,~ For More lnformation 
- _.J-· ~-· 
' I • .;...--:· See the Cisco IGX 8400 Web site: http://www.cisco.com/go/igx 

Cisco Long Reach Ethernet Solution 
The Cisco Long-Reach Ethemet solution meets the 
demands o f high bandwidth applications while 
leveraging existing copper wiring infrastructures. 
Catalyst® 2950 Long-Reach Ethemet (LRE) Series 
switches enable enterprise and service provider customers to extend intelligent 
Ethemet services over existing phone and legacy wiring, at distances ofup to 5000 feet. 
Cisco is the only company with the breadth o f technologies that allow customers to 
deliver intelligent network services across any combination o f wired and wireless 
infrastructures. 
The Cisco 2950•LRE solution includes the Cisco Catalyst® 2950 LRE switches, the 
Cisco 575 and.S85 LRE Customer Premise Equipment (CPE) devices, and the Cisco 
LRE POTS Splitter. Each LRE link is terminated with either the Cisco 575 or 585 LRE 
CPEs, anda POTS splitter is required when POTS traffic coexists with the LRE link 
over the same line. 

Catalyst 2950 LRE Series lntelligent Ethernet Switches 

The Cisco Catalyst® 2950 LRE switches are fixed-configuration, stackable models 
that provide wire-speed LRE and Gigabit Ethemet connectivity for small and midsized 
networks. The Catalyst 2950 Series is an affordable product line that brings intelligent 
services, such as enhanced security, high availability and advanced quality of service 
(QoS), to the network edge-while maintaining the simplicity o f traditional LAN 
switching. When a Catalyst 2950 LRE switch is combined with a Catalyst 3550 Series 
switch, the solution can enable IP routing from the edge to the core o f the network. 
Embedded in Catalyst 2950 Series switches is the Cisco Cluster Management Suíte 
(CMS) Software, which allows users to simultaneously configure and troubleshoot 
multiple Catalyst desktop switches using a standard Web browser. In addition to CMS, 
Cisco Catalyst 2950 LRE switches provide extensive management tools using Simple 
Network Management Protocol (SNMP) network management platforms such as 
Cisco Works for Switched Intemetworks. 
The Cisco Catalyst 2950 LRE switches consist of the following devices-which are 
based upon the Enhanced Image (EI) Software for the Catalyst 2950 Series. 
• Catalyst 2950ST-24-LRE-24 LRE ports + 2 10/100/1000BASE-T ports + 2 Small 

Form-Factor Pluggable (SFP) ports (two ofthe four uplinks active at one time) 
• Catalyst 2950ST-8-LRE-8 LRE ports + 2 101100/1 OOOBASE-T ports + 2 SFP ports 

(two ofthe four uplinks active at one time) 
The two built-in Gigabit Ethemet SFP ports support 1 OOOBASE-SX and 
1000BASE-LX modules. The dual SFP-based and copper Gigabit Ethemet 
implementation provides customers with tremendous deployment flexibility-allowing 
customers increased availability with the redundant uplinks . High leveis of stack 
resiliency can also be implemented by deploying dual redundant Gigabit Ethernet 
uplinks and UplinkFast technologies for high-speed uplink and stack interconnection 
failover, and Per VLAN Sparuiing Tree Plus (PVST +) for uplink load balancing. 

• Cisco Long Reach Ethernet Solution 
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Cisco 575 and 585 LRE CPE Devices 

Each LRE port is terminated in the roam with either the Cisco 575 or 585 LRE 
Customer Premise Equipment (CPE) devices. These compact devices bridge LRE and 
Ethemet. The 575 CPE has one RJ-45 Ethemet connection and two RJ-11 
connectors-one for the wall and one for a telephone. The 585 CPE has four RJ-45 
switched Ethemet connections and two RJ-11 connectors and supports 802.1 p QoS so 
that voice and vídeo traffic are prioritized over normal data traffic. Both the Cisco 575 
and 585 LRE CPE device can be mounted on or under a desk, or on a wall. They ship 
with a mount lock-in mechanism and clip-on Ethemet cable guard to discourage theft. 
lt supports voice (Plain Old Telephone Service-POTS) traffic-including ISDN or 
digital phones-that coexists over the same LRE line by splitting LRE and POTS traffic 
at the CPE device. 

Cisco LRE 48 POTS Splitter 

The Cisco LRE 48 POTS Splitter is a high-density, low-cost device that is ideal for 
• building deployments where the PBX system is on-site and POTS traffic must coexist 

over the same copper wiring as LRE traffic. Unlike "splitterless" building broadband 
network solutions, the Cisco LRE 48 POTS Splitter ships as a separate, compact form 
factor to ensure that POTS service is separate, and never compromised by LRE switch 
reconfigurations or downtime. 
The Cisco LRE 48 POTS Splitter supports 48 ports in a 1RU form factor. Each splitter 
has six RJ-21 connectors-two each for connectivity to the pàtch panel, the LRE 
switch(es), and the on-site PBX system. 

Key Features 

• Performance-Delivers 2-15 Mbps symmetric over existing category 112/3 wiring 
at distances up to 5000 feet. Rate Selection feature automates the process of 
selecting a data rate for a line for ease o f installation and increased robustness. 

• Powerful Gigabit Ethemet uplink options-1 OOOBaseT and SFP ports 
• Superior control through intelligent services-advanced quality of service and 

security based on Layer 2 through Layer 4 parameters. 
• Multicast support-Multicast VLAN Registration (MVR) and IGMP Snooping. 
• Enhanced Cisco lOS Services 
• Network Management-Cisco Switch Clustering technology and the advanced, 

Web-based Cisco· Cluster Management Suíte (CMS) software de li ver easy-to-use 
configuration and ongoing monitoring and management ofup to 16 switches. This 
software is embedded in the switches and delivers remate management of 
clustered switches and connected CPE devices through a single IP address 

Competitive Products 

• Paradyne Networks: BitStorm solution (Etherloop) and ReachDSL • Extreme Networks: Alpine chassis with FM·8Vi blade hemet: -- • , n··~·----............... ___ _ 
products overVDSL) · ~ · UVT~f- -G,~ 

_·_w_ts~~-e_m_s_:ln_te_ll_iP_OP_V_D_S_L ________ ~---------·-Hu_a_w_ei_: a_u_idw_a~y_s3_0_26_v ______________ ~_C __ P __ MI-CORREIOS 

Specifications 

Feature 
Fixed Ports 

Backplane 

Cisco 2950ST 24 LRE Cisco 2950ST 8 LRE 
24 Long-Reach Ethernet ports and four 10/100 12 Long-Reach Ethernet ports and lo r 10/100 
Ethernet ports and 2 10/100/1000BASE-T ports + 2 Ethernet ports and 2 10/100/1000BAS -T ports + 2 
Small Form-Factor Pluggable (SFP) ports (two of Small Form-Factor Pluggable (SFP) p ~~ of 
the four uplinks active at one time the four uplinks active at one time) · 
8.8 Gbps Same as Cisco 2950ST 24 LRE 

Cisco Long Reach Ethernet Solution 

-. . ..... 
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Cisco 2950ST 24 LRE Cisco 2950ST 8 LRE 
3.5 Mpps 3.2 Mpps 
250 port based VLANs o r ISU802.1 Q trunks Same as Cisco 2950ST 24 LRE 
Yes Same as Cisco 2950ST 24 LRE 

Yes Same as Cisco 2950ST 24 LRE 

Multicast IGMP Snooping Same as Cisco 2950ST 24LRE 

O oS 802.1 p, 4 egress queues, WRR, layer 3 and 4 Same as Cisco 2950ST 24 LRE 

Management Capabilities 
services 
SNMP, Telnet, RMON, CWSI, Cll-based 
out-of-band, embedded Cisco Cluster 
Management Suite (CMS), Web-based interface 

Same as Cisco 2950ST 24 LRE 

Memory 84MB (Flash); 32MB (CPU ORAM) Same as Cisco 2950ST 24LRE 
Embedded RMON History, Events, Alarms, Statistics Same as Cisco 2950ST 24LRE 
Oimensions (HxWxD) 1.75" (44.5 mm) x 17.5" (444.5 mm) x 9.7" (246.6 mm)Same as Cisco 2950ST 24LRE 

Selected Part Numbers and Ordering lnformation1 

Catalyst 2950 LRE Series Switches 
WS-C2950ST-24-LRE Catalyst 2950 LRE switch: 24-port LRE + 210/100/1000BASE-T ports + 2 SFP ports 
WS-C2950ST-8-LRE Catalyst 2950 LRE switch: 8-port LRE + 2 10/100/1000BASE-T ports + 2 SFP ports 
Cisco 575 and 585LRE CPE Device 
CISC0575-LRE Cisco 575LRE CPE devi c e: 1-port Ethernet + 2 RJ-11 connectors 
CISC0575-LRE-6P Cisco 575LRE CPE devi c e (6 pack): 1-port Ethernet + 2 RJ-11 connectors 
CISC0575-LRE-24P Cisco 575LRE CPE devi c e (24 pack): 1-port Ethernet + 2 RJ-11 connectors 
CISC0585-LRE Cisco 585LRE CPE device: 4-port Ethernet + 2 RJ-11 connectors 
CISC0585-LRE-6P Cisco 585LRE CPE device (6 pack): 4-port Ethernet + 2 RJ-11 connectors 
CISC0585-LRE-24P Cisco 585LRE CPE device (24 pack): 4-port Ethernet + 2 RJ-11 connectors 
Cisco LRE 48 POTS Splitter 
PS-1 M-LRE-48 Cisco LRE 48 POTS Splitter: 48 ports 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some partsj:)ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the LRE Web site: http://www.cisco.com/go/lre 

Cisco Building Broadband Service Manager (BBSM) Version 5.2 
Cisco Building Broadband Service Manager (BBSM) is an access gateway for public 
access networks that enables simple, plug-and-play access, end user self-provisioning 
of services, customizable portal and advertising platforms and Web-based 
management, reporting and configuration. In addition, multiple automated 
authentication and billing options are supported, including credit card, RADIUS, 
property management systerri and ·access code. 

The Cisco BBSM platform manages Internet access services with no routine IT 
support, enabling property owners and service providers to offer services in remo te and 
unattended locations. BBSM supports tiered service leveis in order to deliver targeted 
customer offerings. For instance, a hotel can set-up daily network access for a series 
o f meetings providing a variety o f bandwidth/pricing options to capture lucrative 
meeting room revenue opportunities. 
The Cisco BBSM has been designed for compatibility with Cisco access-layer 
LAN products to provide a complete solution that enables service providers or property 
owners to create, market and operate broadband access services in new vertical markets 
such as: Hospitality, Higher-Education, and Public Access 

Cisco Building Broadband Service Manager (BBSM) Version 5.2 

) 
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Cisco BBSM Hotspot Server Version 1.0 :/~~i~ 
The Cisco Building Broadband Service Manager (BBSM) Hotspot server connect\ \ ~, )j· 
mobile users to broadband services anywhere, anytime. Cisco BBSM Hotspot is '\.,~'-~. ;- -;. :.:;>' 
a cost effective access management gateway suited for small- to medium-sized public ._ __ ·-·-'" 
access locations, as well as for visitor access in larger enterprise locations. BBSM 
Hotspot enables simple plug-and-play connectivity, end user self-provisioning of 
services, and multiple authentication options. 
BBSM Hotspot works with Cisco Local Area Network (LAN) products to provide a 
complete solution for secure wired and wireless Internet Access for visitors, guests and 
other temporary users. Use Cisco BBSM Hotspot to manage and operate broadband 
access services in public hotspots, small hotels, and public overlays on business 
networks. 

For More lnformation • 
See the BBSM Web site: http://www.cisco.com/go/bbsm 

Sample LRE Solution Overview-Broadband Internet Access for 
MxU 
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Optical Transport 

Optical Transport Products ata Glance 

Product 
Cisco ONS 15200 Metro 
DWDM Series 

Cisco ONS 15302/15305 
SDH Multiservice CPE & 
Aggregation Platforms 

Cisco ONS 15327 SONET 
Multiservice CPE & 
Aggregation Platfonn 

Cisco ONS 15454 SONET 
and ONS 15454 SDH 
Platforms 

Cisco ONS 15501 Erbium 
Doped Fiber Amplifier 

Cisco ONS 15216 and 
15501 Optical 
Transmission Families 

Cisco ONS 15530 Metro 
DWDM Aggregation 
Platform 

Features Page 
Cisco ONS 15252 and ONS 15201 DWDM solutions 8-3 
• Supports a mixture of point-to-point, hubbed, and meshed traffic patterns (SDH/SONET, 

Gigabit Ethernet over a range of line rates up to 2.5 Gbit/s) 
• Modular architecture, capacity may be added channel-by-channel in a highly cost-effective 

manner 
• High transmission efficiency for more channels, nodes and greater distances 
• Compact design 

The Cisco ONS 15302/0NS 15305 Multiservice CPE and aggregation solutions are 8-3 
ultra-compact integrated systems that extend next-generation optical networks (access 
nodes or CPE): 
• Low Cost Access or CPE Platform 
• E1, E3, DS3, 10/100 BaseT Ethernet and GigE 
• STM-1 (15302) or STM-1/4/16 (15305) 

Metro Edge Multiservice Provisioning Platform (MSPP) 8-4 
• Highly cost-efficient for delivering multiservices to the metro edge 
• Aggregates and switches TOM, 10/100/GigE, data and video services 
• Very small footprint 
lndustry-leading SONET Multi-service Provisioning Platform (MSPP) and SDH MSPP: 8-4 
• Aggregates DS1 , DS3, STS-1, OC-3, OC-12, OC-48 
• Supports OC-192 and mulitwavelength DWDM optics 
• Wide range of data interfaces, including 10/100/GigE, data and video 
• Designed for Enterprise and Servi c e Provider environments 8-5 
• Low-noise, gain flattened C-band optical amplifier 
• Complements the Cisco ONS 155xx DWDM solution 
• Capable of extending 100GHz, 32-channel, 2.5Gbps/10Gbps optical infrastructure over 

longer distances 
Cisco ONS 15216 Metro DWDM Series 8-5 
• Supports 321TU-grid wavelengths at 100 GHz spacing and provides unprecedented 

transport flexibility with optical filtering 
• Dptical Add/brop Multiplexing (OADM) 
• Optical Performance Monitoring and Amplification 
• The ONS 15216 allows carriers to deliver more services per wavelength and more 

wavelengths per fiber 
Cisco ONS 15501 Optical Amplifier 
• Constant flat gain of 17 dB over the 1530nm to 1563nm band simplifies network design. 
• Metro optimized auto gain control and variable gain 
• Low noise figure of <6.0 dB allows the use multi pie amplifiers in cascade 
• lnput-power range of -29 to O dBm 
Metro Optical DWDM Multiservice Aggregation Platform 8-5 
• Enables storage and data networking, transparent wavelength services, and legacy 

applications · 
• ESCON Aggregation up to 40 channels on 1 wavelength 
• Scales.from 2.5Gbps to 10Gbps 
• Supports wide range of protocols over optical infrastructure 
• Highly resilient network with flexible topology design options 

~ 
Opticál Transport Products ata Glance 
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• 
Product Features 
Cisco ONS 15540 Extended Highly modular and scalable next-generation Dense Wave Division Multiplexing (DWDM) 
Services Platform platform 

Cisco ONS 15600 
Multiservice Switching 
Platform (SONET/SDH) 

Cisco Transport Manager 
(CTM4.x) 
(Network Management) 

o Ideal for enterprises and servi c e providers 
o Delivers the integration oi data, storage and metro networking 
o Ultra-high bandwidth intelligent optical infrastructure 
o Supports any packet on any wavelength from any platform 

The Cisco ONS 15600 MSSP is a true multiservice switch, providing carrier class reliability, 
availability, serviceability, operations, and management. 
o Combines the functionality oi multi pie metro systems including SONET/SDH multiplexers 

and digital cross-connect network elements 
o Scalable, easy-to-use platform supports ali metrotopologies 
Carrier-class element management system 
o Ideal for servi c e provi der and enterprise networks 
o Supports Cisco ONS 15454/15327/15600 (SONET/SDH), 15540, 15530, 15501, 152xx, 

1580Xsystems 
o M anages la ult /performance/configuration/alarm/security/inventory/administrative tasks 
o Native Circuit/Equipment Provisioning for 15454/15327/15600 SONET/SDH productfamily 
o Northbound interfaces include SNMP, Tll and CORBA 
o lntegrates into OSS/BSS systems 
o Requires SUN/Solaris/UNIX server and Ora ele database 

Page 

Cisco 10720 Internet 
Router 

Service provider-class metro access services router 1-49 
o Optimized building block for the next generation metro IP network 
o Equipped with 24 ports of Ethernet technology for customer access and dynamic packet 

transport (DPT) technology for metro optical connectivity 
o Powered by Cisco lOS software and the parallel express forvvarding (PXF) architecture 
o Cost-effective, reliable platform supporting lu li suíte oi IP routing protocols 
• With DPT architecture, enables optimal fiber connectivity as well as features such as IP 

class of service, TLS, VoiP and VPN services 
See Chapter 1-Routers for more information on the Cisco 10720 Internet Router 

Sample Metro Optical Transport Solution Overview­
Delivering Multiservices to the Edge 
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Cisco ONS 15200 Optical 
Metro DWDM Series 
The Cisco ONS 15252, 15201, and 15216 are part o f 
the Cisco ONS 15200 Metro DWDM family, the first 
solution to deliver instant wavelengths to buildings, 
premises, or PoPs. 

The ONS 15252 and 15201 may be used to realize 
many sub-network topologies and can handle a mixture of point-to-point, hubbed, and 
meshed traffic patterns. Capacity may be added channel-by-channel in a highly 
cost-effective manner. Since they feature broadband transponders, a wide range oftraffic 
types may be handled (SONET/SDH, Gigabit Ethernet) over a range of line rates up to 
2.5 Gbs. Channel protection options include unprotected, client-protected, and ( optical 
channel) fiber protection. The ONS 15252 is a multi-channel unit and the ONS 15201 is 
a single channel unit node . Both have exceptionally small footprints and low power 
consumption. 
The Cisco ONS 15216 supercharges wavelength services by supporting up to 32 
ITU-grid wavelengths, and provides unprecedented transport flexibility with optical 
filtering, Optical Add/Drop Multiplexing (OADM), Optical Performance Monitoring and 
Amplification. It allows service providers to deliver more services per wavelength and 
more wavelengths per fiber. 
The Cisco ONS 15216 optical filter solution enables service providers to deploy 
point-to-point, bus, and ring networks using the terminal filter multiplexing and 
demultiplexing and OADM. The Cisco ONS 15216 platform provides an open and 
flexible solution to combine wavelengths launched by the Cisco ONS 15454, ONS 
15252, ONS 15201, and ONS 15540. The Cisco ONS 15216 supercharges wavelength 
services and extends Cisco's opticalleadership to metro regional DWDM. 

For More lnformation 

See the ONS 15200 Series Web site: http://www.cisco.com/go/ons15200 

Cisco ONS 15302/15305 SDH Multiservice CPE & Aggregation 
Platforms 

·, 

The Cisco ONS 15302/0NS 15305 Multiservice CPE and Aggregation solutions are 
ultra-compact integrated systems that offer cost effective solutions with short ROI. These 
platforms provide native multiservice capabilities (i.e., TDM interfaces, multiplexing 
and Ethernet data interfaces). These products can be managed under Cisco Transport 
Manager (CTM), Cisco's unified optical network management system. 
The ONS 15302 CPE platform provides the following TDM interfaces-STM-1 uplink 
(protected or unprotected STM-1 optical uplink, 1 + 1 MSP, future SNCP) and E1 
customer interfaces (12 E1 ports). This product also provides native Ethernet customer 
access via 4-port I 0/1 OOBaseT module that supports fulllayer 2 capacity, bridg ngos W'-e3/20os. ;0~ 
VLANs, spanning tre~, and priority management. An optional WAN moduleis a ailliMtl - CORREIOS ' 
for point to multi-point applications. - -

The ONS 15305 Aggregatio~ pl~tform provides the followi~g TDM interfaces "· _ O 6 O 8 
protected or unprotected opt1calmterfaces (8 port S-1 .1 optlcal module, 2 port ~~.1 -
optical module, 1 port S-16.1 optical module, 1 + 1 MSP, SNCP, 2F MS-SPRing for ~ 
STM-16) and electrical customer interfaces (8 and 63 port E1 modules anda 6 Brt ,. ~3 7 7 f1 o") 

oc. • 1 
Cisco ONS 15200 Optical Metro DWDM Series ---~ - · =-
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• T 0 3 module). This product also provides native Ethernet customer access via an 
i 0/100BaseT module anda 2-port GigE module (supports fulllayer 2 capacity, 

. M . . . g, VLANs,_spanning ~ree,_ and pri_orit~ management). An optional WAN module 
. ·.' (__~ _;.~ ,, · able for pomt to mulh-pomt apphcatwns. . 

'- ....._-~ r ore lnformation 

S e he ONS 15302/0NS 15305 web site: http://www.cisco.com/go/ons15300 

Cisco ONS 15454 and 15327 Multiservice 
Provisioning Platforms 
The Cisco ONS 15454 and ONS 15327 Multi-service 
Provisioning Platforms (MSPP) are key building 
blocks in today's optical networks due to their 
unprecedented transport performance and 
economics. They offer supercharged transport 

•
~~·~.· . J 
. i . . 

" 1 •t l o 

capability by combining the best of traditional SONET TOM (time division 
multiplexing) and statistical multiplexing in single units. 
The Cisco ONS 15454 aggregates traditional facilities such as OS1, OS3, STS-1, OC-3, 
OC-12, and OC-48 including multi-wavelength OWOM optics, but it also supports data 
interfaces for 10/1 00/GigE, data and vídeo. This enables drastically improved 
efficiencies in the transport layer and breakthrough cost savings for initial and life cycle 
deployment. A single ONS 15454 shelf can support combinations o f OC-3/c, OC-12/c, 
OC-48/c, and OC-192. 
The new Cisco ONS 15454 SOH MSPP offers an international optical transport solution 
that combines the best o f traditional SOH TOM and statistical multiplexing in a single 
platform. The Cisco ONS 15454 SOH MSP can aggregate traditional services such as E 1, 
E3, OS3, STM-1, STM-4, STM-16 and STM-64 including multi-wavelength OWOM 
optics, but is also designed to support data interfaces such as Ethernet/IP. 
The Cisco ONS 15327 combines industry-leading bandwidth capacity and service 
diversity in a very compact footprint, enabling service providers to achieve radical 
economics at the metro edge. Based on the same technology as the industry leading Cisco 
ONS 15454, the ONS 15327 supports high optical bandwidth and has the ability to drop 
a OS 1 from an OC-48 stream. With comprehensive STS- and VT-level bandwidth 
management and integrated data switching, the Cisco ONS 15327 also serves as a digital 
cross-connect without the need for .additional equipment. It aggregates and switches 
TOM, Ethernet, and ATM services, and can be managed using the Cisco Transport 
Manager element management system. 

For More lnformation 

See the ONS 15454 SONET Web site: http://www.cisco.com/go/ons15454 
See the ONS 15454 SOH Web site: http://www.cisco.com/go/15454sdh 
See the ONS 15327 Web site: http://www.cisco.com/go/ons15327 

Cisco ONS 15454 and 15327 Multiservice Provisioning Platforms 
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• 
,/:·--~~±;\.: ·sco ONS 15501 Erbium Doped 

(. ;·' /l S ti . er Amplifier 
\ , 'X- / tl} Cisco ONS 15501 is a low-noise, 

( 

· . - · · :.- áin-flattened C-band optical erbium doped 
/ ·fiber amplifier designed to extend the distance o f today's metro high-bandwidth optical 

network beyond existing optical budget constraints. The Cisco ONS 15501 complements 
the Cisco ONS 155xx DWDM and Catalyst 6500 solutions, providing customers with the 
capability to extend their 2.5-Gbps or 1 0-Gbps optical infrastructures over greater 
distances. Packaged in a one-rack-unit (1 RU) chassis, the Cisco ONS 15501 incorporates 
features such as 17-dB constant flat gain, automatic gain control, and low noise figure 
for excellent Optical Signal to Noise Ratio (OSNR) characteristics. 

For More lnformation 

See the Cisco ONS 15501 Web site: http://www.cisco.com/go/ons15501 
• 

Cisco ONS 15530 
The Cisco ONS 15530 is a DWDM (dense wavelength 
division multiplexing) multiservice aggregation platform. 
The ONS 15530 can be used in applications such as storage 
networking, data networking, transparent wavelength 
services, and legacy SONET I SDH I ATM. These features 
make the ONS 15530 an excellent choice for building a 
scalable, ultra-high-bandwidth-ready, intelligent optical 
aggregation and transport infrastructure. 

Key Features 

• Aggregation-up to 40 ports o f ESCON o r 8 ports o f Fibre Channel, FICON, o r 
Gigabit Ethemet per wavelength, lowering total cost of ownership through 
bandwidth efficiency 

• Scalability- up to 32 wavelengths ranging from 2.5Gbps to 10Gbps for network 
growth and design flexibility 

• Multiservice Interfaces-protocol-independent transponders supporting data rates 
between 16Mbps, to 2.5Gbps for protocols such as ESCON, FICON, Fibre 
Channel, 2G Fibre Channel, Gigabit Ethemet, SONETISDH, Digital Video, and 
other protocols 

• Cost-efficient point-to-point fiber trunk protection capability using the Protection 
Switch Module 

· • Complete Amplification Solution-Together with ONS 15501 EDFA optical 
amplifier, the VOA modules enables enterprises and service providers to further 
expand their optical DWDM networks over greater distances . 

• Design Flexibility-can be used to deploy Point-to-point, Hub Ring, or Mesh Ritt~--­
networks 

• Network assurance:-through high availability and resilient optical design 

• IOS-based-easily integrates into existing Cisco networks 

For More lnformation 

See the Cisco ONS 15530 Web site: http://www.cisco.com/go/ons15530 
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o ONS 15540 Extended Services 
rm (ESPx) 

ONS 15540 Extended Services Platform with 
externai cross connect capability (ESPx) is a highly 
modular, flexible, and scalable next generation dense 
wave division multiplexer (DWDM) platform that 
integrates data networking, storage area networking 
(SAN), time division multiplexing, (TOM) 
Synchronous Optical Network (SONET) and 
Synchronous Digital Hierarchy (SDH) technologies 
over an ultra high bandwidth, intelligent optical 
infrastructure that can support any packet, over any 
wavelength on any platform. 
• Flexible Multi•Protocol Support-The Cisco ONS 

15540 offers both variable rate transparent and fixed rate multi-protocol 
transponders that feature user selectable small form factor pluggables (SFPs) and 
support a variety ofindustry standard data rates between 16Mbps to 2.5Gbps as 
well as 10Gb Ethernet 

• Scalable, flexible, and modular architecture in a high-density compact footprint­
Provides superior operational support and network expansion on an as needed 
basis through its hot swappable modular lines cards, transponders, and optical 
multiplexers 

• Simple Network Consolidation and Comprehensive Multi Service Support 
provided by the available ONS 15540 2.5GB and 10GbE transponders 

• Optical, Service, and Application Levei Performance Monitoring-provides 
industry-leading supports for service levei agreements (SLAs) 

• High Availability for mission criticai networks-Provides 99.999% availability 
for demanding Managed Network Service Providers and enterprise business 
continuance applications, with hardware redundancy and automatic protection 
switching to protect against fiber cuts and equipment failures 

• Multi-Service Integration-Transports ESCON, FICON, 1Gb/2GB Fibre Channel 
for Storage Area Networking (SAN), Fast and Gigabit Ethernet, and 10Gb 
Ethemet for data networkihg, and SONET/SDH at OC-3/STM1, OC-12/STM4, 
and OC-48/STM12 

~ Cisco ONS 15540 Extended Services Platform (ESPx) 

• • 
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r r {LLj ·.:, 
\ · < :; /k 1y Features: 

• 

( 

·. · -\ - ' . ·' Compact modular design with externai connectorization: Externai Direct Connect 
system from Line card to OADMs; Optional cross connect and fiber management 
system 

• Transparent Tuneable Variable data rate Type 1 Transponders: 16Mbps to 
622Mbps MM fiber support; 16Mbps to 2.5Gbp SM fiber support; 16 Tuneable 
transponders support 32 channels for reduced sparing costs; Multi-protocol 
support for Enterprise 

• Tuneable Type 2 Transponders with Multi Protocol Small form Factor Pluggables 
(SFPs) : Variable data rate support between 16Mbps to 2.5Gbps; 16 Tuneable 
transponders support 32 channels for reduced sparing costs; Multi-protocol SFP 
Support 

• Standards based Management support for SNMP, Ciscoview and Cisco Transport 
Mapàger ( CTM) 

• Protection Switch Module provides highly cost effective solution for fiber trunk 
protection 

• Standards based Optical architecture conforming to ITU 0.692 1 OOGHz channel 
spacmg 

• This system has been qualified by IBM for Geographically Dispersed Parallel 
Sysplex (GDPS), and by EMC for Symmetrix Synchronous support as tested in 
their E-LAB environment 

For More lnformation 

See the Cisco ONS 15500 Series Web site: http://www.cisco.com/go/ons15500 

Cisco ONS 15600 Multiservice Switching Platform 
The Cisco ONS 15600 provides unparalleled flexibility in 
designing next generation metro networks. Fully engineered and 
optimized for metro networks, the Cisco ONS 15600 MSSP 
simplifies and revolutionizes bandwidth management in the metro 
core by allowing service providers to seamlessly integrate their 
metro core and met'ro edge networks, while dramatically reducing 
initial turn up costs . Delivering scalability to 960 Gbps of traffic 
in a single rack, it complements the market-leading Cisco ONS 15454 Multiservice 
Provisioriing Platform (MSPP) by leveraging its proven architecture and operating 
software. This allows service providers to dramatically simplify their metro networks and 
realize immediate cost, space and operational benefits. The Cisco ONS 15600 MSSP 
provides complete integration o f metro core and edgenetworks for service provisioning 
and network management. 

For More lnformation 

See the ONS 15600 Series web site: http://www.cisco.com/go/ons15600 
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iC,isco Transport Manager (CTM 4.x) 
-Eiement/Network Management) 

Cisco Transport Manager is an integrated 
optical element management system for Cisco 
ONS 15000 series optical networking 
platforms. CTM manages configuration, fault 
isolation, performance, and security for Cisco 
optical network elements. With integrated 
support for SONET, SDH, DWDM and 
Ethemet, along with open interfaces to 
operations support systems (OSS), CTM 
delivers the full power ofCisco's wide range of 
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advanced optical systems to today's network operators and enterprises. 
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Cisco lOS® Software & Network Management Products ata Glance 

Product 
CiscoWorks for• 
Windows 

Features 
An entry levei suite of integrated network management tools for smaller networks: 
• Event management and topology mapping application 
• lncludes Cisco's popular CiscoView Element Management Tool 

Cisco lOS Software Feature-rich network operating system supported on wide range of Cisco products 
• Provides a common IP fabric, functionality, and command-line interface (CLI) across network 

infrastructures 
• Enables a vast array of key routing, multiservice, traffic shaping, security/firewall, and traffic 

monitoring applications, anda broad variety of network connections 
CiscoWorks Small Web-based network management solution designed for small to medi um businesses (SMB) 
Network Management • Device auto-discovery using SNMP simplifies setup and reduces startup time 
Solution • Standards-based, multi-vendor management 

• Event management and topology mapping application 
• lncludes Cisco's popular CiscoView Element Management Tool 

Page 
9-2 

9-4 

9-11 

CiscoWorks Routed 
WAN Management 
Solution 

A comprehensive set of applications for managing the router elements of a multiservice Enterprise 9-13 
wide-area network. This bundle includes Access Control List Manager, lnternetwork Performance 
Monitor, Resource Manager Essentials, and CiscoView 

CiscoWorks LAN Provides key applications needed to manage Cisco switch-based Enterprise campus networks. 9-14 
Management Solution This bundle includes Campus Manager, Oevice Fault Manager, nGenius Real Time Monitor, Resource 

Manager Essentials, and CiscoView 
CiscoWorks Combines general devi c e management tools for configuring, monitoring, and troubleshooting 9-16 
VPN/Security enterprise networks with powerful security solutions for managing virtual private networks (VPNs), 
Management Solution firewalls, and network and host-based intrusion detection systems (lOS). This bundle includes 

Management and Monitoring Centers, Cisco lOS Host Senso r and Console, Cisco Se cure Policy 
Manager, VPN Monitor, Resource Manager Essentials, and Cisco View 

CiscoWorks Manager A suite of telephony management applications that ensures the readiness and manageability of 9-18 
IP Telephony converged networks supporting VoiP and IP telephonytraffic and applications. The bundle includes 
Environment Monitor V01ce Health Momtor, Oefault Fault Manager, C1scoView, and Oownloadable Modules: IP Phone 

CiscoWorks Voice 
Manager for Voice 
Gateways 

CiscoWorks 
OoS Policy Manager 
(OPM) 
Cisco Ethernet 
Sub!!criber Solution 
Engine 

CiscoWorks Hosting 
Solution Engine 

lnformation Utility, IP Phone Help Oesk Utility, Fault History Manager 
Enables the management and monitoring of devices used as gateways between analog voice 
equipment and the data network. 
• Enhanced capabilities to configure and provision voice ports 
• Create a~·d modify dia I plans on voice-enabled Cisco routers for voice over IP (VoiP), voice over 

Frame Relay (VoFR), and voice over ATM (VoATMl network deployments 

9-19 

Enables centralized administration and automated deployment of bandwidth reservation and 9-21 
prioritization policies for criticai network applications 
• Differentiates services of Web applications, voice traffic, and business-critical applications 

A hardware-based management system for metro access networks that use the Cisco ONT 1000 9-22 
Gigabit Ethernet Series Optical Network Terminator. 
• Enables complete remote management and troubleshooting of the customer demarcation pointfor 

Ethernet over fiber 
A hardware-based content management solution for e-business operations in Cisco-powered data 9-24 
Centers. This product provides network infrastructure monitoring and Layer 4-7 hosted services 
configuration and activation. 

CiscoWorks Wireless 
LAN Solution Engine 

A hardware paced wireless lAN management solution that provides template-based configuration 9-23 f~~------· -- ·----·-·----,, 
with user-defined groups to effectively manage a large number of access points and bridges 

Cisco Catalyst 6500 
Series Network 
Analysis Modules 1 
and 2 

• Monitors LEAP authentication servers 
• Enhances security managementthrough mis-configuration detection on access points and bridges 
NAM is an integrated, n mstrumentation and Web-browser based 
solution for the Catalyst 6500 based environments. lt enable greater visibility into traffic at alllayers 
of the network by providing real time traffic analysis and troubleshooting capabilities. 

Cisco lOS® Software & Network 
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Product Features Page 
Cisco Secure User 
Registration Tool 
(URT) 

Provides organizations with increased LAN security by actively identifies users within the network 5-15 
and c reates use r registration policy bindings that help support mobility and tracking: 

Cisco Secure Access 
Control Server (ACS) 
for Windows 

• Ensures that users are associated with their authorized subnetNLAN; Addresses the challenges 
associated with campus use r mobility; Supports Web-based authentication for Windows. 
Macintosh, and Linux client platlorms; Secure user access to the VLAN with MAC address-based 
security option 

Option to allow multi pie users connected to a hub access to a VLAN served by single switch port 
See Chapter 5-VPN and Security for more information on Cisco Secure Use r Aegistration Tool 
Contrais the authentication, authorization, and accounting (AAA) oi users and administrators to 5-14 
network devices and services; Operates as a centralized Remate Access Di ai-In User Servi c e 
(AADIUS) or Terminal Access Controller Access Contrai System (TACACSt) serve r; Supports 
Lightweight Directory Access Protocol (LDAP) user authentication; Data replication and backup 
services; Flexible use r and group policy contrais; Support for Cisco 802.11x Catalyst Switch and 
Wireless solutions; Extensible Authentication Protocol (EAP) enhancements to support Protected 
EAP (PEAP) for wireless LANs 
Ali administrative access is encrypted with SSL 
See Chapter 5-VPN and Securitylor more information on CiscoSecure Access Contrai Serve r (ACS) 
for Windows 

CiscoWorks for Windows 
CiscoWorks for Windows is a 
powerful set o f network management 
tools to easily manage your small to 
medium network or workgroup. lt 
provides information such as dynamic 
status, statistics, and comprehensive 
configuration information for Cisco 
routers, switches, hubs, and access 
servers. Using the included WhatsUp 
Gold from Ipswitch, you can also 
monitor printer, workstations, servers 
and important non Cisco network 
serv1ces. 

Whento Sell 

Sell This Product 
CiscoWorks for Windows 

When a Customer Needs These Features 
• A single solution for managing ali resources attached to a small multivendor network 
• A smaller solution, where centralize management oi configurations oi a software distribution is not 

needed 
• Low-cost network management 
• Needs to quickly understand basic network connectivity, access individual devi c e configurations 

and statistics, and troubleshoot problems 

Also available for small and inediúm size customers is the CiscoWorks Small Network 
Management Solution (Small NMS). Small SNMS includes all the features above and 
includes CiscoWor:ks Resource Manager Essentials (Essentials) which provides 
additional functionality that allows the customer to ofbuild and maintain an up-to-date 
hardware and software inventory for up to 20 devices in a network. 

• CiscoWorks for Windows -
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\, __ _.,, .. c> co Works for Windows provides the following features when used in conjunction 
---~ith WhatsUp Gold from Ipswitch (included in the CiscoWorks for Windows 

package) : 
• Automatic discovery process for networked devices 
• Management o f network hardware, printers, servers, and workstations 
• Customizable monitoring of services such as FTP and HTTP 
• Access to extensive data on port status, bandwidth utilization, traffic statistics, 

protocol information, and other network performance statistics 
• Flexible graphing capabilities for quickly recording and analyzing historical data 

that can be exported to files 
• Management Information Base (MIB) compiler and browser for managing 

third-party SNMP devices 
• Tool~to simplify device configuration and management for Cisco routers, switches, 

and access servers 
• Threshold management features that can be set for many performance variables to 

generate an alarm or event notification 
• Flexible event notification, including voice, paging, and e-mail notification of 

user-defined events 

CiscoWorks for Windows Components 

Cisco Works for Windows includes the following tools: 
• WhatsUp Gold from Ipswitch, Inc.-Provides network discovery, mapping, 

monitoring, and alarm tracking 
• Cisco View- Provides back- and front-panel displays; dynamic, color-coded 

graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Threshold Manager-Enhances the ability to set thresholds on Cisco 
RMON-enabled devices, reducing management overhead and improving 
troubleshooting capabilities 

• StackMaker-Allows users to combine multi pie Cisco devices o f specific types into 
a single stack and visually manage them in a single window 

• Show Commands::-Displays detailed router system and protocol information 
without requiring the user to remember complex Cisco lOS Software command-line 
languages or syntax 

Specifications 

· Feature 
Hardware Requirements 

CiscoWorks for Windows 
266 MHz Pentium-based IBM PC ar compatible computer 
128-MB RAM total 

Software Requirements 
1 GB free hard drive space t-"1-«-:J-S-N'"-·=·'-':l&l.l:l· -.---~ ------;.---::·----~ 
Windows 98, Windows NT 4.0, ar Windows 2000 ovr<cvv~ 

___________ N_e_ts_c~ap_e_4._61~,4-.7~,4_.7_6_or_l_nt_er_ne_t_Ex~p_lo_re_rs_.o~,5-. 1~,5_.s ________ +-~~~-CORREIOS 

Selected Part Numbers and Ordering lnformation 
CiscoWorks for Windows 
CWW-6.1-WIN 
CWW-6.1-WIN-UP 
CWW-6.1-WIN-MR 

CiscoWorks for Windows 6.1 
Upgrade to CWW6.1 for Windows from CWW 5.0 
Maintenance Release: Requires existing CWW 6.0 -June 02 

Fls : 
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~ 1 ~or More lnformation 

~,)ee the CiscoWorks for Windows Web site: http://www.cisco.com/go/cwwin 

Cisco lOS® Software 
Cisco 's lOS Software is a feature-rich network operating system that provides network 
intelligence for the majority of today 's Internet and for mosto f the world's 
business-critical networking applications. 
Supporting Cisco 's extensive range o f platforms, Cisco lOS Software provides a 
common IP fabric, functionality and command-line interface (CLI) across network 
infrastructures. Cisco lOS Software enables a vast array o f key routing functions, 
multi-service capabilities, traffic shaping, connections, security/firewall protection, 
traffic monitoring, and highly flexible network and product configuration. 
Below is an abbreviated list o f key capabilities, intelligent network technologies, and 
architectures eri.abled by Cisco lOS Software: 
• Quality of Service (QoS) 
• Converged data, voice, and video over IP 
• IP/ATM/Frame Relay network connectivity and scalability features 

• Security/firewall/IPSec/access lists 
• Traffic monitoring and NetFlow based monitoring, accounting, and billing 
• Wide range o f routing protocols (including MPLS) 

• 1Pv6 
• Multicast 

Quality of Service (DoS) 

The promise o f networking is sharing networked resources among many users and 
applications for greater productivity and competitive advantage. Cisco lOS quality of 
services (QoS) capabilities enable complex networks to control and predictably service 
a variety o f applications. Every network needs QoS for optimum efficiency, whether it 
is for a small business, large enterprise, or a service provider. 
QoS expedites the handling of mission-critical applications, while sharing network 
resources with non-critical applications. QoS also ensures available bandwidth and 
minimum delays required by.time-sensitive multimedia and voice applications. lt also 
gives network managers control over network applications, improves cost-efficiency o f 
WAN connections, and enables advanced differentiated services. QoS technologies are 
elemental building blocks for other Cisco lOS enabling services-particularly for 
converged data and voice networks (LAN/WAN + telephony), video conferencing over 
IP, and IBM networking, and for future business applications in campus, WAN, and 
service provider networks . 

Key OoS Capabilities: 

Committed Access Rate (CAR) 

Differentiated Services (DiffServ) 

Expedited Forwarding (EF) 

Performs two QoS functions: 
• Bandwidth management through rate limiting, which allows you to control the maximum 

r~te for traffic sent or received on an interface 
• Packet classification through IP precedence and QoS group setting, which allows you to 

partition your network into multi pie priority leveis or classes of servi c e (CoS) 
OoS architecture that divides traffic into a small number of classes and provides QoS to 
large aggregates of traffic by treating some traffic better than the rest (faster handling, 
more bandwidth on average,lower loss rate on average). This is a statistical preference, 
nota hard and fast guarantee. 
Per·Hop Behavior (PHB) in the DiffServ standard, used to c reate a virtualleased line 
servi c e. 

• Cisco lOS® Software -
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information it requires, and the information it exports. 

'·. . ·. )landom Early Detection (RED) Monitors traffic leveis on very large networks to prevent congestion and guarantee priority 
'··........._____,/ traffic delivery. 
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Weighted Fair aueueing (WFQ) Adds new leveis of control to previous queuing methods · 

Weighted Random Early Detection 
(WRED) 

Combines the capabilities of the random early detection (RED) algorithm with IP 
precedence o r the differentiated seNices c ode point (DSCP). This combination provides for 
preferential traffic handling for higher-priority packets. 

Key OoS Categories 

Classification • Committed Access Rate (CAR) 
• Policy Based Routing (PBR) 
• OoS Policy Propagation Through BGP 

Congestion Management • First in First Out (FIFO) 
• Priority Oueueing (PQ) 
• Custem Oueueing (CO) 
• Weighted Fair Oueueing (WFQ) 
• Weighted Random Early Detection (WRED) 

Policy and Shaping • Committed Access Rate (CAR) 
• Generic Traffic Shaping (GTS) 
• Frame Relay Traffic Shaping (FRTS) 

Link Efficiency Mechanisms • Compressed Real Time Protocol (CRTP) 
• Link Fragmentation and lnterleaving (LFI) 
• Data Compression 

Converged LAN/WAN and Telephony Networks 

A broad range o f Cisco products support standards-based voice o ver packet 
implementations, including H.323-based Voice over IP (VoiP). These products enable 
highly efficient, converged IP-based telephony in today's enterprise and service 
provider networks, thereby eliminating the need for legacy telephone equipment and 
overlay networks (including PBXs and central office circuit switched network 
equipment). Furthermore, a single IT organization can now support campus and 
enterprise requirements-regardless if for data, voice, or video requirements. 
In addition, Cisco voice over packet technologies enable businesses and service 
providers to avoid long distance telephone charges by leveraging their existing data 
networks, instead o f paying for dedicated voice connections and circuits. 

Cisco Connectivity and Scalability Solutions 

A wide range of access solutions are enabled via Cisco lOS Software including: 
• Virtual Private Networking; DSL; Dial Access (including ISDN, modem, fax, voice) 
• Frame Relay, X.25 
• ATM; VoiP, VoFR, VoATM 
• SONET, OC-x/STM-x, Packet-over-SONET 
• Broadband Services Aggregation (includes large-scale PPPoE, PPPoA, L2TP 

tunneling) 

• Cable Access Solutions 

Security 

Cisco 's powerful suite o f Cisco lOS Software-embedded security and firewall 
technologies includes: O 
Digital Signature Standard (DSS) and Positively authenticates users or devices 613 
digital certification Fls · 
Network Address Translation (NATt H ides private topology and IP addresses from an externai network "7 
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Time-based Access Control Lists (ACLsllmplements access lists based on time of day 
Password Authentication Protocol Allows a remete node to establish its identity using a two-way handshake 
(PAPI 
Terminal Access Controller Access Gives complete network access securityfor dial-in connections, for enterprise and servi c e 
Control System Plus (TACACS+I and provi der applications 
Remote Access Dia l-in User Service 
(RADIUSI 
Challenge Handshake Authentication 
Protocol (CHAPI 
Calling Line ldentification (CU DI 

Allows a remete node to establish its identity using a three-way handshake 

Uses calling line identification to compare the telephone number of a calling devi c e against 
a list of known callers 

Access Lists Checks the source address of packets (standard access lists) and checks the source and 
destination addresses and other parameters (extended access lists) 

Context-Based Access Control (CBACI Provides se cure, application-based stateful filtering for the most popular protocols anda 
wide variety of advanced applications; available in the Cisco lOS Firewall feature set 

Cisco lOS Netflow 

N etflow technology provides the metering base for a key set o f applications including 
network traffic accounting, usage-based network billing, network planning, network • 
monitoring, outbound marketing, and data mining capabilities for both service provider 
and enterprise customers. Cisco provides a set ofNetflow applications to collect 
exported Netflow data, to perform data volume reduction, and to post-process and 
display data. Cisco is currently working with a number o f partners to provide customers 
with comprehensive solutions for Netflow-based billing, planning, and monitoring. 
Netflow also provides the measurement base for Cisco's new Internet Quality of 
Service (QoS) initiatives. Netflow captures the traffic classification or precedence 
associated with each flow, enabling differentiated charging based on Quality of 
Service. 
Furthermore, the combination of Netflow data along with Cisco lOS Software-based 
routing information can prove key to developing effective security policies and 
preventive measures for Denial of Service (DoS). 

Cisco lOS Routing Services 

Cisco IOS Software has long been recognized for its rich support ofmultiple protocols 
including IP, Novell IPX, SNA, AppleTalk, DECnet, OSI, and Banyan VINES 

IP Routing Protocols 

Cisco IOS Software offers the industry's widest variety of enterprise and service 
provider-class routing protoçols, including On Demand Routing (ODR), Routing 
Information Protocol (RIP), Interiór Gateway Routing Protocol (IGRP), Open Shortest 
Path First (OSPF), IP Multicast, Integrated IS-IS , Enhanced Interior Gateway Routing 
Protocol (EIGRP), Border Gateway Protocol (BGP), and MPLS 

Multi Protocol Label Switching (MPLS) 

Cisco IOS MPLS fuses intelligent routing capabilities with the performance of 
switching. It provides significant benefits to networks with pure IP architectures and 
those with IP and ATM or a mix o f other Layer 2 technologies. MPLS technology is 
key to implementing scalable Virtual Prlvate Networks (VPNs) and end-to-end QoS, 
enabling efficient utilization o~ existing networks to meet growth needs and to rapidly 
correct link fault and node failure. This technology also helps deliver highly scalable, 
differentiated IP services with simpler configuration, management, and provisioning 
for both Internet service providers and end-user customers. 

• Cisco lOS® Software 
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-- directed through a specific path, which may not necessarily be the least-expensive 
path. Network managers can implement policies to ensure optimal traffic 
distribution and improve overall network utilization · 

• Guaranteed bandwidth is a value-added enhancement to traditional 
traffic-engineering mechanisms. MPLS lets service providers deliver guaranteed 
pipes and bandwidth allocations. Guaranteed bandwidth also allows bookkeeping of 
quality-of-service (QoS) resources to traffic engineer both premium and best-effort 
traffic such as voice and data 

• Fast reroute (FRR) allows extremely quick recovery if a node or link fails. Such fast 
recovery prevents end-user applications from timing out and also prevents loss of 
data 

• MPL.S VPNs greatly simplify service deployment compared to traditional IP VPNs. 
As the number of routes and customers increases, MPLS VPNs easily scale, while 
providing the same levei o f privacy as Layer 2 technologies. In addition, they can 
transport non-unique IP addresses across a public domain 

• MPLS class-of-service (CoS) capability ensures that important traffic is given the 
appropriate priority over the network and that latency requirements are met. IP QoS 
mechanisms can be seamlessly implemented in an MPLS environment 

MPLS Mechanisms 

Cisco lOS MPLS delivers both traffic engineering (TE) and VPN solutions built on the 
following mechanisms: 
• Cisco AutoBandwidth Allocator: Automatically increases or decreases MPLS TE 

tunnel bandwidth based on measured traffic load 
• Constraint-based Routing Label Distribution Protocol (CR-LDP): A signaling 

mechanism used to support TE across a MPLS backbone 
• Fast Reroute (FRR): Enables quick recovery in case o f link failures, which prevents 

end-user applications from timing out and also prevents loss of data 
• Label Distribution Protocol (LDP): Provides communication between edge and core 

devices. lt assigns labels in edge and core devices to establish Label Switched Paths 
(LSPs) in conjunction with routing protocols such as OSPF, IS-IS, EIGRP, or BGP 

• Transmission Coiltrol Protocol (TCP): Connection-oriented transport-layer protocol 
that provides reliable full-duplex data transmission. Parto f the TCP/IP protocol stack 

For Morelnformation 

See the Cisco lOS MPLS Web site: http://www.cisco.com/go/mpls 
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~ \ · IP Multicast and Multicast Solutions 
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~ J IP Multicast is a bandwidth-conserving technology that reduces traffic by 
' si~u~taneously delivering a. sin~le stream o f information to tho~sands o f corp~rate 
rectptents and h ornes. Apphcattons that take advantage o f multtcast technol?gtes 
include vídeo conferencing, corporate communications, distance learning, and 
distribution of software, stock quotes, and news. 
Multicast technology is key to preventing severe network slowdown and Cisco lOS 
Multicast is the gateway to Internet broadcasting applications. Internet service 
providers (ISPs) and content providers use Cisco lOS multicast solutions successfuliy 
to host events such as live concerts, radio shows, and footbali games. 

Another application o f multicast technologies relates to replacing dedicated 
point-to-point telephone/voice circuits and specialized bridging and mixing multi-user 
audio conferencing telephone equipment for "always-on" service (referred to in some 
industries as "H9ot & Holier" systems). This ability eliminates the need for dedicated, 
costly, overlay-voice networks and point-to-point telephone company circuits, and 
aliows the same capabilities to be implemented over a converged IP network without 
requiring users to dial in. 

Multicast Solutions 

Cisco lOS Multicast solutions are classified as Multicast-Lite, Core Multicast, and 
Enhanced Multicast, andare the building blocks for Internet broadcast. Customers can 
start with Multicast-Lite, then add more sophisticated interactive communication 
capabilities, as needed. 

• Multicast-Lite provides for one-to-many broadcast capability with no back channel. 
This solution is eminently suitable for content distribution and broadcasting over the 
Internet. It does not require setting up o f source discovery across domains and 
autonomous systems. Multicast Lite includes Protocol Independent Multicast 
version 2 (PIMv2), Internet Group Management Protocol (IGMPvllv2/v3) or 
Universal Resource Locator Rendezvous Directory (URD). 

• Core Multicast provides interactive, reliable campus multicast for interactive 
distance learning, corporate videoconferencing, inventory updates, software 
distribution, and content distribution. Core Multicast includes PIM, IGMP, Cisco 
Group Management Protocol (CGMP), and now Pragmatic General Multicast 
(PGM). 

• Enhanced Multicast provides interactive Internet Multicast across domains for 
network gaming, inter-company conferencing, Internet software distribution, and 
extranet content distribution. Enhanced Multicast includes Multicast Border 
Gateway Protocol (MBGP) and Multicast Source Discovery Protocol (MSDP) in 
addition to ali the protocols supported in Core Multicast. 

Multicast is available across ali Cisco lOS Software-based platforms, including Cisco 
routers and Catalyst family switches. Multicast-supported routing platforms include 
the foliowing: Cisco 1600, 2500, 2600/2600XM, 3600, 3700, 3800, 7200, 7500, and 
12000 series; it also is available on Catalyst 6000 and 8500 platforms. 

• Cisco lOS® Software 
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Multicast Features ~;~~ 
Cisco has the greatest depth o f experience with IP Multicast in the industry, and offe\s ·, / ! 
multicast features sue h as: \ .... _ ;.~· · \ ·'., _/ 
Bi-dir PIM 

Cisco Group Management Protocol 
(CGMP) 

An extension to the PIM suite of protocols that implements shared sparse trees with 
bi-directional flow of data. 
Cisco-developed protocol that aliows Layer 2 switches to leverage IGMP information on 
Cisco routers to make Layer 2 forwarding decisions. 

Internet Group Management Protocol v2 Used by IP routers and their immediately connected hosts to communicate multicast group 
(IGMP) membership states: 

• Query: IGMP messages originating from the router(s) to elicit multicast group 
membership information from its connected hosts 

• Report: IGMP messages originating from the hosts that are joining, maintaining ar leaving 
their membership in a multicast group 

Internet Group Management Protocol v3 Version 3 of IGMP adds support for "source filtering," that is, the ability for a system to 
(IGMP) report interest in receiving packets only from specific source addresses, ar from ali but 

specific source addresses, sent to a particular multicast address. 
IGMP Snooping Requires the LAN switch to examine, ar "snoop," some Layer 3 information in the IGMP 

packet sentirem the hostto the router. When the switch hears an IGMP Reportfrom a host 
for a particular multicast group, the switch adds the host's port number to the associated 
multicast table entry. When it hears an IGMP Leave Group message from a host, it removes 
the host's port from the ta ble entry. 

Inter doinain Multicast Supports inter-doma in routing and source discovery across the Internet ar across multi pie 
domains comprising an enterprise 

lntra doma in Multicast Supports multicast applications within an enterprise campus 

Multicast Source Discovery Protocol 
(MSDP) 
Multicast Routing Monitor (MRM) 

Multi-protocol Extensions for Border 
Gateway Protocol (MBGP) 

Pragmatic General Multicast (PGM) 

Protocollndependent Multicast (PIM) 

Unidirectional Link Routing (UDLR) 
Protocol 

URL Rendezvous Directory (URD) 

For More lnformation 

A mechanism to connect multi pie PIM sparse-mode (SM) domains. MSDP aliows multicast 
sources for a group to be known to ali rendezvous point(s) (RPs) in different domains. 

A management diagnostic tool that provides network fault detection and isolation in a large 
multicast routing infrastructure 
Also known as BGP+, MBGP adds capabilities to BGP to enable multicast routing policy 
throughout the Internet and to connect multicast topologies within and between BGP 
autonomous systems. 
A reliable multicasttransport protocol for applications that require ordered, duplicate-free, 
multicast data deliveryfrom multi pie sources to multi pie receivers. PGM guarantees that a 
receiver in a multicast group either receives ali data packets from transmissions and 
retransmissions, ar can detect unrecoverable data packet loss. 
A multicast routing architecture that enables IP multicast routing on existing IP networks: 
• SM = Spare Mede (RFC 2362): Relies upon an explicitly joining method before attempting 

to send multicast data to receivers of a multicast group. 
• DM = Dense Mode (Internet Draft Spec): Actively attempts to send multicast data to ali 

potential receivers (flooding) and relies upon their self-pruning (remova i from group) to 
achieve desired distribution. 

A routing protocol that provides a way to forward multicast packets ave r a physical 
unidirectional interface (such as a sateliite link of high bandwidth) to stub networks that 
have a back channel 
Directly provides the network with information about the specific source of a content 
stream. lt enables the network to quickly establish the most direct distribution path from the 
source to the receiver, thus significantly reducing the time and effort required in receiving 
the streaming media. URD aliows an application to identifythe source ofthe content stream 
through a web page link ar web directly. 

See the Multicast Web site: http://www.cisco.com/go/multicast 
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:_ ;nternet Protocol version 6 (1Pv6), most notably offers expanded IP addresses to 
accommodate the proliferation of Internet devices such as personal computers, 
personal digital assistants, wireless devices, and new Internet appliances-and the 
expansion of Internet access, particularly "always-on" connections throughout the 
world. 1Pv6 also provides integrated auto-configuration for "plug-and-play" 
capabilities, enhanced mobility and end-to-end security. 
Incorporating 1Pv6 in to Cisco lOS Software further enables growth o f the Internet and 
expansion into new applications and capabilities, while maintaining compatibility with 
existing Internet services. Cisco 's 1Pv6 solution was first made available in Cisco lOS 
Software Release 12.2(1)T. Platforms supported include: Cisco 800, 1700, 2500, 
2600/2600XM, 3600, 7100, 7200, and 7500 Series Routers, and Cisco AS5300 and 
AS5400 Universal Access Servers. 

For more inforJ)1ation 

See the Cisco lOS 1Pv6 Web site: http://www.cisco.com/go/ipv6 

Cisco lOS Software Release Process 

There are three categories o f Cisco lOS Software releases: Early Deployment, Major, 
and General Deployment (GD) releases. 
• Early Deployment releases (i.e. T, S, X, E release families)-Provide advanced 

networking technologies to customers for delivery o f leading-edge Internet 
applications. These offer new software capabilities, new platforms, and interface 
extensions. Customers for whom receiving a new feature is criticai to their 
competitive advantage will benefit from these releases 

• Major releases (i.e. Release 12.2)-Consolidate features, platform support, and 
functionality from early deployment releases, and emphasize stability. Regular 
maintenance releases do not introduce new functionality or platform support, but 
provide continuous improvement and greater quality, leading to general deployment 

• General Deployment certification (i.e. Release 12.0) Releases-Have had extensive 
market exposure in a wide range o f network environments and are qualified through 
extensive metrics that analyze stability, software defect trends, and customer 
satisfaction surveys. Used for major, business-critical applications 

At some point, GD releases are replaced by newer releases with the latest networking 
technologies. A release retirement process has been established with three principal 
milestones: End of Sales (EOS), End of Engineering (EOE), and End of Life (EOL). 

For More lnformation on Cisco lOS Software 

See the Cisco lOS Software Web site: http://www.cisco.com/go/ios 

• Cisco lOS® Software ••••• 
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Cisco Network Management Overview \ ; ( 7~~ ) ;) 
Cisco is transforming traditional network management by focusing on the strengths ot\~ .... _ . <-1 

.. / 

Intemet-based architectures for greater accessibility and simplification o f network '' ,..__ · : J:::-~.Y 
management tools, tasks, and processes. Cisco 's network management strategy calls 
for a Web-based model with the following characteristics: 
• Simplification o f tools, tasks, and processes 

• Web-level integration with NMS platforms and general management products 
• Capable o f providing end-to-end solutions for managing routers, switches, and 

access servers 
• Creation o f a management intranet by integrating discovered device knowledge with 

eco and third-party application knowledge 

Cisco Network Management Products 

The Ci!>co Works product line offers a set o f solutions designed to manage the enterprise 
network. These solutions focus on key areas in the network such as; optimization ofthe 
wide area network (WAN), administering switch-based local area networks (LAN), 
securing remote and local virtual private networks, and measuring service levei 
agreements within all types o f networks. The expanding Cisco Works product line 
offers the flexibility to deploy end-to-end network management when and where it is 
needed. 

CiscoWorks Small Network Management Solution 
Cisco Works SNMS is a new network management solution aimed at small to medi um 
businesses (SMB), with 20 or fewer switches, routers, hubs and access servers. 
Cisco Works SNMS can also monitor non-Cisco IT assets such as servers, applications, 
services and printers. Cisco Works SNMS is an ideal solution for companies that need 
centralized network management to help optimize performance and maximize network 
productivity. 

When to Sell· 

Sell This Product 
CiscoWorks Small 
Network Management 
Solution 

When a Customer Needs These Features 
• Simple integrated installation, autodiscovery and automated import of devices using SNMP 

'·• Standards-based multi vendor management 
• Redu c e the time and complexity of keeping the networks' configuration, software version and 

connectivity optimized 

Also available for small and medi um size customers is the Cisco Works for Windows 
(CWW). CWW includes all the features above except for CiscoWorks Resource 
Manager Essentials (Essentials) which provides additional functionality that allows the 
customer to o f build and maintain an up-to-date hardware and software inventory for 
up to 20 devices in a network. 

- ... 
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Monitors and reports on hardware, configuration, and inventory changes 

• Provides a wizard-based approach for managing and deploys configuration changes 
and software image updates to multiple Cisco devices 

• Allows configuration changes to be performed against multiple switches or routers 
in the network 

• Provides software update analysis reports showing prerequisites and impacts of 
proposed updates 

• Provides a comprehensive audit o f network changes, showing who changed what, 
when, and how 

• Summarizes syslog events by severity or user criteria for switches, routers, and 
Cisco lOS and PIX firewalls 

• Discovery and mapping wizard displays customizable vector-based graphics and 
hierarchical mâps o f networked devices 

CiscoWorks Small Network Management Solution Components 

CiscoWorks Small Network Management Solution includes the following tools: 
• Cisco View 5.3-Provides graphical back and front panel views o f Cisco devices; 

dynamic, color-coded graphical displays to simplify device-status monitoring, 
device-specific component diagnostics, device configuration, and application 
launching 

• WhatsUp Gold 7.0 from Ipswitch, Inc.-Provides network discovery, mapping, 
monitoring, and alarm tracking 

• Resource Manager Essentials 3.3.2-Resource Manager Essentials (RME) provides 
tools for building and managing network inventory, deploying configuration and 
software image changes, archiving configurations, and providing an audit trail of 
network changes 

Important: RME has a device limit o f 20 or fewer Cisco devices. 

Specifications 

Feature CiscoWorks Small Network Management Solution 
Hardware Requirements 2 Pentium 111 or better-based IBM PC or compatible computer, 256MB RAM total, 4GB free hard drive 

space 
Software Requirements Windows 2000.with SP1 or 2 (Professional or Sever), Netscape 4.77, 4.78 or Internet Explorer 5.5 with 

Service Pack 1 

Selected Part Numbers and Ordering lnformation 
CiscoWorks Small Network Management Solution 
CWSNM-1.0-WIN Small Network Management Solution 1.0 for Windows; includes WhatsUp Gold 7.0, Resource 

Manager Essentials 3.3.2 (20 Cisco Devi c e restriction), CiscoView 5.3 

For More lnformation 

See the CiscoWorks Small Network Management Solution Web Site: 
http://www.cisco.com/go/wrsnms 

• CiscoWorks Small Network Management Solution 
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CiscoWorks Routed WAN Management Solution 
The RWAN solution addresses the needs ofmanaging WANs by improving the 
accuracy, efficiency, and effectiveness o f your network administrators and operations 
staff while increasing the overall availability o f your network through proactive 
planning, deployment, and troubleshooting tools. The CiscoWorks Routed WAN 
Management Solution provides increased visibility into network behavior, assists in 
quickly troubleshooting performance bottlenecks, and provides comprehensive tools to 
easily administer new software and configuration changes for optimizing bandwidth 
and utilization across expensive and criticallinks in the network. 

When to Se li 

Sell This Product 
RoutedWAN 
Management Solution 

• 

Key Features 

When a Customer Needs These Features 
• Optimize router performance by automatically streamlining access controllists, and applying 

policy-based changes via templates 
• Understand the responsiveness oi WAN connections to determine where bottlenecks are; provides 

real-time analysis oi end-to-end hop delays 
• lncrease network performance by monitoring traffic of protocols, applications, and interface 

characteristics 
• A watchdog system to monitor WAN characteristics 
• An accurate inventory baseline; including memory, slots, software versions, and boot ROMs needed to 

make decisions 
• Automate the process oi updating devi c e software and configuration 
• Graphically displays a devices operational status with tools to monitor its activity or change its 

configurations 
• Support for se cure browser communications and downloads from CiscoView, RME and ACLM via 

Se cure Socket Layer (SSL) or Se cure Shell (SSH) protocol 

• Access Control List Manager-Provides a wizard and policy template-based 
approach to simplifying the setup, management, and optimization of Cisco lOS 
Software-based IP and Intemetwork Packet Exchange (IPX) traffic filtering and 
device access control 

• Intemetwork Performance Monitor-Used to diagnose latency, identify network 
bottlenecks, and analyze response times 

• Resource Manager Essentials-Provides the tools needed to manage Cisco devices. 
lt includes inventory and device change management, network configuration and 
software image management, network availability, and syslog analysis 

• Cisco View-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• CiscoWorks Server-Provides the common management desktop services and 
security across the Cisco Works family o f solutions. lt also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 
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/Specifications 

Feature 
Serve r 

Client 

Routed WAN Management Solution Requirements 
Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fire 280R Workgroup Server) 
IBM PC compatible with 550-MHz or higher Pentium 111 processar running 
(Dual processar system required for hosting multi pie management solutions) 
Microsoft Windows 2000 Serve ror Professional Edition with Service Pack 2, Sola ris 2.8 
IBM PC-compatible computer with 300-MHz or higher Pentium processar, 
Sun Ultra 10, HP9000 Series, IBM RS/6000 
Windows NT 4 (Workstation and Server) with Servi c e Pack 6a, Windows 98, 2000 Professional and 
Server with Servi c e Pack 2; Sola ris 2.7, 2.8; HP-UX 11.0; AIX 4.3.3 
IBM PC-compatible computer with 300-MHz or higher Pentium processar, Sun Ultra 10, HP9000 
Series, IBM RS/6000 

Supported Devices Most Cisco lOS Software routers, access servers, hubs, and switches 
Supported Cisco lOS Software Generally supports Cisco lOS Software Versions 10.3 and above; 
Versions Catalyst Supervisor c ode 2.1 and above 

Note: Some CiscoWorks applications require specific versions of lOS and CAT these rei e ases in 
order to opera te; please se e the specific application documentation and release notes for more 
information. 

Selected Part Numbers and Ordering lnformation 1 

Cisco Routed WAN Management Solution 
CWRW-1.2-K9 Routed WAN Management Solution 1.2 for Windows and Sola ris platforms; includes Access Contrai 

Ust Manager 1.4,1nternetwork Performance Monitor 2.4, Resource Manager Essentials 3.4, CO One 
5th Edition (lncludes CiscoView 5.4) 

CWRW-1.2-P1-K9 Cross Bundle Discount RWAN 1.2 for Windows and Sola ris platforms; available to customers who 
h ave previously purchased LMS l.X o r LMS 2.X and want to add RWAN 

CWRW-1 .2-MR-K9 Maintenance kitfor customers that purchased RWAN 1.X and now want new device support and c ode 
upgrades; kit includes supportfor Windows and Sola ris platforms; includes updates to ali components 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation." Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Routed WAN Management Solution Web site: http://www.cisco.com/go/rwan 

CiscoWorks LAN Management Solution 
The Cisco Works LAN Management Solution consists o f operationally focused tools . 
These tools include fault management, scalable topology views, sophisticated 
configuration, Layer 2/3 path analysis, voice-supported path trace, traffic monitoring, 
end-station tracking workflow application servers management, and device 
troubleshooting capabilities. Cisco Works LMS combines applications and tools for 
configuring, monitoring, and troubleshooting the campus network. 

When to Se li 

Sell This Product 
LAN Management 
Solution 

'When a Customer Needs These Features 
• A set of tools for managing Cisco's award winning Catalyst switches 
• Time saving use r tracking and path trace analysis tools with support of IP phones 
• Automated process of inventorying network devices, updating device software, and managing 

configuration to reduce the time and errors involved in network updates 
• Browser-accessible, graphical tool for configuring and monitoring Cisco devi c e components and 

operational status 
• VLAN, ATM, or LANE servi c e m.anagement tools 
• RMON traffic monitoring and analysis capability 
• Active fault monitoring of Cisco devices 

• CiscoWorks LAN Management Solution 
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Key Features · \: ( ) ; } 

• Campus Manager-Web-based applications designed for managing Layer 2 device ~.,' .-·· 1
/ 

and connectivity discovery, workflow application server discovery and ' '~~/ 
management, detailed topology views, virtual LAN/LAN Emulatio~ (VLAN/LANE) 
and ATM configuration, end-station tracking, Layer2/3 path analysis tools, and IP 
phone user and path information 

• Device Fault Manager-Provides real-time fault analysis for Cisco devices, 
automatically includes Cisco devices into its monitoring environment and applies a 
Cisco "Best Practices" fault rule to each device 

• nGenius Real Time Monitor-Web-enabled multiuser traffic management tool set 
that provides access to network-wide, real-time RMON information for monitoring, 
troubleshooting, and maintaining network availability 

• Resource Manager Essentials-Provides the tools needed to manage Cisco devices. 
It indudes inventory and device cliange management, network configuration and 
software image management, network availability, and syslog analysis 

• CiscoView-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• Cisco Works Server-Provides the common management desktop services and 
security across the Cisco Works Family o f solutions. It also provides the foundation 
for integrating with other Cisco and third-party applications 

• Support for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

Specifications 

Feature 
Server 

Client 

Supported Cisco Devices . 
Supported Cisco lOS 
Software Versions 

Description 
Sun UltraSPARCIII (Sun Blade 1000 Workstation o r Sun Fire 280R Workgroup Serve r) 
IBM PC compatible with 550-MHz or higher Pentium 111 processar running 
(Dual processar system required for hosting multiple management solutions) 
Microsoft Windows 2000 Server or Professional Edition with Servi c e Pack 2, Sola ris 2.8 
IBM PC-compatible computerwith 300-MHz or higher Pentium processar, Sun Ultra 10, HP9000 Series, 
IBM RS/6000 
Windows NT 4 (Workstation and Server) with Service Pack 6a, Windows 98, 2000 Professional and 
Server with Servi c e Pack 2; Sola ris 2.7, 2.8; HP-UX 11.0; AIX 4.3.3 
Internet Explorer v5.5 with Service Pack 2, 6.0; Netscape 4.76, 4.77, 4.78, 4.79 
Most Cisco lOS Software routers, access servers, hubs, and switches 
Generally Cisco lOS Software Versions 10.3 and higher 
Catalyst Supervisor c ode 2.1 through 4.1 
Note: Some CiscoWorks applications require certa in versions of lOS and CAT these releases in arder 
to operate, please see the specific application documentation and release notes for more information. 

CiscoWorks LAN Management Solution • ..... 
0618 
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~elected Part Numbers and Ordering lnfonnation 1 

/
! -~N Management Solution 

éwLMS-2.1 -K9 LAN Management Solution 2.1 for Windows and Sola ris; includes Campus Manager 3.2, Device 
Fault Manager 1.2, Resource Manager Essentials 3.4, nGenius Real Time Monitor 1.4, CD Dne 5th 
Edition (lncludes CiscoView 5.4) 

. . ··:·/ 
_· __ :/" 

CWLMS-2.1-P1-K9 Cross Bundle Discount LMS 2.1 for Windows and Sola ris platforms; available to custómers who 
h ave previously purchased RWAN l.X and want to add LMS 

LAN Management Solution Upgrades 
CWLMS-2.1-UP-K9 Upgrade kit for LMS l.X customers wanting to upgrade to LMS 2.1; kit includes support for both 

CWLMS-2.1-MR-K9 

CWLMS-1 .2-MR-K9 

Windows and Sola ris platforms; primary value of this kit isto provi de DFM to LMS l .X customers 
Maintenance kit for customers that purchased LMS 2.0 and want new devi c e support and c ode 
updates; kit includes support for both Windows and Sola ris platforms; includes updates to ali LMS 
2.X components (Should not be purchased by LMS l.X customers) 
Maintenance kit for customers that purchased LMS l.X and want new devi c e support and c ode 
updates to components in the l.X release train; DFM is not included 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation ". Some parts h ave 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing 
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnfor~tion 

See the LAN Management Solution Web site: http://www.cisco.com/go/lms 

CiscoWorks VPN/Security Management Solution 

CiscoWorks VPN/Security Management Solution (VMS), an integral part ofthe SAFE 
Blueprint for network security, combines Web-based tools for configuring, monitoring, 
and troubleshooting enterprise virtual private networks (VPNs), firewalls , and network 
and host-based intrusion detection systems (IDS) . 1t offers the ability to monitor 
remote access links, and IPSec based site to site VPN's links. VMS is a Web-based 
solution that provides a "dashboard" view of criticai VPN resources and their 
performance, VPN hardware and configuration and troubleshooting reports . 

When to Se li 

Sell This Product 
CiscoWorks 
VPN/Security 
Management Solution 

Key Features 

When a Customer Needs These Features 
o Complete management of a SAFE infrastructure environment 
o Configuring and monitoring VPN, PIX,IDS routers, and lOS devices. 
o Monitoring large remote access, and site-to-site hub and spoke VPNs from a single management 

console and focus on problem areas and performance. 

• Management and Monitorin:g Centers-Supplies the latest in management 
functionality and multifaceted scalability by offering features such as a consistent 

, user experience, auto update, command and control workflow, and role-based access 
control. The management and monitoring centers include Management Center for 
PIX Firewalls, Management Center for IDS Sensors, Management Center for VPN 
Routers, and Monitoring Center for Security and Management center for PIX 
Firewalls (downloadable from CCO Software Center Fall2002) 

• VPN Monitor-Allows network administrators to collect, store, and view 
information on IPSec VPN connections· for remote-access or site-to-site VPN 
terminations. Multiple devicescan be viewed from an easy-to-use dashboard that is 
configured using a Web browser 

• Cisco IDS Host Sensor Console-Provides real-time analysis and reaction to 
network hacking attempts by identifying an attack and preventing access to criticai 
server resources before any unauthorized transactions occur 

• CiscoWorks LAN Management Solution 
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• Cisco Secure Policy Manager (CSPM)-Provides scalable, powerful policy-based 

security management system for Cisco firewalls and IPSec VPN routers which 
allows a customer to define, distribute, enforce, and audit network-wide security 
policies from a centrallocation 

• Resource Manager Essentials (RME)-Provides the tools needed to manage Cisco 
devices. It includes inventory and device change management, network 
configuration and software image management, network availability, and syslog 
analysis 

• CiscoView-Provides back- and front-panel displays; dynamic, color-coded 
graphical displays simplify device-status monitoring, device-specific component 
diagnostics, and application launching 

• CiscoWorks Server-Provides the common management desktop services and 
security across the CiscoWorks family of solutions. It also provides the foundation 
for in.tegrating with other Cisco and third-party applications 

• Suppórt for secure browser communications with Cisco View and RME sessions via 
Secure Socket Layer (SSL) and Secure Shell (SSH) protocol 

Specifications 

Feature 
Server Hardware 
Requirements 

Server Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 
Browser Requirements 

CiscoWorks VPN/Security Management Solution 
IBM PC-compatible computer with 1-GHz or faster Pentium processar 
Sun UltraSPARC 60 MP with 440-MHz or faster processar 
Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fire 280R Workgroup Serve r) 
Windows 2000 Professional, Windows 2000 Serve r (Service Pack 2) 
Sun Sola ris 2.7, 2.8 
IBM PC-compatible computer with 300-MHz ar faster Pentium 
Sola ris SPARCstation ar Sun Ultra 10 
Windows 98, Windows NT 4.0, ar Windows 2000 Server ar Professional Edition with Service Pack 2 
Sola ris 2.7, 2.8 
Internet Explorer 6.0 ar 5.5 with Servi c e Pack 2, on Windows 2000 Serve r ar Professional Edition, Windows 
98, and Windows NT 4.0. 
Netscape Navigator 4.79, on Windows 2000 Server ar Professional Edition and Windows 98. Netscape 
Navigator 4.76 on Sola ris 2.7, 2.8. 

Selected Part Numbers and Ordering lnformation 
CiscoWorks VPN/Security Management Solution 
CWVMS-2.1-UR-K9 CiscoWorks VMS 2.1 Windows and Sola ris; lncludes: Management Center for lOS Sensors, Management 

Center for VPN Routers, and Monitoring Centerfor Security, VPN Monitor 1.2, RME 3.4, CSPM 3.1, lOS Host 
Sensor 2.1, CO One 5th Edition1 

CWVMS-2.1-WINR-K9 CiscoWorks VMS 2.1 Windows (20-0evice Restricted Ucense); lncludes: Management Center for lOS 

CWVMS-2.1-URC-K9 

CWVMS-2.1-UPGUR-KS 

CWVMS-2.1-WUPGR-K9 
CWVMS-2.1-UR-MR-KS 
CWVMS-2.1-R-MR-K9 

··Sensors, Management CenterforVPN Routers, and Monitoring Centerfor Security, VPN Monitor 1.2, RME 
3.4, CSPM 3.1, lOS Host Sensor 2.1, CO One 5th Edition 
Conversion from CiscoWorks VMS 2.1 for Windows (20-device Restricted license) to Unrestricted 
Ucense (add Sola ris Versions of CV, RME, VPN, and adds an unrestricted license to CSPM for Windows) 1 

Upgrade from CSPM 2.x (Unrestricted Ucense) to CiscoWorks VMS 2.1 for Windows and Sola ris 
(Unrestricted Ucense)1 

Upgrade from CSPM 2.X (Unrestricted Ucense) to CiscoWorks VMS 2.1 for (20-device Restricted Ucense) 
Maintenance release update for VMS 2.0 Windows and Sola ris (Unrestricted license)1 

Maintenance release update for VMS 2.0 Windows Only (20-device Restricted Ucense) 

1. Contains Windows-only versions of CSPM and IDS Host Senso r 

For More lnformation 

See the CiscoWorks VPN/Security Management Solution Web site: 
http://www.cisco.com/go/vms 

CiscoWorks LAN Management Solution 
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f'vJ ·stoWorks IP Telephony Environment Monitor 
~~-- ~~o Works IP Telephony Environment Monitor (ITEM) is a bundled suíte o f 

management applications that helps ensure the manageability of converged networks 
that support Cisco IP telephony and IP telephony data applications. ITEM tracks the 
health of Cisco IP telephony environments by proactively monitoring the Cisco 
elements that support voice in the network to alert operations personnel o f potential 
problems in order to minimize IP telephony service interruption. 

When to Se li 

Sell This Product When a Customer Needs These Features 
CiscoWorks IP Telephony • Network managers who need to effectively manage their converged networks while maintaining 
Environment Monitor high confidence that their IP telephony environments are performing as expected 

Key Features 

• Network Managers who need to use synthetic traffic (replicating key forms of network activity 
associated with VoiP and IP telephony) to enable around-the-clock monitoring of key voice 
elements in the network 

• Cisco Voice Health Monitor (VHM)-tracks the health o f Cisco IP telephony 
environments by proactively monitoring Cisco voice elements in the network to alert 

· operations personnel to potential problems and helps to minimize IP telephony 
service in network downtime. VHM leverages and requires the services of DFM 
while providing sophisticated capabilities o f its own to ensure timely information on 
the health of IP telephony environments 

• Cisco Device Fault Manager (DFM)-DFM provides real-time fault detection and 
determination about the underlying Cisco IP fabric on which the IP telephony 
implementation executes. DFM reports faults that occur on Cisco network devices, 
often identifying problems before users of network services realize that a problem 
exists 

• Cisco View-Cisco View is a web-based graphical device-management technology 
and is the standard for managing Cisco devices, and providing back and front panel 
displays. Features include: Real-time monitoring o f key information relating to 
device performance, traffic, and usage, with metrics such as utilization percentage, 
frames transmitted and received, errors, and a variety of other device-specific 
indicators 

Optional Drop-ln Modules 

Fault History Manager 

Fault History is an .optional drop-in module (downloadable from CCO) that provides a 
web-based tool to access historical fault and alert data from a database. The user has 
several filtering options that can facilitate the search for specific information. 

IP Phone lnformation Utility 

The IP Phone Information Utility is an optional drop-in module ( downloadable from 
CCO) that provides a web-based tool to show detailed information about individual IP 
telephone. The operator can ac_cess the IP phone information by using its extension 
number, IP address, and/or MAC address. This utility bases its information on the 
devices created in VHM. 

• CiscoWorks IP Telephony Environment Monitor 
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IP Phone Help Desk Utility G (~?(Q~ \ 
The ~p Phone Hel_p Desk Utility is an optional applet (downlo~dable fr?m CCO) thA{ ~ ~ / 
provtdes a MS Wmdows 2000 desktop tool to show summary mformatwn about ', .. ;:-.. >W:,.· 
individual IP telephone. The help desk operator can access the IP phone information ·--..... ..:_· 
by using its extension number ( or can configure the application to search by IP or MAC 
addresses) . This utility requires a connection to an ITEM server running VHM with the 
IP Phone Information Utility installed. 

Gateway Statistics Utility 

When available, the Gateway Statistics Utility is an optional drop~in module 
( downloadable from CCO) that provides a web~based tool to collect performance and 
behavior statistics about CCM~controlled IP telephony gateways. This statistical 
information can be subsequently exported for processing by reporting packages for 
capacity planning and trending information . 

• 
Spec.ifications 

Feature 
Server Hardware 

Server Software 

Client 

CiscoWorks IP Telephony Environment Manager 
IBM PC-compatible with 1 GHz or higher Pentium IV processar 
UNIX (lf DFM is on Unix platform; Sun UltraSPARCIII (Sun Blade 1000 Workstation or Sun Fire 280R 
Workgroup Serve r) 
(Dual processar system required for hosting multi pie management solutions) 
Windows 2000 Server or Professional Edition with Servi c e Pack 2 
Sola ris 2.8 
IBM PC-compatible computer with 300 MHz or higher Pentium processar 
Windows NT 4 (Workstation & Server) with Servi c e Pack 6a, Win 98 or Windows 2000 Professional & 
Serve r with Servi c e Pack 2 
Windows 98/NT/2000: Netscape v4.77, 4.78, 4.79 
Windows 98/NT/2000: Internet Explorer v5.5 with Servi c e Pack 2, 6.0 

Selected Part Numbers and Ordering lnformation 

CiscoWorks IP Telephony Environment Monitor 
CWITEM-1 .3-WIN-K9 CiscoWorks IP Telephony Environment Manager 1.3 for Windows Add-On for existing LMS 2X and DFM 

1.1 customers; includes VHM only 
CWITEM-1.3-WIN-UP CiscoWorks VoiP Health Monitor 1.0 Add-On for existing LMS 2.0 and DFM 1.1 customers; includes VHM 

only 
CWITEM-1.3-MR-K9 Maintenance kit for customers that purchased CiscoWorks VoiP Health Monitor 1.0 and now want the 

new ITEM 1.3 device support and minar updates; kit includes support for Windows platforms only; 
includes updates to ali components 

For More lnformation 

See the Cisco Works IP Telephony Environment Monitor Web site at: 
http://www.cisco.com/go/cwvoip 

CiscoWorks V o ice Manager for V o ice Gateways 
CiscoWorks Voice Manager for Voice Gateways (CVM) is a client-server, web-based 
voice management and reporting solution. The application provides enhanced 
capabilities to configure and provision voice ports, and create and modify dial plans on 
voice-enabled Cisco routers for voice over IP (VoiP), voice over Frame Relay 
and voice over ATM (VoATM) network deployments. 

When to Se li 

Sell This Product When a Customer Needs These Features Ffs: O, 6 :.2 Q 
CiscoWorks IP Telephony • Network managers who need to maintain a distributed network architecture for increase scâlaliiilillíJYll:r-~~~."'-~-
Environment Monitor . • Network Managers who need to manage multi pie customer networks from one common erver 

CiscoWorks Voice Manager for Voice Gateways 
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Web interface management o f voice ports and dial plan generation and 
management-Create and manage local dial plans and VoiP, VoFR, and VoATM 
network dial plans 

• Report generation-Enhance graphical reporting capabilities with the software 
provided by an alliance with Telemate.Net (Windows NT), a leading developer of 
enterprise information management tools; optional capabilities for enhanced reports , 
custom report creation, and multiple data source record collection exists . 

• Optional capabilities to provide reporting on other data sources such as private 
branch exchanges (PBXs) and selected firewalls 

• Cisco View- Cisco View is a web-based graphical device-management technology 
and is the standard for managing Cisco devices, and providing back and front panel 
displays. Features include: Real-time monitoring of key information relatíng to 
device performance, traffic, and usage, with metrics such as utilization percentage, 
frames transmitted and received, errors, and a variety of other device-specific 
indicators 

Specifications 

Feature 
Server Hardware 
Requirements 

Server Software 
Requirements 
Client Hardware 
Requirements 
Client Software 
Requirements 

CiscoWorks Voice Manager for Voice Gateways 
256MB of memory; 8-GB available hard disk space 
CPU running at 450 MHz (for Windows NT) 
Sun Sparc/Uitra @333 MHz (for Sola ris) 
Windows NT 4.0 with Servi c e Pack 5 
CiscoWorks CD Dne 4th Edition for Windows NT 
64MB of memory 
CPU running at 300 MHz 
Windows 95 running Netscape 4.04 ar Internet Explorer 4.01 and 64MB of virtual memory 
Windows NT running Netscape 4.04 ar Internet Explore r 4.01 and 64MB of virtual memory 
Sola ris running Netscape 4.04 with Telnet and Java enabled and 64MB of virtual memory 

Selected Part Numbers and Ordering lnformation 1 

CiscoWorks Voice Manager for Voice Gateways 2.1 9 
CWVM-2.1 Vaie e Manager 2.1 for Windows & Sola ris; includes Vaie e Manager 2.1 and CD One 4th Edition 

(CiscoView 5.3 and the October 2001 Java patch update) 
CWVM-2.1-UPG Upgrade kit for CWVM l.X customers wanting to upgrade to CVM 2.1; kit includes support for both 

Windows and Sola ris platforms 
CWVM-2.1-UPT Minar updatesto CWVM 2.1 for Windows and Sola ris from CWVM 2.X; update includes support for 

both Windows and Sola ris platforms 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation·. Some parts h ave 
restricted access orare not available through distribution channels. 

For More lnformation 

See the Voice Manager for Voice Gateways Web site at: 
http://www.cisco.com/go/cw2kvm 

• CiscoWorks Voice Manager for Voice Gateways 
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CiscoWorks OoS Policy Manager 
QoS Policy Manager allows you to centrally define and administer lOS and CAT 
parameters needed for differentiating network traffic. This ensures high availability 
and predictable performance for business-critical which rely on ad~anced voice and 
video services. Cisco QoS Policy Manager (QPM) 3.0 is a key enabler of end-to-end 
QoS for converged networks. lt delivers differentiated services across network 
infrastructures with converged voice, vídeo, and data applications, simply by taking 
advantage o f Cisco lOS and Catalyst OS Software with built-in QoS mechanisms in 
LAN and WAN switching and routing equipment. 

When to Se li 

Sell This Product 
Cisco QoS Policy 
Manager 

Key Features 

When a Customer Needs These Features 
• End·to·end OoS configuration and automated, reliable policy deployment. while eliminating 

device·by·device command streams 
• Rules-based policies that combine static and dynamic port applications and host system traffic filters 
• OoS Policy Manager's services, including congestion management & avoidance, and traffic·shaping 
• Efficientlytranslate policies to specific OoS config commands, ensuring consistency across domains 
• Validate policies prior to deploying them quickly and reliably to LAN and WAN policy domains 
• Generate Web·based reports on OoS policies deployed in the network 

• Provides baseline monitoring which profiles traffic by top applications and a small 
number o f classes before QoS deployment 

• Validates QoS deployments by obtaining detailed feedback on traffic pattems after 
QoS at different points in the network 

• Provides statistics related to QoS policies which include traffic matching NBAR 
filters and action statistics 

• Supports CBQoSMIB and CAR MIB 
• IP Telephony templates provide pre-defined QoS policies that ensure strict priority 

for voice traffic in Enterprise networks 
• Delivers the appropriate service-level to business-critical applications by supporting 

the extension ofiP packet classification to include application signature, Web URLs, 
and negotiated ports 

• Extend security by defining access control policies to permit or deny transport of 
packets into or out of device interfaces 

• Allows QoS policy validation checking, uploading o f existing device configuration, 
previewing configuration changes, incrementai ACL updates, and managing policy 
distribution 

Specifications 

Feature 
Server Hardware 
Requirements 

Cisco QoS Policy Manager 
IBM PC·compatible computerwith l·GHz orfaster Pentium processor 
Sun UltraSPARC 60 MP with 440-MHz or faster processor 
Sun UltraSPARCII! (Sun Blade 1000 Workstation or Sun Fire 280R Workgroup Server) 

- "~- ·-·-·-------, 
Server Software Windows 2000 Professional, Windows 2000 Server (Service Pack 2) '""'-' , v VTZ"t'fr5 _ CN-f 
,;R""eq_,_u--:-ir-;--;e_m""'en_t_s - - - ---,S""u;-;n -;;So""la_r_is_2 . ....:7,'"2--:-.8----,-----------cc~~;-;-;----;-----:-~:-=:--::---------l--=i~~-~-r.~~""t- -_,;,-r._ -_ COR_, -rj.' ~lO_ ... s_. --. -. 

Client Hardware IBM PC-compatible compute r with 300-MHz or faster Pentium -~ _ '?1' _ 
Requirements Sola ris SPARCstation or Sun Ultra 10Complete 
Client Software Windows 98, Windows NT 4.0, or Windows 2000 Server or Professional Edition with Servi c PacR·2 
Requirements Sola ris 2.7, 2.8 J:l . - -

06 21 
Browser Requirements Internet Explorer 6.0 or 5.5 with Servi c e Pack 2, on Windows 2000 Serve ror Professional Ed ion; . · 

98, and Windows NT 4.0. 3 7 ~ 
Netscape Navigator 4.79, on Windows 2000 Server or Professional Edition and Windows 9 : Netscape 
Navigator 4.76 on Sola ris 2.7, 2.8. _D_oç 

--~--~~-----~--~,----------~--~C~i~sc:o:W:=or:k=s~Q=o:S:P=o~li:cy~M~a=n=ag:e=r~II:F~::=:=:=:=--==-~ 
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'-..:......\..>.e . ~oS Policy Manager 
•"' i ' ' · QPM-3.D-WINUR-K9 QoS Policy Mgr 3.0 for Windows (Unrestricted License) 

CWOPM-3.0-WINR-K9 QoS Policy Mgr 3.0 for Windows (20- Devi c e Restricted License) 
CWQPM-3.D-URUP-K9 Upgrade to QPM 3.0 for Windows from QPM l.x or 2.x to QPM 3.0 unrestricted 
CWQPM-3.0-URC-K9 Conversion of a QPM 3.0 20-device restricted usage license to unrestricted devi c e usage license 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave 
restricted access orare not available through distribution channels. Resellers: For latest part number and pricing 
info, see the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco QoS Policy Manager Web site: http://www.cisco.com/go/qpm 

Cisco Ethernet Subscriber Solution Engine 
The Cisco Etherftet Subscriber Solution Engine (ESSE) is a hardware-based 
management system for metro access networks that use the Cisco ONT 1000 Gigabit 
Ethernet Series Optical Network Terminator. The Cisco ESSE enables complete remote 
management and troubleshooting o f the customer demarcation point for Ethernet over 
fiber. Remote management and diagnostics reduce operating expenses and increase 
profitability by eliminating the need for unnecessary visits to the customer premises. 
The Cisco ESSE runs on the Cisco 1105, which is one rack unit (1RU) high, enabling 
you to conveniently deploy the Cisco ESSE on the same rack with the rest ofyour Cisco 
metro Ethernet network aggregation equipment. 
The Cisco ESSE automatically discovers ali Cisco ONT 1000 Gigabit Ethernet Series 
devices in the metro access network, applies the designated configuration, and instantly 
begins collecting statistics and management information. 

When to Se li 

Sell This Product 
Cisco Ethernet 
Subscriber Solution 
Engine 

Key Features 

When a Customer Needs These Features 
The Cisco Ethernet Subscriber Solution Engine is ideal for service providers seeking to: 
• Redu c e operating expenses by implementing metro access networks with Ethernet over fiber 
• Redu c e customer onsite visits, which are time-consuming and expensive 
• Perform complete remote configuration and troubleshooting of the Cisco DNT 1000 Gigabit Ethernet 

Series 

• Enables service providers to perform remote control of inventory, configuration, 
statistics, fault management, and troubleshooting on the Cisco ONT 1000 Gigabit 
Ethernet Series 

• Full Layer 1 and Layer 2 remote configuration and monitoring o f Optical Network 
Terminators 

• Access to ali Ethernet port registers and statistics on the Cisco ONT 1000 Gigabit 
Ethernet Series 

• Easy identification o f ONTs with searchable, user-defined properties such as 
customer name, VLAN ID, and street address 

• Cisco Ethernet Subscriber Solution Engine 
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Selected Part Numbers and Ordering lnformation1 · /• -~ 
Cisco Ethernet Subscriber Solution Engine ; 1 "S~~~ 1\ 
CESSE-1105-K9 Cisco E~hernet Subscriber Solution Engine; lncludesthe Cisco 1105 hardware platform and Ethe~,et \ //

1 

Subscnber management software, vers10n 1.1 \ ··., , , 

1. This is only a small subset of ali parts available via URL listed under "For More lnformation". Some parts h ave·<.:__ . ;. ·- ,;_; / 
restricted access o r are not available through distribution channels. Resellers: For latest part number and pricing - -----
info, se e the Distribution Product Reference Guide at: http://www.cisco.com/dprg (limited country availability). 

For More lnformation 

See the Cisco Ethemet Subscriber Solution Engine Web site: 
http://www.cisco.com/go/esse 

CiscoWorks Wireless LAN Solution Engine 
The C~sco Works WLSE is a specialized, daily operational solution that allows 
custorri.ers to manage the entire Cisco Aironet WLAN infrastructure. lt offers powerful, 
centralized template-based configuration with user-defined device groups to efficiently 
configure large numbers o f access points and bridges. The Cisco Works WLSE provides 
centralized firmware updates to facilitate firmware changes throughout the WLAN. 1t 
monitors Access Control Server (ACS) authentication servers, supports both Cisco 
Extensible Authentication Protocol (LEAP) and generic RADIUS servers, and further 
enhances security management by detecting misconfigurations on access points and 
bridges. The Cisco Works WLSE proactively monitors WLAN infrastructures and 
generates notifications for unavailability and performance degradation. The 
CiscoWorks WLSE aids in capacity planning by identifying the most used access 
points, and accelerates troubleshooting by generating client association reports . 

When to Se li 

Sell This Product 
CiscoWorks Wireless 
LAN Solution Engine 

Key Features 

When a Customer Needs These Features 
The CiscoWorks WLSE is ideal for enterprise customers: 
• lmplementing large-scale Cisco Aironet WLAN infrastructures 
• Template-based configuration tool which can include a large number of uniform policies for Cisco 

access points and bridges 
• Access point and bridge mis-configuration alerts to minimize security vulnerabilities 
• Proactive fault and performance monitoring of Cisco access points, bridges, LEAP authentication 

serve r, and switches connected to the access points 

• Centralized template-based configuration with hierarchical, user-defined groups 
• Plug and play configuration o f newly deployed access points and bridges 
• Centralized firmware update to facilitate firmware changes 
• Access point and bridge misconfiguration alerts to minimize security vulnerabilities 
• Proactive monitoring of access points, bridges, ACS authentication servers (both 

LEAP and generic RADIUS), and the switches connected to the access points 

• Configuration and monitoring o f virtual LAN (VLAN) and quality o f 
on access points to maximize security and performance 

V
CPMI- CORREIOS 

• Access point usage, summary, and client association reports with XML, C , ano . -·-
• Secure HTML-based user interface for easy access anywhere 0622 

PDF data export 

• Upper-layer network management system and operations support system 
(NMS/OSS) integration with syslog message, SNMP trap, and e-mail 

Fls: 
·-~-=-y -,;--0 1,.----

CiscoWorks Wireless LAN Solution Engine 
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- ~ S?~\\ Cisco Catalyst 6500 Series Network Analysis Module 1 and 2(with ·· 

NAM software version 2.2) 
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The Cisco Network Analysis Module (NAM) 1 and 2, second generation high 
performance network analysis modules for the Cisco Catalyst 6500 Series provides 
network monitoring instrumentation and web-browser based traffic analysis for 
Catalyst based AVVID environments. The NAM enables network managers to gain 
application-level visibility in to network traffic with the ultimate goal of improving 
performance, reducing failures, and maximizing returns on network investment. The 
new NAMs are available in two hardware versions, NAM-1 and NAM-2, to meet 
diverse network analysis needs in a scalable switching environment running up to 
gigabit speeds. The NAMs come with an embedded, Web-based traffic analyzer, which 
provides full scale remote monitoring and troubleshooting capabilities that are 
accessible through a Web browser. 

. ........ .. 

Whento Sell 
Sell This Product 
Catalyst 6500 Series 
Network Analysis 
Module 1 and 2 (with 
NAM software version 
2.2) 

Key Features 

When a Customer Needs These Features 
• Needs Application-Level visibility built into the network 

• Provides network managers visibility into alllayers of network traffic 

• Monitoring in a scalable switching environment that supports traffic monitoring in a scalable switching 
environment 

• Offers investment protection by interfacing with both the bus and the crossbar switching fabric-based 
architectures in the Cisco Catalyst 6500 Series 

• Provides application-level Remate Monitoring (RMON) functions based on RMON2 
and other advanced Management lnformation Bases (MIBs) 

• Collects statistics on both data and VoiP streams flowing through the host switch 
using the Switch Port Analyzer (SPAN) and NetFlow Data Export features of the 
Cisco Catalyst 6500 Series 

• Collects data from remate switches using the remate SPAN (RSPAN) feature o f the 
Cisco Catalyst 6500 and 4000 Series switches 

• Easy to deploy and use at LAN aggregation where they can see most of the traffic, 
at service points where performance is criticai and at important access points where 
quick troubleshooting is required · 

• Application monitoring can be dane using RMON, RMON2, and several extended 
RMON MIBs, w~ich can detect the applications on the network and provide detailed 
information about how'these applications utilize the bandwidth, which hosts access 
those applications, and which client/server pairs generate the most traffic 

• Performance management provides valuable information about the delays in server 
responses to client requests 

Selected Part Numbers and Ordering lnformation 1 

Cisco Catalyst 6500 Series Network Analysis Module 1 and 2(with NAM software version 2.2) 
WS-SVC-NAM-1 Catalyst6500 Series Network Analysis Module 1. To order the NAM individually, please use t e..sparap_art_ ______ _ 

numberofWS-S\fC-NAM-1= Re&-Nll-tBf200 --·~ -_ -=~ 
WS-SVC-NAM-2 Catalyst6500 Series NetworkAnalysis Module 2. To orderthe NAM individually, please use t e Sllllr.e. gar:t c'ORR 5 CN ~ 

numberofWS-SVC-NAM-2= 'Lt-'MI - ElOS 

1. Some parts h ave restricted access o r are not available through distribution channels. - - "' 

For More lnformation Fls : -
0623 

-------
See the Cisco NAM Web site: http://www.cisco.com/go/6000nam 

L. • Doe: 7 Q 1 ~-
Cisco Catalyst 6500 Series Network Analysis Module 1 and 2(with NAM _ .,. 
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Chapter 9 lOS Software & Network Management 

' ' ê;J Se.,ected Part Numbers and Ordering lnformation1 

1 ~ .. Works Wireless LAN Solution Engine 
'-...__! • 'LsE-1105-K9 Wireless LAN Solution Enginel.O; includes the Cisco 1105 hardware platform and wireless LAN 
~:._:_:..; / management software version 1.0 

For More lnformation 

See the CiscoWorks Wireless LAN Solution Engine Web site: 
http://www.cisco.com/go/wlse 

CiscoWorks Hosting Solution Engine 
Cisco Würks Hosting Solution Engine is a network management appliance that 
monitors, activates, and configures a variety of e-business services in Cisco powered 
data centers. lt provides up-to-date fault and performance information about the 
network infrastrncture and Layer 4-7 network services. 
HSE automatically discovers the entire data center infrastructure and instantly begins 
collecting statistics and management information, providing a current snapshot o f the 
managed environment. HSE provides up-to-date information for operational staff to 
easily pinpoint the source of a problem. HSE itself is a manageable Cisco device with 
a full Cisco Discovery Protocol implementation and supports Cisco MIB li. 

Whento Sell 

Sell This Product 
CiscoWorks Hosting 
Solution Engine 

Key Features 

When a Customer Needs These Features 
• Ideal for enterprise and servi c e providers with e-business data center facilities 
• Granular use r access model to partition network resourcesfor Layer 4-7 services and switch ports, and 

authorize user group access to individual application services 
• Robust Layer 4-7 servi c e configuration and servi c e activation of server load balancing devices, 

including virtual servers, real servers, and content owners and rules 

• Granular user access to partition network resources for Layer 4-7 services as well as 
switch ports; authorize user group access to individual application services 

• Robust Layer 4-7 service configuration and service activation of content switches 
• Monitoring and reporting o f SSL Proxy services on Cisco Catalyst 6000 Series with 

SSL Service Modules and Cisco Content Services Switch 
• Flexible fault and performa~ce monitoring o f Cisco routers, switches, Cisco PIX® 

Firewalls, Cisco Content Engines, Cisco Content Switches and L4-7 services 
• HTML-based, secure graphic user interface with easy customer view/report 

personalization and historical data reporting 
• Upper layer NMS/OSS integration with SYSLOG, trap, email notifications and 

historical data XML export 

Selected Part Numbers and Ordering lnformation1 

Cisco 1105 Hosting Solution Engine 
CWHSE1105-1 .5-K9 CiscoWorks Hosting Solution Engine; includes 1105 hardware platform with software version 1.5; 

can be configured for international power cords 

1. Some parts h ave restricted access o r are not available through distribution channels. Resellers: For latest part 
number and pricing info, see the Oistribution Product Reference Guide at: httpJ/www.cisco.com/dprg (limited 
country availability). 

For More lnformation 

Se e the 1105 Hosting Solution Engine Web si te : http://www.cisco.com/go/11 05hse 

• CiscoWorks Hosting Solution Engine .,,. 
_) 



CISCO SYSTEMS -® 
Cisco Catalyst 6500 Series 

( 

10/100 and 10/100/1000 Ethernet Interface Modules 

As Cisco's premier modular multilayer switch, the Catalyst® 6500 Series delivers 

secure, converged services from the wiring closet to the core, to the data center, to 

the WAN edge. 

The Cisco Catalyst® 6500 Series provides 

the broadest selection of 10/100 and 10/ 

100/1000 Ethernet media, inline power 

options, densities, performance, 

interoperability, and chassis deployments. 

Equally suited for basic wiring closets, 

small campus distributionlcore layers, and 

high performance data centers, Catalyst 

6500 10/100 and 10/100/lOOOMbps 

modules scale from 16-ports up to 

576-ports in a single Catalyst 6500 chassis. 

Catalyst 6500 10/100 and 10/100/ 

1000Mbps modules feature include: 

• Proven and widely deployed Cisco 

AWID wiring closet 

solution-Establish the Cisco Catalyst 

6500 Series as the most widely deployed 

IP telephony port-enabled campus 

switch platform 

• Choice of media and connector 

types-Available in copper unshielded 

twisted-pair (UTP), shielded 

twisted-pair (STP) using RJ-45 or 

RJ-21, multimode fiber (62.5/125 

micron), and single-mode fiber using 

MT-RJ 100FX and 10FL 

• IP phone and wireless access point 

support.,-Support inline power field 

upgrade (copper only), NIC/Phone 

auto-detection (phone discovery), and 

voice VLANs 

Cisco Systems. Inc. 

• Simplified network operation with cable 

fault detection-Test cabling using Time 

Domain Reflectometer (TDR) that 

sends slgnals down the cable to identify 

faults in each twisted pair (available for 

10/100/1000 copper 

• Range of port denslties-Available with 

16 up to 48 ports per module; with up 

to 576 10/100/1000Base-TX ports, 288 

ports of 100-Base-FX, or 10BASE-FL 

(per 13-slot chassis configured with 12 

interface modules) 

• Scalable and predictable performance­

Provide a selection of switch fabric · 

connections and throughput: 32 Gbps 

bandwidth/15 Mpps (Classic Interface 

modules) , 256 Gbps bandwidth/30 

Mpps (CEF256 Interface modules) and 

256 Gbps bandwidth/210 

Mpps(dCEF256 Interface modules) 

• IEEE 802.3 triple-speed 

autonegotlation-Allow switches to 

negotlate speed (10, 100, and now 1000 

Mbps) and duplex mode (half or full) 

with attached devices 

• Superior traffic management­

Available wlth large 1-MB-per-Interface 

buffers and up to 8 transmit queues for 

traffic prioritizatlon and policing 

- ---- --·····--··--·--··· -- -·· 
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• Operational consistency-Supported In ali Catalyst 6500 3-, 6-, 9-, and 13-slot chassis running Cisco lOS® 

Software and Cisco Catalyst Operatlng System Software; lnteroperable wlth ali other Interfaces and servlces 

modules; and forward-compatible with ali Catalyst 6500 supervisor engines 

• Maximum network uptime and resillency-Support Cisco enhanced Per-Virtual LAN (VLAN) Spanning Tree 

Plus (PVST +) protocol, IEEE 802.1 w Rapid Spanning Tree Protocol (RSTP) and IEEE 802.1s Multi pie Spanning 

Tree (MST) protocol. Per-VLAN Rapid Spanning Tree (PVRST) protocol, Hot Standby Router Protocol (HSRP), 

Virtual Router Redundancy Protocol (VRRP), Cisco EtherChannel®, and IEEE 802.3ad link aggregation for 

fault-tolerant connectivity 

• Ex]ensive management tools-Support CiscoWorks network management platforrn; Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3; and four Remote Monitoring (RMON) groups (statistics, 

history, alarrns, and events) 

The newest members of the Cisco Catalyst 6500 Series 10/100/1000 product family-the Classic interface module 

WS-X6148-GE-TX and the CEF256interface module WS-X6548-GE-TX-provide 10/100/1000 Gigabit network 

access using standard RJ-45 connectors (Figure 1) . 

Figure1 

Cisco Catalyst 6500 Series 48·Port RJ·45 10/100/1000 Ethernet Interface Modules 
WS·X6148·GE·TX 

WS·X6548·GE·TX 

Cisco Systems, Inc. 
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Cisco Catalyst 6500 Serias 10/100 and 10/100/1000 Ethernet Applications 

Ethernet and Fast Ethernet 10/100 and 10/100/1000 interface modules are used in both wiring closet and data center 

applications (Figure 2; Table 1). 

Table 1 Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Copper Interface Module Applications 

Interface Ports/ lnline 
Primary Product Module Connectorl Power 
Applications Number Class Interface Support1 

Data Genter and WS-X6516-GE-TX CEF256 16. RJ-45. No 
Ser:vet Farm 10/100/1000 

Server Farm WS-X6548-RJ-45 CEF256 48. RJ-45. 10/100 No 

Server Farm WS-X6548-RJ-21 CEF256 48. RJ-21 . 10/100 No 

Premier Wiring WS·X6548V-GE-TX CEF256. Not 48. RJ-45. 6oth 
Closet Upgradable to dCEF 10/100/1000 

Premier Wiring WS-X6548-GE-TX CEF256. Not 48. RJ-45. Both, Upgr 
Closet Upgradable to dCEF 10/100/1000 

Wiring Closet WS-X6148V-GE-TX Classic 48, RJ-45, Both 
10/100/1000 

Wiring Closet WS-X6148-GE-TX Classic 48, RJ-45, Both, Upgr 
10/100/1000 

Base Wiring Closet WS-X6148-RJ45V Classic 48, RJ -45. Both 
10/100/1000 

Base Wiring Closet WS-X6148-RJ21V Classic 48, RJ-21 , 10/100 Both 

Base Wiring Closet WS-X6148·RJ·45 Classic 48, RJ -45, 10/100 Both, Upgr 

Base Wiring Closet WS-X6148-RJ-21 Classic 48, RJ-21 , 10/100 Both, Upgr 

Ba se Wiring Closet WS-X6348-RJ45V Classic 48, RJ -45, 10/100 Cisco 

Base Wiring Closet WS-X6348-RJ21V Classic 48, RJ-21 , 10/100 Cisco 

1. lnline Power Legend: 
Both : Cisco inline power (available now) and IEEE 802.3af (via future field upgradable daughter card) 
Cisco: Cisco inline power only 
Upgr : shipped as data only but upgradable to lhe inline power type specified 
No : inline power not supported 

2. Queues Legend: 1 p7q8t : 1 priority queue, 7 round robin queues, 8 thresholds 

Cisco Systems, Inc. 

Queues per Port 
(Tx = Transmit, 
Rx = Receive)2 

Tx-1p2q2T. 
Rx-1p1q4T 

Tx-1p3q1t. 
Rx-1p1q0t 

Tx-1p3q1t. 
Rx-1p1q0t 

T x-1 p2q2t (per 8 ports). 
Rx-1p2t (per port) 

Tx-1p3q1t. 
Rx-1p1q4t 

Tx-1p2q2t, 
Rx-1q2t 

Tx-1p2q2t, 
Rx-1q2t 

Tx- 2q2t, 
Rx-1q4t 

Tx-2q2t. 
Rx-1q4t 

Tx-2q2t, 
Rx-1q4t 

Tx-2q2t, 
Rx-1q4t 

Tx 2q2t, 
Rx 1q4t 

Tx 2q2t, 
Rx 1q4t 

Ali contents are Copyright C> 1992- 2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy State 
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Buffer 
Size 

512 KB per port 

1MB perport 

1 MBperport 

1 MB per 8 ports 

1 MB per 8 ports 

1 MB per 8 ports 

1 MB per 8 ports 

128 KB per port 

128 KB per port 

128 KB per port 

128 KB per port 

128 KB per port 

128 KB per port 

06 26 
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Table 2 Cisco Catalyst 6500 Series 100FX and 10FL Fiber Interface Module Applications 

Ports/ Queues per Port 
Primary Product Interface Connectors/ (Tx = Transmit, 
Applications Number Module Class Interface Media Rx = Receive)1 Buffers 

Access, WS-X6524-100FX-MM CEF256, 24, MM MT-RJ, Tx 1 p3q1t, 1MB per 
Server Farm Upgradable to 100FX Rx 1p1q0t port 

dCEF 

Access, WS-X6324-100FX-MM Classic 24, MM, MT-RJ, Tx 2q2t, 128 KB 
Serv~r Farm 100FX Rx 1q4t per port 

Access, WS-X6324-100FX-SM Classic 24, SM MT-RJ, Tx 2q2t, 128 KB 
Server Farm 100FX Rx 1q4t per port 

Access WS-X6024-10FL-MT Classic 24, MM MT-RJ, Tx 2q2t, 64 KBper 
10FL Rx 1q4t port 

1. Queues Legend: 1 p3q1t = 1 priority queue. 3 round robin queues. 1 threshold 

Cisco Systems, Inc. 
Ali contents are Copyright Cl 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Interface Modules with 

Cisco lnline Power 

The Cisco Catalyst 6500 Series delivered the first 10/100BASE-T Ethernet switching modules that provided inline 

power for converged data and voice traffic. Cisco Catalyst Classic interface modules support voice functionality on 

each interface port, allowing customers to build campus multiservice data and voice networks for wiring closets with 

the following features: 

• Inline power-Provides 48-volt DC power (for Cisco Inline Power and IEEE 802.3af standard inline power when 

it,.becomes available) over standard Category 5 unshielded twlsted-pair (UTP) cable up to 100 meters for IP 

· phones and wireless access points 

• Phone discovery-Detects the presence of an IP phone and supplies lnline power automatically 

• Auxiliary VLAN using 802.1Q-Segments IP phones and data endpoints lnto separate logical networks 

automatically 

• AutoQoS 

Cisco Catalyst lnline Power and IEEE 802.3af lnline Power 

The Inline Power feature gives network administrators centralized power control. It works over existing Category 5 

UTP installations and helps to ensure that building power outages will not affect network telephony connections, 

provlding greater network availability-when Cisco Catalyst 6500 Series switches are configured with 

uninterruptible power supply (UPS) systems. 

10/100 and 10/100/1000 Ethernet interface modules shipping today support the Cisco Inline Power feature or 

support the IEEE 802.3af standard, or both, allowing 802.3af capability to be added !ater through an upgrade. The 

Cisco Catalyst Inline Power feature implementation passes the required domestic and international safety regulations 

and compliance measures. 

Phone Oiscovery 

The Cisco phone discovery feature eases network management burdens by automating the lnline Power feature . With 

phone discovery, the Cisco Catalyst switch detects the presence of an IP phone and supplies inline power 

automatically, elimh,tating the need to manually enable ports for inline power. The phone discovery mechanism is 

intelligent enough to differentiate between an IP phone anda network interface card (NIC), and will not supply inline 

power to NICs or other devices not designed to use inline power. With this feature, network administrators can 

depend on automatic and centralized control of inline power that is safe to deploy and maintain. 

f . Doc:]7 o 1 



AutoQoS 

Network admlnlstrators can asslgn IP phones to separate IP subnets and VLANs to allow separate quality of servlce 

(QoS) or securlty policies for IP phones. By deploylng AutoQoS that configures QoS on volce ports automatlcally, 

the admlnlstratlve task of configurlng QoS to establish end-to-end traffic prlorltlzatlon ls greatly slmplified. 

Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Modules 

Two classes o f Cisco Catalyst 6500 Serles 10/100 and 10/100/1000 Ethernet Interface modules-Ciassic and CEF256 

-provide a cholce of speeds and forwarding rates (Table 4) . 
• 

Classic 10/100 and 10/100/1000 Interface Modules 

Suited for wiring closet applicatlons, Classlc 10/100 and 10/100/1000 modules use the supervisor's centralized 

forwarding englne for Layer 3 forwarding, and forward packets upto 15 Mpps. 

Capable of operatlng In the same chassis wlth Supervisor Engine lA, Supervisor Englne 2, and Supervisor Engine 

720, Classlc Serles modules do not support dlstrlbuted forwarding and cannot be upgraded with a Distrlbuted 

Forwardlng Card (DFC). 

CEF256 10/100 and 10/100/1000 Interface Modules 

Suited for premler wlrlng closet, distrlbutlon and core layers, data-center, and Web-hostlng applicatlons, CEF256 10/ 

100 and 10/100/1000 interface modules use the centralized CEF engine located on the supervisor englne's policy ) 

feature card (PFC) and forward packets up to 30 Mpps. 

Capable of operating In the same chassis with Supervisor Engine lA, Supervisor Englne 2, and Supervisor Engine 

720, CEF256interface modules can also support distrlbuted forwarding (Table 2). 

Table 3 CEF256 10/100 and 10/100/1000 Switch Fabric DFC Upgrade Requirements 

Supervisor Engine 
720 

Supervisor Engine 720 contains a switdl 
fabric 

Cisco Systems, Inc. 

Requires WS-F6K-DFC3 upgrade; will not work 
with WS-F6K-DFC3, or WS-F6K-DFC 

Ali contents are Copyright o 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Table 4 provides a comparison of the interface module classes available for 10/100 and 10/100/ 1000 Ethernet 

interface modules. 

Table 4 Classic and CEF256 10/100 and 10/100/1000 Interface Module Comparison 

Feature Classic Interface Modules CEF256 Interface Modules 

Perfonnance/ 32 Gbps; 15 Mpps per system 256 Gbps; Up to 30 Mpps per system (15 Mpps per slot for slots 
Forwarding upgraded with DFC to support distributed forwarding) 
Rate (Mpps) 

Fonivarding Supervisor engine CPU makes Centralized CEF engine located on supervisor's PFCx daughter 
Engine forwarding decision card makes forwarding decision upgradeable to dCEF switching 
Architecture with opt ional WS-F6K-DFC or WS-F6K-DFC3 

Supervisor Supervisor Engine 1A, Supervisor Engine 1A. 
Engine Supervisor Engine 2, Supervisor Engine 2, 
Supported Supervisor Engine 720 Supervisor Engine 720 

DFC Upgrade Not supported None integrated; Supervisor Eng ine 2-WS-FGK-DFC upgrade; 
Requirements SupervisorEngine 720-WS-F6K-DFC3 upgrade 

Fabric 32 Gbps shared bus connection Single 8-Gbps channel connection to switch fabric 
Connect ions (on Supervisor Engine1A, [on Supervisor Engine 720 or Supervisor Engine 2-MSFC2 

Supervisor Engine 2, and with Switch Fabric Module (SFM)] and 32-Gbps shared bus 
Supervisor Engine 720) connection 

Slot Can occupy any slot in any Can occupy any slot in any chassis 
Requirements chassis 

Scheduler Weighted Round Robin (WRR) WRR 

i 

~ 
Cisco Systems, Inc. 

Ali contents are Copyright Cl 1992- 2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statem nt. 
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Cisco Catalyst Classic 10/100/1000 Voice Interface Modules 

Sulted for wiring closet applications, Cisco Catalyst Classlc 10/100/1000 volce Interface modules (Table 5) provide 

access to the desktop through standard Rj-45 connectors with the following operational advantages: 

Forwarding architecture---Centralized CEF forwarding 

Forwarding performance---Forward packets up to 15 Mpps per system 

Fabric connectlon-Provide a 32-Gbps shared bus connection 

Supervisor engine---Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 
• 

Distributed forwarding upgrade---None; Classic interface modules cannot be upgraded for distributed forwarding 

S/ot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Time Domain Reflectometer (TDR)-Tests cabling by sending signals down the cable to identify faults in each 

twisted pair 

Transmlt queue structure---1p2q2t = 1 strict prlority queue, 2 round robin queues, 2 thresholds 

Receive queue structure---1q2t = 1 round robln queue, 2 thresholds 

Table 5 Classic 10/100/1000 Voice Interface Modules 

Maximum lnline Power for 
Ports/lnterface/ Port Density/ Distance/ Voice Availab ility/ 

Product Connectors Chassis Model Cable Type Upgrade Capability 

WS-X6148-GE-TX 48-port;1011001 
1000BASE-TX; RJ-45 

WS-X6148V-GE-TX 48-port; 1011001 
1000BASE-TX; RJ-45 

Figure 2 

Classic 10/100/1000 Voice Interface Modules 
WS-X6148V-GE-TX 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

Cisco Systems, Inc. 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

Cisco lnline Power; 
upgradable to 802.3af 

Cisco lnline Power; 
upgradable to 802.3af 

l 
I 
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Cisco Catalyst CEF256 10/100/1000 Voice Interface Modules 

Suited for wiring closet applications, Cisco Catalyst CEF256 10/100/1000 voice interface modules provide access to 

the desktop through standard RJ-45 connectors and line-rate 10/100/1000 Ethernet forwarding (Table 6) with the 

following operational advantages: 

Forwarding architecture--Vse the central CEF engine located on the supervisor engine 

Forwarding performance--Forward packets up to 30 Mpps per system and up to 15 Mpps per slot if upgraded to 

support distributed forwarding 

• Fabric connection-Connect to the swltch fabric through one 8-Gbps connection and the 32-Gbps shared bus 

Supervisor engine--Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine720 

Distributed forwarding upgrade--Optional; upgrade is required only to perform distributed forwarding; requires a 

WS-F6K-DFC3 upgrade to operate with a Supervisor Engine 720; requires a WS-F6K-DFC upgrade to operate with 

a Supervisor Engine2/MFSC2 and a Switch Fabric Module 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Time Domain Reflectometer (TDR)-Tests cabling by sending signals down the cable to identify faults in each · 

twisted pair 

Transmit queue structure--1p2q2t = 1 priority queue, 2 round robin queues, 1 threshold 

Receive queue structure--1q2t = 1 round robin queue, 2 thresholds 

Table 6 CEF256 10/100/1000 Voice Interface Modules 

Maximum lnline Power for 
Ports/ Interface/ Port Density/ Distance/ Cable Voice Availability/ 

Product Connectors Chassis Model Type Upgrade Capability 

WS-X6548-GE-TX 

Figure 3 

48-port; 
10/100/1000BASE-TX; 
RJ-45 

CEF256 10/100/1000 Voice Interface Modules 
WS-X6548-GE-TX 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

100 meters; 
Category 5 cable 

Cisco lnline Power; 
upgradable to 802.3af 

~ . Ci~o Sy••m•. '"'· 
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Cisco Catalyst Classic 10/100 Copper Voice Modules 

Designed for deployment in wiring closets, high-density Cisco Catalyst Classic 10/100 interface modules come with 

a selection of inline power capabilities and provide line-rate 10/100 Ethernet forwarding with the following 

operational advantages: 

• Voice-ready modules with Cisco Inline Power and upgradable to 802.3af-Available in 48-port Rj-45 and RJ-21 

configurations (WS-X6148-Rj45V and WS-X6148-Rj21V) 

• Voice-ready modules with Cisco lnline Power and not upgradable to 802.3af-Available in 48-port RJ-45 and 

RJ-21 configurations {WS-X6348-RJ45V and WS-X6348-RJ21V) 
• 

• Vdice-capable modules upgradable to Cisco lnline Power or 802.3af-Available in 48-port RJ-45 and 

RJ-21configurations {WS-X6148-Rj-45 and WS-X6148-Rj-21) 

Note: These modules are designed to fully support future upgrades to the IEEE 802.3af inline power standard 

currently underway, providing maximum investment protection. 

Forwarding architecture--Use centralized CEF forwarding 

Forwarding performance--Forwards packets up to 15 Mpps per system 

Fabric connection-Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engine--Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade--None; Classlc interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Transmit queue structure--2q2t = two round robin queues and two thresholds 

Receive queue structure--lq4t = one round robin queue and four thresholds 

Cisco Systems. Inc. 
Ali contents are Copyright o 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Table 7 Classic 10/100 Copper Voice Interface Modules 

Ports/lnterface/ 
Product Connectors 

WS-X6148-RJ45 48-port; 
10/100BASE-TX; 
RJ-45 

WS-~6148-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6348-RJ45V 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6348-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6148-RJ-45 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6148-RJ-21 48-port; 
10/100BASE-TX; 
RJ-21 

Figure 4 

Classic 10/100 Copper Voice Interface Modules 
WS-X6148-RJ45 

VWS-X6148-RJ21V 

Port Density/ 
Chassis Model/ 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

576 ports 
(Cisco Catalyst 6513); 
384 ports 
(Cisco Catalyst 6509) 

Cisco Systems, Inc. 

Maximum lnline Power for Voice 
Distance/Cable Availability/ 
Type Capability 

100 meters; Cisco lnline Power; 
Category 5 cable upgradable to 802.3af 

100 meters; Cisco lnline Power; 
Category 5 cable upgradable to 802.3af 

100 meters; Cisco lnline Power; 
Category 5 cable cannot upgrade to 

802.3af 

100 meters; Cisco lnline Power; 
Category 5 cable cannot upgrade to 

802.3af 

100 meters; None provided; can 
Category 5 cable upgrade to Cisco lnline 

Power or 802.3af 

100 meters; None provided; can 
Category 5 cable upgrade to Cisco lnline 

Power or 802.3af 

Ali contents are Copyright C> 1992-2003 Cisco Systems. Inc. Ali rights reserved. Importam Notices and Privacy Statement. 
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Cisco Catalyst CEF256 10/.100 Copper Modules . ./ \ . 

Designed for small campus distribution.aiid core layers and for data-center and Web-hosting applications where 

voice capability is not required, Cisco Catalyst CEF256 twisted-pair interface modules provide line-rate 10/100 

Ethernet forwarding with the following operational advantages: 

Forwarding architecture-Use the' central CEF engine located on the supervisor engine 

Forwarding performance-Forward packets up to 30 Mpps per system and up to 15 Mpps per slot for slots 

upgraded to support distributed forwarding 
• Fabric connecdon-Connect to the switch fabric using a single 8-Gbps switch fabric channel and a 32-Gbps 

shared bus 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-Only required to perform distributed forwarding; require a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to operate with Supervisor Engine 

2/ MFSC2 and an SFM 
l • ' • 

Slot requirements-Can occupy any slot in ~my Cisco Catalyst 6500 Series chassis 

Transmit queue structure-1 p3q 1 t =: 1 prlority q~~.ue , 3 round robin queues, 1 threshold 

Receive ·queue structure-lplq4t = 1 prloricy queu~. 1 round robin queue, 4 thresholds 

Table 8 CEF256 Copper 10/100 Interface Modules - · · 

Ports/lnterface/ Maximum Distance/ 
Product Connectors Port Density/Chassis Model Cable Type 

WS-X6548-RJ-45 

WS-X6548-RJ-21 

48-port; 10/100BASE-TX; 
RJ-45 . 

48-port; 10/100BÀSE:TX; 
RJ-21 . 

. . , 

576 ports (Cisco Catalyst 6513); 384 
ports (Cisco Catalyst 6509) 

• . ~76'ports (Cisco Catalyst 6513) ; 384 
ports (Cisco Catalyst 6509) 

... 
Ci~co Systems, Inc. 

100 meters: 
Category 5 cable 

100 meters; 
Category 5 cable 

Ali contents are Copyrigh.t e> 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. -. ..:..... 
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Figuri's~hÓ.~s gh-density Cisco Catalyst CEF256 copper interface modules deslgned for dlstrlbution and core 

layers. 

Figure 5 

CEF256 Copper 10/100 Interface Modules 
WS-X6548-RJ-45 

WS-X6548-RJ-21 

Cisco Systems, Inc. 
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Catalyst Classic 100FX and .10FL Fiber Interface Modules 

Designed for deployment in wiring closets where optical interfaces are required, the Cisco Catalyst Classlc fiber 

interface modules provide 10/100 Ethernet forwarding with the following operational advantages: 

Forwarding architecturtr-Use centralize~ CEF forwarding 

Forwarding performanctr-Forward packets up to 15 Mpps per system 

Fabric connection-Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engintr-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 
• 

Distfibuted forwarding upgradtr-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot ·in any Cisco Catalyst 6500 Series chassis 

Transmit queue structurtr-2q2t = 2 round robin queues, 2 thresholds 

Receive queue structurtr-lq4t = 1 round robin queue, 4 thresholds 

Note: No inline power support for voice is available for lOOFX/lOFL fiber modules. • d o 

Table 9 Classic 100FX/10FL Fiber Interface Modules 

Portsl Interface{ 
Product Connectors Port DensityiChassis Model Maximum DistanceiCable Type 

WS-X6324-100FX-MM 24-pórt; 
100BASE-FX; 
MT-RJ 

WS-X6324-100FX-SM 24-port; 
100BASE-FX; 
MT·RJ 

WS-X6024·10FL·MT 24-port; 10FI::; 
MT-RJ 

Figu,.. 6 

Classic lOOFX/lOFLFiber Interface ,Modules 
WS-X6024·10Fl:MT 

288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

~ ." 

,288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

Cisco Systems, Inc. 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

2 km; -62.5/125-micron multimode 
fiber; full or half duplex 

Ali contents are Copyright e> 1992- 2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Stat 
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~' ' o Catalyst CEF256 100FX Fiber Modules 

Deslgned for small campus distrlbutlon and core Iayers and for data-center and Web-hostlng applications, Cisco 

Catalyst dCEF256 fiber interface modules provide line-rate lOOFX Ethemet forwardlng with the following 

operational advantages: 

Forwarding architecture---Use the central CEF engine Iocated on the supervisor englne 

Forwarding performance---Forward packets up to 30 Mpps per system and up to 15 Mpps per'slot for slots 

upgraded to support distrlbuted forwarding 

Fabric• connection-Connect to the switch fabrlc using one 8-Gbps connectlon and the 32-Gbps shared bus 

SuperVisor engine---Work wlth Supervisor Englne lA, Supervisor Englne 2, or Supervisor Engine 720 

Distributed forwarding upgrade---Only required to perform distrlbuted forwarding; requlre a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to operate with Supervisor Engine 

2/MFSC2 and a Switch Fabrlc Module 

Slot requirement~Can occupy any slot In any Cisco Catalyst 6500 Serles chassis 

Transmit queue strocture---l p3q 1t = 1 prlorlty queue, 3 round robln queues, 1 threshold 

Receive queue structure---lplq2t = 1 prlorlty queue, 1 round robin queue, 2 thresholds 

Note: No inline power support for volce ls available for lOOFX fiber modules. 

Table 10 CEF256 100FX Fiber Interface Modules 

Ports/lnterface/ 
Product Connectors Port Density/Chassis Model Maximum Distance/Cable Type 

WS-X6524-100FX-MM 

Figure 7 

24-port; 
100BASE-FX; 
MT-RJ 

CEF256 100FX Fiber Interface Modules 
WS-X6524-100FX-MM 

288 ports (Cisco Catalyst 6513); 
192 ports (Cisco Catalyst 6509) 

Cisco Systems. Inc. 

2 km; -62.5/125-micron multimode· 
fiber; full or half duplex 

Ali contents are Copyright o 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Ordering lnformation 

Table 11 provides part number lnformatlon for Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface 

modules. 

Table 11 Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface Modules 

Product Number Description 

WS-X6024-10FL-MT Catalyst 6500 24-port 10FL Classic interface module, multimode fiber, MT-RJ 

WS-"6148-GE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; field-upgradable to 
support Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-VGE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; with Cisco lnline Power 
through voice daug'flter card (WS-F6K-VPWR=) 

WS-X6148-RJ-21 Catalyst 6500 48-port 10/100 RJ-21 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-RJ21V Catalyst 6500 48-port 10/100 Telco RJ-21 Classic interface module with Cisco lnline Power 

WS-X6148-RJ-45 Catalyst 6500 48-port 10/100 RJ-45 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-RJ45V Catalyst 6500 48-port 10/100 RJ-45 Classic interface module with Cisco lnline Power 

WS-X6348-RJ21V Catalyst 6500 48-port 10/100 Telco RJ-21 Classic interface module with Cisco lnline Power 

WS-X6348-RJ45 Catalyst 6500 48-port 10/100.RJ-45 Classic interface module; field-upgradable to provide 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6348-RJ45V Catalyst 6500 48-port 10/.100 RJ-45 Classic interface module with Cisco lnline Power 

WS-F6K-VPWR= lnline powêr daughter card to support Cisco lnline Power for Cisco Catalyst 6500 Series 
switdles 

WS-X6324-100FX-MM Catalyst 6500 24-port 1QOFX Classic interface module, multimode fiber, MT-RJ 

WS-X6324-100FX-SM Catalyst 6500 24-port, 100FX Classic interface module, single-mode fiber, MT-RJ, with 
enhanced QoS 

WS-X6548-RJ-45 Catalyst 6500 48-port, CEF256 10/100 RJ-45 interface module; field-upgradable to support 
·, distributE!d forwarding with the addition of the Distributed Forwarding daughter card 

(WS-F6K-DFC= or DFC3) . 

WS-X6548-RJ-21 Catalyst 6500 48-port, CEF256 10/100 RJ-21 interface module; field-upgradable to support 
distributed forwarding with the addition of the Distributed Forwarding daughter card 
(WS-F6K-DFC= or DFC3) 

WS-X6524·100FX-MM Catalyst 6500 24-port, CEF256 100FX interface module; field-upgradable to support 
distributed forwarding with the addition of the Distributed Forwarding daughter card 
(WS-F6K-DFC= or DFC3) 

WS-F6K-DFC= Distributed forwarding dalighter card for interface modules running with Supervisor 
Engine 2 anda Switdl Fabric Module 

WS-F6K·DFC3= Distrib,uted forwarding daughter card for CEF256, dCEF256, and dCEF720 interface 
modules running with Supervisor Engine 720 

GPMI ·CORREI 
Cisco Systems. Inc. 
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Ordering lnformation-DFC Daughter Cards 

Table 12 provides part number informatlon for Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface 

modules. 

Table 12 Catalyst 6500 Series 10/100 and 100/1000 Distributed Forwarding Cards 

Part Number Desçription 

WS-FGK-DFC Oistributed forwarding card I 
WS-FGK-DFC= Oistributed forwarding card, spare I • 
MEM-DFC-256MB 256-MB ORAM option for OFC 

MEM-DFC-256MB= 256-MB ORAM spare option for OFC 

MEM-DFC-512MB 512-MB ORAM option for OFC I 
MEM-DFC-512MB= 512-MB ORAM spare option for OFC 

Specifications 

Standard Network Protocols . Ethernet: IEEE 802.3, 10BASE-T . Fast Ethernet: IEEE 802.3, lOOBASE-TX, and 100BASE-FX 

• Glgablt Ethernet: lOOOBASE-TX 

• IEEE 802.1d, IEEE 802.1p, IEEE 802.lq, IEEE 802.1s, IEEE 802.1w, IEEE 802.3x, IEEE 802.3z, IEEE 802.3ab, 

IEEE 802.3ad 

Physical Specification 

• Occupies one slot in a Cisco Catalyst 6500 Series chassis 

• Dimenslons (H x W x D): 1.2 x 14.4 x 16 In. (3.0 x 35.6 x 40.6 em) 

Environmental Conditions 

• Operatlng temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relatlve humldlty: 10 to 90% , noncondenslng 

• Operatlng altitude: -60 to 4000 m 

Safety Compliance 

• UL 1950 

• CSA-C22.2 No. 950 

• EN 60950 

• IEC 950 

• AS/NZS 3260 

• IEC 825 

Cisco Systems. Inc. 
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EN 60825 

• 21CFR1040 

EMC Compliance 

• FCC Part 15 (CFR 47) Class A 

• VCCI Class A with UTP, Class B with STP 

• EN55022 Class A with UTP, Class B with STP 

• CISPR 22 Class A with UTP, Class B with STP 
• 

• CE marking 

• AS/NZS 3548 Class A with UTP, Class B with STP 

Network Management 

• ETHERLIKE-MIB (RFC 1643) 

• IF-MIB (RFC 1573) 

• Bridge MIB (RFC 1493) 

• CISCO-STACK-MIB 

• CISCO-VTP-MIB 

• CISCO-CDP-MIB 

• RMON MIB (RFC 1757) 

• CISCO-PAGP-MIB 

• CISCO-STP-Extensions-MIB 

• CISCO-VLAN-Bridge-MIB 

• CISCO-VLAN-Membership-MIB 

• CISCO-UDLDP-MIB 

• CISCO-ENTITY-FRU-CONTROL-MIB 

• CISCO-COPS-CLIENT-MIB 

• ENTITY-MIB (RFC 2037) 

• HC-RMON 

• RFC1213-MIB (MIB-11) 

• SMON-MIB 

lnline Power Specifications 

• Output power per port: 48V DC power 

Maximum Station-to-Station Cabling Distance ~ • Pin assignment: 1, 2, 3, 6 

• 10/100BASE-TX, 190BASE-TX Fast Ethernet, and 10/100/1000: Category 5, Se, and 6 UTP: 328ft. (100m), 

100-ohm STP: 328ft. (100m); half or full duplex 

• 100BASE-FX Fast Ethernet: 62.5/125-micron multimode fiber: 400-m half duplex, 2-km half or full duplex 

Cisco Systems. Inc. 
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~~--- lOOBASE-FX Fast Ethernet: 8/125-mlcron single-mode fiber: 10-km half or full duplex 

• 10BASE-FL Ethernet: 62.5/125-mlcron multlmode fiber: 2-km half or full duplex 

• Maximum power: off (maximum power conditlon not reached); on (maximum power conditlon reached; no 

more phones will receive inline power from this module) 

lndicators and Interfaces 

• Status: green (operational); red (faulty); orange (module booting or running diagnostics) 

• Link good: green (port active): orange (disabled); off (not active or not connected); blinking orange (failed 

diagnostlc and disabled) 

• 10/100/1000: Rj-45 (female) 

• 10/100BASE-TX and 100BASE-TX: RJ-45 (female) 

• 100BASE-FX: MT-RJ (female, multlmode) 

• 100BASE-FX: MT-RJ (female, slngle mode) 

• 10BASE-FL: MT-RJ (female, multimode) 

Cisco Technical Support Services 

Whether your company is a large organlzation, a commercial business, or a service provlder, Cisco ls committed to 

maxlmizing the return on your network investment. Cisco offers a portfolio of technlcal support services to help 

ensure that your Cisco products operate efficlently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technlcal Support Services organlzatlon offers the following features, provlding network investment 

protectlon and minimal downtlme for systems runnlng mission-critlcal applicatlons: 

• Provldes Cisco networking expertise online and on the telephone 

• C reates a proactive support envlronment with software updates and upgrades as an ongoing integral parto f your 

network operations, not merely a remedy when a failure or problem occurs 

• Makes Cisco technlcal knowledge and resources available to you on demand 

• Augments the resources of your technlcal staff to increase productivity 

• Complements remote technlcal support with onsite hardware replacement 

Cisco Technical Support Services lnclude: 

• Cisco SMARTnetTM support 

• Cisco SMARTnet Onslte support 

• Cisco Software Application Servlces, including Software Application Support and Software Application Support 

plus Upgrades 

For more lnformatlon, visit: 

http://www.cisco.com/en/US/products/svcs/ps3034/serv _category _home. html 

Additional Cisco Catalyst 6500 Series lnformation 

Vislt this Iink for to vlew the followlng data sheets: 

Cisco Systems, Inc. 
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http://www.cisco.com/en/US/products/hw/switches/ps708/ 

products_data_sheets_list.html 

o Cisco Catalyst 6500 Series Data Sheet 

o Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor 

Engine 2 Data Sheet 

o Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethemet Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series 10 Gigabit Ethemet Interface 

Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules 

Data Sheet 

( 

Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module (CSM) 

Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module 

(NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module 

Data Sheet 

• Cisco Catalyst 6500 Series IPSec!VPN Servlces Module 

Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet 

.. 
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Product Overview 

This chapter describes the Catalyst 6500 series switches and contains these 
sections: 

• Catalyst 6503 Switch, page 1-2 

• Catalyst 6506 Switch, page 1-4 

• Catalyst 6509 Switch, page 1-7 

• Catalyst 6509-NEB Switch, pf.ge 1-11 

• Catalyst 6513 Switch, page 1-14 

• System Features, page 1-17 

• Fan Assembly, page 1-19 

• Power Supplies, page 1-24 

The Catalyst 6500 series switch chassis are listed in Table 1-1. 

Tãble 1-1 · Catalyst 6500 Seties Switches 

Catalyst 6500 Series Switch Orientation/Number of Slots 

Catalyst 6503 Horizontal 3-slot 

Catalyst 6506 Horizontal 6-slot 

Catalyst 6509 Horizontal 9-slot 

Catalyst 6509-NEB Vertical 9-slot 

Catalyst 6513 Horizontal 13 -slot 

Catalyst 6500 Series Switch lnstallation 
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Chapter 1 Product Overview 

~ .. 
Note In this publication, the term Catalyst 6500 series refers only to the switch chassis 

listed in Table l-2. The Catalyst 6000 series switches (Catalyst 6006 switch and 
Catalyst 6009 switch) are described in a separate publication, the Catalyst 6000 
Series Switches Installation Guide. 

~ .. 
Note Throughout this publication, except where noted, the term supervisor engine is 

.used to refer to Supervisor Engine 1, Supervisor Engine 2, and Supervisor 
· Engine 720. 

Catalyst 6503 Switch 
The Catalyst 6503 switch is a 3-slot horizontally-aligned switch. The 
Catalyst 6503 switch supports the following: 

• A supervisor engine with two gigabit interface uplinks and an optional 
redundant supervisor engine in one o f the following configurations: 

- Two supervisor engines, each with no Multilayer Switch Feature Card 
(MSFC) and no Policy Feature Card (PFC) 

- Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

~ .. 
Note The uplink ports are fully functional on the redundant supervisor 

engine in standby mode. 

~ .. 
Note Both supervisor engines in a single chassis must be completely 

identical. 

• Catalyst 6500 Series Switch lnstallation Guide 
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Catalyst 6503 

• Up to two hot-swappable Catalyst 6500 series modules: 

- The Switch Fabric Modules (WS-C6500-SFM and WS-X6500-SFM2) 
are not supported on the Catalyst 6503 switch. 

- The WS-X6816-GBIC 16-port Gigabit Ethernet fabric-enabled moduleis 
not supported on the Catalyst 6503 switch. 

• Backplane bandwidth of 32 Gbps 

• Hot-swappable fan assembly 

• Two power entry modules (PEMs) 

• Redundant AC-input or DC-input power supplies (950W power supply only) 

Catalyst 6503 Switch-Front View 

PE PE 2 

s 

6500 Series Switch Jnstallation 

Fls-: O 6 3 8 

I Doe: 3 7 O 1 



Chapter 1 Product Overview 
Catalyst 6506 Switch 

Figure 1-2 Catalyst 6503 Switch-Rear Wew 

o 

õ' õis~' o 

Power supply 2 ~ [E (redundant) 

ô'õô' 

Power supply 1 ~ r E o 

o 

Catalyst 6506 Switch 
The Catalyst 6506 switch chassis is a 6-slot horizontally-aligned chassis. The 
Catalyst 6506 switch supports the following: 

A supervisor engine with two Gigabit Ethemet uplink ports (slot 1) 

An optional redundant supervisor engine (slot 2) 

~ .. 
Note Supervisor Engine 720 must be installed in chassis slots 5 or 6. Slots 

1 and 2 are available for switching modules. 

~ .. 
Note The uplink ports are fully functional on the redundant supervisor 

engine in standby mode. 

6500 Series Switch lnstallation Guide 
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Both supervisor engines in a single chassis must be ompletely identical. You 
can configure the redundant supervisor engines in a Catalyst 6506 switch in 
one of three configurations: 

- Two supervisor engines, each with no Multilayer Switch Feature Card 
(MSFC) and no Policy Feature Card (PFC) 

- Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC anda PFC 
daughter card 

• Up to five additional hot-swappable Catalyst 6500 series switching modules 

- Fabric-enabled module support provided in slots 2-6 (requires Switch 
F abri c Module) 

~.6 
Note Supervisor Engine 720 has built-in switching fabric and does not 

require that Switch Fabric Modules be installed in the chassis. 

• Hot-swappable fan tray 

~.6 
Note The high capacity fan tray (WS-C6K-6SLOT-FAN2) must be 

installed when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

~.6 
Note When a Supervisor Engine 720 and the high capacity fan tray are 

installed, you must install 2500 W or higher capacity power supplies 
in the chassis . 

. • Backplane bandwidth of 32 Gbps scalable up to 256 Gbps 

~.6 
Note Backplane bandwidth greater than 32 Gbps requires that you install 

either a Switch Fabric Module or a Supervisor Engine 720 in the 
switch chassis. 

6500 Series Switch lnstallation 
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Figure 1-3 Catatyst 6506 Switch 
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• A Switch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 

- The Switch Fabric Module requires Supervisor Engine 2. 

~ .. 
Note Switch Fabric Modules are not supported by Supervisor 

Engine 720. 

- You must install a Switch Fabric Module in either slot 5 or slot 6 ofthe 
Catalyst 6506 switch. For redundancy, you can install a standby Switch 
Fabric Module. The module first installed functions as the primary 
module. When you install two Switch Fabric Modules at the same time, 
the module in slot 5 acts as the primary module, and the module in slot 6 
acts as the backup. Ifyou reset the module in slot 5, the module in slot 6 
becomes the primary module. 

- Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
the same Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is 
supported. 

- Fabric-enabled module support is provided in all slots. (A Switch Fabric 
Moduleis required.) 

Catalyst 6509 Switch 

( 

78-15722-01 

The Catalyst 6509 switch chassis has nine horizontal slots that are numbered from 
top to bottom. (See Figure 1-4.) Slot 1 is reserved for the supervisor engine, which 
provides switching, local and remote management, and multiple gigabit uplink 
interfaces. 

Slot 2 can contain an additional supervisor engine, which can act as a backup if 
the first supervisor engine fails. If a redundant supervisor engine is not required, 
slot 2 is available for a switching module. 

For a detailed description of supervisor engine operation in a redundant 
configuration, refer to your software configuration guide. 
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Chapter 1 Product Overview 

The Catalyst 6509 switch supports the following: 

• A supervisor engine with two Gigabit Ethemet uplink ports and an optional 
redundant supervisor engine 

~.A 
Note Supervisor Engine 720 must be installed in chassis slots 5 or 6. Slots 

1 and 2 are available for switching modules . 

~.A 
Note The uplink ports are fully functional on a redundant supervisor engine 

in standby mode. 

Both supervisor engines in a single chassis must be completely identical. You 
can configure the redundant supervisor engines in a Catalyst 6500 series 
switch in one ofthree configurations: 

- Two supervisor engines, each with no MSFC and no PFC 

- Two supervisor engines, each configured with a PFC daug~ter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

• Backplane bandwidth scalable up to 256 Gbps 

~.A 
Note Backplane bandwidth greater than 32 Gbps requires that you install a 

Switch Fabric Module or a Supervisor Engine 720 in the 
Catalyst 6509-NEB switch chassis. 

• A Swi~ch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 

- The Switch Fabric Modules require Supervisor Engine 2. 

- You must install the Switch Fabric Module in either slot 5 or slot 6 of the 
Catalyst 6509-NEB switch. For redundancy, you can install a standby 
Switch Fabric Module. The module first installed functions as the 
primary module. When you install two Switch Fabric Modules at the 
same time, the module in slot 5 acts as the primary module, and the 
module in slot 6 acts as the backup. Ifyou reset the module in slot 5, the 
module in slot 6 becomes the primary module. 
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- Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
the same Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is 
supported. 

~~ 
Note Supervisor Engine 720 has built-in switching fabric and does not 

require that Switch Fabric Modules be installed in the chassis. 

• Up to eight additional Catalyst 6500 series modules 

- Fabric-enabled module support provided in all slots (requires Switch 
F abri c Module) 

• Hot-swappable fan assembly 

~~ 
Note The high capacity fan tray (WS-C6K-9SLOT-FAN2) must be 

installed when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

~~ 
Note When a Supervisor Engine 720 and the high capacity fan tray are 

installed, you must install 2500 W or higher capacity power supplies 
in the chassis. 

Catalyst 6500 Series Switch lnstallation 



Figure 1-4 Catalyst 6509 Switch 
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Catalyst 6509-NEB Switch 

f 

( 
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The Catalyst 6509-NEB switch chassis has nine vertical slots that are numbered 
from right to left. (See Figure 1-5.) Slot 1 is reserved for the supervisor engine, 
which provides switching, local 'and remo te management, and multiple gigabit 
uplink interfaces. 

Slot 2 can contain an additional supervisor engine, which can act as a backup if 
the first supervisor engine fails. If a redundant supervisor engine is not required, 

. • slot 2 is available for a switching module. 

For a detailed description of supervisor engine operation in a redundant 
configuration, refer to your software configuration guide. 

The Catalyst 6509-NEB switch supports the following: 

• A supervisor engine with two Gigabit Ethernet uplink ports and an optional 
redundant supervisor engine 

~ ... 
Note Supervisor Engine 720 must be installed in slots 5 or 6. Slots 1 and 2 

are available for switching modules. 

~ ... 
Note The uplink ports are fully functional on the redundant supervisor 

engine in standby mode. 

Both supervisor engines in a single chassis must be completely identical. You 
can configure the redundant supervisor engines in a Catalyst 6500 series 
switch in one o f three configurations: 

- Two supervisor engines, each with no MSFC and no PFC 

Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

• Backplane bandwidth scalable up to 256 Gbps 

Catalyst 6500 Series Switch lnstallation 
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Catalyst 6509-NEB Switch 

• MSfW 

~ .. 
Note Backplane bandwidth greater than 32 Gbps requires that you install 

either a Switch Fabric Module or a Supervisor Engine 720 in the 
Catalyst 6509-NEB switch chassis. 

• A Switch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 

- The Switch Fabric Modules require Supervisor Engine 2. 

- You must install the Switch Fabric Module in either slot 5 or slot 6 ofthe 
Catalyst 6509-NEB switch. For redundancy, you can install a standby 
Switch Fabric Module. The module first installed functions as the 
primary module. When you install two Switch Fabric Modules at the 
same time, the module in slot 5 acts as the primary module, and the 
module in slot 6 acts as the backup. lfyou reset the module in slot 5, the 
module in slot 6 becomes the primary module. 

- Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
the same Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is 
supported. 

~ .. 
Note The Supervisor Engine has built-in switching fabric and does not 

require that Switch Fabric Modules be installed in the chassis. 

• Up to eight additional Catalyst 6500 series hot-swappable modules 

- Fabric-enabled module support provided in all slots (requires Switch 
Fabric Module or Supervisor Engine 720) 

• Hot-swappable fan assembly 

~ .. 
Note The high capacity fan tray (WS-C6509-NEB-FAN2) must be installed 

when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

~ .. 
Note When a Supervisor Engine 720 and the high capacity fan tray are 

installed, you must install 2500 W or larger capacity power supplies 
in the chassis. 
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Catalyst 6509-NEB Switch • 

Figure 1-5 Catalyst 6509-NEB Switch 
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Catalyst 6513 Switch 

~ .. 

The Catalyst 6513 switch chassis has 13 slots. (Se e Figure 1-6.) Slot 1 is reserved 
for a Supervisor Engine 2, which provides switching, local and remote 
management, and multiple gigabit uplink interfaces. 

Note The Catalyst 6513 switch requires a Supervisor Engine 2 or Supervisor 
Engine 720. 

~ .. 

Slot 2 can contain an additional Supervisor Engine 2, which can act as a backup 
ifthe first supervisor engine fails. I f a redundant supervisor engine is not required, 
s1ot 2 is available for a switching module. 

Note Supervisor Engine 720 must be installed in slots 7 or 8. 

For a detailed description of supervisor engine operation in a redundant 
configuration, refer to your software configuration guide 

The Catalyst 6513 switch supports the following: 

• A Supervisor Engine 2 with two Gigabit Ethernet uplink ports and an optional 
redundant Supervisor Engine 2 

~ .. 
Note The uplink ports are fully functional on the redundant Supervisor 

Engine 2 in standby mode. 

Both supervisor engines in a single chassis must be completely identical. You 
can configure the redundant supervisor engines in a Catalyst 6500 series 
switch in one o f three configurations: 

- Two supervisor engines, each with no MSFC and no PFC 

- Two supervisor engines, each configured with a PFC daughter card 

- Two supervisor engines, each configured with both an MSFC and a PFC 
daughter card 

• Backplane bandwidth scalable up to 256 Gbps 
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' Note Backplane bandwidth greater than 32 Gbps requires that you install 
either a Switch Fabric Module or Supervisor Engine 720 in the 
Catalyst 6513 switch chassis. 

• A Switch Fabric Module (supports WS-X6500-SFM2 only) 

- The Switch Fabric Module requires Supervisor Engine 2. Supervisor 
Engine lA does not support the Switch Fabric Module. 

- You must install the Switch Fabric Module in slot 7 or slot 8 o f the 
Catalyst 6513 switch. For redundancy, you can install a standby Switch 
F abri c Module. The module first installed functions as the primary 

' module. When you install two Switch Fabric Modules at the same time, 
the module in slot 7 acts as the primary module, and the module in slot 8 
acts as the backup. Ifyou reset the module in slot 7, the module in slot 8 
becomes the primary module. 

~ .. 
Note Supervisor Engine 720 has built-in switching fabric and does not 

require that Switching Fabric Modules be installed in the chassis. 

• Up to 12 additional hot-swappable switching modules 

- Fabric-enabled module support provided in ali slots (requires a Switch 
Fabric Module (WS-X6500-SFM2) or Supervisor Engine 720 be 
installed) 

- Dual Fabric connectivity supported in slots 9-13 (requires a Switch 
Fabric Module (WS-X6500-SFM2) or Supervisor Engine 720 be 
iQ.stalled) 

• Hot-swappable fan assembly 

~ .. 
Note The high capacity fan tray (WS-C6K-13SLT-FAN2) must be installed 

when a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

( 
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~A 
Note When a Supervisor Engine 720 and the higher capacity fan tray are 

installed, you must install 2500 W or higher capacity power supplies 
in the chassis. 

Figure 1-6 Catalyst 6513 Switch 
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System Features 

Port Density_· 

( 
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This section describes the hardware features for the Catalyst 6500 series switches. 
For software descriptions, refer to your software configuration guide. For module 
descriptions and installation procedures, refer to the Catalyst 65 00 Series 
Switches Module Installation Guide. 

Table l-2 lists the port densities o f the Catalyst 6500 series switches. 

Table 1-2 Catalyst 6500 Series Port Oensity 

Architecture Catalyst 6500 Series Switches 

Number o f 1 O Gigabit 2 (3 slots) Catalyst 6503 switch 
Ethernet Ports 5 ( 6 slots) Catalyst 6506 switch 

8 (9 slots) Catalyst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

Number of Gigabit 34 (3 slots) Catalyst 6503 switch 
Ethernet Ports 82 (6 slots) Catalyst 6506 switch 

130 (9 slots) Catalyst 6509 switch 
194 ( 13 slots) Cata1yst 6513 switch 

Number o f 1 OOBASE-FX 96 (3 slots) Catalyst 6503 switch 
Ethernet Ports 120 (6 slots) Cata1yst 6506 switch 

192 (9 slots) Catalyst 6509 switch 
288 (13 slots) Cata1yst 6513 switch 

Number of 10/100 96 (3 s1ots) Cata1yst 6503 switch 
Ethernet Ports 240 (6 slots) Cata1yst 6506 switch 

384 (9 slots) Cata1yst 6509 switch 
576 (13 slots) Cata1yst 6513 switch 

Number of 10BASE-FL 48 (3 slots) Catalyst 6503 switch 
Ethernet Ports 120 (6 s1ots) Catalyst 6506 switch 

192 (9 s1ots) Catalyst 6509 switch 
288 (13 slots) Catalyst 6513 switch 

· · ------~-----
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Chapter 1 Product Overview 

Table 1-2 Catalyst 6500 Series Port Oensity (continued) 

Architecture Catalyst 6500 Series Switches 

Number of ATM OC-12 2 (3 s1ots) Catalyst 6503 switch 
Ports 5 (6 slots) Catalyst 6506 switch 

8 (9 slots) Catalyst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

Number ofFlexWAN 2 (3 slots) Catalyst 6503 switch 
Modules 5 (6 slots) Catalyst 6506 switch 

8 (9 slots) Catalyst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

Catalyst 6500 series switches have these redundancy features: 

• Ability to house two hot-swappable supervisor engines 

• Ability to house two fully redundant, AC-input or DC-input, load-sharing 
power supplies 

~A 
Note In certain configurations, the power supplies are not fully redundant. 

Refer to the "Power Supply Redundancy" section on page 1-29. 

• A hot-swappable fan assembly containing multiple fans 

• Redundant backplane-mounted clock modules 

• Redun?ant backplane-mounted voltage termination (VTT) modules 

-Cómponent Hot Swapping 

You can hot swap all modules (including the supervisor engine if you have a 
redundant supervisor engine) and the fan assemb1y. You can add, replace, or 
remove modules without interrupting the system power or causing other software 
or interfaces to shut down. 

• Catalyst 6500 Series Switch lnstallation Guide 
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Fan Assembly 

~A 

The system fan assembly is located in the chassis and provides cooling air for the 
supervisor engine and the switching modules. The following figures show the 
direction o f airflow in to and out o f the switch: Figure 1-7 (Catalyst 6503 switch), 
Figure 1-8 (Catalyst 6506 switch), Figure 1-9 (Catalyst 6509 switch), 
Figure 1-10 (Catalyst 6509-NEB switch), and Figure 1-11 (Catalyst 6513 
switch). Sensors on the supervisor engine monitor the internai air temperatures. 

• I f the air temperature exceeds a preset threshold, the environmental monitor 
displays waming messages. 

Note We recommend that you maintain a minimum air space of6 inches (15 em) 
between walls and the chassis air vents and a minimum horizontal separation of 
12 inches (30.5 em) between two chassis to prevent overheating. 

If an individual fan within the assembly fails, the FAN STATUS LED tums red. 
Individual fans cannot be replaced. To replace a fan assembly, see the "Removing 
and Replacing the Fan Assembly" section on page 5-35. 

Refer to your software configuration guide for information on environmental 
monitoring. 

Figure 1-7 Catalyst 6503 Switch lntemal AirRow 
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Figure 1-8 Catalyst 6506 Switch lntemal Airflow 
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Figure 1-9 Catalyst 6509 Switch Interna/ AirRow 

Fan 
assembly 

Power supply 
air inlet 

( 

78-15722-01 

"""··~ 

6500 Series Switch lnstallation 

Fls: O 6 4 7 
~--__:__:: __ 

( Doe: 3 7 o 1 



·· , 

• Fan Assembly 

Figure 1-10 Catalyst 6509-NEB Switch lntemal Airflow 
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Figure 1-11 Catalyst 6513 Switch lntemal AirOow 
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Power Supplies 
Catalyst 6500 series switch power supplies are available in five power ratings: 

• 950 W-AC and DC input (PWR-950-AC and PWR-950-DC) (for use with 
the Catalyst 6503 switch only) 

1000 W-AC input only (WS-CAC-lOOOW) 

1300 W-AC and DC input (WS-CAC-1300W and WS-CDC-1300W) 

• • 2500 W-AC and DC input (WS-CAC-2500W and WS-CDC-2500W) 

• 4000 W-AC input only (WS-CAC-4000W-US1 or WS-CAC-4000W-INT) 

950 W Power Supply (PWR-950-AC and PWR-950-DC) 

~ .. 
Note The 950 W AC-input and DC-input power supplies can be installed in-the 

Catalyst 6503 switch chassis only. They cannot be installed in any other 
Catalyst 6500 series switch chassis. 

~ .. 

The 950 W power supplies (see Figure 1-12) do not connect directly to source AC 
but use a power entry module (PEM), located on the front o f the chassis, to 
connect the si te power source to the power supply located in the back of the 
chassis. 

The AC-input PEM (shown in Figure 1-13) and DC-input PEM (shown in 
Figure 1-14) provi de an input power connection on the front o f the router 
chassis to connect the site power source to the power supply. You can connect the 
DC-input power supply to the power source with heavy gauge wiring connected 
to a terminal block. The wire gauge size is determined by local electrical codes 
and restrictions. 

. Note The power cord is not shown in Figure 1-13 . 

~ 
\,.~ 

C) 

The PEMs have an illuminated power switch (AC-input only), current protection, \ 
surge and EMI suppression, and filtering functions. ~ 
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Power Supplies • 

Figure 1-12 Catalyst 6503 950 W AC- and DC-Input Power Supplies 
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1000 W, 1300 W, 2500 W, and 4000 W Power Supplies 

~~ 

The 1000 W, 1300 W, 2500 W, and 4000 W AC-input and DC-input power 
supplies have the same form factor and designed for use in the Catalyst 6500 
series switches. 

Note The 1000 W, 1300 W, 2500 W, and 4000 W power supplies have a different form 
factor and cannot be used in the Catalyst 6503 series switch. 

Catalyst 6500 series chassis power supply configurations for the 1000 W, 1300 W, 
2500 W and 4000 W power supplies are shown in Table 1-3. 

lãb!e 1-3 Catalyst 6500 Series Power Supply Confígurations I 
Catalyst 6500 Series 
Switch Power Supply Configurations 

Catalyst 6506 1000 W AC-input 

1300 W AC- and DC-input 

2500 W AC- and DC-input 

Catalyst 6509 1300 W AC- and DC-input 

2500 W AC- and DC-input 

4000 W AC-input 

Catalyst 6509-NEB 1300 W AC- and DC-input 

2500 W AC- and DC-input 

·, 
4000 W AC-input 

Catalyst 6513 2500 W AC- and DC-input 

I 4000 W AC-input 
I 

Catalyst 6500 series switches support redundant AC-input and DC-input power 
supplies. Unlike the Catalyst 4000 family and Catalyst 5000 family switches, the 
Catalyst 6500 series switches allow you to mix AC-input and DC-input power 
supplies in the same chassis. 
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~ ... 

Many telco organizations require a -48 VDC power supply to accommodate their 
power distribution systems. From an operational perspective, the DC-input power 
supply has the same characteristics as the AC-input version. 

The AC-input power supply (see Figure 1-15) has a detachable power cord 
( except for the WS-CAC-4000W) that allows you to connect each power supply 
to the site power source. You can connect the DC-input power supply (see 
Figure 1-16) to the power source with heavy gauge wiring connected to a terminal 
block. The wire gauge size is determined by local electrical codes and restrictions. 

-------------------------------------------------------------
Note The power cord is not shown in Figure 1-15. 

~ .. 
Note With a fully populated Catalyst 6513 switch, two 2500 W power supplies are not 

fully redundant. I f you run the 2500 W power supply at the low range input (I 00 
to 120 VAC), it is not redundant in a fully populated Catalyst 6509 or 
Catalyst 6509-NEB switch. 

~ .. 
Note The 2500 W AC-input power supply needs 220 VAC to detiver 2500 W ofpower. 

When powered with 110 VAC, it delivers only 1300 W. In addition, the power 
supp1y needs 16 A, regardless ofwhether it is p1ugged into 110 VAC or 220 VAC. 

For complete power specifications, see Appendix A, "Technical Specifications." 
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Figure 1-15 AC-Input Power Supply 
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Power Supply Redundancy 

( 

78-15722-01 

~ .. 

Catalyst 6500 series modules have different power requirements. Depending upon 
the wattage ofthe power supply, certain switch configurations might require more 
power than a single power supply can provide. Although the power management 
feature allows you to power all installed modules with two power supplies, 
redundancy is not supported in this configuration. Redundant and nonredundant 
power configurations are summarized in Table 1-4. The effects of changing the 

• power supply configurations are summarized in Table 1-5. 

Note For proper load-sharing operation in a redundant power supply configuration, you 
must install two modules in the chassis. lf you fail to install two modules, you 
might receive spurious OUTPUT FAIL indications on the power supply. 
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lãble 1-4 Power Supply Redundancy 

lf you have two 
power supplies of 

Equal wattage 

Unequal wattage 

Equal or unequal 
wattage 

and redundancy is 

Enabled 

Enabled 

Disabled 

Chapter 1 Product OveiView 

Then I 
The total power drawn from both supplies is never 
greater than the capability of one supply. lf one supply 
malfunctions, the other supply can take over the entire 
system load. Each power supply provides 
approximately half ofthe required power to the system. 
Load sharing and redundancy are enabled 
automatically; no software configuration is required. 

Both power supplies come online, but a syslog message 
displays that the lower wattage power supply will be 
disabled. If the active power supply fails, the system 
shuts down. The lower wattage power supply must then 
be manually tumed on. The lower wattage power supply 
selectively powers up the modules so that the capacity 
o f the power supply is not exceeded. . 

I 
The total power available to the system is 
approximately 167 percent o f the lower wattage power 
supply. The system powers up as many modules as the 
combined capacity allows. I f the higher wattage power 
supply fails, the lower wattage supply might also shut 
down due to overcurrent protection, thus preventing 
damage to the lower wattage power supply. 
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Tãble 1-5 Effects oF Power Supply Confíguration Changes 

Configuration Change Effect 

Redundant to • System log and syslog messages are generated . 
nonredundant • System power is increased to approximately 167 percént ofthe lower 

wattage power supply. 

. The modules marked as power-deny in the show module Status field 
• 

. . are brought up if there is sufficient power . 

N onredundant to • System log and syslog messages are generated . 

( mdant . System power is the power capability o f the larger wattage supply . 

• Ifthere is not enough power for all previously powered-up modules, 
some modules are powered down and marked as power-deny in the 
show module Status field. 

Equal wattage power • System log and syslog messages are generated . 
supply is inserted with . System power equals the power capability of one supply (both 
redundancy enabled supplies provide approximately one half o f the total current). 

• No change in the module status because the power capability is 
unchanged. 

Equal wattage power • System log and syslog messages are generated . 
supply is inserted with . System power is the combined power capability o f both supplies . 
redundancy disabled 

• The modules marked as power-deny in the show module Status field 
are brought up if there is sufficient power. 

(, ·her wattage power • System log and syslog messages are generated . 
supply is inserted with ·, 

• The system disables the lower wattage power supply; the higher 
redundancy enabled wattage supply powers the system. 

Lower wattage power · • System log and syslog messages are generated. 
supply is inserted with • The system disables the lower wattage power supply; the higher 
redundancy enabled wattage supply powers the system. 

78-15722-01 
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Chapter 1 Product Overview 

lãble 1-5 Elfects oF Power Supply Conliguration Changes (continued) 

Higher or lower wattage 
power supply is inserted 
with redundancy disabled 

Power supply is removed 
with redundancy enabled 

Power supply is removed 
with redundancy disabled 

System is booted with 
power supplies o f different 
wattage installed and 
redundancy enabled 

System is booted with 
power supplies o f equal or 
different wattage installed 
and redundancy disabled 

• System log and syslog messages are generated. 

• System power is increased to the combined power capability o f both 
supplies. 

• The modules marked as power-deny in the show module Status field 
are brought up i f there is sufficient power. 

• System log and syslog messages are generated. I 

• If the power supplies are o f equal wattage, there is no change in the 
module status because the power capability is unchanged. 

If the power supplies are o f unequal wattage and the lower wattage 
supply is removed, there is no change in the module status. 

If the power supplies are o f unequal wattage and the higher wattage 
supply is removed, the lower wattage power supply must be manually 
tumed on. (The system had previously tumed off the lower wattage 
power supply.) 

• System log and syslog messages are generated. 

• System power is decreased to the power capability of one supply. 

• If there is not enough power for all previously powered-up modules, 
some modules are powered down and marked as power-deny in the 
show module Status field. 

System log and syslog messages are generated. 

• The lower wattage supply is disabled. 

• System log and syslog messages are generated. 

System power equals the combined power capability ofboth supplies. 

• The system powers up as many modules as the combined capacity 
allows. 

J 
You can change the configuration of the power supplies to redundant or 
nonredundant at any time. If you switch from a redundant to a nonredundant 
configuration, both power supplies are enabled ( even a power supply that was 
disabled because it was o f a lower wattage than the other power supply). If you 

• Catalyst 6500 Series Switch lnstallation Guide 
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change from a nonredundant to a redundant configuration, both power supplies 
are initially enabled, and i f they are o f the same wattage, remain enabled. I f they 
are of different wattage, a syslog message displays and the lower wattage supply 
is disabled. 

For additional information about the power management feature and individual 
module power consumption, refer to your software configuration guide. 

Environmental Monitoring ofthe Power Supply 

( 

( 

78-15722-01 

The environmental monitoring and reporting functions allow you to maintain 
normal system operation by resolving adverse environmental conditions prior to 
loss of operation. 

The power supplies monitor their own internai temperature and voltages. In the 
event of excessive internai temperature, the power supply will shut down to 
prevent damage. When the power supply returns to a safe operating temperature, 
it will restart. In the event o f an abnormal voltage on one or more outputs o f the 
power supplies, the OUTPUT FAIL LED willlight. Substantial overvoltage 
conditions can lead to a power supply shutdown. 

The power supply front panel LEDs are described in Table 1-6. 

For more information about the environmental monitoring feature, refer to your 
software configuration guide. 

6500 Series Switch Instai 
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Chapter 1 Product Overview 

lãble 1-6 Power Supply Front PanellEDs 

LED Description 

INPUT OK AC-input power supplies: 

FANOK 

• Green when the input voltage is OK (85 VAC or greater) 

• Off when the input voltage falls below 70 VAC or i f the 
power supply shuts down 

DC-input power supplies: 

• Green when the input voltage is OK (-40.5 VDC or 
greater) 

• Offwhen the input voltage falls below -33 VDC or ifthe 
power supply shuts down 

Green when the power supply fan is operating properly. Red 
when a power supply fan failure is detected. 

OUTPUT FAIL Red when there is a problem with one or more of the 
DC-output voltages o f the power supply 

Power Supply Fan Assembly 

The power supplies have a built-in fan; air enters the front ofthe fan (power-input 
end) and exits through the back. An air dam keeps the airflow separate from the 
rest o f the chassis, which is cooled by the system fan assembly. 

Power supply fans are not field-replaceable; the power supply must be replaced. 
To replace a power supply, see the "Removing and Replacing the 1000 W, 
1300 W, 2500 W, and 4000 W Power Supplies" section on page 5-20. 

• Catalyst 6500 Series Switch lnstallation Guide .,,. 78-15722-01 
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Cisco Catalyst Operating System Software 

Version 7.1(1) for the Catalyst 
6000 and 4000 Series Switches 

The Cisco Catalyst Operating System software Version 7.1(1) for the Supervisor Engine 

supports the Cisco Catalyst 6000 and Catalyst 4000 Series switches. 

Hardware Supported 

The system software version 7 .I (I) supports ali cards already previously supported by the Cisco Catalyst Operating 

System software on the Cisco Catalyst 6000 and Cisco Catalyst 4000 Series Supervisor Engines. In addition, the 

Catalyst Operating System software release 7 .1 .1 supports the following additional hardware modules: 

Catai~ st Catai~ st 
6500 4000 

llanh\arc 1\Iudulc Dcscriptiun 1\ludulc 1\Iudulc 

WS-X6501-IOGEX4 

WS-X6524-IOOFX-MM 

WS-X4448-GB-RJ45 

1-port 10-Gigabit Ethernet Module 

24-port I OOBaseFX Ethernet Module 

Catalsyt 4000 Family 48-port 101100/ 1000 BASE-T 
Module 

X 

X 

X 

The Catalyst Operating System software release 7.1.1 also includes support for the Cisco 7603 Internet Router: 

Note: The Cisco 7603 Internet Router supports ali Supervisor Engine configurations. 

Cisco Systems 
Ali contents are Copyright © 1992--200 I Cisco Systems, Inc. Ali rights reserved . lmportant Notices !1P'riva~ -~ 
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Software Features 

The following software features ali require Cisco Catalyst Operating System system software 7.1 ( 1) for the Supervisor Engines. 

Catai~ si Catai~ si 
61HHJ -'IHHJ 

Soft\\ llre Feature I>l·scription Feature Feature 

IEEE 802.3ad Link Aggregation Control Protocol, (LACP) is X X 
defined in IEEE 802.3ad and allows Cisco switches 
to manage Ethemet channeling with devices that 
conform to the 802.3ad specification. 

LACP is similar to Cisco 's proprietary 

• implementation o f EtherChannel, Port Aggregation 
Protocol (PAgP) which allows ports with similar 
characteristics to form a channel through dynamic 
negotiation with a partner system. 

~EE 802.1w/802.Is The IEEE 802.1 w specification, (Rapid Spanning X X 
Tree Protocol) provides for sub-second 
reconvergence o f the Spanning Tree Pro toco I afie r 
failure o fone o f the uplinks in a bridged 
environment. 802.1 w provides the structure on 
which the 802.1 s feature operates. 

The IEEE 802.1s specification (MST- multiple 
Spanning Tree) allows a user to build multiple 
spanning trees over VLAN trunks. Fast convergence 
o f the MST topology is achieved by using a 
modified version ofthe RSTP protocool. 

BPDU Filtering Per Port With Version 7 . I (I) o f the Catalyst Operating X 
system, BPDU Filtering can now be applied on a 
per-port basis. BPDU Filtering (both ingress and 
egress) can now be enabled on any ports, including 
non-portfast-enabled and trunk ports. 

IGMP Snooping on Priva te VLANs IGMP Snooping can be applied on a Private VLAN. X 

IGMP Snooping Querier This feature provides the ability to run IGMP X 
Snooping in the absence o f a multicast router. The 
switch then acts as an IGMP Querier. 

YIP Flltering IGMP Filtering enables the Catalyst 4000 to filter X 
(permit or ~eny) IGMP packets by allowing the 
configuratioh o f profiles o f IP multicast groups. A 
pro file consists o fone or more ranges o f IP multicast 
addresses which can then be filtered or monitored on 
a per switch port basis. 

The monitoring function of IGMP filtering enables 
administrators to track the time and duration that a 
port has been a member o f an IP multicast group. 

Option for No VTP Enables a switch to not only be a non-participant in X X 
VTP, but also to drop ali VTP traffic (unlike 
Transparent mode which passes VTP traffic) thus 
creating a VTP boundary. 

Cisco Systems 
Ali contents are Copyright © 1992--200 I Cisco Systems, Inc. Ali rights reserved. lmportant Notices a~d Privacy Statement. 
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Portfast on Trunks 

Show Port MAC Address 

Single Device Per Port 
Enhancement 

SMON-MIB VLAN Stats 
Support 

MAC Address Notlficatlon 

Various MIB Support 

Allows portfast to be configured for trunklchannel 
ports. On link-up state, the port immediately 
transitions into Spanning Tree forwarding inode, 
bypassing listening and leaming states. 

This feature is useful for direct connections to 
routers or servers. 

Enables users to view the MAC address for each 
physical port on the switch from the switch 's range 
o f MAC addresses. 

Enables users to move hosts to different switch ports 
without the 10 minutes delay duration previously 
required by the port security feature implementation. 

The timer values can be set from a 1-minute 
minimum to 1440 minutes maximum. 

Per-VLAN statistics (total packets, octets, nucast 
packets and nucast octets) are provided through the 
SMON VlanldStatsTable ofthe SMON-MIB with 
Supervisor Engine 2 I MSFC2. 

MAC Address Notification allows the network 
administrator to monitor the MAC addresses that are 
leamed by the switch and those which are aged out or 
removed from the CAM table. Notifications can be 
sent to the administrator for both unicast and 
multicast addresses and include SNMPv2 traps ora 
history log o f the change. 

• CISCO-CATOS-ACL-QOS-MIB Enhancement 

• CISCO-ENTITY-FRU-CONTROL-MIB 
Enhancement 

• CISCO-ENVMON-MIB 

• CISCO-IGMP-FILTER-MIB 

CISCO-LAG-MIB 

• CISCO-MAC-NITIFICATION-MIB 

• CISCO-MEMORY-POOL-MIB Enhancement 

• CISCO-ME-MIB 

• CISCO-STP-EXTENSIONS-MIB 

• CISCO-SWITCH-ENGINE-MIB Enhancement 

• IEEE8021-PAE-MIB 

• IEEE8023-LAG-MIB 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 

X 
X 

X 
X 

X 

X 

X 

X 

X 

X 
X 

X 

X 

X 

X 

Orderable Software lmages 

The following table lists the software versions and applicable ordering inforrnation for the Cisco Catalyst 6000 and Catalyst 4000 Series 
Supervisor Engine software. Starting with version 7.1(1), The 'non-krypto' images will now be designated as K8 images, denoting weak 
encryption, where SNMPv3 and Kerberos telnet session data is encrypted. 
Caution: Always back up the switch configuration file before upgrading or downgrading the switch software to avoid losing ali or part ofthe 
configuration stored in NVRAM. When downgrading switch software, you willlose your configuration. Use the write network command or 
the copy config tftp command to back up your configuration to a Trivial File Transfer Protocol (TFTP) server. Use the copy config flash 
command to back up the configuration to a Flash device. . "' ) . REtS · ·······~~ ·--·· ....... ·------J 
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Ordrntblr Product :\umbL·r Ur~cription 

SC4K-SUPK8-7.l.l Catalyst 4K Supervisor Flash Image, Release 7.1.1 

SC4K-SUPK8-7.l.l= Spare 

SC4K-SUPK9-7.1.1 Catalyst 4K Supervisor Flash Image w/SSH, Release 7 .1.1 

SC4K-SUPK9-7.1 .1= Spare 

SC4K-SCVK8-7.1.1 Cat4K Cisco View, Release 7.1.1 

• 
SC4K-SCVK8-7.1.1= Spare 

~r:6K-SUPK8-7.l.l Catalyst 6000 Supervisor I Flash Image, Release 7 .1 .1 

SC6K-SUPK8-7.1.1= Spare 

SC6K-SUP2K8-7 .1.1 Catalyst 6000 Supervisor 2 Flash lmage, Release 7 .1.1 

SC6K-SUP2K8-7.1.1= Spare 

SC6K-SCVK8-7 .1.1 Cat6K Supervisor I Flash Image w/Cisco View, Release 7 .1.1 
. 

SC6K-SCVK8-7.1.1= Spare 

SC6K-S2CVK8-7 .1.1 Cat6K Supervisor 2 Flash Image w/CiscoView, Release 7.1.1 

SC6K-S2CVK8-7.l.l= Spare 

SC6K-SUPK9-7.1.1 Catalyst 6000 Supervisor I Flash Image w/SSH, Release 7.1.1 

SC6K-SUPK9-7.1.1= Spare 

SC6K-SUP2K9-7.1.1 Catalyst 6000 Supervisor 2 Flash lmage w/SSH, Release 7 .1.1 

"'<:6K-SUP2K9-7.1.1= Spare 

~C6K-SCVK9-7.1.1 Catalyst 6000 Sui?<:rvisor I Flash lmage w/CiscoView & SSH, Release 
7.1.1 

SC6K-SCVK9-7.1.1= 
Spare 

SC6K-S2CVK9-7 .1.1 Catalyst 6000 Supervisor 2 Flash Image w/CiscoView & SSH, Release 
7.1.1 

SC6K-S2CVK9-7 .1.1 = 
Spare 

For more detailed information, refer to the Cisco Catalyst 6000 Series release notes. 

Also, review the Catalyst 6000 Series documentation at: 

http://www.cisco.com/warp/public/cc/pd/silcasi/ca6000/index.shtml 

lnla:,!r 

cat4000-k8 

cat4000-k9 

cat4000-cv 

cat6000-supk8 

cat6000-sup2k8 

cat6000-supcvk8 

cat6000-sup2cvk8 

cat6000-supk9 

cat6000-sup2k9 

cat6000-supcvk9 

cat6000-sup2cvk9 

. . 
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When you enable QoS on the switch, the port buffers are divided into one or more individual queues. Each queue 

has one or more drop thresholds associated with it. The combination of multi pie queues within a buffer, and the drop 

thresholds associated with each queue, allow the switch to make intelligent decisions when experiencing congestion. 

Traffic sensitive to jitter and delay variance, such as VoiP packets, can be moved to the head of the queue for 

transmission, while other Iess important or less sensitive traffic can be buffered or dropped. 

Port Queue and Drop Threshold Types 

When QoS is enabled, the multiple queues and drop thresholds on the Ethemet module switch ports are enabled. 

There ire severa) different configurations of queue types and thresholds, depending on the model of the Ethernet 

module. 

Ingress and egress scheduling are always based on the class-of-service (CoS) value associated with the frame. By 

default, higher CoS values are mapped to higher queue numbers. CoS 5 traffic, typically associated with VoiP traffic, 

is mapped to the strict priority queue, if present. 

In addition to the different queues, each standard queue has one or more drop thresholds. There are two types of 

drop thresholds: 

• Tail-drop thresholds-On ports with tail-drop thresholds, frames of a given CoS value are admitted to the queue 

until the drop threshold associated with that CoS value is exceeded; subsequent frames of that CoS value are 

discarded until the threshold is no Ionger exceeded. 

For example, if CoS 1 is assigned to queue 1, threshold 2, and the threshold 2 watermark is 60 pe_rcent, frames 

with CoS 1 will not be dropped until queue 1 is 60 percent full. Ali subsequent CoS 1 frames are dropped until 

the queue is less than 60 percent full . 

• WRED-drop thresho/ds-On ports with WRED-drop thresholds, frames of a given CoS value are admitted to 

the queue based on a random probability designed to avoid buffer congestion. The probability of a frame with a 

given CoS being admitted to the queue or discarded depends on the weight and threshold assigned to that CoS 

value. 

For example, if CoS 2 is assigned to queue 1, threshold 2, and the threshold 2 watermarks are 40 percent (low) 

and 80 percent (high), frames with CoS 2 will not be dropped until queue 1 is at least 40 percent full. As the queue 

depth approaches 8.0 percent, frames with CoS 2 have an increasingly higher probability ofbeing discarded rather 

than being admitted to the queue. When the queue ls more than 80 percent full , ali CoS 2 frames are dropped 

until the queue is less than 80 percent full. The frames that the switch discards when the queue levei is between 

the low and high thresholds are picked at random. rather than on a per-flow or FIFO basis. This method works 

well with protocols such as TCP which are capable of adjusting to periodic packet drops by backing off and 

adjusting their transmission window size. 

Cisco Systems, Inc. 
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When referring to the individual queues and thresholds on a port, a terse nomenclature is used. This terrrúnology 

describes the number o f strict priority queues (if present), the number o f standard queues, and the number o f 

tail-drop or WRED thresholds within each of the standard queues. The different queue and threshold types on the 

Catalyst 6500 Series Ethernet modules are shown in Table 1. 

Table 1 Receive and Transmit Port Queue and Drop Threshold Types on Catalyst 6500 Series Ethernet Modules 

Port Queue and Drop 
Threshold Structure 
with QoS Description 

Receive Queues 

1q4t One standard queue with four tail-drop thresholds 

1 p1 q4t One strict-priority queue, one standard queue with four tail-drop thresholds 

1 p1 qOt One strict-priority queue, one standard queue with one nonconfigurable (100%) tail-drop 
threshold 

1 p1 q8t One strict-priority queue, one standard queue with eight configurable WRED-drop 
thresholds and one nonconfigurable (100%) tail-drop threshold 

Transmit Queues 

2q2t Two standard queues with two tail-drop thresholds per queue 

1p2q2t One strict-priority queue, two standard queues with two WRED-drop thresholds per 
queue 

1p3q1t One strict-priority queue, three standard queues with one WRED-drop threshold and one 
nonconfigurable tail-drop threshold per queue 

1p2q1t One strict-priority queue, two standard queues with one WRED-drop threshold and one 
nonconfigurable (100%) tail-drop threshold per queue 

Buffer Sizes, Queues, and Thresholds by Ethernet Module 

Table 2 provides the following information for each of the Catalyst 6500 Series Ethernet modules: 

• Total buffer size pêr port (Total buffer size) 

• Overall receive buffer size per port (Rx buffer size) 

Overall transmit buffer size per port (Tx buffer size) 

• Port receive queue and drop threshold structure (Rx port type) 

• Port transmit queue and drop threshold structure (Tx port type) 

• Default size o f receive buffers per queue with QoS enabled (Rx queue sizes) 

• Default size of transrrút buffers per queue with QoS enabled (Tx queue sizes) 

Cisco Systems, Inc. 
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Table 2 Buffer Sizes, Queues, and Thresholds by Ethernet Module 

Total Rx Tx 
Module Buffer Buffer Buffer Rx Port Tx Port Rx Queue Tx Queue 

Module Model Name Description Size Size Size Type Type Sizes Sizes 

Supervisor Engine Modules (Gigabit Ethemet uplink ports) 

WS-X6K-S2U-MSFC2 Ali Supervisor 512 KB 73 KB 439 KB 1p1q4t 1p2q2t SP-9 KB SP-64 KB 

WS-X6K-S2-MSFC2 Engine 2 uplink 01-64 KB 02-64 KB 

WS-X6K-S2-PFC2 ports 
01-311 KB 

WS-XGK-S1A-MSFC2 Ali Supervisor 512 KB 73 KB 439 KB 1 pl q4t 1p2q2t SP-9 KB SP-64 KB 
WS-X6K-SUP1A-MSFC Engine lA uplink 0 1-64 KB 02-64 KB 
WS-X6K-SUP1A-PFC ports 01-311 KB 

WS-X6K-SUP1A-2GE 

WS-X6K-SUP1-2GE Supervisor Engine 512 KB 80 KB 432 KB 1q4t 2q2t 01-80 KB 02-80 KB 
1 uplink ports 01-352 KB 

Ethemet and Fast Ethemet Modules 

WS-X6524-100FX-MM 24-port 1116 KB 28 KB 1088 KB 1p1q0t 1p3q1t SP-6 KB SP-272 KB 
100BASE-FX 01-22 KB 03-272 KB 

l 
fabric-enab led 02-272 KB 
with MT-RJ 

01-272 KB connectors 

WS-X6548-RJ-21 48-port 10/ 1116 KB 28 KB 1088 KB 1p1q0t 1p3q1t SP-6 KB SP-272 KB 
100BASE-TX 01-22 KB 03-272 KB 
fabric-enabled 

02-272 KB 
with RJ-21 

01-272 KB connectors 

WS-X6548-RJ-45 48-port 10/ 1116 KB 28 KB 1088 KB 1p1q0t 1p3q1t SP-6 KB SP-272 KB 
100BASE-TX 01-22 KB 03-272 KB 
fabric-enabled 02-272 KB 
with RJ-45 
connectors 01-272 KB 

WS-X6324-100FX-MM 24-port 128 KB 16 KB 112 KB 1q4t 2q2t 01-16 KB 02-22 KB 
100BASE-FX with 01-90 KB 
MT-RJ connectors 

WS-X6324-100FX-SM 24-port 128 KB 16 KB 112 KB 1q4t 2q2t 01-16 KB 02-22 KB 
100BASE-FX with 01-90 KB 
MT-RJ connectors 

WS-X6348-RJ-45 48-port 10/ 128 KB 16 KB ·, 112 KB 1q4t 2q2t Q1-16KB 02-22 KB 

J 
100BASE-TX with 01-90 KB 
RJ-45 connectors 

-WS-X6348-RJ21V 48-port 10/ 128 KB 16 KB 112 KB 1q4t 2q2t 01-16 KB 02-22 KB 
100BASE-TX with 01 - 90 KB 
RJ-21 connectors 
and inline power 

WS-X6348-RJ-45V 48-port 10/ 128 KB 16 KB 112 KB 1q4t 2q2t 01-16 KB 02-22 KB 
100BASE-TX with 01-90 KB 
RJ-45 connectors 
and inline power 

WS-X6224-100FX-MT 24-port 64 KB 8 KB 56 KB 1q4t 2q2t 01-8 KB 02-16 KB 
100BASE-FX with 01-40 KB 
MT-RJ connectors 
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Table 2 Buffer Sizes, Oueues, and Thresholds by Ethernet Module 

WS-X6248-RJ-45 48-port 10/ 64 KB 8 KB 56 KB 1q4t 2q2t 01-8 KB 02-16 KB 
100BASE-TX with 01-40 KB 
RJ-45 connectors 

WS-X6248-TEL 48-port 10/ 64 KB 8 KB 56 KB 1q4t 2q2t 01-8 KB 02-16 KB 
100BASE-TX with 01-40 KB 
RJ-21 connectors 

WS-X6248A-TEL 48-port 10/ 128 KB 16 KB 112 KB 1q4t 2q2t 01-16 KB 02-22 KB 
100BASE-TX with 01-90 KB 
RJ-21 connectors 

WS-X6148-RJ-45V 48-port 10/ 128 KB 16 KB 112 KB 1q4t 2q2t 01-16 KB 02-22 KB 
100BASE-TX with 01-90 KB 
RJ-45 connectors 
and'inline power 

WS-X6148-RJ21 V 48-port 10/ 128 KB 16 KB 112 KB 1q4t 2q2t 01-16 KB 02-22 KB 
100BASE-TX with 01-90 KB 
RJ-21 connectors 
and inline power 

10FL-MT 24-port 10BASE-FL 64 KB 8 KB 56 KB 1q4t 2q2t 01-8 KB 02-16 KB 
with MT-RJ 01-40 KB 
connectors 

Gigabit Ethemet Modules 

WS-X6816-GBIC 16-port 512 KB 73 KB 439 KB 1 p1 q4t 1p2q2t SP-9 KB SP-64 KB 
1000BASE-X 01-64 KB 02-64 KB 
dual-fabric with 

01-311 KB 
GBIC connectors 
and onboard DFC 

WS-X6516-GBIC 16-port 512 KB 73 KB 439 KB 1 p1 q4t 1p2q2t SP-9 KB SP-64 KB 
1000BASE-X with 01-64 KB 02-64 KB 
GBIC connectors 01-311 KB 

WS-X6516-GE-TX 16-port 10/100/ 512 KB 73 KB 439 KB 1p1q4t 1p2q2t SP-9 KB SP-64 KB 
1000BASE-Twith 01-64 KB 02-64 KB 
RJ-45 connectors 01-311 KB 

WS-X6408-GBIC 8-port 512 KB 80 KB 432 KB 1q4t 2q2t 01-80 KB 02-80 KB 
1000BASE-X with 01-352 KB 
GBIC connectors 

108A-GBIC 8-port 512 KB 73 KB 439 KB 1 p1 q4t 1p2q2t SP-9 KB SP-64 KB 
1000BASE-X with 01-64 KB 02-64 KB 
GBIC connectors 01-311 KB 

WS-X6416-GBIC 16-port 512 KB 73 KB 439 KB 1p1q4t 1p2q2t SP-9 KB SP-64 KB 
1000BASE-X with 01-64 KB 02-64 KB 
GBIC connectors 01-311 KB 

WS-X6416-GE-MT 16-port 512 KB 73 KB 439 KB 1 p1 q4t 1p2q2t SP-9 KB SP-64 KB 
1000BASE-SX 01-64 KB 02-64 KB 
with MT-RJ 01-311 KB 
connectors 

WS-X6316-GE-TX 16-port 512 KB 73 KB 439 KB 1 p1 q4t 1p2q2t SP-9 KB SP-64 KB 
1000BASE-T with 01-64 KB 02-64 KB 
RJ-45 connectors 

~~~~~----- -· -- -- J 
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Table 2 Buffer Sizes, Queues, and Thresholds by Ethernet Module 

10-Gigabit Ethemet Modules 

WS-X6502-10GE 1-port 10 GbE with 64.2MB 256 KB 64MB 1p1q8t 1p2q1t 51 KB SP-15.3 MB 
OIM connectors 205 KB 02-17.9 MB 

Ql - 30.7 MB 

WS-X6501-10GEX4 1-port 10 GbE with 64.2 MB 256 KB 64MB 1p1q8t 1p2q1t 51 KB SP-15.3 MB 
se connectors 205 KB 02-17.9 MB 

01-30.7 MB 

Optical Services Modules 

OSM- • Ali optical services 512 KB 73 KB 439 KB 1 p1 q4t 1p2q2t SP-9 KB SP-64 KB 
modules (Layer 2 01-64 KB 02-64 KB 
GE ~orts only) 01-311 KB 

1 This document only discusses the rour ··standard"" Gigabit Ethernet ports present on most or the OSMs. lt does not discuss the 4-port GE-WAN OSM or any other OSM-related interfaces. 
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6 
Configuring EtherChannel 

. this chapter describes how to use the command-line interface (CLI) to configure EtherChannel on the 
Catalyst 6500 series switches. The configuration tasks in this chapter apply to Ethemet, Fast Ethernet, 
and Gigabit Ethemet switching modules and the uplink ports on the supervisor engine. 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Cata/yst 6500 Series Command Reference publication. 

This chapter consists o f these sections: 

• Understanding How EtherChannel Works, page 6-1 

• Understanding EtherChannel Frame Distribution, page 6-2 

• Port Aggregation Control Protocol and Link Aggregation Contrai Protocol, page 6-2 

• EtherChannel Configuration Guidelines, page 6-3 

• Understanding the Port Aggregation Protocol, page 6-5 

• Configuring EtherChannel Using PAgP, page 6-7 

• Understanding the Link Aggregation Contrai Protocol, page 6-12 

• Configuring EtherChannel Using LACP, page 6-14 

~ .. 
Note You can use the commands in the following sections on ali Ethemet ports in the Catalyst 6500 series 

switches. 

Understanding How EtherChannel Works 

78-14924-01 

~ .. 
Note 

EtherChannel aggregates the bandwidth ofup to eight compatibly configured ports into a single logical 
link. A Catalyst 6500 series switch supports a maximum of 128 EtherChannels. Ali Ethernet ports on ali 
modules, including those on a standby supervisor engine, support EtherChannel with no requirement that 
ports be contiguous or on the same module . Ali ports in each EtherChannel must be the same speed. 

With software releases 6.3( I) and !ater, due to the port ID handling by the spanning tree feature, the 
maximum supported number of EtherChannels is 126 for a 6- or 9-slot chassis and 63 for a 13-slot 
chassis. 

k 
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Chapter 6 Configuring EtherChannel 

Understanding EtherChannel Frame Distribution 

~ .. 
Note The network device to which a Catalyst 6500 series switch is connected may impose its own limits on 

the number o f ports in an EtherChanneL 

I f a link within an EtherChannel fails, traffic previously carried over the failed link switches to the 
remaining links within the EtherChanneL Inbound broadcast and multicast packets on one link in an 
EtherChannel are blocked from returning on any other link ofthe EtherChanneL 

You can configure EtherChannels as trunks. After a channel is formed, configuring any port in the 
channel as a trunk applies the configuration to ali ports in the channeL Identically configured trunk ports 
can be configured as an EtherChanneL 

Understanding EtherChannel Frame Distribution 
EtherChannel distributes frames across the links in a channel by reducing part o f the binary pattern 
formed from the addresses in the frame to a numerical value that selects one o f the links in the channeL 

,_. 

EtherChannel frame distribution is based on a Cisco-proprietary hashing algorithm. The algorithm is 
deterministic; given the same addresses and session information, you always hash to the same port in the ) 
channel, preventing out-of-order packet delivery. ·-· 

The address may be a source, a destination, o r a combination o f two IP addresses, two MAC addresses, 
or two TCP/UDP port numbers depending on the policy adopted through the ip, mac, or session options 
ofthe set port channel ali distribution command. See the "Configuring EtherChannel Load Balancing" 
section on page 6-11 for detailed information. 

~ .. 
Note The set port channel ali distribution session command is supported on Supervisor Engine 2 only. 

EtherChannel frame distribution is not configurable on ali supervisor engines. Enter the show module 
command on a supervisor engine to determine ifEtherChannel frame distribution is configurable on your 
switch. Ifthe display shows the "Sub-Type" to be "L2 Switching Engine I WS-F6020," then 
EtherChannel frame distribution is not configurable on your Catalyst 6500 series switch; the switch uses 
source and destination Media Access Contrai (MAC) addresses. 

EtherChannel frame distribution is configurable with ali other switching engines. The default is to use 
source and destination IP addresses. 

P~rt Aggregation Control Protocol and Link Aggregation Control ) 
·, Protocol 

Port Aggregation Contrai Protocol (PAgP) and Link Aggregation Contrai Protocol (LACP) are two \ 
different protocols that allow ports with similar characteristics to form a channel through dynamic 
negotiation with adjoining switches. PAgP is a Cisco-proprietary protocol that can be run only on Cisco 
switches and those switches released by licensed vendors. LACP, which is defined in IEEE 802.3ad, 
allows Cisco switches to manage Ethernet channeling with devices that conform to the 802.3ad 
specification. 

~ .. 
Note MAC address notification settings are ignored on PAgP and LACP EtherChannel ports. 

Guide-Release 7.4 
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-· To use PAgP, see the "Understanding the Port Aggregation Protocol" section on page 6-5 . To use L 
see the "Understanding the Link Aggregation Control Protocol" section on page 6-12. 

EtherChannel Configuration Guidelines 

~ .. 

I f improperly configured, some EtherChannel ports are disabled automaticaliy to avoid network loops 
and other problems. Foliow these guidelines to avoid configuration problems. 

Note Except where specificaliy differentiated, these guidelines apply to both PAgP and LACP. 

These sections provide EtherChannel configuration guidelines: 
• 
• Guidelines for Port Configuration, page 6-3 

• Guidelines for VLAN and Trunk Configuration, page 6-4 

• EtherChannel lnteraction with Other Features, page 6-4 

ouidelines for Port Configuration 

78-14924-01 

Foliow these port configuration guidelines: 

• You can have a maximum o f eight compatibly configured ports per EtherChannel; the ports do not 
have to be contiguous or on the same module. 

~ .. 
Note To configure the EtherChannel across different modules, you must put the ports in the 

same administrative group using the set port channel port_list admin_group command. 

• Ali ports in an EtherChannel must use the same protocol; you cannot run two protocols on one 
module . 

• PAgP and LACP are not compatible; both ends o f a channel must use the same protocol. 

~ .. 
Note Switches can be configured manualiy with PAgP on one side and LACP on the other side in 

the on mode. 

'· 
• You can change the protocol at any time, but this change causes ali existing EtherChannels to reset to the 

default channel mode for the new protocol. 

.Configure ali ports in an EtherChannel to operate at the same speed and duplex mode (fuli duplex 
only for LACP mode ). 

• Enable ali ports in an EtherChannel. If you disable a port in an EtherChannel , it is treated as a link 
failure and its traffic is transferred to one o f the remaining ports in the EtherChannel. 

• A port cannot belong to more than one channel group at the same time. 

• Ports with different port path costs, set by the set spantree portcost command, can forrn an 
EtherChannel as long as they are otherwise compatibly configured. Setting different port path costs 
does not, by itself, make ports incompatible for the formation of an EtherChannel. 

Fls: 
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ElherChannel Configuralion Guidelines 

• PAgP and LACP manage channels differently. When ali the ports in a channel get disabled, PAgP 
removes them from its internai channels list; show commands do not display the channel. With 
LACP, when ali the ports in a channel get disabled, LACP does not remove the channel; show 
commands continue to display the channel even though ali its ports are down. To determine i f a 
channel is actively sending and receiving traffic with LACP, use the show port command to see if 
the link is up or down. 

• LACP does not support half-duplex links. I f a port is in active/passive mode and becomes hal f 
duplex, the port is suspended (anda syslog message is generated). The port is shown as "connected" 
using the show port command andas "not connected" using the show spantree command. This 
discrepancy is because the port is physically connected but never joined spanning tree. To get the 
port to join spanning tree, either set the duplex to fui! or set the channel mode to off for that port. 

With software releases 7.3(1) and !ater, LACP behavior for half-duplex links has changed and 
~ffected ports are no longer suspended. Instead o f suspending a port, LACP PDU transmission (i f 

. any) is suppressed. I f the port is parto f a channel, the port is detached from the channel but still 
functions as a nonchannel port. A syslog message is generated when this condition occurs. Normal 
LACP behavior is reenabled automatically when the link is set back to fui! duplex. 

Guidelines for VLAN and Trunk Configuration 

Follow these VLAN and trunk-related guidelines: 

• Assign ali ports in an EtherChannel to the same VLAN, or configure them as trunk ports. 

• Ifyou configure the EtherChannel as a trunk, configure the same trunk mode on ali the ports in the 
EtherChannel. Configuring ports in an EtherChannel in different trunk modes can have unexpected .r) 
results. 

"'~ 
• An EtherChannel supports the same allowed range ofVLANs on ali the ports in a trunking 

EtherChannel. I f the allowed range o f VLANs is not the same for a port list, the ports do not form 
an EtherChannel even when set to the auto or desirable mode with the set port channel command. 

• Do not configure the ports in an EtherChannel as dynamic VLAN ports . Doing so can adversely 
affect switch performance. 

• Ports with different VLAN cost configurations cannot form a channel. 

EtherChannel lnteraction with Other Features 

Follow these guidelines associated with EtherChannel's interaction with other features : 

• An EtherChannel will not form with ports that have different GARP VLAN Registration Protocol 
(GVRP), GARP Multicast Registration Protocol (GMRP), and QoS configurations. 

• An· EtherChannel will not form with ports where the port security feature is enabled. You cannot 
enable the port security feature for ports in an EtherChannel. 

• An EtherChannel will not form i fone o f the ports is a SPAN destination port. 

• An EtherChannel will not form i f pro toco! filtering is set differently on the ports. 

• Cisco Discovery Protocol (CDP) runs on the physical port even after the port is added to a channel. 

• VLAN Trunking Protocol (YTP) and Dual Ring Protocol (DRiP) run on the channel. 

• During fast switchover to the standby supervisor engine, ali channeling ports are cleared on its 
channeling configuration and state, and the links are pulled down temporarily to cause partner ports 
to reset. Ali ports are reset to the nonchanneling state. 

78-14924-01 
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~ .. 

• Ports with different dotlq port types cannot forma channel. 

• Ports with different jumbo frame configurations cannot form a chanriel. 

• Ports with different dynamic configurations cannot form a channel. 

• During high-availability switchover to the standby supervisor engine, ali channeling ports remain 
operational. Ports are reset only i f there are events missing during the switchover. 

Note With software releases 6.3( I) and !ater, a PAgP-configured EtherChannel is preserved even i f it contains 
only one port (this does not apply to LACP-configured EtherChannels). In software releases prior to 
6.3( I), traffic was disrupted when you removed a 1-port channel from spanning tree and then added it to 
spanning tree as an individual port. 

Note With software releases 6.3( I) and !ater, due to the port ID handling by the spanning tree feature, the 
maximum number o f EtherChannels is 126 for a 6- o r 9-slot chassis and 63 for a 13-slot chassis. 

~nderstanding the Port Aggregation Protocol 
~ .. 

Note Use the information in these sections ifyou are configuring EtherChannel using PAgP. lfyou are using 
LACP, see the "Understanding the Link Aggregation Control Protocol" section on page 6-12 . 

These sections describe PAgP: 

• PAgP Modes, page 6-5 

• PAgP Administrative Groups, page 6-6 

• PAgP EtherChannel IDs, page 6-7 

PAgP Modes 

78-14924-01 

PAgP facilitates the automatic creation ofEtherChannels by exchanging packets between Ethemet ports. 
PAgP packets are exchanged only between ports in auto and desirable modes. Ports configured in on or 
off mode do not.exchange PAgP packets. The protocolleams the capabilities o f port groups dynamically 
and informs the other ports. After PAgP identifies correctly matched EtherChannel links, it groups the 
ports into an EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

EtherChannel includes four user-configurable modes: on, off, auto, and desirable. Only auto and 
desirable are PAgP modes. You can modify the auto and desirable modes with the silent and non-silent \ ~' 

keywords. By default, ports are in auto silent mode . ~ 

Cata 6500 Series Software 
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• Understanding lhe Port Aggregation Protocol 

Table 6-1 describes the EtherChannel modes available in PAgP. 

Tãble 6-1 EtherChannel Modes Available in PAgP 

Mo de Description 

on Mode that forces the port to channel without PAgP. With the on mode, a usable 
EtherChannel exists only when a port group in on mode is connected to another port group 
in on mode . 

off Mode that prevents the port from channeling. I 

auto PAgP mode that places a port into a passive negotiating state, in which the port responds 
to PAgP packets it receives but does not initiate PAgP packet negotiation. (Default) 

desirable PAgP mode that places a port into an active negotiating state, in which the port initiates 
• negotiations with other ports by sending PAgP packets . 

silent Keyword that is used with the auto or desirable mode when no traffic is expected from 
the other device to prevent the link from being reported to the Spanning Tree Protocol as 
down. (Default) 

non-silent Keyword that is used with the auto or desirable mode when traffic is expected from the 
other device. 

Both the auto and desirable modes allow ports to negotiate with connected ports to determine i f they 
can form an EtherChannel, based on criteria such as port speed, trunking state, and VLAN numbers. 

Ports can form an EtherChannel when they are in different PAgP modes as longas the modes are 
compatible. For example : 

A port in desirable mode can form an EtherChannel successfully with another port that is in 
desirable or auto mode. 

• A port in auto mode can form an EtherChannel with another port in desirable mode. 

A port in auto mode cannot form an EtherChannel with another port that is also in auto mode, 
because neither port will initiate negotiation. 

When configurable, EtherChannel frame distribution can use MAC addresses, IP addresses, and Layer 4 
port numbers. You can specify either the source or the destination address or both the source and 
destination addresses and Layer 4 port numbers. The mode you select applies to ali EtherChannels 
configured on the switch. Use the option that provides the greatest variety in your configuration. For 
example, i f the traffic on a channel is going to a single MAC address only, using source addresses, IP 
addresses, or Layer-.4 port. numbers as the basis for frame distribution may provi de better frame 
distribution than selecting MAC addresses as the basis. 

PAgP Administrative Groups 

Configuring an EtherChannel creates an administrative group, designated by an integer between I and 
I 024, to which the EtherChannel belongs. When an administra tive group is created, you can assign an 
administrative group number or let the next available administra tive group number be assigned 
automatically. Forming a channel without specifying an administrative group number creates a new 
automatically numbered adminisrrative group. An administra tive group may conta in a maximum o f eight 
ports. 

78-14924-01 
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Configuring EtherChannel Using PAgP . 

.. ~;.c r~ ." .. ·"~ 

/ /r;~ ' 
PAgP EtherChanneiiDs . \ \ _ , a, 

Each EtherChannel is automatically assigned a unique EtherChannel ID. Use the show channel gr o';i' · ·-::íV 
admin_group command to display the EtherChannel ID . ·--·--

Configuring EtherChannel Using PAgP 
These sections describe how to configure EtherChannel using PAgP: 

• Specifying the EtherChannel Protocol, page 6-7 

• Configuring an EtherChannel, page 6-8 

•• Setting the EtherChannel Port Mode, page 6-8 

• Setting the EtherChannel Port Path Cost, page 6-8 

• Setting the EtherChannel VLAN Cost, page 6-9 

• Configuring EtherChannel Load Balancing, page 6-11 

• Displaying EtherChannel Traffic Utilization, page 6-11 

• Displaying Outgoing Ports for a Specified Address or Layer 4 Port Number, page 6-12 

• Disab1ing an EtherChannel , page 6-12 

~ .. 
Note Before you configure the EtherChannel, see the "EtherChannel Configuration Guidelines" section on 

page 6-3 . 

Specifying the EtherChannel Protocol 

78-14924-01 

' Note The default protocol is PAgP. 

~ .. 
Note You can specify only one protocol, PAgP or LACP, per module . 

.. 
To specify the EtherChannel protocol, perforrn this task in privileged mode: 

Task Command 

Specify the EtherChannel protocol. set channe1protocol [pagp j lacp] mod 

This example shows how to specify the PAgP protocol for module 3: 

Console > (enable) set channelprotocol pagp 3 
Channeling protocol set to PAGP for mo dule( s) 3 . 
Co n sol e> (e na ble ) 

6500 Series Software 
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on 1guring ElherChannel Using PAgP 

1.\ 
' 

~guring an EtherChannel 

To configure EtherChannel on a group o f Ethernet ports, perforrn this task in privileged mode: 

Task Command 

Configure the EtherChannel on the desired ports. set port channel mod/ports .. . [ admin_group] 
set port channel modlports ... mode 
{ on I off I desirable I auto} [silent I non-silent] 

This example shows how to configure a seven-port EtherChannel in a new administrative group: 

Console > (enabl e ) set port channel 2/2-8 mede desirable 
Por~ 2/2- 8 left admin_group 1 . 
Port s 2 /2 -8 joined admin_group 2 . 
Con sole > (enable ) 

Setting the EtherChannel Port Mode 

To set a port's EtherChannel mode, perforrn this task in privileged mode: 

Task 

Set a port's EtherChannel mode. 

Command 

set port channel mod/ports .. . [admin_group] 
set port channel mod/port mode 
{ on I off I desirable I auto} [silent I non-silent] 

This example shows how to set port 211 to auto mode: 

Console> (enable) set port channe1 2/1 mede auto 
Po rts 2/1 channel mode set to auto. 
Cons ole > (enable) 

Setting the EtherChannel Port Path Cost 

~ .. 
Note You accomplish thi·s task Using a global command that configures both LACP and PAgP. 

The channel path cost is achieved by adjusting the port costs of each port belonging to the channel. I f 
you do ·not specify the cost, it is updated based on the current port costs o f the channeling ports. You 
may address one channel or ali channels. 

78-14924-01 
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Step 1 

Step2 

~ .. 

Configuring EtherChannel U~ 

To set the EtherChannel port path cost, perform this task in privileged mode: 0~~\ 
\ ~-- l \'\ \)/ / 

Task 

Use the administrative group number to display 
the EtherChannel ID. 

Command 

show channel group admin_group 

o r 

show lacp-channel group admin_key 

' ·;, !::"",:,Y :-,.... / 
-........ ·.Z:.J-·· 

Use the EtherChannel ID to set the EtherChannel set spantree channelcost { channel_id I ali} cost 
port path cost. 

Note When you enter the set spantree channelcost command, it does not appear in the configuration file. The 
· command causes a "set spantree portcost" entry to be created for each port in the channel. See the 
"Configuring the PVST + Port Cost" section in Chapter 8, "Configuring Spanning Tree," for information 
on using the set spantree portcost command. 

This example shows how to set the EtherChannel port path cost for channel ID 768: 

Console> (enable) show channel group 20 
Admin Port Status Channel Channel 
group Mode id 

20 
20 

1 / 1 notconnect on 
1/2 connected on 

Admin Port Device-ID 
group 

1/1 

768 
768 

20 
20 1/2 066510644(cat26 - lnf(NET25)) 

Console > (enable) 

Port-ID 

2 / 1 

Console> (enable) set spantree channelcost 768 12 
Port(s) 1/1,1/2 port path cost are updated to 31 . 
Channel 768 cost is set to 12. 
Warning:channel cost may not be applicable if channel i s broken . 
Console > (enable) 

Platform 

WS - C6009 

Setting the EtherChannel VlAN Cost 

( ~ .. 
Note 

78-14924-01 

You accomplish this task using a global command that configures both LACP and PAgP. vi' 
The EtherChannel VLAN cost feature provides load balancing ofVLAN traffic across multiple channels 
configured with trunking. 

You enter the set spantree channelvlancost command to set the initial spanning tree costs for ali 
VLANs in the channel. The set spantree channelvlancost command provides an alterna te cost for some 
ofthe VLANs in the channel (assuming you are trunking across the channel) . This command allows you 
to have up to two different spanning tree costs assigned per channel; some VLANs in the channel can O 
have the "vlancost" while the remaining VLANs in the channel have the "cost." ~ 
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Configuring EtherChannel Using PAgP 

Step 1 

Step2 

Step 3 

The set spantree channelvlancost command creates a "set spantree portvlancost" entry to the 
configuration file for each port in the channel. Once you have entered the set spantree channelvlancost 
command, you must enter the set spantree portvlancost command for at least one port in the channel, 
specifying the VLAN or VLANs that you want associated with each port. The following examples show 
what occurs when each command is entered: 

Console> (enable) set spantree channelvlancost 856 10 
Port(s) 3 / 47-48 vlan cost are updated to 16. 
Channel 856 vlancost is set to 10 . 

The following commands are added to the configuration file : 

set spantree portvlancost 3/47 cost 16 

set spantree portvlancost 3/48 cost 16 

Now.you have to add the desired VLANs to the above created commands by entering the following: 

Console > (enable) set spantree portvlancost 3/4 7 cost 16 1-1005 
Port 3/47 VLANs 1025-4094 have path cost 19 . 
Port 3/47 VLANs 1-1005 have path cost 16 . 
Port 3 / 48 VLANs 1-1005 have path cost 16. 

To set the EtherChannel VLAN cost, perform this task in privileged mode: 

Task Command 

Use the administrative group number to display 
the EtherChannel ID. 

show channel group admin_group 

o r 

show Iacp-channel group admin_key 

Use the EtherChannel ID to set the EtherChannel set spantree channelvlancost channel_id cost 
VLAN cost. 

Configure the port cost for the desired VLANs on 
each port. 

set spantree portvlancost { mod/port } [ cost cost] 
[ vlan_list] 

This example shows how to set the EtherChannel VLAN cost for channel ID 856: 

Consol e > (enable) show channe1 group 22 
Admin Port Status Channel Channel 
group Mode id 

-- -------- ----- --- - -- ------
22 1 / 1 notconnect on 856 
22 1/2 conn~cted · on 856 

Admin Port Device-ID 
group 

1 / 1 22 
22 1/2 066510644(cat26-lnf(NET25)) 

Console > (enable) 

Port-ID 

2/1 

Console > (enable) set spantree channe1v1ancost 856 10 
Port(s) 3/47-48 vlan cost are updated to 16. 
Channel 856 vlancost is set to 10 . 
Console > (enable) set spantr~e portvlancost 3/47 cost 16 1- 1 005 
Port 3/47 VLANs 1025-4094 have path cost 19. 
Port 3 / 47 VLANs 1-1.005 have path cost 16 . 
Po r t 3/48 VLANs 1-1005 have path cost 16. 
Console > (enable) 

Platform 

WS - C6009 
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~\\~ 
Configuring EtherChannelload Balancing . ' (~'f(!!) ' ' 

The Ioad-balancing policy (frame distribution) can be based on a MAC address (Layer 2), ~ .. 
(Layer 3), ora port number (Layer 4) . These policies can be activated, respectively, by the ma ;· nd 
session keywords. The load balancing can be based solely on the source address (source keyword), 
destination address ( destination keyword), o r both source and destination addresses (both keyword). 

~ .. 

I f a packet does not belong to a selected category, the next lower levei category is considered. I f the 
hardware cannot support the frame distribution method selected, a "Feature not supported" error 
message is displayed. 

To configure EtherChannel load balancing, perform this task in privileged mode: 

Task Command 

Configure EtherChannel load balancing. set port channel ali distribution { ip I ma c I session} 
[source I destination I both] 

Note The set port channel ali distribution session command option is supported on Supervisor Engine 2 
only. 

This example shows how to configure EtherChannel to use MAC source addresses: 

Console> (enable) set port channel all distribution mac source 
Channel distribution is set to mac source. 
Console> (enable) 

Displaying EtherChannel Traffic Utilization 

To display the traffic utilization on the EtherChannel ports, perform this task: 

Task Command 

Display traffic utilization. show channel traffic 

This example shows how to display traffic utilization on EtherChannel ports: 

Console > (enable) show channel traffic 
Chanid Port Rx-Ucst Tx-Ucst Rx-Mcst Tx-Mcst Rx-Bcst Tx-Bcst 

808 2/16 0.00% 0.00% 50.00% 75.75% 0.00% 0.00% 
808 2/17 0.00% 0 . 00 % 50.00% 25.25% 0 . 00% 0.00% r 816 2/31 0.00% 0.00% 25.25% 50.50% 0 .0 0% 0 .00% 
816 2/32 0.00% 0.00% 75.75% 50 . 50% 0.00% 0 . 00% 

Console> (enable) 
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Chapter 6 Configuring EtherChannel 
Understanding lhe Link Aggregation Control Protocol 

Displaying Outgoing Ports for a Specified Address or layer 4 Port Number 
/~"-. . /·>> .. ·--........_, '\, To display the outgoing port used in an EtherChannel for a specific address or Layer 4 port number, 

( 
~ \ .. \ perform this task: 
~ ; . 

,\ '1 
\_ v ( -...__ • 

\, ~.__..... .... 
... , .. , __ (~ .. --~-~.:.- - ' 

Task 

Display the outgoing port for a specified 
address or Layer 4 port number. 

Command 

show channel hash channel_id src_ip_addr 
[dest_ip_addr] I dest_ip_address I src_mac_addr 
[dest_mac_addr] I dest_mac_addr I src_port 
dest_port f dest_port 

This.example shows how to display the outgoing port for the specified source and destination IP 
addresses : 

Console > (enable) show channe1 hash 808 172.20.32.10 172.20. 32.66 
Selec ted channel p o rt :2/17 
Console > (enable) 

Disabling an EtherChannel 

To disable an EtherChannel, perform this task in privileged mode: 

Task Com~and 

Disable an EtherChannel. set port channel modlp ort mode off 

This example shows how to disable an EtherChannel: 

Console > (enable) set port channel 2/2-8 mede off 
Ports 2/2-8 channel rnode s et to off . 
Con s ole > (enable) 

Under.standing the Link Aggregation Control Protocol 

~ .. 
Note Use the information in these sections ifyou are configuring EtherChannel using LACP. If you are using 

PAgP, see the "Understanding the Port Aggregation Protocol" section on page 6-5 . 

This section contains the following descriptions: 

• LACP Modes, page 6-13 

LACP Parameters, page 6-13 
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Chapter 6 Configuring E!herChannel 

LACP Modes 

You may manually turn on channeling by setting the port channel mode to on, and you may turn off 
channeling by setting the port channel mode to off. 

I f you want LACP to handle channeling, use the active and passive channel modes. To start automatic 
EtherChannel configuration with LACP, you need to configure at least one end ofthe link to active mode 
to initiate channeling, because ports in passive mode passively respond to initiation and never initiate 
the sending o f LACP packets. 

Table 6-2 describes the EtherChannel modes available in LACP. 

Tãble 6-2 EtherChannel Modes Avai/ab/e in LACP 

Mode Description 

on Mode that forces the port to channel without LACP. With the on mode, a usable 
EtherChannel exists only when a port group in on mode is connected to another port group 
in on mode. 

off Mode that prevents the port from channeling. 

passive LACP mode that places a port into a passive negotiating state, in which the port responds 
to LACP packets it receives but does not initiate LACP packet negotiation. (Default) 

active LACP mode that places a port into an active negotiating state, in which the port initiates 
negotiations with other ports by sending LACP packets. 

LACP Parameters 

78-14924-01 

The parameters used in configuring LACP are as follows: 

System priority 

Each switch running LACP must be assigned a system priority that can be specified automatically 
or through the CLI (see the "Specifying the System Priority" section on page 6-15) . The system 
priority is used with the switch MAC address to forrn the system ID and is also used during 
negotiation with other systems. 

• Port priority 

Each port in the switch must be assigned a port priority that can be specified automatically or 
through the CLI (see the "Specifying the Port Priority" section on page 6-15) . The port priority is 
used with the port number to forrn the port identifier. The port priority is used to decide which ports 
should be put in standby mode when there is a hardware limitation that prevents ali compatible ports 
from aggregating. 

• Administrative key 

Each port in the switch must be assigned an administrative key value that can be specified 
automatically or through the CLI (see the "Specifying an A.dministrative Key Value" section on 
page 6-16): The abilit)r o f a port to aggregate wifh othér ports is d"efined with the administrative key. · · · 
A port's ability to aggregate with other ports is determined by these factors: ~ 
- Port physical characteristics, such as data rate, duplex capability, and point-to-point or shared 

medi um 

- Configuration constraints that you establish · ~ 
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Chapter 6 Configuring EtherChannel 

When enabled, LACP always tries to configure the maximum number o f compatible ports in a channel , 
up to the maximum allowed by the hardware (eight ports) . IfLACP is not able to aggregate ali the ports 
that are compatible (for example, the remate system might have more restrictive hardware limitations), 
then ali the ports that cannot be actively included in the channel are put in hot standby state andare used 
only i fone o f the channeled ports fails . 

You can configure different channels with ports that have been assigned the same administrative key. For 
example, i f eight ports are assigned the same administrative key, you may configure four ports in a 
channel using LACP active mode and the remaining four ports in a manually configured channel using 
the on mode . An administra tive key is meaningful only in the context ofthe switch that allocates it; there 
is no global significance to administrative key values. 

Configuring EtherChannel Using LACP 
These sections describe how to configure EtherChannel using LACP : 

Specifying the EtherChannel Protocol, page 6-14 

Specifying the System Priority, page 6-15 

Specifying the Port Priority, page 6-15 

• Specifying an Administrative Key Va1ue, page 6-16 

Changing the Channel Mode, page 6-17 

• Specifying the Channe1 Path Cost, page 6-17 

Specifying the Channe1 VLAN Cost, page 6-17 

Configuring Channe1 Load Balancing, page 6-1 7 

• Clearing LACP Statistics, page 6-18 

• Disp1aying EtherChannel Traffic Uti1ization , page 6-18 

• Disp1aying Outgoing Ports for a Specified Address or Layer 4 Port Number, page 6-18 

• Disab1ing an EtherChannel, page 6-19 

• Displaying Spanning Tree-Re1ated Information for EtherChannels, page 6-19 

Note Before you configure the EtherChannel, see the "EtherChannel Configuration Guidel ines" section on 
page 6-3 . 

-Specifying the EtherChannel Protocol 

~ .. 
Note The default protocol is PAgP. 

~ .. 
Note You can specify only one protocól , PAgP or LACP, per module. 
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~··~~•m~''""~~~ 
To 'P«ify tho Ethort:h•nnd pmtoool, poifonn thi' "'' in p<ivilogod modoo \\ l~ ~ ) , ) 

Task Command 

Specify the EtherChannel protocol. set channelprotocol [pagp llacp] mod 

This example shows how to specify the LACP protocol for modules 2 and 3: 

Console> (enable) set channelprotocol lacp 2,3 
Mod 2 is set to LACP protocol . 
Mod 3 is set to LACP protocol. 
Console> (enable) 

Use the show channelprotocol command to display the protocols for ali modules. 

'"~ 

Specifying the System Priority 

' Note Although this command is a global option, the command applies only to modules on which LACP is enabled; 
it is ignored on modules running PAgP. 

The system priority value must be a number in the range of 1 through 65535, where higher numbers 
represent lower priority. The default priority is 32768. · 

To specify the system priority, perform this task in privileged mode: 

Task Command 

Specify the system priority. set lacp-channel system-priority value 

This example shows how to specify the system priority as 20000: 

Console> (enable) set lacp-channel system-priority 20000 
LACP system priority is set to 20000 
Consóle> (enable) 

Use the show lacp-channel sys-id command to display the LACP system ID and system priority. 

\ )ecifying the Port Priority 

78-14924-01 

The·port priority value must be a number in the range of 1 through 255, where higher numbers represent 
lower priority. The default priority is 128. 

To specify the port priority, perform this task in privileged mode: 

Task 

Specify the port priority. 

Command 

set port lacp-channel modlports port-priority 
value 

......... _ 
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Chapter 6 Configuring EtherChannel 

This example shows how to specify the port priority as lO for ports I/I to 114 and 2/6 to 2/8: 

Console > (enable) set port 1acp-channe1 1/1-4,2/6-8 port-priority io 
Port(s) 1/1-4,2/6-8 port-priority set to 10. 
Console > (enable) 

Use the show Iacp-channel group admin_key info command to display the port priority. 

Specifying an Administrative Key V alue 

~ .. 
Note When the system or module configuration information stored in NVRAM is cleared, the administrative 

keys are assigned new values automatically. For modules, each group o f four consecutive ports, 
begidning at the I st, 5th, 9th and so on, are assigned a uni que administrative key. Across the module, 
ports must have unique administrative keys. After NVRAM is cleared, the channel mode ofthe ports is 
set to "passive." 

You can specify an administra tive key value to a set o f ports o r the system automatically selects a value 
i f you do not specify the parameter admin_key. In both cases, the admin_key value can range from 
I through 1024. 

Ifyou choose a value for the administrative key, and this value has already been used in the system, then 
ali the ports originally associated with the previously assigned admin_key value are moved to another 
automatically assigned value, and the modules and ports that you specified in the command are assigned 
the admin_key value that you specified. 

The maximum number o f ports to which an administra tive key can be assigned is eight. 

The default mode for ali ports being.assigned the administrative key is passive. However, i f the channel 
was previously assigned a particular mode (see the "Changing the Channel Mode" section on page 6-17), 
assigning the administrative key will not affect it,and the channel mode that you specified previously is 
maintained. 

To specify the administrative key value, perform this task in privileged mode: 

·Task · · Command 

Specify the administrative key value. set port lacp-channel modlports [admin_key] 

This example shows how to assign ports 4/1 to 4/4 the same administrative key, with the system picking 
its value automatically: 

Console> (enable) set port lacp-channe1 4/1-4 
Port(s} 4/1-4 are assigned to admin key 96 . 
Console> (enable) 

This example shows how to assign ports 4/4 to 4/6 the administrative key 96 (you specify the 96). In this 
example, the administrative key was previously assigned to another group o f ports by the system (see 
the previous example): 

Console > (enable) set port 1acp-channe1 4/4-6 96 
Port(s) 4 / 1-3 are moved to admin key 9 7 . 
Port(s) 4/4-6 are assigned to admin key 96 . 
Console > (enable) 
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Chapter 6 Configuring ElherChannel 
Configuring ElherChann 

This example shows the system response when more than eight ports are assigned the same 
administrative key value (the request is denied, and no ports are assigned administrative key 123): 

Console > (enable) set port lacp-port channel 2/1-2,4/1-8 123 
No mo re than 8 ports can be a ss igned t o an admin key . 
Console > (enabl e ) 

Use the show lacp-channel group command to display administrative key values for ports. 

Changing the Channel Mode 

You can change the channel mode for a set ofports that were previously assigned the same administra tive 
key (see the "Specifying an Administrative Key Value" section on page 6-16). 

Th change the channel mode, perform this task in privileged mode : 

Task 

Change the channel mode. 

Command 

set port lacp-channel mod/ports mode [ on I off I 
active I passive] 

This example shows how to change the channel mode for ports 411 and 4/6, setting it to on . The 
administrative key for ports 4/1 and 4/6 is unchanged. 

Console > (enable) set port lacp-channel 4/1,4/6 mode on 
Port(s) 4 / 1 , 4 / 6 channel mode set to on. 
Console > (enable) 

Use the show lacp-channel group admin_key command to display the channel mode for ports. 

Specifying the Channel Path Cost 

You can accomplish this task using a global command that configures both LACP and PAgP. For more 
information, see the "Setting the EtherChannel Port Path Cost" section on page 6-8 . 

Specifying the Channel VLAN Cost 

You can accomplish this task using a global command that configures both LACP and PAgP. For more 
information, see the "Setting the EtherChannel VLAN Cost" section on page 6-9 . 

Configuring Channel Load Balancing 

You can accomplish this task using a global command that configures both LACP and PAgP. For more . 
information, see the "Configuring EtherChannel Load Balancing" section on page 6-11 . 
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Chapter 6 Configuring EtherChannel 
• Configuring EtherChannel Using LACP 

Clearing LACP Statistics 

To clear LACP statistics, perform this task in privileged mode: 

Task Command 

Clear LACP statistics. clear lacp-channel statistics 

This example shows how to clear LACP statistics: 

Console> (enable) clear lacp-channel statistics 
LACP channel counters are cleared. 
Console> (enable) 

Displaying EtherChannel Traffic Utilization 

To display the traffic utilization on the EtherChannel ports, perform this task: 

Task Command 

Display traffic utilization. show lacp-channel traffic 

This example shows how to display traffic utilization on EtherChannel ports: 

Console> (enable) show lacp-channel traffic 
Chanld Port Rx - Ucst Tx-Ucst Rx-Mcst Tx - Mcst Rx-Bcst Tx-Bcst 

808 2/16 0.00% 0.00% 50.00% 75 . 75% 0.00% 0 . 00% 
808 2/17 0 . 00% 0.00% 50.00% 25.25% 0 . 00% 0 . 00% 
816 2/31 0 . 00% 0 . 00% 25.25% 50.50% 0.00% 0.00% 
816 2/32 0.00% 0.00% 75.75% 50.50% 0.00% 0.00% 

Console> (enable) 

Displaying Outgoing Ports for a Specified Address or Layer 4 Port Number 

To display the outgoing port used in an EtherChannel for a specific address or Layer 4 port number, 
perform this task: 

Task 

Display the outgoing port for a specified 
address or Layer 4 port number. 

Command 

show Iacp-channel hash channel_id src_ip_addr 
[dest_ip_addr] I dest_ip_address I src_mac_addr 
[dest_mac_addr] I dest_mac_addr I src_port 
dest_port / dest_port 

This example shows how to display the outgoing port for the specified source and destination IP 
addresses: 

Console> (enable) show 1acp-channe1 hash 808 172.20.32.10 172.20.32.66 
Selected channel port:2 / 17 
Console > (enable) 
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Configuring EtherChannel Usingj,M:J! 

(!-~' 
Disabling an EtherChannel 

. ~~) 
To disable an EtherChanne l, perforrn this task in privileged mode: 

Task Command 

Disable an EtherChannel. set port lacp-channel mod/port mode off 

This example shows how to disable an EtherChannel: 

Console > (enable) s et p ort l a cp -channel 2/2 -8 mode o f f 
Port(s) 2/2-8 channel mode set to o ff. 
Console > (enable) 

Displaying Spanning T ree-Related lnformation for EtherChannels 

78-14924-91 

You can display the channel ID and the truncated port list for ali ports that are channeling. Ports that are 
not channeling are identified by their port number. 

To display spanning tree-related inforrnation for EtherChannels, perform this task: 

Task 

Display spanning-tree re lated 
inforrnation for EtherChannels. 

Command 

show spantree mod/port 

These examples show how to display spanning tree-related inforrnation for EtherChannels: 

Console > show spantree 4/6 
Port Vlan Port-State 

4 / 6 
Console > 

1 

Console> show spantree. 4 / 7. 

not-connected 

Port Vl an Port-State 

4 / 7-8 
Conso le > 

1 blocking 

Cost Priori t y 
--------

4 3 2 

Cost Priori t y 
--- - ----

3 3 2 

6500 Series Software 

Portfast Channel id -
------ ---- ------- ---
disabled o 

' Portfast Channel id 
- -- --- ---- ------ ----
disabled 770 

Fls~ 
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Cisco Content Switching Module for the Cisco Catalyst 6500 and C1 
7600 Internet Router 

Product Overview 
The Cisco Content Switching Module (CSM) is a Cisco Catalyst 6500 tine card that balances client traffic to farms o f servers, 
firewalls, SSL devices, caches, or VPN termination devices. The Cisco CSM provides a high-performance, cost-effective 
load balancing solution for enterprise and Internet Service Provider (ISP) networks. The Cisco CSM meets the demands o f 
high-speed Content Delivery Networks by tracking network sessions and server load conditions in real time and directing 
each session to the most appropriate server. Fault tolerant Cisco CSM configurations maintain full state information and 
provide true hitless failover required for mission-critical functions. · 

The Cisco CSM provides the following key benefits: 

• Market-l~ding performance 

Establishes up to 160,000 Layer 4 connections per second (performance may vary based upon software versions being 
run) and provides high-speed content switching, while maintaining I million concurrent connections. 

• Outstanding price/performance value for enterprises and ISPs 

Features a low connection cost and occupies a small footprint. The Cisco CSM slides into a slot in a new or existing 
Cisco Catalyst 6500 and enables ali ports in the Cisco Catalyst 6500 for layer 4 through layer 7 content switching. 
Multiple Cisco CSMs can be installed in the same Cisco Catalyst 6500. 

• Ease o f configuration 

Uses the same Cisco lOS Command Line Interface (CLI) that is used to configure the Cisco Catalyst 6500 Switch. 

Key Features and Benefits 

Firewall Load Balancing 
The Cisco CSM allows you to scale firewall protection by distributing traffic across multiple firewalls on a per-connection 
basis, while ensuring that ali packets belonging to a particular connection go through the same firewall . The Cisco CSM 
supports both stealth and regular firewalls. 

URt and Cookie-based Load Balanci·ng ·. · 

( 

The Cisco CSM allows full regular expression pattem matching for policies based on URLs, cookies, and HTTP header 
fields. The Cisco CSM supports any URL or cookie format allowing it to load balance existing Web content without requiring 
URL/cookie format changes .. 

f:iigh .Performance 
The Cisco CSM performs up to 160,000 new Layer 4 TCP connection setups per second (performance may vary based upon 
software versions being run). These connections can be spread across 4096 virtual services (16,384 real servers) and ali of 
the ports in a Cisco Catalyst 6500, or they can be focused on a single port. This provides a benefit over competitors who use 
distributed architectures that require ali ofthe ports to be used in order to gain maximum performance. 

Network Configurations 
The Cisco CSM supports many different network topology types. A Cisco CSM can operate in a mixed bridged and routed 
configuration, allowing traffic to flow from the client side to the server side on the same or on different IP subnets. 

Visit Cisco Connection Online at www.cisco.com 
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IP Protocol Support 
The Cisco CSM accommodates a wide range of common IP protocols-including TCP, User Datagram Protocol (UDP). 
Additionally, the Cisco CSM supports higher-level protocols, including Hypertext Transfer Protocol (HITP), File Transfer 
Protocol (FTP), Telnet, Dynamic Name Server (DNS), and Simple Mail Transfer Protocol (SMTP). The Cisco CSM also can 
handle UDP fragments and assemble them, regardless ofthe order in which they were received. 

User Session Stickiness 
Whenever encryption or e-commerce is involved, it is important that the end user is consistently directed to the same server­
that is, the server where the user's shopping cart is Iocated or the encryption tunnel terminates. The Cisco CSM's User 
Session Stickiness provides the ability to consistently bring users back to the same server-based on Secure Socket Layer 
(SSL) session ID, IP address, cookie, or HTTP redirection. 

Load Balancing Algorithms 
The Cisco CSM supports the following Ioad balancing algorithms: 

• Round robin 

• Weighted round robin 

( • Least connections 

• Weighted Ieast connections 

• Source and/or destination IP hash (subnet mask also configurable) 

• URL hashing 

Quality of Service 
Providing differentiated leveis of service to end users is important when generating revenue from content. The Cisco CSM 
Ieverages the robust QoS ofthe Cisco Catalyst 6500, enabling traffic differentiation as follows : 

• Correctly prioritizes packets based on Layer 7 rules 

• Directs users who are paying more for services to faster or less loaded servers 

High Availability 
The Cisco CSM continually monitprs server and application availabjlity using Heal~h Monitoring probes, Inband health 
monitoring, retum code checking, scriptable health checks and the Dynamic Feedback Protocol (DFP). SNMP server health 
traps can also be configured to monitor real server, virtual server, and fault tolerant state changes. When a real server or 
gateway failure occurs, the Cisco CSM redirects traffic to a different Iocation. Servers can be added and removed without 
disrupting service. Systems can easily be scaled up or down. 

( . . 
Çonnection Redundancy 

Optionally, two·Cisco CSMs can be configured in a fault-tolerant configuration to share state information about user sessions 
and provide connection redundancy. In the event the active Cisco CSM fails, open connections are handled by the standby 
Cisco CSM without interruption, and users will experience hitless failover-an important requirement for e-commerce sites 
and sites where encryption is used. 

Global Server Load Balancing 
Global Server load Balancing (GSLB) is used as a method to enhance the user experience by distributing content 
geographically for efficient delivery of content and additionally for disaster recovery. The Cisco CSM employs GSLB 
technology to communicate directly with Cisco Distributed Director in both global and geographical load balanced 
environments. The Cisco CSM GSLB functionality can be configured to act as an authoritative DNS, which lets it collect 
Ioad information from other Cisco CSMs in the network. This information is then used to load balance inc~ming traffic across 

~ 
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the geographically dispersed Cisco CSMs. The Cisco CSM can also interoperate with the Global Site Selector 
acting as the authoritative DNS and feeding it load information for its virtual IPs. An additional software feature ""'~C"!_:...; 
required to enable GSLB support in the Cisco CSM. 

Specifications 

Hardware 

Table 21-124: Speclfications for the Cisco Content Switching Module 

Description 

Configuration iimits 

Per Jce--connections 

Performance-throughput 

Platform requirements 

Physical specifications 

Operating environment 

Agency approvals 

Specificatlon 

256 total VLANs (client and server) 

4,000 virtual servers 

4,000 server farms 

16,000 real servers 

4,000 probes 

16,000 access controllist (ACL) 

I ,000,000 concurrent TCP connections 

160,000 connection setups per second-Layer 4 1 

80,000 connection setups per second-Layer 7 1 

4 Gigabits-per-second total combined ( client-to-server and server-to-client) 

Native Cisco lOS Software only 

Multilayer switch feature card-MSFC or MSFC2 

Functions as a "classic" line card, not fabric enabled 

Occupies a slot in the Cisco Catalyst 6500 chassis 

Dimensions (H x W x D): 1.2 x 14.4 x 16 in. (3 .0 x 35.6 x 40.6 em) 

Weight: 5 lb. (2.27 kg) 

Operating temperature: 32 to 104.5 ' F (O to 40'C) 

Storage temperature: --40 to 158' F (--40 to 70' C) 

Operating relative humidity: I O to 90% (noncondensing) 

Storage relative humidity: 5 to 95% (noncondensing) 

Operating and storage altitude:Bea levei to IO,OOO'ft. (3050 m) 

Emissions: FCC Part 15 (CFR 47) Class A, ICES-003 Class A, EN55022 Class A, CISPR22 Class A, AS/NZS 
3548 ClassA 

Safety:. CE Marking according to UL 1950, CSA 22.2 No. 950, EN 60950, !EC 60950, TS 00 I, AS/NZS 3260 

I. P ,ance may vary based upon software versions being run. 

.. Visit Cisco Connection Online at www.cisco.com 
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Software 

Table 21-125: Software Release Requlrements for Cisco Content Swltchlng Module 

ClscoCSM Hardware Part 
Software Release Number 

Hardware 
Software Part Number Requlrements 

1.2 WS-X6066-SLB-APC sc6k-1.2-CSM= 

2.l (x) WS-X6066-SLB-APC sc6k-2.1-CSM= 

_ ( 
2.2(x) WS-X6066-SLB-APC Sc6k-2.2-CSM= 

3.1(x) WS-X6066-SLB-APC Sc6k-3 .1.1-CSM= 

O r 

Sc6k-3.1.1 GSLB-CSM= I 

Supervisor IA with 
MSFC and PFC 

-Or-

Supervisor 2 Module 
with MSFC2 

Supervisor I A with 
MSFC and PFC 

-Or-

Supervisor 2 with 
MSFC2 

Supervisor IA with 
MSFC and PFC 

-Or-

Supervisor 2 with 
MSFC2 

Supervisor IA with 
MSFC and PFC 

O r 

Supervisor 2 with 
MSFC2 

Natlve lOS 
Release 

12.1(8a)e 

12.1(8a)ex 

12.1(11b)e 

12.1(13)e 

Added Features 

• Supervisor 2 support 

• Route Health lnjection 

• Firewall Load Balancing 

• Non-TCP Load Balancing 

• URL Hashing 

• HTTP 1.1 Persistence 

• Full Stateful Failover 

Generic Header Parsing 

• SNMP Server Health Traps 

• Multi pie Cisco CSM in a Chassis 

• VPNIIPsec Load Balancing 

• lnband health monitoring 

Retum code checking 

VLAN limit increased to 256 

• RTSP support 

• Pending connection timeout 
value configuration 

• VIP connection watermarks 

• Backup Serverfarm 

• Optional port for probing 

• IP Reassembly 

• Scriptable health checks 

• XML API- for configuration 

• SNMP/MIB support 

Global Server Load Balancing 1 

Resource usage display 

• HTTP method parsing 

• Real Server Names 

• Non-TCP connection state 
redundancy 

• Reverse Sticky 

• SSL Services Module ID 

• Uni-directional ldle timeout 

I. The Cisco CSM Global Server Load Balancing (GSLB) feature requires the purchase of an additional software feature license. 

Ordering lnformation 

Product Part Numbers 
Ali part descriptions and part numbers for Cisco products can be accessed using the online Cisco Pricing Tool at 

http://www.cisco.com/cgi-binlfront.x/pricing 

The Cisco Pricing Tool requires a user name and password. Ifyou are not already registered, go to 

http://www.cisco.com/register and follow the instructions. After you have registered, you may acces 
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Configuring QoS 

• This chapter describes how to configure quality of service (QoS) on the Catalyst 6500 series switches 
and includes the configuration information that is required to support Common Open Policy Service 
(COPS) and Resource ReSerVation Protocol (RSVP). 

Note • For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Command Reference publication. 

• For information on using automatic QoS, see Chapter 44, "Using Automatic QoS." 

You can configure QoS using one of the following: 

• SNMP 

• COPS protocol 

• RSVP null service template and receiver proxy functionality 

• Command-line interface (CLI) 

This chapter consists o f these sections: 

• Understanding How QoS Works, page 43-1 

·QoS Default Configuratioh, page 43-30 

• Configuring QoS on the Switch, page 43-34 

'nderstanding How QoS Works 

~ .. 
Note 

78-15381-01 

• Throughout this publication and ali Catalyst 6500 series documents, the term "QoS" refers to the 
QoS feature as implemented on the Catalyst 6500 series. 

• Supervisor Engine 1 and Supervisor Engine 2 provide policing only for ingress traffic. 

Typically, networks operate on a best-effort delivery basis, which means that ali traffic has equal priority 
and an e qual chance o f being delivered in a timely manner. When congestion occurs, ali traffic h as an 
equal chance o f being dropped. 
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Chapter 43 Configuring QoS 
• Understanding How QoS Works 

The QoS feature on the Catalyst 6500 series switches selects network traffic, prioritizes it according to 
its relative importance, and provides priority-indexed treatment through congestion avoidance 
techniques . Implementing QoS in your network makes network performance more predictable and 
bandwidth utilization more effective. 

QoS sets Layer 2 and Layer 3 values in network traffic to a configured value or to a value based on 
received Layer 2 or Layer 3 values . IP traffic retains the Layer 3 value when it leaves the switch. 

These sections describe QoS: 

QoS Terminology, page 43-2 

Flowcharts, page 43-4 

QoS Feature Set Summary, page 43-9 

Ethernet Ingress Port Marking, Scheduling, Congestion Avoidance, and Classification, page 43-1 O 
• 
Classification, Marking, and Policing with a Layer 3 Switching Engine, page 43-16 

Classification and Marking with a Layer 2 Switching Engine, page 43-26 

Ethernet Egress Port Scheduling, Congestion Avoidance, and Marking, page 43-27 

QoS Statistics Data Export, page 43-30 

QoS T erminology 

This section defines some QoS terminology: 

• Packets carry traffic at Layer 3. 

• Frames carry traffic at Layer 2. Layer 2 frames carry Layer 3 packets. 

• Labels are prioritization values that are carried in packets and frames: 

- Layer 2 class of service (CoS) values range between zero for low priority and seven for high 
priority: 

Layer 2 Inter-Switch Link (ISL) frame headers have a 1-byte User field that carries an 
IEEE 802.1 p CoS value in the three least significant bits. 

Layer 2 802. iQ frame headers have a 2-byte Tag ContJ:o1 Inforrnation field that carries the CoS · 
value in the three most significant bits, which are called the User Priority bits . 

Other frame types cannot carry CoS values. 

~ .. 
Note On ports that are configured as ISL trunks, ali traffic is in ISL frames . On ports that are 

configured as 802.1 Q trunks, ali traffic is in 802.1 Q frames except for traffic in the 
native VLAN. · . 

- Layer 3 IP precedence va1ues-The IP version 4 specification defines the three most significant 
bits o f the 1-byte Type o f Service (ToS) fie1d as IP precedence. IP precedence values range 
between O for low priority and 7 for high priority. 
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- Layer 3 differentiated services code point (DSCP) values-The Internet Engineering Task 
Force (IETF) defines the six most significant bits of the 1-byte ToS field as the DSCP. The 
priority represented by a particular DSCP value is configurable . DSCP values range between O 
and 63 (for more information, see the "Configuring DSCP Value Maps" section on page 43-61 ). 

~ .. 
Note Layer 3 IP packets can carry either an IP precedence value ora DSCP value. QoS 

supports the use o f either value, beca use DSCP values can be set equal to IP precedence 
values. 

• Classification is the selection of traffic to be marked. 

• Marking, according to RFC 2475, is the process of setting a Layer 3 DSCP value in a packet; in this 
publication, the definition o f marking is extended to include setting Layer 2 C oS values . 

• Scheduling is the assignment o f traffic to a queue. QoS assigns traffic based on C oS values. 

• Congestion avoidance is the process by which QoS reserves ingress and egress port capacity for 
traffic with high-priority CoS values. QoS implements congestion avoidance with CoS value-based 
drop thresholds . A drop threshold is the percentage o f buffer utilization at which traffic with a 
specified CoS value is dropped, leaving the buffer available for traffic with higher-priority CoS 
values . 

• Policing is the process by which the switch limits the bandwidth that is consumed by a flow of 
traffic. Policing can mark or drop traffic. 

• Except where specifically differentiated, Layer 3 switching engine refers to either o f the following: 

- Supervisor Engine 2 with Layer 3 Switching Engine 11 (Policy Feature Card 2 or PFC2) 

- Supervisor Engine I with Layer 3 Switching Engine WS-F6K-PFC (Policy Feature Card 
or PFC) 

• Random early detection (RED) is a drop threshold algorithm. 

• Weighted random early detection (WRED) is a drop threshold algorithm . 

• Weighted round robin (WRR) is a dequeuing algorithm. 

• Deficit weighted round robin (DWRR) is a dequeuing algorithm. 

Catalyst 6500 Series Switch Software Configuration Guid 
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Flowcharts 

Chapter 43 Configuring QoS 

Figure 43-1 shows how traffic flows through the QoS features ; Figure 43-2 through Figure 43-7 show 
more details of the traffic flow through QoS features . 

Figure 4.1-1 li-adie Flow Through QoS Features 
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• The PFC can provide Layer 3 switching for ingress WAN traffic. The PFC does not provide QoS for 
ingress WAN traffic . PFC QoS does not change the ToS byte in WAN traffic . 

• Ingress LAN traffic that is Layer 3 switched does not go through the Multilayer Switch Feature Card 
(MSFC or MSFC2) and retains the CoS value that is assigned by the Layer 3 switching engine. 

• Enter the show port capabilities command to see the queue structure of a port (for more 
information, see the "Receive Queues" section on page 43-12 and the "Transmit Queues" section on 
page 43-27). 
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• Understanding How QoS Works 

Figure 43-3 layer 3 Switching Engine C/assification, Marking, and Policing 
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Figure 43-4 layer 2 Switching Engine C/assification and Marking 

No 

Yes 

Apply 
configured f--~ 

C oS 

L2 Switching Engine Classification and Marking 

*From SET QOS MAC-COS command 

.., 

L__~========~----+---------------------------_j~ 
To 

Egress port 

Figure 43-5 Multilayer Switch Feature Card Marking (MSFC and MSFC2) 

From PFC 

Multilayer Switch Feature Card (MSFC) marking 

IP traffic Yes 
from PFC? 

No 

WriteToS 
byte into 
packet 

b 
.... 

L_ ______________________________ 1---------------------~ N 

: l-- CoS = O for ali traffic 
(not configurable) 

To egress 
port 

Catalyst6500 Series Switch Software Configuration Guide-Re 

l 



Chapter 43 Configuring QoS 

\ 

Figure 43-6 Ethemet Egress Port Scheduling, Congestion Avoidance, and Marking 
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Figure 43-7 Single-Port ATM OC-12 Switching Module Marking 
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QoS Feature Set Summary . ~* 

The QoS feature set on your switch is deterrnined by the switching engine on the supervisor engme. 
Enter the show module command for the supervisor engine to display your switching engine 
configuration. The display shows the "Sub-Type" to be one o f the following: 

o Supervisor Engine 2 (WS-X6K-SUP2-2GE) with Layer 3 Switching Engine II 
(WS-F6K-PFC2-Policy Feature Card 2 or PFC2) 

o Supervisor Engine I (WS-X6K-SUP1A-2GE or WS-X6K-SUPI-2GE) with one ofthe following: 

- Layer 3 Switching Engine (WS-F6K-PFC- Policy Feature Card or PFC) 

- Layer 2 Switching Engine II (WS-F6020A) 

- Layer 2 Switching Engine I (WS-F6020) 

The Layer 3 Switching Engine WS-F6K-PFC and Layer 3 Switching Engine II support similar feature 
sets. The two Layer 2 switching engines support the same QoS feature set. 

These sections describe the QoS feature sets: 

o Ethemet Ingress Port Features, page 43-9 

o Layer 3 Switching Engine Features, page 43-9 

o Layer 2 Switching Engine Features, page 43-1 O 

o Ethemet Egress Port Features, page 43-1 O 

o Single-Port ATM OC-12 Switching Module Features, page 43-10 

o Multilayer Switch Feature Card (MSFC or MSFC2), page 43-10 

Ethemet lngress Port Features 

With any switching engine, QoS supports classification, marking, scheduling, and congestion avoidance 
using Layer 2 CoS values at Ethemet ingress ports . C1assification, marking, scheduling, and congestion 
avoidance at Ethemet ingress ports do not use or set Layer 3 IP precedence or DSCP values. With a 
Layer 3 switching engine, you can configure Ethemet ingress port trust states that can be used by the 
switching engine to set Layer 3 IP precedence or DSCP va1ues and the Layer 2 CoS value. For more 
inforrnation, see the "Ethemet Ingress Port Marking, Scheduling, Congestion Avoidance, and 
Classification" section on page 43-10. 

I =tyer 3 Switching Engine Feaiures · 

With a Layer 3 switching engine, QoS supports classification, marking, and policing using IP, IPX, and 
Media Access Contrai (MAC) access controllists (ACLs). ACLs contain access contrai entries (ACEs) 
that specify Layer 2, 3, and 4 classification criteria, a marking ru1e, and po1icers. Marking sets the 
Layer 3 IP precedence or DSCP values and the Layer 2 CoS va1ue to either received or configured 
Layer 2 or Layer 3 values. Policing uses bandwidth limits to either drop or mark nonconforrning traffic . 
For more inforrnation, see the "Classification, Marking, and Policing with a Layer 3 Switching Engine" 
section on page 43-16. 

During processing, a Layer 3 switching engine associates a DSCP value with ali traffic, including non-IP 
traffic (for more inforrnation, see the "Internai DSCP Values" section on page 43-17). 

r------ ~· 
r-----------------------------------~----C~a=ta=l~ys~t~6~~s~~~ie~s~Sw~itc=h=~~ftw~ar~e~C7on_fi~•g~ur_a_tio_n_Gu __ id __ r-~R~I~~-~--~. 
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tj"ding How oos Works 

~Switching Engine Features ' · · 

With a Layer 2 Switching Engine, QoS can classify traffic using Layer 2 destination MAC addresses, 
VLANs, and marking using Layer 2 CoS values. Classification and marking with a Layer 2 Switching 
Engine do not use or set Layer 3 IP precedence or DSCP values. For more infonnation, see the 
"Classification and Marking with a Layer 2 Switching Engine" section on page 43-26. 

Ethernet Egress Port Features 

With any switching engine, QoS supports Ethernet egress port scheduling and congestion avoidance 
using Layer 2 CoS values. Ethernet egress port marking sets Layer 2 CoS values and, with a Layer 3 
switching engine, Layer 3 DSCP values. For more infonnation, see the "Ethernet Egress Port 
Scheduling, Congestion Avo i dance, and Marking" section on page 43-27 . 

• 

Single-Port ATM OC-12 Switching Module Features 

The ingress interface from a single-port ATM OC-12 switching module is untrusted, and QoS sets CoS 
to zero in ali traffic received from it. With a Layer 3 switching engine, QoS can mark IP traffic that is 
transmitted to a single-port ATM OC-12 switching module with Layer 3 DSCP values . 

Multilayer Switch Feature Card (MSFC or MSFC2) 

~ ... 

QoS marks IP traffic that is transmitted to an MSFC with Layer 3 DSCP values. CoS is zero in ali traffic 
that is sent from an MSFC to egress ports . 

Note Traffic that is Layer 3 switched does not go through the MFSC and retains the CoS value that is assigned 
by the Layer 3 switching engine. 

Ethernet lngress Port Marking, Scheduling, Congestion Avoidance, and 
Classificat.ion 

These sections describe Ethernet ingress port marking, scheduling, congestion avoidance, and 
classification: 

• Overview, page 43-11 

• Marking at Untrusted Ports, page 43-11 

• Marking at Trusted Ports, page 43-11 

• Ethernet lngress Port Scheduling and Congestion Avoidance, page 43-12 

Receive Queues, page 43-12 

lngress Scheduling, page 43-12 

Ingress Congestion Avoidance, page 43-12 

• Ethomot lng"" Po" Cl•,;fi,,.;on F'""'" wüh 'L•yoc 3 Sw;toh;ng Eng;n,, p•go 43-~ 
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Overview . I ~ \5c) i ; I 
The trust state o f an Ethemet port determines how it marks, schedules, and classifies recei d fl'i , .. / / 
whether o r not congestion avoidance is implemented. You can configure the trust state o f ea · ' -~i ' \·/ 
one o f these keywords: -

• untrusted (default) 

• trust-ipprec (Layer 3 switching engine only-not supported on lq4t ports except Gigabit Ethernet) 

• trust-dscp (Layer 3 switching engine only-not supported on lq4t ports except Gigabit Ethernet) 

• trust-cos 

~ .. 
Note lq4t ports (except Gigabit Ethernet) do not support the trust-ipprec and trust-dscp port keywords. 

You must configure a trust-ipprec or trust-dscp ACL that matches the ingress traffic to apply the 
trust-ipprec or trust-dscp trust state. 

• On lq4t ports (except Gigabit Ethernet), the trust-cos port keyword displays an error message, 
activates receive queue drop thresholds, and-as indicated by the erro r message-does not apply the 
trust-cos trust state to traffic . You must configure a trust-cos ACL that matches the ingress traffic 
to apply the trust-cos trust state. 

For more information, see the "Configuring the Trust State of a Port" section on page 43-36 . 

In addition to the port configuration keywords listed above, with a Layer 3 switching engine, QoS uses 
trust-ipprec, trust-dscp, and trust-cos ACE keywords. Do not confuse the ACE keywords with the port 
keywords. · 

Ports that are configured with the untrusted keyword are calied untrusted ports. Ports that are configured 
with the trust-ipprec, trust-dscp, or trust-cos keywords are calied trusted ports. QoS implements 
ingress port congestion avoidance only on ports that are configured with the trust-cos keyword. 

lngress port marking, scheduling, and congestion avoidance use Layer 2 CoS values . Ingress port 
marking, scheduling, and congestion avoidance do not use or set Layer 3 IP precedence or DSCP values. 

Marking at Untrust~d Ports 

QoS marks ali frames that are received through untrusted ports with the port CoS value (the default is 
zero). QoS does not implement ingress port congestion avoidance on untrusted ports: the traffic goes 
directly to the s'witching engine. 

Marking at T rusted Ports 

When an ISL frame enters the switch through a trusted port, QoS accepts the three least significant bits 
in the User field as a C oS value. When an 802.1 Q frame enters the switch through a trusted port, QoS 
accepts the User Priority bits as a CoS value. QoS marks ali traffic that is received in other frame types 
with the port CoS value. 

The port CoS value is configurable for each Ethernet port (for more information, see the "Configuring 
the CoS Value for a Port" seciion on page 43-37) . 

r 
.~--J 
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'/ -~/ 

themet lngress Port Scheduling and Congestion Avoidance 

Receive Queues 

QoS does not implement ingress port congestion avoidance on ports that are configured with the 
untrusted, trust-ipprec, or trust-dscp keywords : the traffic goes directly to the switching engine. 

QoS uses CoS-value-based receive-queue drop thresholds to avoid congestion in traffic entering the 
switch through a port that is configured with the trust-cos keyword (for more information, see the 
"Configuring the Trust State o f a Port" section on page 43-36). 

Enter the show port capabilities command to see the queue structure o f a port. The command displays 
one o f the following : 

rx-(lq2t) indicates one standard queue with one configurable tail-drop threshold and one 
nonconfigurable tail-drop threshold. 

rx-(lq4t) indicates one standard queue with four configurable tail-drop thresholds . 

rx-(lplq4t) indicates one strict-priority queue and one standard queue with four configurable 
tail-drop thresholds. 

rx-(lplqOt) indicates one strict-priority queue and one standard queue with a nonconfigurable 
threshold. 

rx-(lplq8t) indicates one strict-priority queue and one standard queue with eight configurable 
WRED-drop thresholds (on lplq8t ports, the standard queue also has one nonconfigurable tail-drop 
threshold). 

Strict-priority queues are serviced in preference to other queues. QoS services traffic in a strict-priority - ·­
queue before servicing the standard queue. When QoS services the standard queue, after receiving a 
packet, it checks for traffic in the strict-priority queue. I f QoS detects traffic in the strict-priority queue, 
it suspends its servi c e o f the standard queue and completes service o f ali traffic in the strict-priority 
queue before retuming to the standard queue. 

lngress Scheduling 

QoS schedules traffic through the receive queues based on CoS values. In the lplq4t, lplqOt, and 
lplq8t default configurations, QoS assigns ali traffic with CoS 5 to the strict-priority queue; QoS 
assigns ali other traffic to the standard queue. In the I q4t default configuration, QoS assigns ali traffic 
to the standard queue . 

lngress Congestion Avo i dance 

Note The explanations in this section use default values. You can configure many ofthe parameters (for more 
information, see the "Configuring QoS on the Switch" section on page 43-34). Ali ports ofthe same type 
use the same drop-threshold configuration. 

lfa port is configured with the trust-cos keyword, QoS implements CoS-value-based receive-queue drop 
thresholds to avoid congestion iri received traffic. 
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lq2t ports have this default drop threshold configuration: ~- ' v' J 
Frames with CoSO, I, 2, 3, or 4 go to tail-drop threshold I, where the 'switch drops incoming fra~ · - --Y 
when the standard receive-queue buffer is 80 percent fui!. 

Frames with CoS 5, 6, or 7 go to tail-drop threshold 2, where the switch drops incoming frames when 
the standard receive-queue buffer is I 00 percent full . 

lq4t ports have this default drop threshold configuration: 

Using receive-queue tail-drop threshold I, the switch drops incoming frames with CoS O or I when 
the receive-queue buffer is 50 percent or more fuii. 

• Using receive-queue tail-drop threshold 2, the switch drops incoming frames with CoS 2 or 3 when 
the receive-queue buffer is 60 percent or more fui!. 

• Using receive-queue tail-drop threshold 3, the switch drops incoming frames with CoS 4 or 5 when 
the receive-queue buffer is 80 percent or more fui!. 

Using receive-queue tail-drop threshold 4, the switch drops incoming frames with CoS 6 or 7 when 
the receive-queue buffer is I 00 percent fui!. 

lplq4t ports have this default drop-threshold configuration: 

Frames with C oS 5 go to the strict-priority receive queue ( queue 2), where the switch drops 
incoming frames only when the strict-priority receive-queue buffer is I 00 percent full . 

Frames with CoSO, I, 2, 3, 4, 6, or 7 go to the standard receive queue as follows: 

- Using standard receive-queue tail-drop threshold I , the switch drops incoming frames with 
CoS O or I when the receive-queue buffer is 50 percent or more fuii. 

- Using standard receive-queue tail-drop threshold 2, the switch drops incoming frames with 
CoS 2 or 3 when the receive-queue buffer is 60 percent or more fuii . 

- Using standard receive-queue tail-drop threshold 3, the switch drops incoming frames with 
CoS 4 when the receive-queue buffer is 80 percent or more fui!. 

- Using standard receive-queue tail-drop threshold 4, the switch drops incoming frames with 
C oS 6 or 7 when the receive-queue buffer is I 00 percent fui!. 

lplqOt ports have this default drop-threshold configuration: 

Frames with CoS 5 go to the strict-priority receive queue (queue 2), where the switch drops 
incoming frames when the strict-priority receive-queue buffer is I 00 percent fui!. 

Frames with CoSO, 1, 2, 3, 4, 6, or 7 go to the standard receive queue, which uses a nonconfigurable 
tail-drop th,reshold that drops incoming frames when the standard receive-queue buffer is 
I 00 percent fui!. 

lplq8t ports have this default drop-threshold configuration: 

.frames with CoS 5 go to the strict-priority receive queue (queue 2), where the switch drops 
incoming frames only when the strict-priority receive-queue buffer is 100 percent fui!. 

Frames with CoSO, I, 2, 3, 4, 6, or 7 go to the standard receive queue, which uses WRED-drop 
thresholds as foiiows : 

- Using standard receive-queue drop threshold 1 for incoming frames with CoS O, the switch r 
starts to drop frames when the receive-queue buffer is 40 percent fuii and drops ali frames with 
CoS O when the receive-queue buffer is 70 percent or more fui!. 

Using standard receive-queue drop threshold 2 for incoming frames with CoS I, the switch 
starts to drop frames when the receive-queue buffer is 40 percent fuii and drops ali frames with · 
CoS I when the receive-queue buffer is 70 percent or more fui!. 

Catalyst 6500 Series Switch Software Configuration Guid 

Fls~ -
06 89 

I Doe J 7 O 1 



Chapter 43 Configuring QoS 
• Understanding How QoS Works 

- Using standard receive-queue drop threshold 3 for incoming frames with CoS 2, the switch 
starts to drop frames when the receive-queue buffer is 50 percent fui! and drops ali frames with 
CoS 2 when the receive-queue buffer is 80 percent or more full. 

- Using standard receive-queue drop threshold 4 for incoming frames with CoS 3, the switch 
starts to drop frames when the receive-queue buffer is 50 percent full and drops ali frames with 
CoS 3 when the receive-queue buffer is 80 percent or more full. 

- Using standard receive-queue drop threshold 5 for incoming frames with CoS 4, the switch 
starts to drop frames when the receive-queue buffer is 60 percent full and drops ali frames with 
CoS 4 when the receive-queue buffer is 90 percent or more full. 

- Using standard receive-queue drop threshold 6 for incoming frames with CoS 6, the switch 
starts to drop frames when the receive-queue buffer is 60 percent full and drops ali frames with 
CoS 6 when the receive-queue buffer is 90 percent or more full. 

· - Using standard receive-queue drop threshold 7 for incoming frames with CoS 7, the switch 
starts to drop frames when the receive-queue buffer is 70 percent full and drops ali frames with 
C oS 7 when the receive-queue buffer is I 00 percent o r more full . 

~ ... 
Note You can configure the standard receive queue to use both a tail-drop anda WRED-drop 

threshold by mapping a CoS value to the queue or to the queue and a threshold. The 
switch uses the tail-drop threshold for traffic carrying the CoS values that are mapped 
only to the queue. The switch uses WRED-drop thresholds for traffic carrying the CoS 
values that are mapped to the queue anda threshold. See the "I p I q8t Receive Queues" 
section on page 43-60. 

Figure 43-8 shows the drop thresholds for a lq4t port. Drop thresholds in other configurations function 
similarly. 
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Figure 4.1-6 Receive-Queue Drop Thresholds 

Reserved for ---+ 
CoS 6 and 7 
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CoS 4 and higher 
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traffic with any 
CoS value 

80% available for CoS 4 and 5 

60% available for CoS 2 and 3 

50% available for CoS O and 1 

Drop threshold 4: 1 00% 

Drop threshold 3: 80% 

Drop threshold 2: 60% 

i 
Receive queue 

Traffic is dropped 

(Default values shown) 

Ethemet lngress Port Classification Features with a layer 3 Switching Engine 

You can use the untrusted, trust-ipprec, trust-dscp, and trust-cos port keywords to classify traffic ·on 
a per-port basis for a Layer 3 switching engine to mark. 

The trust-ipprec and trust-dscp keywords are supported only with a Layer 3 switching engine and are 
not supported on lq4t ports except Gigabit Ethemet. On lq4t ports (except Gigabit Ethemet), the 
trust-cos port keyword displays an error message, activates receive-queue drop thresholds, and-as 
indicated by the error message-does not apply the trust-cos trust state to traffic. You must configure 
the trust-cos AÇL that matches the ingress traffic to apply the trust-cos trust state. 

In addition to per-port classification, you can create ACEs that classify traffic on a per-packet basis (for 
IP and IPX traffic, see the "Named IP ACLs" section on page 43-42 and the "Creating or Modifying 
Named IPX ACLs" section on page 43-46) or on a per-frame basis (for other traffic, see the "Creating 
or Modifying Named MAC ACLs" section on page 43-47), regardless ofthe port configuration (see the 
"Marking Rules" section on page 43-23). 

To mark traffic in response to per-port classification, the traffic must match an ACE that contains the 
dscp ACE keyword (see the "Marking Rules" section on page 43-23 ). In their default corifiguration, the 
ACEs in the default ACLs contain the dscp ACE keyword. Table 43-1 lists the per-port classifications . 
and the marking rules that they invoke . ~ 

1 
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~43-1 Marking Based on Per-Port C!assilication 

Port Keyword 

untrusted 

trust-ipprec 

trust-dscp 

trust-cos 

ACE Keyword Marking Rule I 
dscp 

dscp 

dscp 

dscp 

Set internai and egress DSCP as specified in the ACE. I 

For IP traffic, set internai and egress DSCP from the received Layer 3 IP precedence value . 
For other traffic, set internai and egress DSCP from the received or port Layer 2 CoS value. 

Note--With the trust-ipprec port keyword, QoS uses only the IP precedence bits. I f traffic 
with a DSCP value enters the switch through a port that is configured with the trust-ipprec 
port keyword, the three most significant bits o f the DSCP value are interpreted as an IP 
precedence value; QoS ignores the rest o f the DSCP value . 

For IP traffic, set interna i and egress DSCP from the received Layer 3 DSCP va lue. For other 

• traffic, set internai and egress DSCP from the received or port Layer 2 CoS value . 

Set internai and egress DSCP from the received or port Layer 2 CoS value . I 

QoS uses configurable mapping tables to set internai and egress DSCP, which is a 6-bit value, from CoS 
and IP precedence, which are 3-bit values (for more information, see the "Internai DSCP Values" section 
on page 43-17 and the "Configuring DSCP Value Maps" sect ion on page 43-61 ). 

Classification, Marking, and Policing with a layer 3 Switching Engine 

~ .. 
Note 

~ .. 

With a Layer 3 switching engine, the Catalyst 6500 series switches provide QoS only for the following 
frame types: Ethernet_II, Ethernet_802.3, Ethernet_802.2, and Ethernet_SNAP. 

These sections describe classification, marking, and policing with a Layer 3 switching engine: 

• Interna i DSCP Values, page 43 -17 

• ACLs, page 43- 17 

• Named ACLs, page 43-18 

• Default ACLs, page 43-22 

• Marking Rules, page 43-23 

• Policers, page .43-24 

• PFC2 Policing Decisions, page 43 -25 

• Attaching ACLs, page 43-26 

• Final Layer 3 Switching Engine CoS and ToS Va lues, page 43 -26 

Note Classification with a Layer 3 switching engine uses Layer 2, 3, and 4 va lues . Marking with a Layer 3 
switching engine uses Layer 2 CoS values and Layer 3 IP precedence or DSCP values . 
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Understanding How QoS Works 

Internai DSCP Values 

These sections describe the internai DSCP vaiues: 

• Internai DSCP Sources, page 43- 17 

• Egress DSCP and CoS Sources, page 43-i7 

Internai DSCP Sources 

~ ... 

During processing, the priority of ali traffic (inciuding non-IP traffic) is represented with an internai 
DSCP vaiue. QoS derives the internai DSCP vaiue from the following : 

• For trust-cos traffic, from received or port Layer 2 CoS values (traffic from an untrusted port has 
the port C oS vaiue and i f traffic from an untrusted port matches a trust-cos ACL, QoS derives the 
internai DSCP vaiue from the port CoS vaiue) 

• For trust-ipprec traffic, from received IP precedence vaiues 

• For trust-dscp traffic, from received DSCP vaiues 

• For untrusted traffic, from port CoS or configured DSCP values 

The trust state o f traffic is the trust state o f the ingress port unless set otherwise by the matching ACE. 

Note A trust-cos ACL cannot restore received C oS in traffic from untrusted ports. Traffic from untrusted ports 
aiways has the port CoS vaiue. 

QoS uses configurabie mapping tabies to derive the internai 6-bit DSCP vaiue from CoS or IP 
precedence, which are 3-bit vaiues (see the"Mapping Received CoS Vaiues to Internai DSCP Values" 
section on page 43-61 or the "Mapping Received IP Precedence Vaiues to Internai DSCP Values" section 
on page 43-62). 

Egress DSCP and CoS Sources 

ACLs 

78; 15381-01 . 

For egress IP traffic, QoS creates a ToS byte from the internai DSCP vaiue (which you can set equal to 
an IP precedence vaiue) and sends it to the egress port to be written into IP packets. For trust-dscp and 
untrusted IP traffic, the ToS byte includes the uriginai 2 ieast-significant bits from the recerved ToS 
byte. 

For ali egress traffic, QoS uses a configurable mapping table to derive a CoS value from the internai 
DSCP vaiue that is associated with traffic (see the "Mapping Internai DSCP Vaiues to Egress CoS 
Values" section on page 43-62). QoS sends the CoS value to Ethernet egress ports for use in scheduling 
and to be written in to ISL and 802.1 Q frames . 

QoS uses ACLs that contain ACEs. The ACEs specify classification criteria, a marking rule, and 
policers. QoS compares received traffic to the ACEs in ACLs untii a match occurs. When the traffic i 

matches the classification criteria in an ACE, QoS marks and poiices the packet as specified in the ACE ~ 
and makes no further comparisons. , 

There are three ACL types: IP, and with a Layer 3 switching engine, IPX and MAC. QoS compares traffic 
of each type (IP, I~X, and MAC) oniy to the corresponding ACL type (see Table 43-2). . 
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ilãble43-2 

.l., J 
Supported Ethertype Field Va/ues ~ h~~CLType Ethertype Field Value Protocol 

~/ IP Ox0800 IP I 

NamedACLs 

IPX Ox8137 and Ox8 138 IPX I 
MAC 1 Ox0600 and Ox060 I XNS I 

OxOBAD and OxOBAF Banyan VINES 

Ox6000-0x6009 and Ox8038-0x8042 DECnet 

Ox809b and Ox80fJ AppleTalk I 

I. QoS MAC ACLs that do not include an cthcrtypc paramctcr match traffic with any valuc in thc cthcrtypc fic ld, which allows 
~A C-leve i QoS to bc app licd to any traffic cxccpt IP and IPX. 

QoS supports user-created named ACLs, each containing an ordered list of ACEs, and user-configurable 
default ACLs, each containing a single ACE. 

You create a named ACL when you enter an ACE with a new ACL name. You add an ACE to an existing 
ACL when you enter an ACE with the name o f the existing ACL. 

You can specify the classification criteria for each ACE in a named ACL. The classification criteria can 
be specific values or wildcards (for more information, see the "Creating o r Modifyi ng ACLs" section on 
page 43 -4 1 ). 

These sections describe the classification criteria that can be specified in a named ACL : 

• IP ACE Layer 3 Classification Criteria, page 43-1 8 

IP ACE Layer 4 Protoco l Classification Cri teria, page 43- 19 

• IP ACE Layer 4 TCP Classification Criteria, page 43-19 

• IP ACE Layer 4 UDP Classification Criteria, page 43-20 

• IP.ACE Layer 4 ICMP Classification Criteria, page 43 -20 

• IP ACE Layer 4 IGMP C1assification Cri teria, page 43 -21 

• IPX ACE Classification Criteria, page 43-21 

• MAC ACE Layer 2 Classification Criteria, page 43-22 

, IP ACE Layer 3 Classification Criteria 

You can create IP ACEs that match traffic with specific Layer 3 values by including these Layer 3 
parameters (see the "Named IP ACLs" section on page 43-42) : 

• IP source address and mask, entered as specific values or with the any keyword or with the host 
keyword and a host address . 

• IP destination address and mask, entered as specific values o r with the any keyword or with the host 
keyword and a host address. · 

• DSCP value (0-63) or IP precedence that is specified with a numeric value (0-7) or these keywords: 

- Network (IP precedence 7) \ 

Internet (IP precedence 6) ~ 
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Understanding How QoS Works 

- Criticai (IP precedence 5) 

- Flash-override (IP precedence 4) 

- Flash (IP precedence 3) 

- Immediate (IP precedence 2) 

- Priority (IP precedence I) 

- Routine (IP precedence O) 

~ .. 
Note IP ACEs that do not include a DSCP or IP precedence value parameter match ali DSCP 

or IP precedence values. 

IP ACE Layer 4 Protocoi:'Ciassification Criteria 

~ .. 

You can create IP ACEs that match specific Layer 4 protocol traffic by including a Layer 4 protocol 
parameter (see the "IP ACLs for Other Layer 4 Protocols" section on page 43-45) . You can specify the 
protocol numericaliy (0-255) o r with these keywords: ahp (51), eigrp (88), esp (50), gre ( 47), igrp (9), 
icmp (1), igmp (2), igrp (9), ip (0) , ipinip (4), nos (94), ospf(89), pcp (108), pim (103), tcp (6), or 
udp (I 7) . 

Note IP ACEs that do not include a Layer 4 protocol parameter or that include the ip keyword match ali IP 
traffic . 

IP ACE Layer 4 TCP Classification Criteria 

. 78-15381-01 · 

~ .. 

You can create Transmission Control Protocol (TCP) ACEs that match traffic for specific TCP ports by 
including TCP source and/or destination port parameters (for more information, see the " IP ACEs for 
TCP Traffic" section on page 43-43). You can specify TCP port parameters numericaliy (0-65535) or 
with these keywords: 

Keyword Port Keyword Port Keyword Port Keyword Port 

bgp 179 ftp 21 lpd 515 telnet 23 

chargen 19 ftp-data 20 nntp I I 9 time 37 

daytime I~ gopher 70 pop2 109 uucp 540 

discard 9 hostname 101 pop3 IIO whois 43 

domain 53 ire 194 smtp 25 www 80 

echo 7 klogin 543 sunrpc III 

finger 79 kshell 544 tacacs 49 

Note TCP ACEs that do not include a Layer 4 TCP port parameter match ali TCP traffic . 
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Keyword Port Keyword Port Keyword Port Keyword Port 

biff 512 echo 7 rip 520 talk 517 

bootpc 68 mobile-ip 434 snmp 161 tftp 69 

bootps 67 nameserver 42 snmptrap 162 time 37 

discerd 9 netbios-dgm 13 8 sunrpc 111 who 513 

dns 53 netbios-ns 137 syslog 514 xdmcp 177 

dnsix 195 ntp 123 tacacs 49 

~A 
Note UDP ACEs that do not include a Layer 4 UDP port parameter match ali UDP traffic. 

IP ACE layer 4 ICMP Ciassification Criteria 

• 
~IC&.:.ll. 

You can create Internet Contrai Management Protocol (ICMP) ACEs that match traffic containing 
specific ICMP messages by including ICMP types and optionally, ICMP codes (for more information, 
see the "IP ACEs for ICMP Traffic" section on page 43-44). You can specify ICMP types and codes 
numerically (0-255) or with these keywords : 

Keyword Type C ode Keyword Type C ode 

administratively-prohibited 3 13 net-tos-un reachable 3 li 

alternate-address 1 6 - net-unreachable 3 o 
conversion-error 31 o network-unknown 3 6 

dod-host-prohibited 3 lO no-room-for-option 12 2 

dod-net-prohibited 3 9 option-missing 12 1 

echo 8 o packet-too-big 3 4 

echo-reply o o parameter-problem 12 o 
general-parameter-problem 1 12 - port-unreachable 3 3 

host-isola ted 3 8 precedence-unreachable 3 15 

host-precedence-unreachable 3 14 protocol-unreachable 3 2 

host-redirect 5 I reassembly-timeout 11 I 

host-tos-redirect 5 3 redirect1 5 -

host-tos-unreachable 3 12 router-advertisement 9 o 
host-unknown 3 7 router-so licitation lO o 
host-unreachable 3 I source-q uench 4 o 
information-reply 16 o source-route-failed 3 5 I 
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Keyword Type C ode Keyword Type C ode 

information-request 15 o time-exceeded 1 li -

mask-reply 18 o timestamp-reply 14 o 
mask-request 17 o timestamp-request 13 o 
mobile-redirect 32 o traceroute 30 o 
net-redirect 5 o ttl-exceeded li o 
net-tos-redirect 5 2 unreachable 1 3 -

I . Matchcs ali codc values 

~ .. 
Note · ICMP ACEs with only a Layer 4 ICMP type parameter match ali code values for that type value. ICMP 

ACEs that do not include any Layer 4 ICMP type and code parameters match ali ICMP traffic . 

IP ACE Layer 4 IGMP Ciassification Criteria 

~ .. 

You can create IGMP ACEs that match traffic containing specific IGMP messages by including an IGMP 
type parameter (for more information, see the "IP ACEs for IGMP Traffic" section on page 43-44). You 
can specify the IGMP type numerically (0-255) or with these keywords: host-query (1), 
host-report (2), dvmrp (3), pim (4), or trace (5) . 

Note QoS does not support IGMP traffic when IGMP snooping is enabled. QoS supports IGMP classification 
using version I four-bit Type fields. 

' Note IGMP ACEs that do not include a Layer 4 IGMP type parameter match ali IGMP traffic. 

IPX ACE Ciassification Criteria 

78-15381-01 

You can create IPX ACEs that match specific IPX traffic by including these parameters (for more 
information, see the "Creating or Modifying Named IPX ACLs" section on page 43-46): 

• IPX source network (-I matches any network number) 

• Pro toco!, which can be specified numerically (0-255) o r with these keywords: any, ncp ( 17), 
netbios (20), rip (I), sap (4), spx (5) 

IPX ACEs support the following optional parameters: 

- IPX destination network (-1 matches any network number) 

- lfyou specify an IPX destination network, IPX ACEs support the following optional 
parameters: an IPX destination network mask (-1 matches any network number), an IPX 
destination node, and an IPX destination node mask 
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MAC ACE layer 2 Classification Criteria 
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You can create MAC ACEs that match specific Ethernet traffic by including these Layer 2 parameters 
(for more information, see the "Creating or Modifying Named MAC ACLs" section on page 43-47): 

• Ethernet source and destination addresses and masks, entered as specific values or with the any 
keyword or with the host keyword and a host Ethernet address 

• Optionally, an ethertype parameter from this list: 

- Ox809B (or ethertalk) 

- Ox80F3 (o r aarp) 

- Ox6001 (or dec-mop-dump) 

- Ox6002 (or dec-mop-remote-console) 

Ox6003 (or dec-phase-iv) 

- Ox6004 (o r dec-lat) 

- Ox6005 ( or dec-diagnostic-protocol) 

- Ox6007 (o r dec-lavc-sca) 

- Ox6008 (or dec-amber) 

- Ox6009 (or dec-mumps) 

- Ox8038 (or dec-lanbridge) 

- Ox8039 (or dec-dsm) 

- Ox8040 (o r dec-netbios) 

- Ox8041 (o r dec-msdos) 

- Ox8042 (no keyword) 

- OxOBAD (no keyword) 

- OxObaf (o r banyan-vines-echo) 

- Ox0600 ( or xerox-ns-idp) 

QoS MAC ACLs that do not include an ethertype parameter match traffic with any value in the ethertype 
field, which allows MAC-level QoS to be applied to any traffic except IP and IPX. 

Default ACLs 

~ .. 

There are three default ACLs, one each for IP, and with a Layer 3 switching engine, IPX and MAC 
traffic. Each ACL has a single ACE that has a configurable marking rule and configurable policers. The 
default· ACLs have nonconfigurable classltication cri teria that matches ali traffic . QoS compares any 
traffic with a supported ethertype field value that does not match a named ACL to the default ACLs. 
Unmatched IP traffic matches the default IP ACL. Unmatched IPX traffic matches the default IPX ACL. 
Unmatched Ethernet traffic matches the default MAC ACL. 

Note Ali traffic matches an ACE in an ACL (either an ACE in a named ACL or one o f the default ACLs) 
because the default ACLs match .all traffic. 
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Marking Rules 

~. 

Understanding How QoS Works 

Note Marking is not supported for IPX or MAC traffic with a PFC2. 

78-15381-01 

Marking ruies specify how QoS marks traffic when the traffic matches the fiitering parameters in an ACE 
(see the "ACE Name, Marking Ruie, Poiicing, and Filtering Syntax" section on page 43-4i ). QoS 
supports four marking ruies, that are specified with the foliowing four ACE keywords: trust-dscp, 
trust-ipprec, trust-cos, and dscp . Each ACE contains one o f the keywords. The marking ruies are as 
foliows : 

• trust-dscp (IP ACLs oniy)-Instructs QoS to set internai and egress DSCP from received DSCP 
vaiues (see the "Internai DSCP Vaiues" section on page 43-17). 

trust-ipprec (IP ACLs oniy)-Instructs QoS to set internai and egress DSCP from received IP 
precedence vaiues. 

~. 
Note With the trust-ipprec port keyword, QoS uses oniy the IP precedence bits. I f traffic with a 

DSCP vaiue enters the switch through a port that is configured with the trust-ipprec port 
keyword, the three most significant bits o f the DSCP value are interpreted as an IP 
precedence vaiue; QoS ignores the rest o f the DSCP vaiue. 

• trust-cos (ali ACLs except IPX and MAC with a PFC2)-Instructs QoS to set internai and egress 
DSCP from received or port CoS vaiues. In traffic from ports that are configured with the trust-cos 
keyword, the CoS vaiue is received in ISL and 802.i Q frames; in ali other cases, the C oS vaiue is 
configured on the port (the defauit is zero). 

• dscp (ali ACLs except IPX and MAC with a PFC2)-Instructs QoS to mark traffic as indicated by 
the port trust keywords: 

- In IP traffic from ingress ports that are configured with the trust-dscp port keyword, the dscp 
ACE keyword instructs QoS to set the internai and egress DSCP vaiues from the received DSCP 
vaiues. In non-IP traffic, QoS sets the DSCP from the received or port CoS vaiue. 

- In IP traffic from ingress ports that are configured with the trust-ipprec port keyword, the dscp 
ACE keyword instructs QoS to set the internai and egress DSCP vaiues from the received IP 
precedence vaiues. In non-IP traffic, QoS sets the DSCP vaiue from the received or port CoS 
vaiue. 

- In traff1c from ingress ports that are configured with the trust-cos port keyword, the dscp ACE 
keyword instructs QoS to set the internai and egress DSCP values from the received o r port C oS 
vaiues. 

In traffic from ingress ports that are configured with the untrusted port keyword, the dscp ACE 
keyword instructs QoS to set the internai and egress DSCP vaiues from the DSCP vaiue in the 
ACE. 

~. 
Note The defauit configuration o f the ACEs in the defauit ACLs contains the dscp ACE 

keyword, which supports per-port ciassification o f traffic . With the defauit vaiues, the 
ACEs in the defauit ACLs appiy DSCP zero to traffic from ingress ports that are 
configured with the untrusted port keyword . 
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QoS uses configurable mapping tables to set the DSCP value, which is 6 bits, from CoS and IP 
precedence, which are 3-bit values (for more information, see the "Mapping'Received CoS Values to 
Internai DSCP Values" section on page 43-61 and the "Mapping Received IP Precedence Values to 
Internai DSCP Values" section on page 43-62). 

You can create named policers that specify bandwidth utilization limits, which you can apply to traffic 
by including the policer name in an ACE (for more information, see the "Creating Policers" section on 
page 43-38) . 

Policing uses a token bucket scheme. As packets arrive, the packet size in bytes is added to the bucket 
levei. Every 0.25 ms, a value equal to the token rate is subtracted from the bucket levei. 

YoJ,J .specify the bandwidth utilization limits as an average rate and a maximum burst size. Packets that 
exceed these limits are "out o f pro file ." Traffic is in pro file as long as it flows in at an average rate and 
never bursts beyond the burst size. 

In each policer, you specify i f out-of-profile packets are to be dropped or to have a new DSCP value 
applied to them (applying a new DSCP value is called "markdown"). Since out-of-profile packets do not 
retain their original priority, they are not counted as part ofthe bandwidth that is consumed by in-profile 
packets. 

For ali policers, QoS uses a configurable table that maps received DSCP values to marked-down DSCP 
values (for more information, see the "Mapping DSCP Markdown Values" section on page 43-63 ). When 
markdown occurs, QoS gets the marked-down DSCP value from the table. You cannot specify a 
marked-down DSCP value in individual policers. ' ··~) 

Note By default, the markdown table is configured so that no markdown occurs; the marked-down DSCP 
values are e qual to the received DSCP values. To enable markdown, configure the table appropriately for 
your network. 

You give each policer a unique name when you create it and then use the name to include the policer in 
an ACE. The same policer can be used in multiple ACEs. 

You can create these policers: 

• Microflow-QoS applies the bandwidth limit that is specified in a microflow policer separately to 
each flow that matches any ACEs that use that particular microflow policer. You can create up to 
63 microflow policers. 

Aggregate-QoS applies the bandwidth limits that are specified in an aggregate policer 
cumulatively to ali flows that match any ACEs that use that particular aggregate policer. You can 
create up to I 023 aggregate policer.s . 

• With a PFC2, you can specify a dual rate aggregate policer with a normal rate and an excess rate: 

- Normal rate-Packets exceeding this rate are marked down. 

- Excess rate-Packets exceeding this rateare either marked down or dropped as specified by the 
drop indication flag. 
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~ .. 
Note rate police'r and cannot be set for the 

normal rate policer. To achieve the effe f a drop indication flag for the normal rate 
aggregate policer, set the excess rate equal to the normal rate and set the drop indication 
flag. Altematively, you can set the normal rate without specifying an excess rate, which 
automatically sets the excess rate to the normal rate when the drop indicator flag is on. 

You can include both a microflow policer and an aggregate policer in each ACE to police a flow based 
on both its own bandwidth utilization and on its bandwidth utilization combined with that o f other flows . 

For example, you could create a microflow policer named "group_individual" with bandwidth limits that 
are suitable for individuais in a group and you could create an aggregate policer named "group_all" with 
bandwidth limits that are suitable for the group as a whole. You could include both policers in ACEs that 
match the group 's traffic. The combination would affect individuais separately and the group 

· ctimulatively. 

For ACEs that include both a microflow policer and an aggregate policer, QoS responds to an 
out-of-profile status from either policer, and as specified by the policer, applies a new DSCP value or 
drops the packet. I f both policers retum an out-of-profile status, then i f either policer specifies that the 
packet is to be dropped, it is dropped; otherwise, QoS applies a new DSCP value. 

Follow these guidelines when creating policers: 

You can include a microflow policer in IP ACEs. You cannot include a microflow policer in IPX or 
MAC ACEs. IPX and MAC ACEs support only aggregate policers. 

By default, microflow policers do not affect bridged traffic. To enable microflow policing ofbridged 
traffic, enter the set qos bridged-microflow-policing command (for more information, see the 
"Enabling or Disabling Microflow Policing ofBridged Traffic" section on page 43-52). 

With a Layer 3 Switching Engine 11, to do any microflow policing, you must enable microflow 
policing ofbridged traffic . 

With an MSFC, QoS does not apply microflow policers to Multilayer Switching (MLS) candidate 
frames (MSFC2 does not use candidate and enabler frames) . 

To avoid inconsistent results, ali ACEs that include the same aggregate policer must use the same 
ACE keyword: trust-dscp, trust-ipprec, trust-cos, or dscp. lfthe ACE uses the dscp keyword, ali 
traffic that matches the ACE must come through ports that are configured with the same port 
keyword: trust-dscp, trust-ipprec, trust-cos, or untrusted. lfthe ACL is attached to a VLAN, you 
must configure ali ports in the VLAN with the same port keyword. 

r -~c2 Policing Decisions 

78-15381-(}1 

With a PFC2, the policing decision consists oftwo leveis : 

• Normal Police Level-Set i f either the microflow policer or the aggregate normal rate policer 
returns an out-of-profile decision. 

• Excess Police Level-Set i f the aggregate excess rate policer retums an out-of-profile decision. 

Packets are dropped i f the excess rate aggregate policer returns an out-of-profile decision and the drop 
indication flag is set, or ifthe microflow policer returns an out-of-profile decision and the drop indication r 
flag is set. · 

I f an excess police levei is set, the excess DSCP mapping is used to replace the original DSCP value with 
a marked-down value. I f only a normal police levei is set, the normal DSCP mapping is used . The excess 
police levei has precedence for selecting mapping rules when both police leveis are set because the 
excess police levei represents the worst out-of-profile transgression. 
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Chapter 43 Configuring QoS 

• Understanding How QoS Works 

You can configure each port for either port-based QoS (default) or VLAN-based QoS (see the "Enabling 
Port-Based or VLAN-Based QoS" section on page 43-36) and attach ACLs to the selected interface (see 
the "Attaching ACLs to Interfaces" section on page 43-50) . You can attach up to three named ACLs, one 
of each type (IP, IPX, and Ethemet) to each port and VLAN. 

On ports that are configured for VLAN-based QoS, you can attach named ACLs to the port's VLAN. For 
a trunk, you can attach named ACLs to any VLANs that are allowed on the trunk as follows : 

• On a port that is configured for VLAN-based QoS, traffic that is received through the port is 
compared to any named ACLs that are attached to the port's VLAN. Ifyou do not attach any named 
ACLs to the port's VLAN, or ifthe traffic does not match an ACE in a named ACL, QoS compares 
the traffic that is received through the port to the default ACLs. 

• Dn a trunk that is configured for VLAN-based QoS, traffic that is received through the port is 
compared to any named ACLs that are attached to the traffic 's VLAN. For traffic in VLANs that h ave 
no named ACLs attached, or i f the traffic does not match an ACE in a named ACL, QoS compares 
the traffic to the default ACLs. 

On ports that are configured for port-based QoS, you can attach named ACLs to the portas follows : 

• On a port that is configured for port-based QoS , traffic that is received through the port is compared 
to any named ACLs that are attached to the port. If you do not attach any named ACLs to the port, 
o r i f the traffic does not match an ACE in a named ACL, QoS compares the traffic that is received 
through the port to the default ACLs. 

• On a trunk that is configured for port-based QoS, traffic in ali VLANs that are received through the 
port is compared to any named ACLs that are attached to the port. I f you do not attach any named 
ACLs to the port, or ifthe traffic does not match an ACE in a named ACL, QoS compares the traffic 
that is received through the port to the default ACLs. 

Finallayer 3 Switching Engine CoS and ToS Values 

With a Layer 3 switching engine, QoS associates CoS and ToS values with traffic as specified by the 
marking rules and policers in the ACE that the traffic matches (see the "Internai DSCP Values" section 
on page 43-17). The associated CoS and ToS are used at the Ethemet egress port (see the "Ethemet 
Egress Port Scheduling, Congestion Avoidance, and Marking" section on page 43-27) . 

Classification and Marking with a Layer 2 Switching Engine 

~ .. 

With a Layer 2 Switching Engine, QoS can classify traffic that is addressed to specified MAC 
address!VLAN pairs to be marked with a configured CoS value (for more information, see the "QoS 
Terminology" section on page 43-2 and the "Mapping a CoS Value to a Host Destination MAC 
Address!VLAN Pai r" section on page 43-51 ). 

Note Classification and marking with a Layer 2 Switching Engine uses Layer 2 CoS values. Classification and 
marking with a Layer 2 Switching Engine does not use or set Layer 3 IP precedence or DSCP values. 
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Chapter 43 Configuring QoS 
· Understanding How QoS Works 

Ethernet Egress Port Scheduling, Congestion Avoidance, a~d Marking 

Overview 

These sections describe Ethemet egress port scheduling, congestion avoidance, and /(~ 

• Overview, page 43-27 ( / ·-~ \ 
• Transmit Queues, page 43-27 '1 ~) ' . ! 

\ / i. I 
• Scheduling and Congestion Avoidance, page 43-28 i / 

.. .! . 
• Marking, page 43-30 

QoS schedules traffic through the transmit queues based on CoS values and uses CoS-value-based 
. dansmit-queue drop thresholds to avoid congestion in traffic that is transmitted from Ethemet ports . 

~ .. 
Note Ethemet egress port scheduling and congestion avoidance uses Layer 2 CoS values . Ethernet egress port 

marking writes Layer 2 CoS values, and for IP traffic, the Layer 3 ToS byte. 

T ransmit Queues 

78-15381-01 

Enter the show port capabilities command to see the queue structure o f a port. The command displays 
one o f the following: 

• tx-(2q2t) indicates two standard queues, each with two configurable tail-drop thresholds. 

• tx-(lp2q2t) indicates one strict-priority queue and two standard queues, each with two configurable 
WRED-drop thresholds. 

• tx-(lp3qlt) indicates one strict-priority queue and three standard queues, each with one 
configurable WRED-drop threshold (on lp3qlt ports, each standard queue also has one 
nonconfigurable tail-drop threshold) . 

• tx-(lp2qlt) indicates one strict-priority queue and two standard queues, each with one configurable 
WRED-drop threshold (on lp2qlt ports, each standard queue also has one nonconfigurable 
tail-drop threshold) . · 

Ali port types have a low-priority anda high-priority standard transmit queue. lp3qlt ports have a 
medium-priority standard transmit queue. lp2q2t, lp3qlt, and lp2qlt ports have a strict-priority 
transmit queue in addition to the standard queues . 

On 2q2t ports, the default QoS configuration altocates a minimum o f 80 percent o f the total transmit 
queue size to the low-priority standard queue anda minimum of20 percent to the high-priority standard 
que1Je. 

On lp2q2t, lp3qlt, and lp2qlt ports, the switch services traffic in the strict-priority queue before 
servicing the standard queues. When the switch is servicing a standard queue, after transmitting a packet, 
it checks for traffic in the strict-priority queue. lfthe switch detects traffic in the strict-priority queue, it 
suspends its service o f the standard queue and completes service o f ali traffic in the strict-priority queue 
before returning to the standard queue. 

On 1 p2q2t ports, the default QoS configuration allocates a minimum o f 70 percent o f the total transmit 
queue size to the low-priority standard queue, a minimum of 15 percent to the high-priority standard 
queue, and a mininmm of 15 percent to the strict-priority queue. 
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Chapter 43 Configuring QoS 

On lp3qlt ports, the transmit queue size is not configurable and is allocated equally among ali queues. 

.. On 1 p2q 1t ports, the default QoS configuration allocates a minimum o f 50 percent o f the total transmit 
queue size to the low-priority standard queue, a minimum of 30 percent to the high-priority standard 
queue, and a minimum of 20 percent to the strict-priority queue. 

Scheduling and Congestion Avoidance 

2q2t Ports 

~A 

These sections describe scheduling and congestion avoidance: 

2q2t Ports, page 43-28 

I p2q2t Ports, page 43-28 

I p3q lt Ports, page 43-29 
• 
lp2qlt Ports, page 43-29 

Note The explanations in these sections use default values. You can configure many o f the parameters (for 
more information, see the "Configuring QoS on the Switch" section on page 43-34 ). Ali ports o f the 
same type use the same drop-threshold configuration. 

For 2q2t ports, each transmit queue has two tail-drop thresholds that function as follows: 

Frames with CoSO, I, 2, or 3 go to the low-priority transmit queue (queue 1): 

- Using transmit queue 1, tail-drop threshold I, the switch drops frames with CoSO or I when the · .~ : -) 
low-priority transmit-queue buffer is 80 percent fui!. 

1p2q2t Ports 

- Using transmit queue 1, tail-drop threshold 2, the switch drops frames with C oS 2 or 3 when the 
low-priority transmit-queue buffer is I 00 percent full. 

• Frames with CoS 4, 5, 6, or 7 go to the high-priority transmit queue (queue 2): 

- Using transmit queue 2, tail-drop threshold 1, the switch drops frames with C oS 4 o r 5 when the 
high-priority transmit-queue buffer is 80 percent full. 

- Using transmit queue 2, tail-drop threshold 2, the switch drops frames with CoS 6 or 7 when the 
high-priority transmit-queue buffer is 100 percent fui!. 

lp2q2t ports have a strict-priority queue and two standard transmit queues. The two standard transmit 
queues each have two WRED-drop thresholds. 

• Frames with CoS 5 go to the strict-priority transmit queue (queue 3), where the switch drops frames 
only when the buffer is I 00 percent fui!. 

Frames with C oS O, I, 2, o r 3 go to the low-priority standard transmit queue ( queue I) as follows: 

- Using standard transmit queue I, WRED-drop threshold I, the switch drops frames with CoS O 
or I when the low-priority transmit-queue buffer is 80 percent fui!. 

- Using standard transmit queue I, WRED-drop threshold 2, the switch drops frames with CoS 2 
o r 3 when the low-priority transmit-queue buffer is I 00 percent fui!. 
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1p3q1t Ports 

1p2q1t Ports 

L 

./ / Understanding How QoS Works 

"" ' J - f'' '• 

• Frames with CoS 4, 6, or 7 go to the high-priority standard transmit queue (queue 2) as follows : 

- Using standard transmit queue 2, WRED-drop threshold I, the switch drops frames with CoS 4 
when the high-priority transmit-queue buffer is 80 percent full. 

- Using standard transmit queue 2, WRED-drop threshold 2, the switch drops frames with CoS 6 
o r 7 when the high-priority transmit-queue buffer is I 00 percent fui I. 

lp3qlt ports have a strict-priority queue and three standard transmit queues. The standard transmit 
queues each have one WRED-drop threshold and one nonconfigurable tail-drop threshold. 

• Frames with CoS 5 go to the strict-priority transmit queue (queue 4), where the switch drops frames 
only when the buffer is 100 percent full . 

• • Frames with CoSO and I go to the low-priority standard transmit queue (queue 1). 

• Frames with C oS 2, 3, or 4 go to the medium-priority standard transmit queue ( queue 2) . 

• Frames with C oS 6 o r 7 go to the high-priority standard transmit queue ( queue 3 ). 

~ .. 
Note You can configure each standard transmit queue to use both a nonconfigurable I 00 percent 

tail-drop threshold and a configurable WRED-drop threshold (see the "I p3q I t Transmit 
Queues" section on page 43-59). The switch uses tail-drop thresholds for traffic carrying 
CoS values that are mapped only to a queue. The switch uses WRED-drop thresholds for 
traffic carrying CoS values that are mapped to a queue and a threshold. 

lp2qlt ports have a strict-priority queue and two standard transmit queues. The standard transmit 
queues each have one WRED-drop threshold and one nonconfigurable tail-drop threshold. 

• Frames with CoS 5 go to the strict-priority transmit queue (queue 3), where the switch drops frames 
only when the buffer is 100 percent fui I. 

• The standard transmit queues have WRED-drop thresholds as follows : 

- Frames with CoSO, I, 2, or 3 go to the low-priority transmit queue (queue 1), where the switch 
starts to drop frames when the low-priority transmit-queue buffer is 70 percent full and drops 
ali frames with C oS O, 1, 2, or 3 when the buffer is 100 percent full. 

- Frame$ with CoS 4, 6, or 7 go to the high-priority transmit queue (queue 2), where the switch 
starts to drop frames when the high-priority transmit-queue buffer is 70 percent full and drops 
ali frames with C oS 4, 6, or 7 when the buffer is 100 percent fui I. 

~ .. 
Note You can configure each standard transmit queue to use both the tail-drop and the 

WRED-drop threshold by mapping a CoS value to a queue or to a queue anda threshold . 
The switch uses tail-drop thresholds for traffic carrying CoS values that are mapped 
only to a queue. The switch uses WRED-drop thresholds for traffic carrying CoS values 
that are mapped to a queue anda threshold. Se e the "I p2q lt Transmit Queues" section 
on page 43-60. 
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Chapter 43 Configuring QoS 

QoS Default Configuration 

Marking 

When traffic is transmitted from the switch, QoS writes the ToS byte into IP traffic (Layer 3 switching 
engine only) and the CoS value that was used for scheduling and congestion avoidance into ISL or 
802.1 Q traffic (for more information, see the "Final Layer 3 Switching Engine C oS and ToS Values" 
section on page 43-26). 

QoS Statistics Data Export 

~ .. 

The QoS statistics data export feature generates per-port and per-aggregate policer utilization 
information and forwards this information in UDP packets to traffic monitoring, planning, or accounting 
applications. You can enable QoS statistics data export on a per-port or per-aggregate policer basis. The 
statis.tics data that is generated per port consists o f counts o f the input and output packets and bytes. The 
aggregate policer statistics consists o f counts o f aliowed packets and counts o f packets exceeding the 
policed rate . 

The QoS statistics data coliection occurs periodicaliy ata fixed interval , but the interval at which the 
data is exported is configurable. QoS statistics coliection is enabled by default, and the data export 
feature is disabled by default for ali ports and ali aggregate policers that are configured on the 
Catalyst 6500 series switch. 

Note • Per-port counter information and utilization statistics are not available for ATM ports. 

• The QoS statistics data export feature is completely separate from TopN and NetFlow Data Export 
and does not interact with either o f these features. 

For information on configuring QoS statistics data export, see the "Configuring QoS Statistics Data 
Export'' section on page 43-76. 

QoS Default Configuration 
Table 43-3 shows the QoS default configuration. 

Tãble 43-3 QoS Deláult Conliguration 

Feature 

QoS enable state 

Port CoS value 

IntraVLAN microflow policing 

Default Value 

Disabled 
I 

Note-With QoS enabled and ali other QoS parameters at default values, QoS 
sets Layer 3 DSCP to O and Layer 2 CoS to O in ali traffic that is transmitted from 
the switch. 

o 
Disabled 
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QoS Default Configuration 

Tãble 43-3 QoS Oefault Configuration (continued) 

I 

Feature Default Value \\f\ 
CoS to internai DSCP map CoSO= DSCP o ~-(internai DSCP set from CoS values) CoSI= DSCP 8 

CoS 2 = DSCP 16 
CoS 3 = DSCP 24 
CoS 4 = DSCP 32 
CoS 5 = DSCP 40 
CoS 6 = DSCP 48 
CoS 7 = DSCP 56 

IP precedence to internai DSCP map IP precedence O = DSCP o 
(internai DSCP set from IP precedence IP precedence 1 = DSCP 8 
values) • IP precedence 2 = DSCP 16 

IP precedence 3 = DSCP 24 
IP precedence 4 = DSCP 32 
IP precedence 5 = DSCP 40 

( IP precedence 6 = DSCP 48 
IP precedence 7 = DSCP 56 

Internai DSCP to egress CoS map DSCP 0-7 =CoSO --
(egress CoS set from internai DSCP DSCP 8-15 = CoS 1 
values) DSCP 16-23 = CoS 2 

DSCP 24-31 = CoS 3 
DSCP 32-39 = CoS 4 
DSCP 40-47 = CoS 5 
DSCP 48-55 = CoS 6 
DSCP 56-63 = CoS 7 

Marked-down DSCP from DSCP map Marked-down DSCP value equals original DSCP value (no markdown) 

Policers None 

Named ACLs None 

Defau1t ACLs Supports per-port classification and marking, sets DSCP to O in traffic from 
untrusted ports, no policing 

COPS 1 support Disabled 

RSVP support Disabled 

QoS statistics data export Disabled 

( Ih QoS enabled 

Runtime-Port based or VLAN based Port based 

Config-Port based or VLAN based Port based 

Port trust state Untrusted 

2q2t transmit-queue size ratio Low priority: 80%; high priority: 20% 

lplqOt receive-queue size ratio Standard: 80%; strict priority: 20% 

lp2q2t transmit-queue size ratio Low priority: 70%; high priority: 15%; strict priority: 15% 

lp2qlt transmit-queue size ratio Low priority: 70%; high priority: 15%; strict priority: 15% 

lp2qlt standard transmit-queue low:high 100:255 
priority bandwidth allocation ratio 
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QoS Default Configuration 

Tãble 43-3 QoS Default Configuration (continued) 

Feature 

2q2t, lp2q2t, and lp2qlt standard 
transmit-queue low:high priority 
bandwidth allocation ratio 

I p3q 1t standard transmit-queue 
low:medium:high-priority bandwidth 
allocation ratio 

Iq4t/2q2t receive and transmit-queue 
CoS value/drop-threshold mapping 

lq2t port receive-queue 
CoS value/drop-threshold mapping and 
threshold percentages 

lplq4t/lp2q2t port receive and 
transmit-queue CoS value/drop-threshold 
mapping and threshold percentages 

Default Value 

5:255 

I 00: 150:255 

• Receive queue 1/drop threshold I (50%) and 
transmit queue 1/drop threshold I (80%): CoSO and I 

• Receive queue 1/drop threshold 2 (60%) and 
transmit queue 1/drop threshold 2 (I 00% ): C oS 2 and 3 

• Receive queue 1/drop threshold 3 (80%) and 
transmit queue 2/drop threshold 1 (80%) : CoS 4 and 5 

• Receive queue 1/drop threshold 4 (I 00%) and 
transmit queue 2/drop threshold 2 (I 00% ): C oS 6 and 7 

• Receive queue 1/drop threshold I : 

- CoS O, I, 2, 3, and 4 

- Drop threshold: 80% 

• Receive queue 1/drop threshold 2: 

- CoS 5, 6, and 7 

- Drop threshold: 100% (not configurable) 

Note Transmit queues same as lplq4t/Ip2q2t. 

• Strict-priority receive queue I and 
strict-priority transmit queue I : CoS 5 

• Receive queue 1/drop threshold 1 and 
transmit queue 1/drop thresho1d I: 

- CoSO and I 

- Transmit queue low and high WRED-drop thresholds: 40% and 70% 

• Receive queue 1/drop threshold 2 and 
transmit queue 1/drop threshold 2: 

- CoS 2 and 3 

- Transmit queue low and high WRED-drop thresholds: 70% and I 00% 

• Receive queue 1/drop threshold 3 and 
transmit queue 2/drop threshold I: 

- CoS 4 

- Transmit queue low and high WRED-drop thresholds : 40% and 70% 

• Receive queue I /drop threshold 4 and 
transmit queue 2/drop threshold 2: 

- CoS 6 and 7 

- Transmit queue low and high WRED-drop thresholds: 70% and 100% 
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Chapter 43 Configuring QoS 
QoS Default Configuration 

lãble 43-:J QoS DeFault Conliguration (continued) 

Feature Default Value 

lplqOt receive-queue CoS value mapping • Receive queue I (standard) nonconfigurable 100% tail-drop threshold: 

lp3qlt transmit-queue CoS 
value/drop-threshold mapping 

lplq8t receive-queue port CoS 
value/drop-threshold mapping 

78-15381-01 

CoSO, I, 2, 3, 4, 6, and 7 

• Receive queue 2 (strict priority): CoS 5 

• Transmit queue I (standard low priority) tail-drop threshold: 

- CoSO and I 

- Low and high WRED-drop threshold: 70% and I 00% 

• Transmit queue 2 (standard medium priority) tail-drop threshold: 

- CoS 2, 3, and 4 

- Low and high WRED-drop threshold: 70% and I 00% 

• Transmit queue 3 (standard high priority) tail-drop threshold: 

- CoS 6 and 7 

- Low and high WRED-drop threshold: 70% and I 00% 

• Transmit queue 4 (strict priority): CoS 5 

• Receive queue I (standard) WRED-drop threshold: 
CoSO, I, 2, 3, 4, 6, and 7: 

- Drop threshold I: CoS O 
Low WRED threshold: 40% 
High WRED-drop threshold: 70% 

- Drop threshold 2: CoS I 
Low WRED threshold: 40% 
High WRED-drop threshold: 70% 

- Drop threshold 3: CoS 2 
Low WRED threshold: 50% 
High WRED-drop threshold: 80% 

- Drop threshold 4: CoS 3 
Low WRED threshold: 50% 
High WRED-drop threshold: 80% 

- Drop threshold 5: CoS 4 
Low WRED threshold: 60% 
High WRED-drop threshold: 90% 

- Drop threshold 6: CoS 6 
Low WRED threshold: 60% 
High WRED-drop threshold: 90% 

- Drop threshold 6: CoS 7 
Low WRED threshold: 70% 
High WRED-drop threshold: I 00% 

• Receive queue 2 (strict priority): CoS 5 
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f/ 43-:J Qo S OeFault Configuration (continued) 

Feature Default Value 

lp2qlt transmit-queue port CoS . Transmit queue I (standard low priority) WRED-drop threshold: 
value/drop-thresho ld mapping - CoSO, I, 2, and 3 

- Low WRED threshold : 70% 

- High WRED-drop thresho ld: I 00% 

. Transmit queue 2 (standard high priority) WRED-drop threshold: 

- CoS 4, 6, or 7 

- Low WRED threshold: 70% 

• - High WRED-drop threshold: I 00% 

. Transmit queue 3 (strict-priority) : CoS 5 

With QoS disabled 

Runtime-Port based or VLAN based VLAN based 

Config-Port based or VLAN based Port based 

Port trust sta te trust-cos (Layer 2 switching engine) I trust-dscp (Layer 3 switching engine) 

Receive-queue drop-threshold percentages Ali thresholds set to I 00% 

Transmit-queue drop-threshold Ali thresholds set to I 00% I percentages 

Transmit-queue low-priority/high-priority 255 :1 I bandwidth allocation ratio 

Transmit-queue size ratio . Low priority: I 00% I . High priority: Not used 

CoS value/drop-threshold mapping Receive-drop threshold I and transmit-queue 1/drop threshold I: CoS 0- 7 

I. COPS = Common Open Policy Service 

Configuring QoS on the Switch 
These sections describe how to configure QoS on the Catalyst 6500 series switches: 

• Enabling QoS, page 43-35 

• Enabling Port-Based or VLAN-Based QoS, page 43-36 

• Configuring the Trust State of a Port, page 43-36 

• Configuring the CoS V alue for a Port, page 43-3 7 

• Creating Po li cers, page 43 -38 

• Deleting Policers, page 43 -40 

• Creating or Modifying ACLs, page 43-41 

Attaching ACLs to Interfaces, page 43 -50 

• Detaching ACLs from Interfaces , page 43-50 
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~ .. 

Configuring QoS on lhe Switch 

• Mapping a CoS Value to a Host Destination MAC AddressNLAN Pair, page 43-51 

• Deleting a CoS Value to a Host Destination MAC AddressNLAN Pair, page 43-51 

• Enabling or Disabling Microflow Policing of Bridged Traffic, page 43-52 

• Configuring Standard Receive-Queue Taii-Drop Thresholds, page 43-52 

• Configuring 2q2t Port Standard Transmit-Queue Taii-Drop Thresholds, page 43-53 

• Configuring Standard Queue WRED-Drop Thresholds, page 43-53 

• Allocating Bandwidth Between Standard Transmit Queues, page 43-55 

• Configuring the Receive-Queue Size Ratio, page 43-56 

• Configuring the Transmit-Queue Size Ratio, page 43-56 

; Mapping CoS Values to Drop Thresholds, page 43-56 

• Configuring DSCP Value Maps, page 43-61 

• Displaying QoS Information, page 43-64 

• Displaying QoS Statistics, page 43-65 

• Reverting to QoS Defaults, page 43-66 

• Disabling QoS, page 43-66 

• Configuring COPS Support, page 43-66 

• Configuring RSVP Support, page 43-72 

• Configuring QoS Statistics Data Export, page 43-76 

Note Some QoS show commands support the config and runtime keywords. Use the runtime keyword to 
display the QoS values that are currently programmed into the hardware. When you disable QoS , the 
display with the runtime keyword is "QoS is disabled." Use the config keyword to display values from 
commands that have been entered but which may not currently be programmed into the hardware (for 
example, locally configured QoS values that are currently not used because COPS has been selected as 
the QoS policy source or QoS values that are configured when QoS is disabled). 

Enabling QoS 

78-15381-01 

To enable QoS; perform this task in privileged mode: 

Task 

Enable QoS on the switch. 

This example shows how to enable QoS: 

Console > (enable) set qos enable 
QoS is enabled . 
Console > (enabl e ) 

Command 

set qos { enable I disable} 
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• Configuring QoS on lhe Switch 

Enabling Port-Based or VLAN-Based QoS 

~ 
~/~\\. 

. '· 

~ .. 
Note The commands in this section are not supported with a Layer 2 Switching Engine. 

By default, QoS uses ACLs that are attached to ports. On a per-port basis, you can configure QoS to use 
ACLs that are attached to a VLAN. To enable VLAN-based QoS on a port, perform this task in privileged 
mode: 

Task Command 

Step 1 Enable VLAN-based QoS on a port. set port qos modlport {port-based I vlan-based} 

Step 2 Ver~fy the configuration. show port qos modlport 

For more information, see the "Attaching ACLs" section on page 43-26 . 

This example shows how to enable VLAN-based QoS on a port: 

Console > (enable) set port qos 1/1-2 v1an-based 
Hardware programming in progress .. . 
QoS interface is set to vlan-based for ports 1/1-2. 
Console > (enable) 

I 

Changing a port from port-based to VLAN-based QoS detaches ali ACLs from the port. Any ACLs that 
are attached to the VLAN apply to the port immediately (for more information, see the "Attaching ACLs 
to Interfaces" section on page 43-50). 

Configuring the T rust State of a Port 

Step 1 

Step2 

This command configures the trust state of a port (for more information, see the "Ethernet Ingress Port 
Marking, Scheduling, Congestion Avo i dance, and Classification" section on page 43-1 0). By default, ali 
ports are untrusted. 

To configure the trust state of a port, perform this task in privileged mode: 

Task 

Configure the trust state o f a port. 

Verify the configuration. 

Command 

set port qos trust { untrusted I trust-cos I 
trust-ipprec I tr ust-dscp} 

show port qos 

Note the foliowing syntax guidelines when configuring the trust state o f a port: I 
The trust-ipprec and trust-dscp keywords are supported only with a Layer 3 switching engine. 

lq4t ports (except Gigabit Ethernet) do not support the trust-ipprec and trust-dscp port keywords. 
You must configure a trust-ipprec or trust-dscp ACL that matches the ingress traffic to apply the 
trust-ipprec or trust-dscp trust state. 

On lq4t ports (except Gigabit Ethernet), the trust-cos port keyword displays an error message, 
activates receive-queue drop thresholds, and-as indicated by the erro r message-does not apply the 
trust-cos trust state to traffic . You must configure a trust-cos ACL that matches the ingress traffic 
to apply the trust-cos trust state. 
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~ .. 

This example shows how to configure port 1/ 1 with the trust-cos keyword: 

Console > (enable) aet port qoa 1/1 truat truat-coa 
Port 1 / 1 qos se t to trust - cos 
Console > (ena ble) 

Configuring QoS on the Switch 

Note Only ISL or 802.1 Q frames carry CoS values. Configure ports with the trust-cos keyword only 
received traffic is ISL o r 802.1 Q frames carrying C oS values that you know to be consistent with network 
policy. 

Configuring the CoS V alue for a Port 
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~ .. 
Note Whether or not QoS uses the CoS value that is applied with the set port qos ... cos command depends on 

the trust state o f the port and the trust state o f the traffic that is received through the port . The 
set port qos ... cos command does not configure the trust state ofthe port or the trust state ofthe traffic that 
is received through the port. To use the CoS value that is applied with the set port qos ... cos command, 
configure a trust-CoS ACL that matches the ingress traffic; or for a port that receives no tagged traffic, 
configure the port to trust CoS. 

Unmarked frames from ports that are configured as trusted and ali frames from ports that are configured 
as untrusted are assigned the CoS value that is specified with this command. 

To configure the CoS value for a port, perform this task in privileged mode: 

Task 

Step 1 Configure the C oS value for a port. 

Step 2 Verify the configuration. 

Command 

set port qos cos cos_value 

show port qos 

This example shows how to configure the port CoS v alue to 3 for port I I I: 

Cons ole > (enable) aet port qoa 1/1 coa 3 
Port 1 / 1 qos cos s e t to 3 
Console > (e nable) 

To revert to the.default CoS value for a port, perform this task in privileged mode: 

Task 

Step 1 Revert to the default CoS value for a port. 

Step 2 Verify the configuration. 

Command 

clear port qos cos 

show port qos 

This example shows how to revert to the default CoS value for port 111: 

Console > (enable) c1ear port qos 1/1 coa 
Port 1 / 1 qos cos set ting cleared. 
Console > (enabl e) 
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Creating Policers 

~· ~~ 
~ij~~ ',' ·~ 
f" ' - / .......__ ___ ~ . 

The commands in this section are not supported with a Layer 2 Switching Engine. 

To create a policer, perform this task in privileged mode: 

Task Command 

Step 1 Create a policer. 

Step 2 Verify the configuration. 

set qos policer microflow microjlow_name {rate 
rale} {burst burst_value } { drop I policed-dscp} 

With PFC or PFC2 : 
set qos policer aggregate aggregate_name { rate 
rale } { burst bursl_value } { drop I policed-dscp} 

With PFC2: 
set qos policer aggregate aggregale_name {r ate 
rale} policed-dscp {era te erale_value } { drop I 
policed-dscp} burst bursl_value [ eburst 
ebursl_value] 

show qos policer { config I runtime} 
{ microflow I aggregate I ali} 

For more information, see the "Policers" section on page 43-24 and the"PFC2 Policing Decisions" 
section on page 43-25. 

The policer _name parameter can be up to 31 characters long, is case sensitive, and may include a-z, 
A-Z, 0-9, the dash character (-), the underscore character (_), and the period character (.). Policer names 
must start with an a1phabetic character (nota digit) and must be unique across ali microflow and 
aggregate policers . You cannot use keywords from any command as a policer name. 

The valid values for the rale and erale parameters are 32 Kbps (entered as 32) to 32 Gbps (entered as 
32000000); o r to classify ali traffic as out o f profi1e, set the rale parameter to zero (0). Set the e rale 
parameter to a higher value than the rale para meter. The PFC I and PFC2 h ave the foll owing hardware 
granularity for rate values: 

Rate Value Range Granularity Rate Value Range Granularity 

I to 1024 (1 Mbs) 32768 (32 K) 65537 to 131072 (128 Mbs) 4194304 (4 M) 

I 025 to 2048 (2 Mbs) 65536 (64 K) 131073 to 262144 (256 Mbs) 8388608 (8 M) 

2049 to 4096 (4 Mbs) 131 072 ( 128 K) 262145 to 524288 (512 Mbs) 16777216 (16M) 

4097 to 8192 (8 Mbs) 262144 (256 K) 524289 to 1048576 (I Gps) 33554432 (32M) 

8193 to 16384 (16 Mbs) 524288 (512 K) I 048577 to 2097152 (2 Gps) 67108864 (64 M) 

16385 to 32768 (32 Mbs) 1048576 (IM) 2097153 to 4194304 (4 Gps) 134217728 (128M) 

32769 to 65536 (64 Mbs) 2097152 (2 M) 4194305 to 8000000 (8 Gps) 268435456 (256 M) 

Within each range, QoS programs the hardware with rate values that are multi pies o f the granularity 
values. 
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Configuring QoS on lhe Swilch 

The valid values for the burst and eburst parameters are 1 Kb ( entered as 1) to 256 Mb ( entered as 
256000). When configuring burst and eburst parameters, note the foliowing : 

• 

The burst keyword, the burst_value parameter, the optional eburst keyword, and the eburst_value 
parameter set the token bucket sizes. To susta in a specific rate, set the token bucket size to be at least 
the rate divided by 4000, beca use tokens are removed from the bucket every I /4000th o f a second 
(0.25 ms) and the bucket needs to be at least as large as the burst size to sustain the specified rate. 

lfyou do not enter the eburst keyword and the eburst_value parameter, QoS sets both token buckets 
to the size that is configured with the burst keyword and the burst_value parameter. 

Because any packet larger than the burst size is considered an out-of-profile packet, make sure that 
the burst size is greater than or equal to the largest packet size being policed. 

QoS programs the hardware with values that are multiples of3~K (32,768), not with the specific 
value entered . 

·Ente r either the drop keyword to cause ali out-of-profile packets to be dropped o r the policed-dscp 
keyword to cause ali out-of-profile packets with the normal rate to be marked down as specified in the 
normal markdown DSCP map (for more information, see the "Mapping DSCP Markdown Values" 
section on page 43-63 ). 

This example shows how to create a microflow policer with a 1-Mbps rate limit anda I 0-Mb burst limit 
that marks down out-of-profile traffic: 

Console> (enable) set qos po1icer microf1ow my-micro rate 1000 burst 10000 po1iced-dscp 
Hardware programming in progress ... 
QoS policer for microflow my-micro created successfully. 
Console > (enable) 

For PFC2, this example shows how to create an aggregate excess rate policer with a 64-Kbps rate limit 
anda 128-Kb burst limit that drops traffic exceeding these values: 

Console > (enable) set qos po1icer aggregate test rate 64 burst 128 drop 
QoS policer for aggregate test created successfully . 
Console > (enable) show qos po1icer config aggregate test 
QoS aggregate policers: 
QoS aggregate policers: 
Aggregate name Normal rate (kbps) Burst size (kb) Normal action 

test 64 128 policed-dscp 
Excess rate (kbps ) Burst size (kb) Excess action 

64 128 d r op 
ACL attached 

Console > (ena~le) 

For PFC2, this example shows how to create an aggregate excess rate policer with a 64-Kbps rate limit 
anda I 00-Kb burst limit that wili cause ali out-of-profile packets to be marked down as specified in the 
normal markdown DSCP map: 

Console > (enable) set qos po1icer aggregate test2 rate 64 burst 100 po1iced-dscp 
QoS policer for aggregate test2 created s uccessfully . 
Console > (enable) show qos policer config aggregate test2 
QoS aggregate policers: 
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Aggregate name Normal rate (kbps) 

test2 64 

Console> (enable) 

Excess rate (kbps) 

8000000 
ACL attached 

Burst size (kb) Normal action 

100 policed-dscp 
Burst size (kb) Excess action 

100 policed-dscp 

For PFC2, this example shows how to create an aggregate excess ra te policer with a 64-Kbps rate limit 
and a 128-Kb burst limit that will cause traffic that exceeds the normal rate o f 64 Kbps anda burst size 
o f 96 Kb to be marked down as specified in the normal markdown DSCP map, and traffic that exceeds 
128 Kbps anda burst size of 96 Kb to be dropped: 

• Console> (enable) set qos policer aggregate test3 rate 64 policed-dscp erate 128 drop 
burst 96 
QoS policer for aggregate test3 created successfully. 
Console> (enable) show qos policer config aggregate test3 
QoS aggregate policers: 
Aggregate name Normal rate (kbps) Burst size (kb) Normal action 

test3 64 96 policed-ds cp 
Excess rate (kbps) Burst size (kb) Excess ac t ion 

128 96 drop 
ACL attached 

Console> (enable) 

Deleting Policers 

~ .. 
Note You can only delete policers i f they are not attached to any interfaces (for more information, see the 

"Detaching ACLs from Interfaces" section on page 43-50). 

Step 1 

Step2 

To delete one or ali policers, perform this task in privileged mode: 

Task 

Delete one or ali policers. 

Verify ·the configuration. 

Command 

clear qos policer { microflow I aggregate} 
{policer _na me I ali} 

show qos policer { config I runtime} 
{ microflow I aggregate I ali} 

This example shows how to delete the microflow policer named my _micro: 

Console> (enable) c1ear qos policer microflow my_micro 
my_micro QoS microflow policer cleared. 
Console> (enable) 

I 
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Creating or Modifying ACLs 

~ .. 
Note The commands in this section are not supported with a Layer 2 Switching Engine. 

These sections describe ACL creation and modification: 

• ACL Names, page 43-41 

• ACE Name, Marking Rule, Policing, and Filtering Syntax, page 43-41 

• Named IP ACLs, page 43-42 

• Modifying the Default IP ACL, page 43-46 

s Creating or Modifying Named IPX ACLs, page 43-46 

• Creating or Modifying Named MAC ACLs, page 43-47 

• Creating or Modifying the Default IPX and MAC ACLs, page 43-48 

• Deleting Named ACLs, page 43-48 

• Reverting to Default Values in Default ACLs, page 43-48 

• Discarding Uncommitted ACLs, page 43-49 

• Committing ACLs, page 43-49 

ACLNames 

ACL names can be up to 31 characters long, are case sensitive, and may include a-z, A-Z, 0-9, the dash 
character (-), the underscore character (_), and the period character (.). ACL names must start with an 
alphabetic character and must be uni que across ali QoS ACLs o f ali types. You cannot use keywords from 
any command as an ACL name. 

ACE Name, Marking Rule, Policing, and Filtering Syntax 

( 

78-15381-01 

ACE command syntax is organized as follows: 
ACL_command ACL_type_and_name marking_rule policing_rule filtering 

For example, in an IP ACE, the command syntax is as follows : 

set qos acl ip açl_name { dscp dscp_value I trust-cos I trust-ipprec I trust-dscp} [microflow 
microjlow _na me] [ aggregate aggregate_name] src_ip_spec [precedence precedence I dscp-field dscp] 
[before editbuffer _index I modify editbuffer _index] 

• .set qos acl ip acl_name-Creates a named ACL of the specified type or adds the ACE to the ACL 
i f it already exists. See the "ACL Names" section on page 43-41. 

{ dscp dscp_value I trust-cos I trust-ipprec I trust-dscp }-Selects a marking rui e. See the 
"Marking Rules" section on page 43-23. 

[microflow microjlow_name] [aggregate aggregate_name]-Optionally configures policing in the 
ACE. See the "Policers" section on page 43-24. 

• src_ip_spec [precedence precedence I dscp-field dscp ]-The resto f the parameters, except the 
editbuffer keywords, configure filtering. 
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~a~IPACLs 
·/, ~ , 
~ , · \ These sections describe creating or modifying IP ACLs: 

'. 
J r Source and Destination IP Addresses and Masks, page 43-42 

/ Port Operator Parameters, page 43-42 

• Precedence Parameter Options, page 43-42 

IP ACEs for TCP Traffic, page 43-43 

• IP ACEs for UDP Traffic, page 43-43 

IP ACEs for ICMP Traffic, page 43-44 

• IP ACEs for IGMP Traffic, page 43-44 

• l'P ACLs for Other Layer 4 Protocols, page 43-45 

• IP ACEs for Any IP Traffic, page 43-45 

Source and Destination IP Addresses and Masks 

In IP ACEs, specify the source and destination IP addresses and masks (represented by the src_ip_spec 
and dest_ip_spec parameters in the following sections) in the fonn ip_address mask. The mask is 
mandatory. Use one bits, which need not be contiguous, where you want wildcards. 

Use any o f the following fonnats for the address and mask: 

• Four-part dotted-decimal 32-bit values 

• The keyword any as an abbreviation for a wildcard address and wildcard mask of 0.0.0.0 
255.255.255 .255 

• The abbreviation host ip_address for an address and wildcard mask of ip_address 0.0 .0.0 

Port Operator Parameters 

In IP ACEs, the operator parameter can be one o f the following: 

• It (less than) 

• gt (greater than) 

• eq (equal) 

• neq (not equal) 

• range (with a pair ofport parameters) 

See the "Layer 4 Operations Configuration Guidelines" section on page 16-23 for restrictions that apply 
to QoS ACLs. 

Precedence Parameter Options 

For precedence parameter keyword options in IP ACEs, see the "IP ACE Layer 3 Classification Cri teria" 
section on page 43-18. 
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IP ACEs for TCP T raffic 

Step 1 

To create or modify an IP ACE for TCP traffic, perform this task in privileged mode: 

Task 

Create or modify an IP ACE for TCP traffic. 

Command 

set qos acl ip { acl_name} { { dscp dscp_va/ue} I 
trust-cos I trust-ipprec I trust-dscp} 
[microflow microjlow_name] [aggregate 
aggregate_name] tcp {src_ip_spec} [{operator} 
{port} [port]] { dest_ip_spec} [ { operator} {port} 
[port]] [established] 
[precedence precedence_value I dscp-field dscp] 
[before editbuffer _index I modify 
editbuffer _index] 

Step 2 Verify the configuration. show qos acl in f o { acl_name I ali} 
editbuffer [ editbuffer _index] 

For port parameter keyword options, see the "IP ACE Layer 4 TCP Classification Cri teria" section on 
page 43-19. 

The established keyword matches traffic with the ACK or RST bits set. 

This example shows how to create an IP ACE for TCP traffic: 

Console> (enable) set qos acl ip my_IPacl trust-ipprec microflow my-micro aggregate my-agg 
tcp any any 
my_IPacl editbuffer modified. Use 'commit' command to apply changes. 
Console> (enable) 

IP ACEs for UDP Traffic 
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To create or modify an IP ACE for UDP traffic, perform this task in privileged mode: 

Task 

Step 1 Create or modify an IP ACE for UDP traffic. 

Step 2 Verify the configuration. 

Command 

set qos acl ip { acl_name} { { dscp dscp_va/ue} I 
trust-cos I trust-ipprec I trust-dscp} 
[microflow microj/ow_name] [aggregate 
aggregate_name] udp {src_ip_spec} [{operator} 
{port} [port]] { dest_ip_spec} [ { operator} {port} 
[port]] [precedence precedence_va/ue I 
dscp-field dscp] [before editbuffer _index I 
modify editbuffer _index] 

show qos acl in f o { acl_name I ali} 
editbuffer [editbuffer _index] 

For port parameter keyword options, see the "IP ACE Layer 4 UDP Classification Cri teria" section on 
page 43-20. 

This example shows how to create an IP ACE for UDP traffic: 

Console> (enable.) set qos acl ip my_IPacl trust-ipprec microflow my-micro aggregate my-agg 
udp any any 
my_IPacl editbuffer modified. Use 'commit' command to apply changes. 
Console> (enable) 
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Step 2 

To create or modify an IP ACE for ICMP traffic, perform this task in privileged mode: 

Task 

Create or modify an IP ACE for ICMP traffic. 

Verify the configuration. 

Command I 

set qos acl ip acl_name { dscp dscp I trust-cos I 
trust-ipprec I tr ust-dscp} [microflow 
microjlow_name] [aggregate aggregate_name] 
icmp src_ip_spec dest_ip_spec 
[icmp_type [icmp_code] I icmp_message] 
[precedence precedence I dscp-field dscp] 
[before editbu.ffer _index I modify 
editbu.ffer _index ] 

show qos acl in f o { acl_name I ali} 
editbuffer [ editbu.ffer _index] 

I 

For icmp_code and icmp_type parameter keyword options, see the "IP ACE Layer 4 ICMP Classification 
Criteria" section on page 43-20 . 

This example shows how to create an IP ACE for ICMP echo traffic: 

Console> (enable) set qos acl ip my_IPacl trust-ipprec microflow my-micro agg regate my-agg 
icmp any any echo 
my IPacl editbuffer modified Use 'commit' command to apply changes -
Console > (enable) 

IP ACEs for IGMP Traff ) i c 

~~ 
Note 

Step 1 

Step2 

QoS does not support IGMP traffic when IGMP snooping is enabled. 

To create or modify an IP ACE for IGMP traffic, perform this task in privileged mode: 

Task Command I 

Create or modify an IP ACE for IGMP traffic. set qos acl ip acl_name { dscp dscp_value I 
trust-cos I trust-ipprec I trust-dscp} [microflow 
microjlow_name] [aggregate aggregate_name] 
igmp src_ip_spec dest_ip_spec [igmp_type] 
[precedence precedence_va/ue I dscp-field dscp] 
[before editbu.ffer _index I modify 
editbu.ffer _index] I 

Verify the configuration. show qos acl info { acl_name I ali} I editbuffer [ editbu.ffer _index] 
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For igmp_type parameter keyword options, see the "IP ACE Layer 4 IGMP Classification Cri teria" 
section on page 43-21 . 

This example shows how to create an IP ACE for IGMP Protocol Independent Multicast (PIM) traffic : 

Console> (enable) set qos acl ip my_IPacl trust-ipprec microflow my-micro aggregate my-agg 
igmp any any pim 
my_IPacl editbuffer modified . Use 'commit' command to apply changes. 
Console> (enable) 

IP ACLs for Other Layer 4 Protocols 

To create or modify a named IP ACL with additional parameters that match ali Layer 4 protocols, 
perform this task in privileged mode: 

. Task 

Step 1 Create or modify an IP ACE. 

Step 2 Verify the configuration. 

Command 

set qos acl ip acl_name { dscp dscp_value I 
trust-cos I trust-ipprec I trust-dscp} [microflow 
microjlow_name] [aggregate aggregate_name] 
protocol src_ip_spec dest_ip_spec [precedence 
precedence_value I dscp-field dscp] [before 
editbufler _index I modify editbufler _index] 

show qos acl in f o { acl_name I ali} 
editbuffer [ editbuffer _index] 

For protocol parameter keyword options, see the "IP ACE Layer 4 Protocol Classification Cri teria" 
section on page 43-19. 

This example shows how to create an IP ACE for IPINIP traffic: 

Console> (enable) set qos acl ip my_IPacl trust-ipprec microflow my-micro aggregate my-agg 
ipinip any any 
my_IPacl editbuffer modified. Use 'commit' command to apply changes . 
Console > (enable) 

IP ACEs for Any IP Traffic 
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To create or modify an IP ACE that matches ali IP traffic, perform this task in privileged mode: 

Task 

Step 1 Create or modify an IP ACE. 

Step 2 Verify the configuration. 

Command 

set qos acl ip acl_name { dscp dscp I trust-cos I 
trust-ipprec I trust-dscp} [microflow 
microjlow_name] [aggregate aggregate_name] 
src_ip_spec [precedence precedence I dscp-field 
dscp] [before editbufler _index I modify 
editbufler _index] 

show qos acl in f o { acl_name I ali} 
editbuffer [ editbufler _index] 
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This examp1e shows how to create an IP ACE: 

Console > (enable) set qos acl ip my_IPacl trust-ipprec microflow my-micro agg regate my-agg 
any 
my_IPacl editbuffer modified. Use 'commit' command to apply changes. 
Console > (enable) 

Modifying the Default IP ACL 

To modify the defau1t IP ACL, perform this task in privi1eged mode: 

Task Command I 

Step 1 Modify the defau1t IP ACL. set qos acl default-action ip { dscp dscp I 
trust-cos I trust-ipprec I trust-dscp} [microflow 
microjlow_name] [aggregate aggregate_name] 

• 

Step 2 Verify the configuration. show qos acl in f o default-action { ip I ipx I ma c I 
ali} 

For more information, see the "Defau1t ACLs" section on page 43-22. 

This examp1e shows how to modify the defau1t IP ACL: 

Console> (enable) set qos acl default-action ip dscp 5 microflow my-micro agg regate my-agg 
QoS default-action for IP ACL is set successfully. 
Console> (enable) 

Creating or Modifying Named IPX ACLs 

Step 1 

Step 2 

To create or modify a named IPX ACL, perform this task in privi1eged mode: 

Task 

Create or modify a named IPX ACL. 

Verify the configuration. 

Command 

With PFC: 
set qos acl ipx acl_name { dscp dscp_value I 
trust-cos} [ aggregate aggregate_name] protocol 
src_net [dest_net[ .dest_node] [[dest_net_mask] 
.dest_node_mask]] [before editbuffer _index I 
modify editbuffer _index] 

With PFC2 : 
set qos acl ipx acl_name aggregate 
aggregate_name pro toco! src_net 
[dest_net[.dest_node] [[dest_net_mask] 
.dest_node_mask]] [before editbuffer _index I 
modify editbuffer _index] 

show qos acl in f o { acl_name I ali} 
editbuffer [editbuffer _index] 

The pro toco! parameter can be specified numerically (0-255) o r wi th these keywords: any, ncp ( 17), 
netbios (20), rip (1) , sap (4), or spx (5). 

The src_net and dest_net parameters are IPX network numbers, entered as up to 8 hexadecima1 digits in 
the range I to FFFFFFFE ( -1 matches any network number) . You do not need to enter 1eading zeros. 
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c :::; - f:· .... .J / 
I f you specify an IPX destination network, IPX :G&:stli(port the following optional parameters: 

An IPX destination network mask, entered as up to 8 hexadecimal diglts in the range I to FFFFFFFE 
(-1 matches any network number). Use one bits, which need not be contiguous, where you want 
wildcards. 

An IPX destination node, entered as 12 hexadecimal digits (48 bits), formatted as a dotted triplet of 
four-digit hexadecimal digits each (xxxx.xxxx.xxxx) . 

Ifyou specify an IPX destination node, IPX ACEs support an IPX destination node mask, entered 
as 12 hexadecimal digits ( 48 bits), formatted as a dotted triplet offour-digit hexadecimal digits each 
(xxxx.xxxx.xxxx) . Use one bits, which need not be contiguous, where you want wildcards. 

This example shows how to create an IPX ACE: 

Console> (enable) set qos acl ipx my_IPXacl trust-cos aggregate my-agg -1 
mJ_IPXacl editbuffer modified . Use 'commit' command to apply changes . 

. Console> (enable) 

Creating or Modifying Named MAC ACLs 
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Step 1 

To create or modify a named MAC ACL, perform this task in privileged mode: 

Task 

Create or modify a named MAC ACL. 

Command 

With PFC: 
set qos acl mac acl_name { dscp dscp_value I 
trust-cos} [aggregate aggregate_name] 
src_mac_spec dest_mac_spec [ethertype] [before 
editbuffer _index I modify editbuffer _index] 

With PFC2: 
set qos acl mac acl_name aggregate 
aggregate_name src_mac_spec dest_mac_spec 
[ ethertype] [before editbuffer _index I 
modify editbuffer _index] 

Step 2 Verify the configuration. show qos acl in f o { acl_name I ali} 
editbuffer [ editbuffer _index] 

Note 

Enter the src_mac_spec and dest_mac_spec parameters as a MAC address and a mask. Each parameter 
is 12 hexadecimal digits (48 bits), formatted as dash-separated pairs. Use one bits, which need not be 
contiguous, where you want wildcards. Use the any keyword for a MAC address and mask of 
0-0-0-0-0-0 ff-ff-ff-ff-ff-ff. Use the host keyword with a MAC address to specify an ali-zero mask 
(mac_address 0-0-0-0-0-0). 

Enter the ethertype parameter as 4 hexadecimal digits (16 bits) prefaced with Ox (for example, Ox0600) 
oras a keyword (see the "MAC ACE Layer 2 Classification Criteria" section on page 43-22). 

This example shows how to create a MAC ACE: 

Console> (enable) set qos acl mac my_MACacl trust-cos aggregate my-agg any any 
my_MACacl editbuffer modified. Use 'commit' command to apply changes. 
Console> (enable) 

QoS MAC ACLs that do not include an ethertype parameter match traffic with any value in the ethertype 
field, which allows MAC-Ievel QoS to be applied to any traffic except IP and IPX. 
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~t(,ng or Modifying the Default IPX and MAC ACLs 

~0 ·-, .. ,.\, To create or modify the default IPX or MAC ACL, perform this task in privileged mode: 
~ '•, 

·} ~·~/ Task Command 

-~:;. Step 1 C reate or modify the default IPX or MAC ACL. With PFC: 
set qos acl default-action {ipx I mac} {dscp 
dscp I trust-cos} [ aggregate aggregate_name] 

With PFC2: 
set qos acl default-action { ipx I ma c} aggregate 
aggregate_name 

Step 2 Verify the configuration. show qos acl in f o default-action { ip I ipx I ma c I 
ali} 

~ ... 
Note 

For more information, see the "Default ACLs" section on page 43-22 . 

This example shows how to modify the default IPX ACL: 

Console> (enable) set qos acl default-action ipx dscp 5 aggr egate my-agg 
QoS defaul t-action for IPX ACL is set successfully. 
Console > (enable) 

IPX and MAC ACLs do not support microflow policers. 

Deleting Named A Cls 

Step 1 

Step2 

Reverting to Defa 

Step 1 

To delete a named ACL, perform this task in privileged mode: 

Task Command 

Delete a named ACL. ele ar qos acl acl_name [ editbuffer _index] 

Verify the configuration. show qos acl in f o { acl_name I ali} 

This example shows how to delete the ACL named icmp_acl : 

Console> (enable) clear qos acl icmp_acl 1 
ACL icmp_acl ACE# 1 is deleted. 
icmp_acl editbuffer modified . Use 'commit' command to apply changes . 
Console > (enable) 

ult Values in Default ACLs 

To revert to the default values for a default ACL, perform this task in privileged mode : 

l 
Task Command ' 

Revert to the default values for a default ACL. ele ar qos acl default-action { ip I ipx I ma c} 

Step 2 Verify the configuration. show qos acl in f o default-action { ip I ipx I ma c I 
ali} \ 
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This example shows how to revert to the default values for the default IP ACL: 

Console > (enable) clear qos acl default-action ip 
Hardware programming in progress . .. 
QoS default-action for IP ACL is restored to default setting . 
Console > (enable) 

Discarding Uncommitted ACls 

Step 1 

To discard an uncommitted new ACL or uncommitted changes to an existing ACL, perform this task in 
privileged mode: 

Task Command 

.ç>iscard an uncommitted ACL. rollback qos acl { acl_name I ali} 

Step 2 · I f you discarded changes to an existing ACL, 
verify the configuration. 

show qos acl in f o { acl_name I ali} 

~ ... 

This example shows how to discard an uncommitted ACL named my_acl : 

Console > (enable) rollback qos acl my_acl 
Rollback for QoS ACL my_acl is success ful . 
Console > (enable) 

Note Changes to the default ACLs take effect immediately and cannot be discarded. 

Committing ACls 

78-15381-01 

When you create, change, or delete a named ACL, the changes exist temporarily in an edit buffer in 
memory. To commit the ACL so that it can be used, perform this task in privileged mode: 

Task Command 

Step 1 Commit an ACL. commit qos acl acl_name 

Step 2 Verify the configuration. show config qos acl { acl_name I ali} 

- ~ ... 

This example sbows how to commit an ACL named my_acl : 

Console > (enable ) commit qos acl my_acl 
Hardware programming in progress . .. 
ACL my_acl is committed to hardwar e. 
Console > (enable) 

Note When you commit an ACL that has already been attached to interfaces, the new values go into effect 
immediately. Changes to the default ACLs do not need to be committed. 

See the "Configuring and Storing VACLs and QoS ACLs in Flash Memory" section on page 16-55 for 
information about where QoS ACLs are stored. 
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Attaching ACLs to Interfaces 

The commands in this section are not supported with a Layer 2 Switching Engine. 

You can attach one ACL of each type to each VLAN and to each port that is configured for port-based 
QoS. You cannot attach ACLs to a port that is configured for VLAN-based QoS (for more information, 
see the "Enabling Port-Based or VLAN-Based QoS" section on page 43-36). When an ACL o f a 
particular type (IP, IPX, or Ethemet) is already attached to an interface, attaching a different ACL ofthe 
same type detaches the previous ACL. 

To attach an ACL to a port ora VLAN, perform this task in privileged mode: 

Task Command 

Step 1 Attach an ACL to an interface. set qos acl map acl_name {modlport I v/an} 

show qos acl map { config I runtime} { ac/_name 
I modlport I vlan I ali} 

Step 2 Verify the configuration. 

~ .. 

This example shows how to attach an ACL named my_acl to port 2/ 1: 

Console> (enable) set qos acl map my_acl 2/1 
Hardware programming in progress .. . 
ACL my_acl is attache.d to port 2/1. 
Console> (enable) 

This example shows how to attach an ACL named my_acl to VLAN 4: 

Console> (enable) set qos acl map my_acl 4 
Hardware programming in progress . .. 
ACL my_acl is attached to vlan 4 . 
Console> (enable) 

Note The default ACLs do not need to be attached to any interfaces. 

Detaching ACLs from Interfaces 

~ .. 
Note The commands in this section are not supported with a Layer 2 Switching Engine. 

To detach an ACL from a port ora VLAN, perform this task in privileged mode: 

Task Command 

I 
I 

Step 1 Detach an ACL from an interface. clear qos acl map ac/_name {modlport I v/an I 
ali} 

Step 2 Verify the configuration. 

Catalyst 6500 Series Switch Software Configuration Guide-Release 7.6 
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~ .. 

This example shows how to detach an ACL named my_acl from port 2/1: 

Console> (enable) clear qos ac1 map my_ac1 2/1 
Hardware programming in progress . . . 
ACL my_acl is detached from port 2/1. 
Console> (enable) 

This example shows how to detach an ACL named my_acl from VLAN 4: 

Console> (enable) c1ear qos ac1 map my_ac1 4 
Hardware programming in progress ... 
ACL my_acl is detached from vlan 4. 
Console> (enable) 

Note The default ACLs cannot be detached from any interfaces. 

Mapping a CoS V alue to a Host Destination MAC AddressNLAN Pair 

~ .. 
Note QoS only supports this command with a Layer 2 Switching Engine. 

To map a CoS value to ali frames that are destined for a particular host destination MAC address and 
VLAN number value pair, perform this task in privileged mode: 

Task 

Step 1 Map a CoS value to a host destination MAC 
address/VLAN pair. 

Step Z Verify the configuration. 

Command 

set qos mac-cos dest_mac VLAN cos_value 

show qos ma e-cos { dest_mac [ vlan] I ali} 

This example shows how to map CoS 2 to a destination MAC address and VLAN 525: 

Console> (enable) set qos mac-cos 00 -4 0-0b-30-03-48 525 2 
CoS 2 is assigned to 00-40-0b-30-03-48 vlan 525. 
Console> (enable) 

Deleting a CoS Value toa Host Destination MAC AddressNLAN Pair 

~ .. 
Note QoS only supports this command with a Layer 2 Switching Engine. 

To delete a host destination MAC address and VLAN number value pair CoS assignment, perform this 
task in privileged mode: 

Task Command 

Step 1 Delete a host destination MAC address and VLAN ele ar qos mac-cos { dest_mac [ vlan] I ali} 
number value pair CoS assignment. 

Step 2 Verify the configuration. show qos mac-cos {dest_mac [vlan] I ali} 

--~ ~ Catalyst 6500 Sene ch Software Configuration Guid 
1

6Y'::'_ f ~.6~it_vv,, • vi 'Ir 

I 78-15381-01 - '-'' la:l"];tt ... -- I 

... 0708 - -
Fls: 

~ Doe: 37 o 1 • 
I ----...._ . .., ~ 

I 



Chapler 43 Configuring QoS 
oS on lhe Swilch 

This example shows how to delete ali CoS assignments to destination MAC addresses and VLANs: 

Console > (enable) clear qos mac-cos all 
All CoS to Mac/Vlan entries are cleared. 
Console > (enable) 

Enabling or Disabling Microflow Policing of Bridged Traffic 

~ .. 
Note The commands in this section are not supported with a Layer 2 Switching Engine. 

By default, microflow policers affect only Layer 3-switched traffic. To enable or disable microflow 
poli'iing ofbridged traffic on the switch or on specified VLANs, perform one ofthese tasks in privileged 
mode: 

Task 

Enable microflow policing o f bridged traffic on 
the switch or on specified VLANs. 

Disable microflow policing o f bridged traffi.c on 
the switch or on specified VLANs. 

Verify the configuration. 

I 
Command I 

set qos bridged-microflow-policing { enable I 
disable} vlan 

set qos bridged-microflow-policing { enable I 
disable} vlan 

show qos bridged-microflow-policing runtime 
{ config I runtime} vlan 

I 
Note With Layer 3 Switching Engine 11, to do any microflow policing, you must enable microflow policing of 

bridged traffic. 

For more information, see the "Policers" section on page 43-24. 

This example shows how to enable microflow policing oftraffic in VLANs I through 20: 

Console > (enable) set qos bridged-microflow-policing enable 1-20 
QoS microflow policing is enabled for bridged packets on vlans 1-20. 
Console> (enable) 

Configuring Standard Rec'eive-Queue Taii-Drop Thresholds 

To configure the standard receive-queue tail-drop thresholds on the switch, perform this task in 
privileged mode: 

Task 

Configure the standard receive-queue tail-drop 
thresholds. 

I 
Command 

set q os drop-threshold port_type r x q ueue 1 thr 1 
thr2 thr3 thr4 

For more information, see the "Receive Queues" section on page 43-12. 
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Configuring QoS on lhe Switch 

QoS maintains separate configurations for lq2t, lq4t, and lplq4t ports. This command configures the 
standard queue. Specify queue I (the threshold in the strict-priority queue, when present, is not 
separately configurable; it uses threshold 4 as specified for queue I). 

The thresholds are ali specified as percentages ranging from 1-100. A value of lO indicates a threshold 
when the buffer is I O percent full. 

This example shows how to configure the standard receive-queue tail-drop thresholds: 

Console> (enable) set qos drop-threshold 1q4t rx queue 1 20 40 75 100 
Receive drop thresholds for queue 1 set at 20% 40% 75% 100% 
Console> (enable) 

Note You cannot configure a drop threshold in a lplqOt receive queue . 

Configuring 2q2t Po~ Standard Transmit-Queue Taii-Drop Thresholds 

~ .. 

To configure the standard transmit-queue tail-drop thresholds on ali 2q2t ports, perform this task in 
privileged mode: 

Task 

Configure the standard transmit-queue tail-drop 
thresholds on ali 2q2t ports. 

Command 

set qos drop-threshold port_type tx queue q# 
thr 1 thr2 

Queue number I is the low-priority transmit queue and queue number 2 is high priority. In each queue, 
the low-priority threshold number is I and the high-priority threshold number is 2. 

The thresholds are ali specified as percentages ranging from 1-100. A value o f 1 O indicates a threshold 
when the buffer is 1 O percent full. 

This example shows how to configure the low-priority transmit-queue tail-drop thresholds: 

Console> (enable) set qos drop-thresho1d 2q2t tx queue 1 40 100 
Transmit drop thresholds for queue 1 set at 40% 100% 
Console> (enable) 

Note You cannot configure the tail-drop thresholds in lp3qlt transmit queues. 

Configuring Standard Queue WRED-Drop Thresholds 

78·15381-01 

~ .. 

lp2q2t, lp3qlt, and lp2qlt ports have weighted random early detection (WRED)-drop thresholds in 
their standard transmit queues . 

A lplq8t port has WRED-drop thresholds in its standard receive queue. 

Note lp3qlt (transmit), lp2qlt (transmit), and lplq8t (receive) ports also have nonconfigurable tail-drop 
thresholds (see the "lp3qlt Ports" section on page 43-29). 
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To configure the standard queue WRED-drop thresholds on ali ports of each type, perform this task in 
privileged mode: 

Task 

Configure the standard queue WRED-drop 
thresholds on ali ports o f a given type. 

Command 

set qos wred lp2q2t [tx] queue q# 
[thr 1 Lo :]thr 1 H i [thr2Lo:]thr2Hi 

set qos wred lp3qlt [tx] queue q# 
[thr JLo:]thr 1 H i 

set qos wred lplq8t queue q# [thr1Lo :]thr1Hi 
[thr2Lo :]thr2Hi [thr _n_Lo:]thr _n_Hi ... 

[thr8Lo :]thr8Hi 

When configuring lp2q2t ports, note the following : 

set qos wred tp2qlt [tx] queue q# 
[thr1Lo :]thr1Hi 

Queue I is the low-priority standard transmit queue . 

Queue 2 is the high-priority standard transmit queue . 

When configuring each standard transmit queue, note the following: 

- The first percentage that you enter sets the low-priority threshold. 

- The second percentage that you enter sets the high-priority threshold. 

When configuring lp3qlt ports, note the following: 

Queue I is the low-priority standard transmit queue. 

Queue 2 is the medium-priority standard transmit queue . 

Queue 3 is the high-priority standard transmit queue. 

When you configure each standard transmit queue, the single percentage that you enter sets the 
threshold. 

When configuring lplq8t ports, note the following : 

Queue I is the single standard receive queue . 

When you configure the single standard receive queue, note the following: 

- The first percentage that you enter sets the lowest-priority threshold . 

- The second percentage that you enter sets the next highest-priority threshold. 

- . The eighth percentage that you enter sets the highest-priority threshold . 

When configuring lp2qlt ports, note the following: 

Queue I is the low-priority standard transmit queue . 

Queue 2 is the high-priority standard transmit queue. 

When you configure each standard transmit queue, the single percentage that you enter sets the 
threshold . 
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Configuring QoS on lhe Switch 

When configuring thresholds, note the following: 

• The thresholds are ali specified as percentages ranging from O-I 00. A value o f I O indicates a 
threshold when the buffer is I O percent full. 

You can configure both the low WRED threshold and the high WRED threshold. You must set the 
low threshold to a lower percentage than the high threshold. 

• The low WRED threshold is the traffic levei under which no traffic is dropped. The high WRED 
threshold is the traffic levei above which ali traffic is dropped. Traffic in the queue between the low 
and high WRED thresholds has an increasing chance ofbeing dropped as the queue fills. The default 
low WRED threshold is zero (ali traffic h as some chance o f being dropped) . 

This example shows how to configure the low-priority transmit-queue WRED-drop thresholds: 

Console > (enable) set qos wred 1p2q2t queue 1 40:70 70:100 
WRED thre s holds for queue 1 set to 40 : 70 and 70:100 on all WRED-capable 1p2q2t ports . 

. ~onsole > (enable) 

Note The threshold in the strict-priority queue is not configurable. 

Allocating Bandwidth Between Standard Transmit Queues 

78-15381-01 

~ ... 

The switch transmits frames from one standard queue at a time using a weighted-round robin (WRR) 
algorithm. WRR uses a weight value to decide how much to transmit from one queue before switching 
to the other. The higher the weight assigned to a queue, the more transmit bandwidth is allocated to it. 

To allocate bandwidth between standard transmit queues, perform this task in privileged mode: 

Task 

Allocate bandwidth between standard transmit 
queues. 

Command 

set qos wrr port_type queuel-weight 
queue2-weight [queue3-weight] 

The valid values for the port_type parameter are 2q2t, lp2q2t, lp3qlt, and lp2qlt. 

Note lp2qlt ports use deficit weighted round robin (DWRR), which transmits from the queues without 
starving the low-priority queue by keeping track o f low-priority queue under-transmission and 
compensating in the next round . 

QoS maintains separate configurations for each port type. This command configures only the standard 
queues; the strict-priority queue requires no configuration. The valid values for weight range from 
1-255. 

This example shows how to allocate bandwidth for the 2q2t ports: 

Console > (enable) set qos wrr 2q2t 30 70 
QoS wrr ratio is set successfully . 
Console > (enable ) 
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Configuring the Receive-Queue Size Ratio 

For lplqOt and lplq8t ports, estima te the mix of standard-priority and strict-priority traffic on your 
network (for example, 85 percent standard-priority traffic and 15 percent strict-priority traffic) . Specify 
queue ratios with the estimated percentages, which must range from 1- 99 and together add up to I 00. 

-
To configure the receive-queue size ratio, perform this task in privileged mode : 

Task 

Configure the receive-queue size ratio between 
receive queue I (standard priority) and receive 
queue 2 (strict priority) . 

Command 

set qos rxq-ratio {lplqOt Jlplq8 t} queuel-val 
queue2-val 

This example shows how to configure the receive-queue size ratio : 

Console> (enable) set qos rxq-ratio lplqOt 80 20 
QoS rxq - ratio is set successfully . 
Console > (enable) 

Configuring the T ransmit-Queue Size Ratio 

For 2q2t, lp2q2t, and lp2qlt ports, estimate the mix oftraffic ofvarious priorities on your network (for 
example, 75 percent low-priority traffic, 15 percent high-priority traffic, and I O percent strict-priority 
traffic ). Specify queue ratios with the estimated percentages, which must range from 1-99 and together 
add up to 100. 

To configure the transmit-queue size ratio for each port type, perform this task in privileged mode: 

I 

Task Command 

Configure the transmit-queue size ratio. set qos txq-ratio { 2q2t Jl p2q2t Jl p2q 1t} 
queuel-val queue2-val [queue3-va l] 

1 

This example shows how to configure the transmit-queue size ratio: 

Console > (enable) set qos txq-ratio 2q2t 80 20 
QoS txq-ratio is set successfully. 
Console> (enable)·. 

'Mapping CoS Values to Drop Thresholds 

This command associates CoS values with receive- and transmit-queue drop thresholds . QoS maintains 
separate configurations for each port type. 

These sections describe mapping CoS values to drop thresholds: 

Associating l q4t/2q2t Ports, page 43-57 

Associating l q2tll p2q2t and I p I q4tll p2q2t Ports, page 43-57 

Associating lplq8tllp2qlt Ports, page 43-59 

Reverting to CoS Map Defaults, page 43-60 
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Associating 1q4t/2q2t Ports ',,'\~~---, '\ 
On I q4t/2q2t ports, you configure the ~~-c~~~r~~ ·and the rransmir queues with the same command. 

To associare CoS values to the drop rhresholds on lq4t/2q2t ports, perform rhis task in privileged mode: 

Task 

Step 1 Associare a CoS value to a drop threshold . 

Step 2 Verify the configuration. 

Command 

set qos map 2q2t tx q# thr# cos coslist 

show qos in f o config {I q4t rx f 2q2t tx } 

The receive- and transmit-drop thresholds have this relationship: 

• Receive queue I (standard) threshold I = transmit queue I (standard low priority) threshold I 

• Receive queue I (standard) threshold 2 = rransmit queue I (srandard low priority) threshold 2 

• Receive queue I (standard) threshold 3 = transmit queue 2 (standard high prioriry) threshold I 

• Receive queue I (srandard) rhreshoid 4 = transmit queue 2 (standard high priority) threshoid 2 

Use the transmit queue and transmit-queue drop-threshold values in this command. This example shows 
how to associate the CoS values O and I to both standard receive-queue 1/threshold I and standard 
transmit-queue 1/threshold I: 

Console> (enable) set qos map 2q2t tx 1 1 coa 0,1 
Qos tx priority queue and threshold mapped to cos successfully . 
Console> (enable) 

Associating 1q2t/1p2q2t and 1p1q4t/1p2q2t Pons 

On lq2t/lp2q2t and lplq4t/lp2q2t ports, you configure the receive queues and the transmit queues 
separately. 

1q2t Receive Queues 

To associate CoS values to lq2t receive-queue drop thresholds, perform this task in privileged mode: 

Task 

Step 1 Associa te a CoS value to a receive-queue drop 
threshold. 

Step 2 Verify the configuration . 

Command 

set qos map lq2t rx I I cos coslist 

show qos in f o config I q2t rx 

Threshold I is the low-priority threshold. Threshold 2, the high-priority threshold, is not configurable. 

This example shows how to associate the CoS value 3 to high-priority threshold 2: 

------------.,...,..,.,.s-l."e>"Tenab"1""e-/s-er-qo-s-mapJ.-~ 

QoS rx priority queue and threshold mapped to cos successfully. 
Console > (enable ) 
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1p1q4t Receive Queues 
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To associare CoS values to 1plq4t receive-queue drop thresholds, perform this task in privileged mode: 

Task 

Step 1 Associate a CoS value to a receive-queue drop 
threshold. 

Step 2 Verify the configuration. 

Command 

set qos map 1plq4t rx q# thr# cos coslist 

show qos info config lplq4t rx 

Queue I is the standard queue, and queue 2 is the strict-priority queue. 

Threshold numbers range from I for Iow priority to 4 for high pnonty. 

This example shows how to associare the CoS value 5 to strict-priority receive-queue 2/threshold I: 

Console > (enable) aet qoa map lplq4t rx 2 l coa 5 
Qos rx strict aueue and threshold mapped to cos successfully. 
Console > (enable) 

1p2q2t Transmit Queues 

To associa te C oS va lues to the I p2q2t transmit-queue drop thresholds, perform this task in privileged 
mode: 

Task Command I 

Step 1 Associate a C oS value to a transmit-queue drop 
threshold. 

set qos map 1p2q2t tx q# thr# cos coslist 

Step2 Verify the configuration. show qos info config 1p2q2t tx 

Queue I is standard low priority, queue 2 is high priority, and queue 3 is strict priority. 

Threshold 1 is low priority and threshold 2 is high priority. 

I 

This example shows how to associate the CoS value 5 to strict-priority transmit-queue 3/drop 
threshold I : 

Console> (enable) aet qoa map lp2q2t tx 3 l coa 5 
Qos tx strict queue and threshold mapped to cos successfully. 
Console> (enable) 

Associating 1p1q0t/1p3q1t Ports 

On lplq0t/1p3qlt ports, you configure the receive queues and the transmit queues separately. 

__ ___..1 1~1Q0t Receive Queues I 

To associate CoS values to lplqOt receive queues, perform this task in privileged mode: 

Task Command I 

Step 1 Associate a CoS value to a receive queue. set qos map lplqOt rx q# cos coslist 

Step 2 Verify the configuration . show qos in f o config I p I qOt rx 
I 
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Queue I is the standard queue, and queue 2 is the strict-priority queue . 

This example shows how to associate the CoS value 5 to strict-priority receive-queue 2: 

Con sole > (enable ) set qos map 1p1q0t rx 2 cos 5 
QoS queue mapped t o cos succ e ss f u lly. 
Console > (enable) 

. ú'\" 
/ 

. : 

' .. 

1p3q1t Transmit Queues 

With lp3qlt transmit queues, you can associate a CoS value with either the nonconfigurable tail-drop 
threshold or the configurable WRED-drop threshold as follows : 

To associate a CoS value with the tail-drop threshold, map the CoS value to the queue. 

• To associate a CoS value with the WRED-drop threshold, map the CoS value to the queue and 
threshold . 

To associate CoS values to the lp3qlt transmit-queue drop thresholds , perform this task in privileged 
mode : 

Task 

Step 1 Associate a CoS value to a transmit-queue drop 
threshold. 

Step 2 Verify the configuration. 

Command 

set qos map lp3qlt tx q# [thr#] cos coslist 

show qos info config lp3qlt tx 

Queue I is the standard low-priority queue, queue 2 is the medium-priority queue, queue 3 is the 
high-priority queue, and queue 4 is the strict-priority queue. 

To map CoS values to the tail-drop threshold, omit the threshold number or enter O. 

The WRED-drop threshold number is I . 

This example shows how to associate the CoS value O to transmit-queue 1/drop threshold 1: 

Console > (enable) set qos map 1p3qlt tx 1 1 cos O 
Qos tx strict queue and threshold mapped to cos successfully . 
Console > (enable) 

Associating 1p1q8t/1p2q1t Ports 

78-15381-01 

When you configure lplq8t/lp2qlt ports, note the following: 

You configure the receive queues and the transmit queues separately. 

You can associate a CoS value with either the nonconfigurable tail-drop threshold or the 
configurable WRED-drop threshold: 

- To associate a CoS value with the tail-drop threshold, map the CoS value to the queue. 

- To associate a CoS value with the WRED-drop threshold, map the CoS value to the queue and 
threshold . 
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. ·- .., To associa te C oS values to 1 p 1 q8t receive queues , perfonn this task in privileged mode: 

Task Command I 

Step 1 Associa te a CoS value to a receive queue. set qos map lp1q8t rx q# [thr#] cos coslist 

Step 2 Verify the configuration. show qos info config 1p1q8t rx 1 

Queue I is the standard queue, and queue 2 is the strict-priority queue . 

To map CoS values to the tail-drop threshold, omit the threshold number or enter O. 

The WRED-drop threshold number is I . 

This example shows how to associate the CoS value 5 to strict-priority receive-queue 2 : 

Console> (enable) set qos map 1p1qBt rx 2 cos 5 
QoS queue mapped to co s success f ully . 
Console> (enable ) 

1p2qlt Transmit Queues 

Step 1 

To associa te CoS values to the 1 p2qlt transmit-queue drop thresholds, perfonn this task in privileged 
mode: 

Task 

Associate a CoS value to a transmit-queue drop 
threshold. 

I 
Command I 

set qos map lp2qlt tx q# [thr#] cos coslist 

Step 2 Verify the configuration. show qos info config 1p2qlt tx I 
Queue 1 is the standard low-priority queue, queue 2 is the standard high-priority queue, and queue 3 is 
the strict-priority queue. 

To map CoS values to the tail-drop threshold, omit the threshold number or enter O. 

The WRED-drop threshold number is I . 

This example shows how to associate the CoS value O to transmit-queue 1/drop threshold 1: 

Console > (enable) set qos map 1p2q1t tx 1 1 coa O 
Qos tx strict queue and thr eshold mapped t o cos success f ully. 
Console > (enable) 

Reverting to CoS Map Defaults 

To revert to default CoS value/drop threshold mapping, perfonn this task in privileged mode : 

Task 

Step 1 Revert to CoS map defaults. 

Step 2 Verify the configuration. 

Catalyst 6500 Series Switch Software Configuration Guide-Release 7.6 
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Command I 

clear qos map {lp1q4t rx l1 p lq0t rx I 
1p2q2t tx l2q2t tx l 1p3qlt tx} 

show qos info config {lq4t rx llplq4t rx I 
1plq0t rx llp1q8t rx llp2q2t tx l 2q2t tx I 
lp3qlt tx llp2qlt tx} 

78-15381-01 

• 

• 

• 



( 

Chapter 43 Configuring QoS 

This example shows how to revert to CoS map defaults : 

Console> (enable) clear qos map lp3q1t tx 
Qos map setting cleared. 
Console> (enable) 

Configuring QoS on lhe Switch 

Configuring DSCP V alue Maps 

~ .. 
Note The commands in this section are not supported with a Layer 2 Switching Engine. 

These sections describe how DSCP values are mapped to other values: 

Mapping Received CoS Values to Internai DSCP Values, page 43-61 

Mapping Received IP Precedence Values to Internai DSCP Values, page 43-62 

Mapping Internai DSCP Values to Egress CoS Values, page 43-62 

Mapping DSCP Markdown Values, page 43-63 

Mapping Received CoS Values to Internai DSCP Values 

78-15381-01 

To map received CoS values to the internai DSCP value (see the "Internai DSCP Values" section on 
page 43-17), perform this task in privileged mode: 

Task Command 

Step 1 Map received CoS values to internai DSCP values. set qos cos-dscp-map dscpl dscp2 dscp3 dscp4 

Step 2 Verify the configuration. 

dscp5 dscp6 dscp7 dscp8 

show qos maps { config I runtime} 
[ cos-dscp-map I ipprec-dscp-map I 
dscp-cos-map I policed-dscp-map] 

Enter 8 DSCP values to which QoS maps received CoS values O through 7. This example shows how to 
map received CoS values to internai DSCP values: 

Console> (enable) set qos cos-dscp-map 20 30 1 43 63 12 13 8 
QoS cos-dscp-map set successfully. 
Console> (enable) 

To revert to default CoS to DSCP value mapping, perform this task in privileged mode: 

Task 

Step 1 Revert to C oS value/DSCP value map defaults. 

Step 2 Verify the configuration. 

Command 

clear qos cos-dscp-map 

show qos maps { config I runtime} 
[cos-dscp-map I ipprec-dscp-map I 
dscp-cos-map J policed-dscp-map] 

This example shows how to revert to CoS-DSCP map defaults: 

Console > (enable) clear qos cos-dscp-map 
QoS cos-dscp-map setting restored to default. 
Console > ( enabl e) BB.:.N°·83r2Be5~N·-r 
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Mapping Received IP Precedence Values to Internai DSCP Values 

Step 1 

To map received IP precedence values to the internai DSCP value (see the ''Interna i DSCP Values'' 
section on page 43 -1 7), perform this task in privileged mode: 

Task 

Map received IP precedence values to interna! 
DSCP values . 

I 
Command 

I 

set qos ipprec-dscp-map dscp l dscp2 dscp3 
dscp4 dscp5 dscp6 dscp 7 dscp8 

Step 2 Verify the configuration. show qos m aps { config I runtime} 
[cos-dscp-map I ipprec-dscp-map I 
dscp-cos-map I policed-dscp-map] 

Step 1 

Step2 

Ente r 8 interna! DSCP values to which QoS maps received IP precedence values O through 7. This 
example shows how to map received IP precedence values to internai DSCP values: 

Console > (enable) set qos ipprec-dscp-map 20 30 1 43 63 12 13 8 
QoS ipprec -dscp-map se t successfully. 
Console> (enable) 

To revert to default IP precedence to DSCP value mapping, perform this task in privileged mode: 

Task Command 

Revert to IP precedence value to DSCP value map clear qos ipprec-dscp-map 
defaults. 

Verify the configuration. show qos maps { config I runtime} 
[ cos-dscp-map I ipprec-dscp-map I 
dscp-cos-map I policed-dscp-map] 

This example shows how to revert to QoS map defaults: 

Console > (enable) c1ear qos ipprec-dscp-map 
QoS ipprec-dscp-map setting restored to default . 
Console > (enable) 

I 

Mapping Internai DSCP Values to Egress CoS Values 

To map internai DSCP values to the egress CoS values that are used for egress port scheduling and 
congestion avoidance, perform this task in privileged mode: 

Task Command 

Step 1 Map internai DSCP values to egress C oS values. set qos dscp-cos-map dscp_list:cos ... 

Step 2 Verify the configuration. show qos maps { config I runtime} 
[ cos-dscp-map I ipprec-dscp-map I 
dscp-cos-map I policed-dscp-map] 

I 

For more information, see the "Internai DSCP Values" section on page 43-17 and the " Ethernet Egress 
Port Scheduling, Congest ion Avoidance, and Marking" section on page 43-27. 
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'?7~ 
Enter up to 64 internai DSCP va lue list/egress CoS value pairs . This example shows how to map. int,e r 

' ( 

DSCP va lues to egress CoS values : '·, .. _ 
' '-

Console> (enable ) set qos dscp-cos-map 20-25:7 33-38:3 
QoS dscp-cos-map set successfully. 
Console > (enable) 

To revert to default DSCP/CoS value mapping, perform this task in privileged mode: 

Task 

Step 1 Revert to DSCP value/CoS value map defaults . 

Step 2 Verify the configuration. 

Command 

clear qos dscp-cos-map 

show qos maps { config I runtime} 
[ cos-dscp-map I ipprec-dscp-map I 
dscp-cos-map I policed-dscp-map] 

This example shows how to revert to DSCP-CoS map defaults : 

Console> (enable ) clear qos dscp-cos-map 
QoS dscp-cos-map setting restored to defaul t . 
Console> (enable ) 

'· \ 

Mapping DSCP Markdown Values 
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To map DSCP markdown values used by policers, perform this task in privileged mode: 

Task Command 

Step 1 Map DSCP values to markdown DSCP values. set qos policed-dscp-map 
dscp_list:markdown_dscp ... 

Step2 With PFC2, map DSCP values to markdown 
DSCP values. 

set qos policed-dscp-map [normal I excess] 
in_profile_dscp_list:policed_dscp ... 

Step 3 Verify the configuration. show qos maps { config I runtime} 
[ cos-dscp-map I ipprec-dscp-map I 
dscp-cos-map I policed-dscp-map) 

For more information, see the "Policers'' section on page 43-24 . 

Enter up to 64 DSCP-value-list/DSCP-value pairs . 

This example shows how to map DSCP markdown values: 

Console > (enable ) set qos policed-dscp-map 20-25:7 33-38:3 
QoS dscp-dscp-map set successfully . 
Consol e > (enable ) 

This example shows how to map DSCP markdown values for packets exceeding the excess rate : 

Console> (enable) set qos policed-dscp-map 33 : 30 
QoS normal-ra te p o liced-dscp-map set successfully. 
Console> (enable) set qos policed- dscp-map excess-rate 33:30 
QoS excess-rate policed-dscp-map set successfully. 
Console > (enable) 
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Note 

Step 1 

Step2 

~ .. 

Configure marked-down DSCP values that map to CoS values that are consistent with the markdown 
penalty (see the ''Mapping Internai DSCP Yalues to Egress CoS Yalues" section on page 43-62) . 

To revert to default DSCP markdown value mapping, perform this task in privileged mode: 

Task 

Revert to DSCP markdown map defaults. 

Verify the configuration. 

Command 

clear qos policed-dscp-map 
[normal-ra te I excess-rate] 

show qos maps { config I runtime} 
[cos-dscp-map I ipprec-dscp-m ap I 
dscp-cos-map I policed-dscp-map] 

This example shows how to revert to DSCP markdown map defaults : 

Console> (enable) c1ear qos po1iced-dscp-map 
QoS dscp-cos-map setting restored to default. 
Console> (enable) 

I 

I 

Note Without the normal-rate or the excess-rate keywords, the clear qos policed-dscp-map command 
clears only the normal policed-dscp map. 

Displaying QoS lnformation 

To display QoS information, perform this task: 

Task Command 

Display QoS information. show qos info [runtime I config] 

This example shows how to display the QoS runtime information for port 211 : 

Console> show qos info config 2/1 
QoS setting in NVRAM: 
QoS is enabled 
Port 2/1 has 2 transmit queue with 2 drop thresholds (2q2 t). 
Port 2/1 has 1 receive queue with 4 drop thresholds (1q4 t ) . 
Interface type:vlan-based 
ACL attached: 
The qos tru st type is set to untrusted. 
Defaul t CoS = O 
Queue and Threshold Mapping: 
Queue Threshol d CoS 

1 1 
1 2 
2 1 
2 2 
Rx drop 
Rx drop 
Queue # 

o 1 

2 3 

4 5 
6 7 

thresholds: 
thresholds are disabled for untrusted ports. 
Thresholds - percentage (abs values ) 
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1 50% 60% 80% 100% 
Tx drop thresholds: 
Queue # Thresholds - percentage (abs va lues ) 

1 
2 

40% 100% 
40% 100% 

Tx WRED thresholds: 
WRED feature is not supported for this port_type. 
Queue Sizes: 
Queue # Sizes - percentage (abs values ) 

1 

2 
80% 
20% 

WRR Configuration of ports with speed 1000Mbps: 
Queue # Ratios (abs values ) 

1 

2 

100 
255 

Console> (enable ) 

Configuring QoS on lhe Switch 

Displaying QoS Statistics 
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To display QoS statistics, perform this task: 

Task Command 

Display QoS statistics. show qos statistics { mod[lport] jl3stats I 
aggregate-policer [policer _name]} 

This example shows how to display QoS statistics for port 211: 

Console> (enable) show qos statistics 2/1 
On Transmit : Port 2/1 has 2 Queue(s) 2 Threshold(s) 
Q # Threshold #:Packets dropped 

1 1:0 pkts, 2:0 pkts 
2 1:0 pkts, 2:0 pkts 
On Receive:Port 2/1 has 1 Queue(s) 4 Threshold(s) 
Q # Threshold # : Packets dropped 

1 1:0 pkts, 2:0 pkts, 3:0 pkts, 4:0 pkts 

This example shows how to display QoS Layer 3 statistics: 

Console> (enable) show qos statistics 13stats 
QoS Layer 3 Statistics show statistics since last r ead . 
Packets dropped due to policing: O 
IP packets with ToS changed: O 
IP packets with CoS changed: 26 
Non-IP packets with CoS changed: O 
Console> 

This example shows how to display QoS aggregate policer statistics: 

Console> (enable) show qos statistics aggregate-policer 
QoS aggregate-policer statistics: 
Aggregate Policer Packet Count Packets exceed Packets exceed 

test 

normal rate excess r 

1000 20 
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Reverting to QoS Defaults 

~ .. 
Note Reverting to defaults disables QoS, because QoS is disabled by default. 

To revert to QoS defaults, perform this task in privileged mode: 

Task Command 

Revert to QoS defaults . clear qos config 

This example shows how to revert to QoS defaults : 

Console> (enable) clear qos config 
This cornrnand will disable QoS and take va lues back to factory defaul t . 
Do you want to continue (y/n) [n]? y 

QoS config cleared. 
Console> (enable) 

Disabling QoS 

To disable QoS, perforrn this task in privileged mode: 

Task 

Disable QoS on the switch. 

This example shows how to disable QoS: 

Console> (enable) set qos disable 
QoS is disabled. 
Console> (enable) 

Command 

set qos { enable I disable} 

Configuring COPS Support 

~ .. 
Note The commands in this section are not supported with a Layer 2 Switching Engine. 

' 

I 

Note COPS can configure QoS only for IP traffic . Use the CLI or SNMP to configure QoS for ali other traffic. 

These sections describe configuring COPS support: 

Port ASICs, page 43-67 

Understanding QoS Policy, page 43-67 

Selecring COPS as the QoS Policy Source, page 43-67 

Selecring locally Configured QoS Pol icy, page 43-68 

Enabling Use oflocally Configured QoS Policy. page 43-68 
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• Assigning Port Roles, page 43-69 

• Removing Roles from Port ASICs, page 43-69 

• Deleting Roles, page 43-70 

• Configuring Policy Decision Point Servers, page 43-70 

• Deleting the PDP Server Configuration, page 43-70 

• Configuring the COPS Doma in Name, page 43-71 

• Deleting the COPS Domain Name, page 43-71 

• Configuring the COPS Communications Parameters, page 43-71 

Note Throughout this publication and ali Catalyst 6500 series documents, the term COPS refers to COPS 
support as implemented on the Catalyst 6500 series switches. 

PortASICs 

Some COPS support features affect ali ports that are contralled by a port ASIC . The following sections 
use the term per-AS! C to identify the features that configure ali ports on the same port ASIC : 

• The port ASICs on Gigabit Ethemet switching modules contrai up to 4 ports each: 1-4, 5-8, 9-12, 
and 13-16. 

• A port ASIC on 10-Mbps, 10/100-Mbps, and 100-Mbps Ethemet switching modules contrais ali 
ports. 

• On 10-Mbps, 10/100-Mbps, and 100-Mbps Ethemet switching modules, another set ofport ASICs 
control 12 ports each (1-12, 13-24, 25-36, and 37-48), but COPS cannot configure them. 

• Changes to an EtherChannel port apply to ali ports in the EtherChannel and to ali ports controlled 
by the AS IC (o r ASICs) that control the EtherChannel ports. 

Understanding QoS Policy 

The term QoS po/icy refers to the QoS values in effect, such as port trust state and which ACLs are 
applied to ports and VLANs. 

Selecting COPS as the QoS Policy Source 

78-15381-01 

QoS uses locally configured QoS values as the default QoS policy source. To select COPS as the QoS 
policy source, perform this task in privileged mode: 

Task 

Step 1 Select COPS as the QoS policy source. 

Step 2 Verify the QoS policy source. 

Command 

set qos policy-source {local J cops} 

show qos policy-source 

This example shows how to select COPS as the QoS policy source: 

Console> (enable) set qos policy-source cops 
QoS policy source for the switch set to COPS. f::::RB

------ -- --
! B-5-Na 0Jf20~N1 
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Configuring QoS on the Switch 

Console > (enable ) show qos policy-source 
QoS po licy source for the switch set to COPS. 
Cons ole > (enable ) 

Selecting COPS as the QoS policy source switches the following values from locally configured values 
to received COPS values: 

Ali DSCP maps 

Named and default ACL definitions 

Microflow and aggregate policers 

CoS to queue assignments 

Threshold configuration 

WRR weight and buffer configuration 

Default port CoS and ACL-to-interface attachments 

Selecting Locally Configured QoS Policy 

To select locally configured QoS policy, perform this task in privileged mode: 

Task Command 

Step 1 Select locally configured QoS policy. 

Step 2 Verify the QoS policy source. 

set qos policy-source {local I cops} 

show qos policy-source 

This example shows how to select locally configured QoS policy: 

Console> (enable) set qos policy-source local 
QoS policy source for the switch set to local. 
Console> (enable) show qos policy-source 
QoS policy source for the switch set to local. 
Console> (enable) 

Enabling Use of Locally Configured QoS Policy 

When enabled, COPS is the default QoS policy source for ali ports. You can use locally configured QoS 
policy on a per-ASIC basis. To enable use o f locally configured QoS policy on a port ASIC, perform this 
task in privileged mode: 

I 
Task Command 

Step 1 Enable use o f locally configured QoS policy on a set port qos policy-source {local I cops} 
port. 

Step 2 Verify the QoS policy source for the port. show port qos 

This example shows how to enable use o f locally configured QoS policy: 

Console> (enable) set port qos 1/1 policy-source local 
QoS po licy sourc e set t o local on port(s) 1 /1 - 2. 
Console> (enable ) 
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Assigning Port Roles 

COPS does not configure ports using slot number and port number parameters COPS uses roles that 
create and assign to port ASICs. 

A role is a name that describes the capability ofports (for example, access or mod2_1 -4). QoS supp 
64 roles per switch. You can assign more than one role to a port ASIC (for example, mod2ports 1-12 and 
access) , with the limitation that the combined length ofrole names that are assigned to a port ASIC 
cannot exceed 255 characters. 

The role name can be up to 31 characters long, is not case sensitive but may include uppercase and 
lowercase characters, and may consist o fa-z, A-Z, 0-9, the das h character (-), the underscore character 
(_), and the period character (.). Role names cannot start with the underscore character. 

The first assignment o f a new role to a port creates the role. 

To assign roles to a port ASIC, perform this task in privileged mode: 

Task 

Step 1 Assign roles to a port ASIC. 

Step 2 Verify the roles for the port. 

Command 

set port cops { modlport} roles rolei [role2] ... 

show port cops [mod[lport]] 

This example shows how to assign two new roles to the AS IC controlling port 2/ I: 

Console > (enable) set port cops 2/1 roles mod2ports1-12 access 
New role 'mod2ports1-12' created. 
New role 'access' created. 
Roles added for port 2/1-12 . 
Console > (enable) 

Removing Roles from Port ASICs 

78-15381 -01 

To remove a role from a port ASIC, perform this task in privileged mode: 

Task Command 

Step 1 Remove a role from a port AS I C. clear port cops { mod/port} {ali-roles I 
roles role 1 [role2] ... } 

Step 2 Verify the roles for the port. show port cops [mod[/port]] 

This example shows how to remove a role from a port ASIC: 

Console > (enable ) clear port cops 3/1 roles backbone_port main_port 
Role s cleared for port(s) 3 / 1 - 4. 
Console > (enable) 
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Deleting Roles 

.. · ~. 
To delete a role (which removes it from ali ports) , perform this task in privileged mode: 

Task Command 

Step 1 Delete a role. clear cops {ali-roles I roles role I [role2] .. . } 

Step 2 Verify the roles for the port. show port cops [mod[lport]] 

This example shows how to delete a role: 

Cons ole > (enable) clear cops roles backbone_port main_por t 
Roles cleared . 
Console > (enable ) 

. 

Configuring Policy Decision Point Servers 

~ .. 
Note COPS and RSVP can use the same policy decision point (PDP) server. 

Step 1 

Step2 

Deleting the PDP 

Step1 

Step2 

COPS obtains QoS policy from a PDP server. Configure a primary PDP server and optionaiiy, a backup 
PDP server. 

To configure a PDP server, perform this task in privileged mode: 

I 
Task Command I 

Configure a PDP server. set cops server ip_address [port] [primary] 
[diff-serv I rsvp] 

Verify the PDP server configuration. show cops info 

The ip _address parameter can be the IP address o r the na me o f the serve r. 

The port variable is the PDP server TCP port number. 

Use the diff-serv keyword to set the address only for COPS. 

This example shows how to configure a PDP server: 

Console> (enable) set copa server my_serverl primary 
rny_serverl added to the COPS diff-serv server table as prirnary server. 
rny_server l added to the COPS rsvp server table as prirnary server. 
Console> (enable) 

Server Configuration 

To delete the PDP server configuration, perform this task in privileged mode : 

Task Command 

Delete the PDP server configuration. clear cops serve r {ali I ip_address [ diff-serv I 
rsvp]} 

Verify the PDP server configuration . show cops info 

I 
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This example shows how to delete the PDP server configuration : 

Consol e> (enable ) clear cops server all 
All COPS diff-serv s erv e rs c leared . 
Al l COPS rsvp servers c lear ed . 
Con sol e > (enable ) 

'-,~ 

' t '•. \ 
i ~ ·· @R:;A' \ 
;I \ 

Configuring the COPS Doma in Name \ \ , 

PDP servers use a COPS domain name to communicate with policy enforcement pomt ('P~ ; · ~ic~s 
such as switches. To configure a COPS domain name for the switch, perform this task in privileged 
mode: 

Task 

Step 1 Configure the COPS domain name. 

Step Z Verify the COPS domain name. 

Command 

set cops domain-name domain_name 

show cops info 

This example shows how to configure a COPS domain name: 

Conso le > (enable) set copa domain-name my_domain 
Do main na me set to my_domain. 
Console > (enable) 

Deleting the COPS Domain Name 

To delete the COPS domain name, perform this task in privileged mode: 

Task 

Step 1 Delete the COPS domain name. 

Step Z Verify the configuration. 

Command 

clear cops domain-name 

show cops info 

This example shows how to delete the COPS domain name: 

Console > (enable ) clear copa domain-name 
Domain name c leared . 
Co n sol e> (e nabl e ) 

Configuring the COPS Communications Parameters 

Step 1 

Step Z 

I 78-15381 -01 

To configure the parameters that COPS uses to communicate with the PDP server, perform this task in 
privileged mode: 

Task Command 

Configure the parameters that COPS uses to set cops retry-interval initial increment 
communicate with the PDP server. maximum 

Verify the configuration . show cops info 

_,-,_ ,..., ~ "' 
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Enter the parameters as a number o f seconds in the range from O to 65535. The value of the initial 
parameter plus the v alue of the increment parameter must not exceed the value of the maximum 
parameter. 

This example shows how to configure the parameters that COPS uses to communicate with the PDP 
serve r: 

Con sole > (enable) set cops retry-interval 15 1 30 
Connect i on retry i nte r vals set. 
Conso le > (enable) 

Configuring RSVP Support 

~ .. 
Note The commands in this section are not supported with a Layer 2 Switching Engine. 

These sections describe configuring RSVP null service template and receiver proxy functionality 
support: 

~ .. 

Enabl ing RSVP Support, page 43-72 

• Disabling RSVP Support, page 43-73 

Enabling Participation in the DSBM Election, page 43-73 

Disabling Participation in the DSBM Election, page 43-73 

Configuring Policy Decision Point Servers, page 43-74 

Deleting the PDP Server Configuration, page 43-74 

Configuring RSVP Policy Timeout, page 43-75 

Configuring RSVP Use of Local Policy, page 43-75 

Note Throughout this publication and ali Catalyst 6500 series switch documents, the term RSVP refers to 
RSVP null service template and receiver proxy functionality support as implemented on the 
Catalyst 6500 series switches. 

Enabling RSVP Su pport 

To enable RSVP support, perform this task in privileged mode: 

Step 1 

Step2 

Step3 

Task 

Enable RSVP support on the switch . 

Verify the configuration. 

Display RSVP activity. 

This example shows how to enable RSVP support: 

Console> (enable) set qos rsvp enable 
RSVP enabled on the switch. 
Console > (enable ) 
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set qos rsvp { enable I disable} 

show qos rsvp info 

show qos rsvp flow-info 
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Disabling RSVP Support 
' · '""" ·~~qo·\ 

\~. /' To disable RSVP support, perform this task in privileged mode : 
.··,'-· ..•. " .... ... ... · 

-----------------------------------.------------------------------~~~ '-.;;::/. ~· ' Task 

Step 1 Disable RSVP support on the switch. 

Step 2 Verify the configuration. 

This example shows how to disable RSVP support: 

Console > (enable ) set qos rsvp disable 
RSVP disabled on the switch. 
Console > (enable) 

Command 

set qos rsvp { enable I disable} 

show qos rsvp info 

Enabling Participation in the DSBM Election 

~ .. 

Catalyst 6500 series switches can serve as the Designated Subnet Bandwidth Manager (DSBM). You can 
enable participation in the election o f the DSBM on a per-port basis. 

Note The DSBM is not reelected when additional RSVP devices join the network. To control which device is 
the DSBM, disable election participation in ali devices except the one that you want elected as DSBM. 
After the DSBM is elected, reenable election participation in other devices, as appropriate for the 
network configuration. 

To enable the participation o f a port in the election o f the DSBM, perform this task in privileged mo de: 

Task Command 

Step 1 Enable the participation of a port in the election o f set port rsvp { modlport} dsbm-election 
the DSBM. { disable I enable priority} 

Step 2 Verify the configuration o f the port. show port rsvp [mod I modlport] 

The range for the priority parameter is from 128 to 255 . 

This example shows how to enable the participation of ports 211 and 3/2 in the election o f the DSBM: 

Console> (enable) set port rsvp 2/1,3/2 dsbm-election enable 232 
DSBM enabled and priority set to 232 for ports 2/1 ,3 /2. 
Console> (enable) 

Disabling Participation in the DSBM Election 
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Step 1 

To disable the participation o f a port in the election o f the DSBM, perform this task in privileged mode : 

Task 

Disable the participation o f a port in the election 
ofthe DSBM. 

Command 

set port rsvp { modlport} dsbm-election 
{ disable I enable priority } 

Step 2 Verify the configuration. show port rsvp show port 'sv 

"' '' " • 
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Configuring QoS on lhe Switch 

This example shows how to disable the participation o f port 211 in the election o f the DSBM: 

Console> (enable) set port rsvp 2/1 dsbm-election disable 
DSBM disabled for port 2/1 . 
Console> (enable) 

Configuring Policy Decision Point Servers 

~ .. 
Note COPS and RSVP can use the same PDP server. 

Step 1 

Step2 

When the switch is the DSBM, RSVP communicates with a PDP server. Configure a primary PDP server 
and optionally, a backup PDP server. 

To configure a PDP server, perform this task in privileged mode: 

Task 

Configure a PDP server. 

Verify the PDP server configuration. 

Command 

set cops server ip_address (port] [primary] 
[ diff-serv I r svp] 

show cops info 

The ip_address parameter can be the IP address o r the na me o f the server. 

The port variable is the PDP server TCP port number. 

Use the rsvp keyword to set the address only for RSVP. 

This example shows how to configure a PDP server: 

Console> (enable) aet copa aerver my_serverl primary ravp 
my_serverl added to the COPS rsvp server table as primary server . 
Console> (enable) 

Deleting the PDP Server Configuration 

Step 1 

Step2 

To delete the PDP server configuration, perform this task in privileged mode: 

l 
Task Command 

Delete the PDP server configuration. clear cops serve r {ali I ip _address [ diff-serv I 
rsvp]} 

Verify the PDP server configuration. show cops info 

Use the rsvp keyword to delete only the RSVP address . 

This example shows how to delete the PDP server configuration: 

Console> (enable) clear copa aerver all 
All COPS diff -serv servers cleared. 
All COPS rsvp servers c leared. 
Console > (enable ) 
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Configuring QoS on lhe Switch 

Configuring RSVP Policy Timeout 

When the switch is the DSBM and communication with the PDP server is lost, the switch continues to 
function as the DSBM, using cached values, for the period specified by the timeout value; the behavior 
for new or modified RSVP path messages is determined by the RSVP local policy setting. 

Ifcommunication with the PDP server is not reestablished before the timeout period expires, the switch 
reverts to the role o f the Subnet Bandwidth Manager (SBM) client for ali ports and forwards RSVP 
messages to a newly elected DSBM on the segment. When there is no communication with the PDP 
server, the switch does not participare in election of the DSBM. 

To configure the time that the switch continues to be the DSBM after communication with the PDP 
server is lost, perform this task in privileged mode: 

Task 

Step 1 Configure the RSVP policy timeout. 

Step 2 Verify the configuration. 

Command 

set qos rsvp policy-timeout timeout 

show qos rsvp info 

Enter the timeout parameter as a number o f minutes in the range from O to 65535 (the default is 30). 

This example shows how to configure the RSVP policy timeout: 

Console> (enable) set qos rsvp policy-timeout 45 
RSVP database policy timeout set to 45 minutes. 
Console> (enable) 

Configuring RSVP Use of Local Policy 
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To configure how RSVP operates after communication with the PDP is lost, perform this task in 
privileged mode: 

Task Command 

Step 1 Configure how RSVP operares when there is no 
communication with the PDP server. 

set qos rsvp local-policy { forward I reject} 

Step 2 Verify the configuration. show qos rsvp info 

~. 

The forward keyword sets the local policy to forward ali new or modified RSVP path messages. The 
reject keyword sets the local policy to reject ali new or modified RSVP path messages. This example 
shows how to change the default local RSVP policy setting to reject ali new or modified RSVP path 
messages: 

Console> (enable) set qos rsvp local-policy reject 
RSVP local policy set to reject. 
Console > (enable) 

Note The RSVP local policy is used only until the RSVP policy timeout expires after the connection to the 
PDP is Iost. After the RSVP policy timeout expires, the switch behaves as an SBM client. The RSVP 
messages pass through the switch unchanged regardless ofthe RSVP local policy setting. The RSVP 
local policy setting is not used i f the switch never establishes a connection to the ~ 
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Configuring QoS Statistics Data Export 

· ...... . These sections describe how to configure the QoS statistics data export feature: 

Enabling QoS Statistics Data Export Globally, page 43-76 

Enabling Per-Port QoS Statistics Data Export, page 43-77 

Enabling Per-Aggregate Policer QoS Statistics Data Export, page 43-78 

Clearing the Aggregate Pol ice r QoS Statistics, page 43-79 

Setting the QoS Statistics Data Export Time Interval , page 43-79 

Configuring the QoS Statistics Data Export Destination Host and UDP Port, page 43-80 

Displaying QoS Statistics Information , page 43-80 

Enabling QoS Statistics Data Export Globally 

Step 1 

Step2 

To export QoS statistics data for ports and aggregate policers, you must first configure the feature 
globally. 

To enable QoS statistics data export globally, perform this task in privileged mode: 

Task Command I 

Enable QoS statistics data export. set qos statistics export enable J disable 

Verify the configuration. show qos statistics export info 
I 

This example shows how to enable QoS statistics data export globally and verify the configuration: 

Console> (enable) set qos statistics export enable 
Export is enabled. 
Export destination:172. 2 0.52.3 SYSLOG facility LOG LOCAL6 (176), severity LOG_DE 
BUG (7) 

Aggregate policer export is not supported 
Console> (enable) show qos statistics export info 
Statistics export status and configuration i nformation 

Expore status: enabled 
Expore eime ineerval: 300 
Export destination:17 2 .20.52 .3 SYSLOG facility LOG LOCAL6 (176), severity LOG DE 
BUG (7) 

Pore Expore 
---- - ---

1 / 1 disabled 
1/2 disabled 
3/l disabled 
3 /2 disabled 
5/1 disabled 
5 /2 disabled 
5/3 disabled 
5/4 disabled 

< . . . output truncated .. . > 
Console > (enable) 
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Enabling Per-Port QoS Statistics Data Export 
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Step 1 

Step2 

~ .. 

To enable QoS statistics data export on a per-port basis, perform this task in privileged mode: 

Task 

Enable QoS statistics data export per port. 

Verify the configuration. 

Command 

set qos statistics export port mod/port enable I 
disable 

show qos statistics export info 

Note You must enable QoS statistics data export globally in order for the per-port configuration to take effect. 

This example shows how to enable the QoS statistics data export feature per port and verify the 
configuration: 

Console> (enable) set qos statistics export port 5/1 enab1e 
Port expore enabled on 5 / 1. 
Console > (enable) show qos statistics export info 
Statistics export status and configuration information 

Expore status : enabled 
Export time interval : 300 
Export destination : 172.20.52 . 3 SYSLOG facility LOG LOCAL6 (176) , severity LOG_DE 
BUG (7) 

Port Expore 

1 / 1 disabled 
1/2 disabled 
3/1 disabled 
3/2 disabled 
5/1 enabled 
5/2 disabled 

<output truncated> 
Console> (enable) 

When enabled on a port, QoS statistics data export contains the following fields, separated by the 
delimiter character: 

Export type ("I " for a port) 

Slot/port 

Number of ingress packets 

Number of ingress bytes 

Number of egress packets 

Number of egress bytes 

Time stamp 
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~"~-~!!~.~er-Aggregate Policer QoS Statistics Data Export 

Step2 

~ .. 

To enable QoS statistics data export on a per-aggregate policer basis, perform this task in privileged 
mode: 

Task 

Enable QoS statistics data export per-aggregate 
policer. 

Verify the configuration. 

I 
Command 

set qos statistics export aggregate name { enable 
I disable} 

show qos statistics export info 

I 
Note You must enable QoS statistics data export globally in arder for the per-aggregate policer configuration 

to take effect. 

This example shows how to enable QoS statistics data export for a specific aggregate policer and verify 
the configuration: 

Console> (enable) set qo s statistics export aggregate ipagg_3 enable 
Statistics data export enabled for aggregate policer ipagg_ 3 
Console> (enable) show qo s statistics export info 
Statistics export status and configuration information 

Export status : enabled 
Export time interval: 300 
Export destination:172.20.52.3 SYSLOG facility LOG LOCAL6 (176), severity LOG DE 
BUG (7) 

Port Export 

1/1 disabled 
1/2 disabled 
3/1 disabled 
3/2 disabled 
5 / 1 enabled 
5/2 disabled 

<OUtput truncated > 

Aggregate name Export 

ipagg_3 enabled 
Console> (enable) 

When enabled for a named aggregate policer, QoS statistics data export contains the following fields, 
separated by the delimiter character: 

Export type ("2" for an aggregate policer) 

Aggregate policer name 

Direction ("in") 

PFC slot number 

Number of in-profile packets 

Number of packets that exceed the CIR 

Number of packets that exceed the PIR 

Time stamp 
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Clearing the Aggregate Policer QoS Statistics ,· ~ , ~~ ' \ 
·, \ I 

To clear the aggregate policer QoS statistics, perfÓ~·---~· :.- .·. ~~ privileged mode : 

Step 1 

Step 2 

Task 

Clear the aggregate policer QoS statistics. 

Verify the configuration. 

Command 

clear qos statistics aggregate-policer 
[policer _name] 

show qos statistics export info 

This example shows how to clear the QoS aggregate policer statistics for a specific aggregate policer: 

Console > (enable ) clear qos statistics aggregate-policer aggr_l 
Aggregate policer 'aggr_1' statistical counters cleared. 

I f you do not specify the aggregate policer, ali aggregate policer statistics are cleared: 

Console> (enable) clear qos statistics aggregate-policer 
QoS aggregate policers statistical counters cleared. 

Setting the QoS Statistics Data Export Time lnterval 

Step 1 

Step2 

The default interval at which QoS statistics is exported is 30 seconds. To set the time interval for the QoS 
statistics data export, perform this task in privileged mode: 

Task Command 

Set the time interval for the QoS statistics data 
export. 

set qos statistics export interval 
interval_seconds 

Verify the configuration. show qos statistics export info 

This example shows how to set the QoS statistics data export interval and verify the configuration: 

Console> (enable) set qos statistics export interval 500 
Time interval set to 500 
Console> (enable ) show qos statistics export info 
Statistics export status and configuration information 

Export status: enabled 
Export time interval : 500 
Export destination:172 . 20 . 52 .3 SYSLOG facility LOG LOCAL6 (176), severity LOG DE 
BUG (7) 

Port Export 

1/1 disabled 
1/2 disabled 
3 / 1 disabled 
3/2 disabled 
5/ 1 enabled 
5 / 2 disabled 

<Output truncated > 

Aggregate name Expore 

ipagg_3 enabled 
Console > (enable) 
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Configuring the QoS Statistics Data Export Destination Host and UDP Port 

Step 1 

StepZ 

To configure the QoS statistics data export destination host and UDP port number, perform this task in 
privileged mode: 

I 
Task Command I 

Configure the QoS statistics data export 
destination host and UDP port number. 

set qos statistics export destination { host_name 
I ip_address} [syslog [facility I severity] port] 

Verify the configuration. show qos statistics export info 

This example shows how to configure the QoS statistics data export destination host and UDP port 
number and verify the configuration: 

Console > (enable) set qos statistics export destinati on s targate 9996 
Statistics data export destination set to stargate port 9996. 
Console > (enable) show qos statistics export info 
Statistics export status and configura t ion information 

Export status : enabled 
Export time interval: 500 
Export destination:Stargate, UDP port 9996 
Port Export 

1/1 disabled 
1/ 2 disabled 
3/1 disabled 
3/ 2 disabled 
5/1 enabled 
5/2 disabled 

<OUtput truncated> 

Aggregate name Export 

ipagg_3 enabled 
Console> (enable) 

Displaying QoS Statistics lnformation 

To display the QoS statistics per-port and per-aggregate policer packet and byte rates, perform this task 
in privileged mode: 

Task 

Display the QoS statistics per-port and 
per-aggregate policer packet and byte rates. 
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This example shows how to di splay the QoS stati sti cs pe r-port and per-aggregate poli cer packet and byte 
rates : 

Console > (enable) show mac uti1i z ation 1 

5 min i nput /output port rates: 

Port Xmit-Packet-Rate Xmit-Oct e t-Rate 

1/ 1 1343 123 4 32 

1 /2 2342 232343 
Port Rcv-Packet - Rate Rcv-Octet-Rate 

1/1 
1/2 
Console>(enabl e ) 

1324 
2234 

143253 
253234 
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38 
Configuring SPAN and RSPAN 

This chapter describes how to configure Switched Port Analyzer (SPAN) and Remate SPAN (RSPAN) 
on the Catalyst 6500 series switches. 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Command Reference publication. 

This chapter consists o f these sections: 

• Understanding How SPAN and RSPAN Works, page 38-1 

• SPAN and RSPAN Session Limits, page 38-4 

• Configuring SPAN, page 38-5 

• Configuring RSPAN, page 38-9 

~ .. 
Note To configure SPAN or RSPAN from a network management station (NMS), refer to the NMS 

documentation (see the "Using CiscoWorks2000" section on page 36-6). 

Understanding How SPAN and RSPAN Works 
These sections describe the concepts and terminology associated with SPAN and RSPAN configuration : 

• SPAN Session , page 38-2 

• Destination Port, page 38-2 

• Source Port, page 38-2 

• lngress SPAN, page 38-3 

• Egress SPAN , page 38-3 

• VSPAN, page 38-3 

• Trunk YLAN Filtering, page 38-4 

• SPAN Traffic, page 38-4 
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Understanding How SPAN and RSPAN Works 

SPAN Session 

........ A SPAN session is an association o f a destination port with a set o f source ports, confi gured with 
parameters that specify the monitored network traffic. You can confi gure multiple SPAN sessions in a 
switched network . SPAN sessions do not interfere with the normal operation ofthe switches. You can 
enable or disable SPAN sessions with command-line interface (CLI) or SNMP commands . When 
enabled, a SPAN session might become active or inactive based on various events or actions, and this 
would be indicated by a syslog message. The "Status" field in the sbow span and sbow rspan commands 
displays the operational status o f a SPAN or RSPAN session. 

A SPAN or RSPAN destination session remains inactive after system power up until the destination port 
is operational. An RSPAN source session remains inactive until any o f the source ports are operational 
or the RSPAN VLAN becomes active. 

Destination Port 

Source Port 

A destination port (also called a monitor port) is a switch port where SPAN sends packets for analysis. 
After a port becomes an active destination port, it does not forward any traffic except that required for 
the SPAN session. By default, an active destination port disables incoming traffic (from the network to 
the switching bus ), unless you specifically enable the port. If incoming traffic is enabled for the 
destination port, it is switched in the native VLAN ofthe destination port. The destination port does not 
participate in spanning tree while the SPAN session is active . See the caution statement in the 
"Configuring SPAN from the CLI" section on page 38-6 for information on how to prevent loops in your 
network topology. 

Only one destination port is allowed per SPAN session, and the same port cannot be a destination port 
for multi pie SPAN sessions. A switch port configured as a destination port cannot be configured as a 
source port. EtherChannel ports cannot be SPAN destination ports. 

I f the trunking mode o f a SPAN destination port is "on" o r "nonegotiate" during SPAN session 
configuration, the SPAN packets forwarded by the destination port have the encapsulation as specified 
by the trunk type; however, the destination port stops trunking, and the show trunk command reflects 
the trunking status for the port prior to SPAN session configuration. 

A source port is a switch port monitored for network traffic analysis. The traffic through the source ports 
can be categorized as ingress, egress, or both. You can monitor one or more source ports in a single SPAN 
session with user-specified traffic types (ingress, egress, or both) applicable for ali the source ports. 

You can configure source ports in any VLAN. You can configure VLANs as source ports (src_vlans), 
which means that ali ports in the specified VLANs are source ports for the SPAN session. 

Source ports are administrative (Admin Source) or operational (Oper Source) or both. Administrative 
source ports are the source ports or source VLANs specified during SPAN session configuration. 
Operational source ports are the source ports monitored by the destination port. For example, when 
source VLANs are used as the administrative source, the operational source is ali the ports in ali the 
specified VLANs. 

The operational sources are always active ports. I f a port is not in the spanning tree, it is not an 
operational source. Ali physical ports in an EtherChannel source are included in operational sources if 
the logical port is included in the spanning tree. 
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The destination port, i f it belongs to any o f the administrative source VLANs, is exc luded from th e 
operational source_ 

You can configure aportas a source port in multiple active SPAN sessions, but you cannot configure an 
active source port as a destination port for any SPAN session _ 

Ifa SPAN session is inactive, the "oper source" tield is not updated until the session becom es active _ 

Trunk ports can be configured as source ports and can be mixed with nontrunk source ports; howeve r, 
the encapsulation of the packets forwarded by the destination portare determined by the trunk settings 
ofthe destination port during SPAN session configuration_ 

lngress SPAN 

Egress SPAN 

VSPAN 

78-14924-01 

Ingress SPAN copies network traftic received by the source ports for analysis at the destination port. 

Egress SPAN copies network traffic transmitted from the source ports for analysis at the destination porL 

VLAN-based SPAN (VSPAN) is analysis o f the network traffic in one or more VLANs _ You can 
configure VSPAN as ingress SPAN, egress SPAN, or both. Ali the ports in the source VLANs become 
operational source ports for the VSPAN session. The destination port, i f it belongs to any of the 
administrative source VLANs, is excluded from the operational source . lfyou add or remove ports from 
the administrative source VLANs, the operational sources are modified accordingly. 

Use the following guidelines for VSPAN sessions: 

• Trunk ports are included as source ports for VSPAN sessions, but only the VLANs that are in the 
Admin source list are monitored, provided these VLANs are active for the trunk . 

• For VSPAN sessions with both ingress and egress SPAN configured, the system operares as follows 
based upon the type o f supervisor engine you have: 

- WS-X6K-SUPIA-PFC, WS-X6K-SUPIA-MSFC-Two packets are forwarded by the SPAN 
destination port i f the packets get switched on the same VLAN. 

- WS-X6K-SUPI-2GE, WS-X6K-SUP I A-2GE-Only one packet is forwarded by the SPAN 
destination port. 

• An inband port is not included as Oper source for VSPAN sessions. 

• When a VLAN is cleared, it is removed from the source list for VSPAN sessions . 

• A VSPAN session is disabled i f the Admin source VLANs list is empty. 

• Inactive VLANs are not allowed for VSPAN configuration . 

• A VSPAN session is made inactive i f any of the source VLANs become RSPAN VLANs . 
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SPAN and RSPAN Session Limits 

Trunk VLAN Filtering 

SPAN Traffic 

Trunk VLAN filtering is analysis o f network traffic on a selected set o f VLANs on trunk source ports . 
You can combine trunk VLAN filtering with other source ports that belong to any ofthe selected 
VLANs, and you can also use trunk VLAN filtering fo r RSPAN. Based on the traffic type (ingress, 
egress, or both), SPAN sends a copy ofthe network traffic in the selected VLANs to the destination port. 

Use trunk VLAN filtering only with trunk source ports. Ifyou combine trunk VLAN filtering with other 
source ports that belong to VLANs not included in the selected Iist offilter VLANs, SPAN includes only 
the ports that belong to one or more of the selected VLANs in the operational sources. 

When a VLAN is cleared, it is removed from the VLAN filter list. A SPAN session is disabled ifthe 
VLAN filter list becomes empty. 

Trunk VLAN filtering is not applicable to VSPAN sessions. 

Ali network traffic, including multicast and bridge protocol data unit (BPDU) packets, can be monitored 
using SPAN (RSPAN does not support monitoring ofBPDU packets). Multicast packet monitoring is 
enabled by default. 

In some SPAN configurations, multiple copies o f the same source packet are sent to the SPAN 
destination port. For example, a bidirectional (both ingress and egress) SPAN session is configured for 
sources a I and a2 to a destination port dI . I f a packet enters the switch through a 1 and gets switched to 
a2, both incoming and outgoing packets are sent to destination port d 1. Both packets would be the same 
(i f a Layer-3 rewrite occurs, the packets are different) . For RSPAN sessions with sources distributed in 
multiple switches, the destination ports might forward multiple copies o f the same packet. 

SPAN and RSPAN Session Limits 
You can configure (and store in NVRAM) a maximum of 30 SPAN sessions in a Catalyst 6500 series 
switch. See Table 38-1 for the supported combinations of SPAN/RSPAN sessions. You can configure 
multiple ports or VLANs as sources for each session. 

Tãble 38·1 SPAN and RSPAN Session limits 

SPAN/RSPAN Sessions Catalyst 6500 Series Switches 1 

rx or both SPAN sessions 2 
I 

tx SPAN sessions 4 J 
tx, rx, or both RSPAN source sessions 

RSPAN destinations 24 

Total SPAN sessions 

I. When an RSPAN source session is configured, it will reduce the limit for rx or both SPAN sessions by one. 

2. 2 rx or both SPAN sessions + 4 tx SPAN sessions + 24 RSPAN destination sessions = 30 total SPAN sessions. 
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Configuring SPAN • 

Configuring SPAN 
These sections describe how to configure SPAN: 

• SPAN Hardware Requirements. pagc 38-5 

• Understanding How SPAN Works. pagc 38-5 

SPAN Configuration Guidelines , page 38-6 

• Configuring SPAN from the CLI , page 38-6 

' ~~fb '! iÊ ·. \ 
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SPAN Hardware Requirements 

Ali Catalyst 6500 series switch supervisor engines support the SPAN feature . 

Understanding How SPAN Works 

78-14924-01 

SPAN selects network traffic for analysis by a network analyzer such as a SwitchProbe device or other 
Remate Monitoring (RMON) probe. SPAN mirrors traffic from one or more source ports on any VLAN, 
from one or more VLANs, or from the scO console interface to a destination port for analysis (see 
Figure 38-1 ). In Figure 38-1, ali traffic on Ethemet port 5 (the source port) is mirrored to Ethemet 
port I O. A network analyzer on Ethernet port I O receives ali network traffic from Ethemet port 5 without 
being physically attached to it. 

Figure 38-1 SPAN Confíguration 

Network analyzer 

For SPAN configuration, the source ports and the destination port must be on the same switch . 

SPAN does not affect the switching o f network traffic on source ports; a copy o f the packets received o r 
transmitted by the source ports are sent to the destination port. 
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Configuring SPAN 

SPAN Configuration Guidelines 

Follow these guidelines when configuring SPAN : 

Use a network anal yzer to monitor ports . 

For SPAN source ports, SPAN is not supported with ATM ports; it works with Ethernet 
I 011 0011 000-Mbps ports and I 0-Gbps ports . 

When enabled , SPAN uses any previously entered configuration . Ifyou have not entered any 
configuration commands , SPAN uses default parameters. 

I f you specify multiple SPAN source ports, the ports can belong to different VLANs. 

See the "SPAN and RSPAN Session Limits" section on page 38-4. 

RSPAN sessions can coexist with SPAN sessions within the SPAN/RSPAN limits described in the 
"SPAN and RSPAN Session Limits" section on page 38-4 . 

• The inpkts option is disabled by default. Use the inpkts keyword with the enable option to allow 
the SPAN destination port to receive normal incoming traffic . Use the disable option to preveni the 
SPAN destination port from receiving normal incoming traffic . 

When you enable the inpkts option, a waming message notifies you that the des tination port does 
not support the Spanning Tree Protoco l (STP) and may cause loops i f you enable this option. 

Learning is enabled by default. Use the inpkts keyword with the learning option to enable or disable 
learning for a specific port. 

You can specify a Multilayer Switch Module (MSM) portas the SPAN source port. However, you 
cannot specify an MSM portas the SPAN destination port. 

When you configure multi pie SPAN sessions, the destination module number/port number must be 
known to index the particular SPAN session. 

lfyou do not specify the keyword create with the set span command and you have only one session, 
the session will be overwritten. I f a matching destination port exists, the particular session will be 
overwritten (with or without specifying create) . lfyou specify the keyword create and there is no 
matching destination port, the session will be created. 

I f any VLANs on SPAN source port(s) are blocked by spanning tree, you may see extra packets 
transmitted on the destination port that were not actually transmitted out the source port(s). The 
extra packets seen at the destination portare packets sent through the switch fabric to the source port 
and then blocked by spanning tree at the source port. 

Configuring SPAN from the CU 
To configure SPAN, you specify the source, the destination port, the direction ofthe traffic through the 
source that you want to mirrar to the destination port, and whether or not the destination port can receive 
packets. 

To configure a SPAN port , perform this task in privileged mode : 
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Configuring SPAN 

·- - ~ - . 1/\ .1" Task Command< :::>:r-- ·"\_. / 
Step 1 Configure the SPAN source and destination ports. set span {':i-F!:_miJêl/src_purts I src_vlans I scO} 

jdest_modldest_port} [rx I tx I both] [inpkts 
{ enable I disable}] [learning l enable I disable}] 
[multicast l enable I disable}] 
[filter vlans ... ] [create] 

Step 2 Verify the SPAN configuration. show span 

Lt 
Caution Ifthe SPAN destination port is connected to another device and you enable reception of incoming 

packets (using the inpkts enable keywords), the SPAN destination port receives traffic for whatever 
VLAN to which the SPAN destination port belongs. The SPAN destination port does not participare in 
spanning tree for that VLAN . Use caution when using the inpkts keyword to avoid creating network 
loops with the SPAN destination port or assigning the SPAN destination port to an unused VLAN. 

This example shows how to configure SPAN so that both transmit and receive traffic from port 111 (the 
SPAN source) is mirrored on port 2/ 1 (the SPAN destination): 

Console> (enable) set span 1/1 2/1 

Destination 
Admin Source 
Oper Source 

Port 2 / 1 
Port 1/1 
Port 1/1 

Direction transmit / receive 
Incoming Packets: disabled 
Learning 
Multicast 
Filter 

enabled 
enabled 

This example shows how to set VLAN 522 as the SPAN source and port 2/1 as the SPAN destination: 

Console> (enable) set span 522 2/1 

Destination Port 2 / 1 
Admin Source VLAN 522 
Oper Source Port 3 / 1-2 
Direction transmit / receive 
Incoming Packets: disabled 
Learning enabled 
Multicast enabled 
Filter 
Console> (enable) 

This example shows how to set VLAN 522 as the SPAN source and port 2/12 as the SPAN destination . 
Only transmit traffic is monitored. Normal incoming packets on the SPAN destination portare allowed. 

Console > (enable) set span 522 2/12 tx inpkts enab1e 

Destination 
Admin Source 
Oper Source 

Port 2/12 
VLAN 522 
Port 2 / 1-2 

Direction transmit 
Incoming Packets: enabled 
Learning enabled 
Multicast enabled 
Filter 
Console > (enable) 
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This example shows how to set port 3/2 as the SPAN source and port 2/2 as the SPAN destination: 

Console > (enable ) set span 3/2 2/2 tx create 

Destination 
Admin Source 
Oper Source 

Port 2/1 
port 3 / 1 
Port 3 / 1 

Direction transmit/receive 
Incoming Packets: disabled 
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De stination Port 2 / 2 

~0~~?_ Adrni n Source port 3 / 2 
Oper Source Port 3 / 2 

·.gQ Direction transmit 
Incoming Packets: disabled 
Learning enabled 
Multicast enabled 
Filter : -
Console > (enable) 

To disable SPAN, perfonn this task in privileged mode: 

Task Command 

Disable SPAN on the switch. set span disable [dest_mod/dest_port I a/!] 

This example shows how to disable SPAN on the switch: 

Consol e > (enable) set span disable 2/1 
This command will disable your span session . 
Do you want to continue (y / n) [n]?y 
Disabled port 2/1 to monitor transmit traffic of VLAN 522 
Console> (enable) 

Configuring RSPAN 
These sections describe how to configure RSPAN : 

• RSPAN Hardware Requirements, page 38-9 

• Understanding How RSPAN Works, page 38-1 O 

• RSPAN Configuration Guidelines, page 38-1 O 

• Configuring RSPAN , page 38-11 

RSPAN Configuration Examples, pagc 38-14 

( RSPAN Hardware Requirements 

RSPAN supervisor engine requirements are as follows: 

• For source switches-Catalyst 6500 series switch with any o f the following: 

- Supervisor Engine I and Policy Feature Card (PFC): WS-X6K-SUPIA-PFC 

- Supervisor Engine I, PFC, and Multilayer Switch Feature Card (MSFC): 
WS-X6K -SUP I A-MSFC 

- Supervisor Engine I, PFC, and MSFC2: WS-X6K-SIA-MSFC2 

- Supervisor Engine 2 and PFC2: WS-X6K-S2-PFC2 

- Supervisor Engine 2, PFC2, and MSFC2: WS-X6K-S I A-MSFC2 

• For destination or intermediate switches-Any Cisco switch supporting RSPAN 

No third party or other Cisco switches can be placed in the end-to-end path for ,.,,, nJ-\ ,.,. trâffié. 
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Understanding How RSPAN Works 

' ~~q\ 
\ ~ ~ 

· ·.~ 

Note See the "Understanding How SPAN and RSPAN Works" section on page 38-1 for concepts and 
terminology that apply to both SPAN and RSPAN configuration. 

RSPAN has ali the features ofSPAN (see the "Understanding How SPAN Works" section on page 38-5), 
plus support for source ports and destination ports distributed across multiple switches, allowing remote 
monitoring o f multi pie switches across your network (see Figure 38-2). 

The traffic for each RSPAN session is carried over a user-specified RSPAN VLAN that is dedicated for 
that RSPAN session in ali participating switches. The SPAN traffic from the sources, which cannot be in 
the RSPAN VLAN, is switched to the RSPAN VLAN and then forwarded to destination ports configured 
in the RSPAN VLAN. The traffic type for sources (ingress, egress, or both) in an RSPAN session can be 
different in different source switches but is the same for ali sources in each source switch for each 
RSPAN session. Do not configure any ports in an RSPAN VLAN except those selected to carry RSPAN 
traffic. Learning is disabled on the RSPAN VLAN. 

Figure 38-2 NSPAN Configura/íon 

Switch D 

Probe 

Switch C 

Switch A 

t t 
Switch B 

Destination switch 
(data center) 

lntermediate switch 
(distribution) 

Source switch(es) 
(access) 

"' ., 
i:2 
N 

RSPAN Configuration Guidelines 

Follow these guidelines when configuring RSPAN: 

p 
Tip As RSPAN VLANs have special properties, we recommend that you reserve a few VLANs across your 

network for use as RSPAN VLANs. Do not assign access ports to these VLANs. 

p 
Tip You can apply an output access control list (ACL) to RSPAN traffic to selectively filt 

Specify these ACLs on the RSPAN VLAN in the RSPAN source switches. 
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Ali the items in the "SPAN Configuration Guidelines" scction on page 38-6 apply to RSPAN. 

• RSPAN sessions can coexist with SPAN sessions within the SPAN/RSPAN limits described in the 
"SPAN and RSPAN Session Limits" scction on page 38-4. 

For RSPAN configuration, you can distribute the source ports and the destination port across 
multiple switches. 

For RSPAN, trunking is required i f you have a source switch with ali source ports in one VLAN 
(VLAN 2 for example) and it is connected to the destination switch through an uplink port that is 
also in VLAN 2. With RSPAN, the traffic is forwarded to remote switches in the RSPAN VLAN. 
The RSPAN VLAN is configured only on trunk ports and not on access ports . 

• The learning option applies to RSPAN destination ports only. 

• RSPAN does not support BPDU packet monitoring. 

To optimize bandwidth utilization in the connecting links, you can configure quality of service 
(QoS) parameters for the RSPAN VLAN in each o f the participating source, intermediate, o r 
destination switches. 

• Each Catalyst 6500 series switch can source a maximum of one RSPAN session (ingress, egress, or 
both). When you configure a remote ingress or bidirectional SPAN session in a source switch, the 
limit for local ingress or bidirectional SPAN sessions is reduced to one. There are no limits on the 
number ofRSPAN sessions carried across the network within the RSPAN session limits (see the 
"SPAN and RSPAN Session Limits" section on page 38-4). 

RSPAN VLANs cannot be included as sources for port-based RSPAN sessions when source trunk 
ports have active RSPAN VLANs. Additionally, RSPAN VLANs cannot be sources in VSPAN 
sessions. 

You can configure any VLAN as an RSPAN VLAN as longas these conditions are met: 

- The same RSPAN VLAN is used for an RSPAN session in ali the switches. 

- Ali participating switches have appropriate hardware and software. 

- No access port (including the scO interface) is configured in the RSPAN VLAN. 

If you enable VLAN Trunking Pro toco! (VTP) and VTP pruning, RSPAN traffic is pruned in the 
trunks to prevent the unwanted flooding o f RSPAN traffic across the network. 

Ifyou enable GARP VLAN Registration Protocol (GVRP) and GVRP requests conflict with existing 
RSPAN VLANs, you might observe unwanted traffic in the respective RSPAN sessions . 

You can use RSPAN VLANs in Inter-Switch Link (ISL) to dotlq mapping. However, ensure that the 
special properties o f RSPAN VLANs are supported in ali the switches to avoid unwanted traffic in 
these VLANs. 

Configuring RSPAN 
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The first step in configuring an RSPAN session is to select an RSPAN VLAN for the RSPAN session that 
does not exist in any ofthe switches that will participate in RSPAN. With VTP enabled in the network, 
you can create the RSPAN VLAN in one switch and VTP propagates it to the other switches in the VTP 

domain. 

Use VTP pruning to get efficient flow ofRSPAN traffic, or manually delete the 
trunks that do not need to carry the RSPAN traffic. 

Once the RSPAN VLAN is created, you configure the source and destination switc 
rspan command. 

using the set 

···-- 0731 
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Step 1 

Step2 

Step 1 

Step2 

Chapter 38 Configuring SPAN and RSPAN 

To configure RSPAN VLANs, perform this task in privileged mode: 

Task Command 

Configure RSPAN VLANs. set vlan vlan [rspan] 

Verify the RSPAN VLAN configuration. show vlan 

This example shows how to set VLAN 500 as an RSPAN VLAN: 

Consol e > (enable) set vlan 50 0 rspan 
vlan 500 configuration successful 
Console> (enable) 
Consol e> (enable) show vlan 

display truncated 

VLAN DynCreated RSPAN 
------- - -- - -- -----

1 static disabled 
2 static disabled 
3 static disabled 
99 static disabled 
500 static enabled 
Console> (enable) 

To configure RSPAN source ports, perform this task in privileged mode : 

Task 

Configure RSPAN source ports. Use this 
command on each o f the source switches 
participating in RSPAN. 

Verify the RSPAN configuration. 

Command 

set rspan source { modlports ... I vlans ... I scO} 
{rspan_vlan} [rx I tx I both] [multicast { enable 
I disable}] [filter vlans ... ] [create] 

show rspan 

This example shows how to specify ports 411 and 4/2 as ingress source ports for RSPAN VLAN 500: 

Consol e> (enable) set rspan s ource 4/1 - 2 500 rx 
Rspan Type Source 
Destination 
Rspan Vlan 
Admin Source 
Oper Source 

500 
Port 4 / 1-2 
None 

Direction receive 
Incoming Packets: -
Learning 
Multicast 
Filter 
Console> (enable) 

i 
\ 

enabled 
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Stepl 

StepZ 

Configuring RSPAN 

To configure RSPAN source VLANs, perform this task in privrlegé·ct- ~ode : 

Task 

Configure RSPAN source VLANs. Ali the ports in 
the source VLAN become operational source 
ports. 

Verify the RSPAN configuration. 

Command 

set rspan source { modlports ... I vlans .. . I se O} 
{rspan_vlan} [rx I tx I both] [multicast { enable 
I disable}] [filter vlans .. . ] [create] 

show rspan 

This example shows how to specify VLAN 200 as a source VLAN for RSPAN VLAN 500 (selecting the 
rx option makes ali the ports in the VLAN ingress ports): 

Console> (enable) set rspan source 200 500 rx 
Rspan Type Source 
Destination 
Rspan Vlan 
Admin Source 
Oper Source 

500 
VLAN 200 
None 

Direction receive 
Incoming Packets: -
Learning 
Multicast 
Filter 
Console> (enable) 

enabled 

To configure RSPAN destination ports, perform this task in privileged mode: 

Task Command 

Step 1 Configure RSPAN destination ports. Use this 
command on each o f the destination switches 
participating in RSPAN. 

set rspan destination {mod/port} {rspan_vlan} 
[inpkts { enable I disable}] [Iearning { enable I 
disable}] [ create] 

Step 2 Verify the RSPAN configuration. show rspan 

Console> {enable) set rspan destination 3/1 500 
Rspan Type 
Destination 
Rspan Vlan 
Admin Source 
Oper Source 
Direction 

Destination 
Port 3/1 
500 

Incoming Packets : disabled 
Learning 
Multicast 
Filter 
Console> (enable) 

enabled 

To disable RSPAN, perform this task in privileged mode: 

----
.DL\ C . • 00 ,..,.... ' "'"' -"-6-N-· l Task Command CPMJ - COR REtOS 

Disable RSPAN on the switch. set rspan disable source [rsp n vlan I ai~ ' 
set rpsan disable destinatio11 [;,~dlport li 3 2 

I 1-Js: 
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This example shows how to disable ali enabled source sessions: 

Console> (enable) set rspan disable source all 
This command will disable all remete span source session (s). 
Do you want to continue (y/ n) [n]? y 
Disabled monitoring of all source(s) on the switch for remet e span. 
Console> (enable) 

This example shows how to disable one source session by rspan_vlan number: 

Console> (enable) set rspan disable source 903 
Disabled monitoring of all source(s) on the switch for rspan_vlan 903. 
Console> (enable) 

This example shows how to disable ali enabled destination sessions : 

Console> (enable) set rspan disable destination all 
This command will disable all remete span destination session(s). 
Do you want to continue (y/n) [n]? y 

Disabled monitoring of remete span traffic for all rspan destination ports . 
Console> (enable) 

This example shows how to disable one destination session by modlport: 

Console> (enable) set rspan disable destination 4/1 
Disabled monitoring of remete span traffic on port 4 / 1 . 
Console> (enable) 

RSPAN Configuration Examples 

These sections describe how to configure RSPAN: 

Configuring a Single RSPAN Session, page 38-14 

Modifying an Activc RSPAN Session, page 38-15 

Adding RSPAN Source Ports in lntcrmediate Switches, page 38-16 

Configuring Multiple RSPAN Sessions, page 38-16 

Adding Multiple Network Analyzers to an RSPAN Session, page 38-18 

Configuring a Single RSPAN Session 

This example shows how to configure a single RSPAN session. Figure 38-3 shows an RSPAN 
configuration; see Table 38-2 for the necessary commands to configure this RSPAN session. Table 38-2 
assumes that you have already set up RSPAN VLAN 90 I for this session on ali the switches using the 
set vlan vlan rspan command. With VTP enabled in the network, you can create the RSPAN VLAN in 
one switch and VTP propagates it to the other switches in the VTP domain. Note that in the configuration 
example shown in Table 38-2, the RSPAN session may be disabled in Switch A or B or both without 
modifying the configuration in Switch C or Switch D. 
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Figure 38-3 Sing/e RSPAN Session 

Switch D 

Probe 

Switch C 

T2 

Switch A Switch B 

t t t t t 
Tãble 38-2 Configuring a Single RSPAN Session 

Switch Ports RSPAN VLAN Direction 

A (source) 4/ 1, 4/2 901 Ingress 

B (source) 3/ I, 312, 3/3 901 Bidirectional 

C (interrnediate) - 901 -

D (destination) 1/2 901 -

Modifying an Active RSPAN Session 

Configuring RSPAN 

Destination switch 
(data center) 

lntermediate switch 
(distribution) 

Source switch(es) 
(access) 

RSPAN CU Commands 

set rspan source 4/1-2 901 rx 

set rspan source 3/1-3 901 

~-#J 
·, ~~ (} 

- ~-· 
~ ·~·· " -- ~ .. 

No RSPAN CLI command needed 

set rspan destination 112 901 

This example shows how to modify an active RSPAN session. Use Figure 38-3 for reference; see 
Table 38-3 for the necessary commands to disable an RSPAN session and to add or remove source ports 
from an RSPAN session. 

lãble 38-3 Making Modifications to an Aclive RSPAN Session 

Switch Action RSPAN CU Commands 

A (source) Disable the RSPAN session. set rspan disable source 901 

B (source) Remove source port 3/2 from RSPAN session. set rspan source 3/1, 3/3 901 

B (source) Add back source port 3/2 to RSPAN session. set rspan source 3/1-3 901 
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Adding RSPAN Source Ports in lntermediate Switches 

This example shows how to add RSPAN source ports in intermediate switches. Fi gure 38-4 shows an 
RSPAN configuration; see Table 38-4 for the necessary commands to configure this RSPAN session. 
Ports 211-2 in Switch C can be configured for the same RSPAN session . 

Figure 38-4 Adding RSPAN Source Ports in lntennediate Switches 

Switch D 

Probe 

Switch C 

Switch A 

t t ! ! ! 

Destination switch 
(data center) 

lntermediate switch 
(distribution) 

Source switch(es) 
Switch B (access) 

1ãble 38-4 Adding RSPAN Source Ports in lntennediate Switches 

Switch Ports RSPAN VLAN Direction RSPAN CLI Commands I 
A (source) 4/ 1, 4/2 901 Ingress set rspan source 4/1-2 901 rx 

B (source) 311' 3/2, 3/3 901 Bidirectional set rspan source 3/1-3 901 

C (intermediate) - 901 - No RSPAN CLI command needed 

C (source) 2/1, 2/2 901 Bidirectional set rspan source 211-2 901 
I 

D (destination) 1/2 901 - set rspan destination 112 901 I 

Confi g urin g Multi le RSPAN Sessions p I 
This example shows how to configure multiple RSPAN sessions. Fi gure 38-5 shows an RSPAN 
configuration; see Table 38-5 for the necessary configuration commands to configure this RSPAN 
session. This example is a typical scenario where the monitoring probes would be placed in the data 
center and source ports in the access switches ( other ports in any o f the switches canais o be configured 
for RSPAN). I f there is no change in the route for SPAN traffic, the destination switch and the 
intermediate switches need to be configured only once. 

In Fi gure 38-5, two RSPAN sessions are used with RSPAN VLANs 901 (for probe I) and 902 (for 
probe 2) . The direction oftraffic over trunks TI through T6 is shown only for understanding; the 
direction ofthe trunks depends on the STP states ofthe respective trunks for the RSPAN VLAN(s). You 
need to configure the RSPAN VLANs in each ofthe switches for the respective RSPAN sessions. With 
VTP enabled in the network, you can create the RSPAN VLAN in one switch and VTP propagates it to 
the other switches in that VTP domain. With VTP disabled, create the RSPAN VLANs in each switch . 
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Configuring RSPAN 

\ 

\ 
Figure 38-5 Configuring Multiple RSPAN Sessions ~- ~ t:M- ' 

SwitchA ~~ I Probe 1 / 2/1 2/2 ~ 
1/1 - -

Destination switch 
(data center) 

Switch 8 

Switch D 

t t 
Table .18-5 Configuring Mu/tiple RSPAN Sessions 

RSPAN 
Switch Port VLAN(s) 

A ( destination) 211 901 

A (destination) 2/2 902 

B (intermediate) - 901,902 

C (intermediate) - 901, 902 

D (source) 2/1-2 901 

E (source) 3/1-2 901 

F (source) 411-3 901 

78-14924-01 

Direction 

-
-

-

-

Ingress 

Egress 

Both 

Switch C 
lntermediate switch(es) 

(distribution) 

Source switch(es) 
(access) 

Switch F 

! ! ! 

RSPAN CLI Commands 

set rspan destination 2/1 901 

set rspan destination 2/2 902 

No RSPAN CLI command needed 

No RSPAN CLI command needed 

set rspan source 2/1-2 901 rx 

set rspan source 3/1-2 901 tx 

set rspan source 4/1-3 902 

"' "' i:: 
"' 
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Adding Multiple Network Analyzers to an RSPAN Session 

You can attach multiple network analyzers (probes) to the same RSPAN session. For example, in 
Figure 38-6, you can add probe 3 in Switch B to monitor RSPAN VLAN 901 using the set rspan 
destination 112 901 command. Similarly, you could add source ports to Switch C. 

Figure 38-6 Adding Multiple Probes to an HSPAN Session 

I Probe 1 J 

Switch A 

Probe 2 

Probe 3 

Switch D 

t t t t t 
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Configuring Spanning T ree 

This chapter describes the IEEE 802.1D bridge Spanning Tree Protocol {STP) and how to use and 
configure Cisco's proprietary spanning tree protocols, Per VLAN Spanning Tree + (PVST+) and 
Multi-Instance Spanning Tree Protocol (MISTP), on the Catalyst 6500 series switches. 

Note For information on configuring the spanning tree PortFast, UplinkFast, and BackboneFast features, see 
Chapter 9, "Configuring Spanning Tree PortFast, UplinkFast, BackboneFast, and Loop Guard ." 

This chapter consists o f these sections: 

• Understanding How Spanning Tree Protocols Work, page 8-1 

• Understanding PVST+ and MISTP Modes, page 8-1 O 

• Understanding Bridge Identifiers, page 8-12 

• Understanding How Multiple Spanning Trees Work, page 8-14 

• Understanding How BPDU Skewing Works, page 8-22 

• Using PVST+, page 8-23 

• Using MISTP-PVST+ or MISTP, page 8-29 

• Configuring a Root Switch, page 8-38 

• Configuring Spanning Tree Timers, page 8-42 

• Configuring Multiple Spanning Tree, pagc 8-44 

• Configuring BPDU Skewing, pagc 8-56 

~A 
Note For complete syntax and usage information for the commands used in this chapter, refer to the 

Catalyst 6500 Series Command Reference publication. 

Understanding How Spanning Tree Protocols Work 
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This section describes the specific functions that are common to ali spanning tree »n*''l:il\I,!IJ ~""t-\-',....,~ 

proprietary spanning tree protocols, PVST+ and MISTP, are based on IEEE 802.1 
"Understanding PVST+ and MISTP Modes" section on page 8-10 for 
MISTP.) The 802.1D STP is a Layer 2 management protocol that provides path re 
while preventing undesirable loops. Ali spanning tree protocols use an algorithm 
loop-free path through the network. 
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Understanding How Spanning Tree Protocols Work 

,_. ~ ,, ... -- -~. ·-.. .-..,. , 

,_.,.·. ·--. .. 
STP uses a distributed algorithm that selects one bridge of a redundantly connected network as the root 
o f a spanning tree connected a c tive topology. STP assigns roles to each port depending on what the port's 
function is in the active topology. Port roles are as follows : 

• Root-A forwarding port elected for the spanning tree topology 

• Designated-A forwarding port elected for every switched LAN segment 

• Alternate-A blocked port providing an alternate path to the root port in the spanning tree 

• Backup-A blocked port in a loopback configuration 

Switches that have ports with these assigned roles are called root or designated switches. For more 
information, see the "Understanding How a Switch Becomes the Root Switch" section on page 8-3 . 

In Ethernet networks, only one active path may exist between any two stations. Multiple active paths 
between stations can cause loops in the network. When loops occur, some switches recognize stations 
on both sides of the switch. This situation causes the forwarding algorithm to malfunction allowing 
duplicate frames to be forwarded . 

Spanning tree algorithms provi de path redundancy by defining a tree that spans ali o f the switches in an 
extended network and then forces certain redundant data paths into a standby (blocked) state. At regular 
intervals, the switches in the network send and receive spanning tree packets that they use to identify the 
path. I fone network segment becomes unreachable, or i f spanning tree costs change, the spanning tree 
algorithm reconfigures the spanning tree topology and reestablishes the link by activating the standby 
path. 

Spanning tree operation is transparent to end stations, which do not detect whether they are connected 
to a single LAN segment ora switched LAN ofmultiple segments. 

These sections describe the STP: 

• Understanding How a Topology is Created, page 8-2 

• Understanding How a Switch Becomes the Root Switch, page 8-3 

• Understanding How Bridge Protocol Data Units Work , page 8-3 

• Spanning Tree Port States, page 8-4 

Understanding How a Topology is Created 

Ali switches in an extended LAN participating in a spanning tree gather information about other 
switches in the network through an exchange of data messages known as bridge protocol data units 
(BPDUs) . This exchange o f messages results in the following actions: 

• A unique root switch is elected for the spanning tree network topology. 

• A designated switch is elected for every switched LAN segment. 

• Any loops in the switched network are eliminated by placing redundant switch ports in a backup 
state; ali paths that are not needed to reach the root switch from anywhere in the switched network 
are placed in STP-blocked mode. 

The topology o f an active switched network is determined by the following: 

• The uni que switch identifier Media Access Control ([MA C] address o f the switch) associated with 
each switch 

• The path cost to the root associated with each switch port 

• The port identifier (MAC address o f the port) associated with each switch port 
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Understanding How Spanning Tree Protocols Work . ·;~ü 

In "wi toh'd n'two,k, th' mo.,wi to h is:~~ ""'" o f th' •paoning "'' topo! ogy. A •paoning 
tree protocol uses BPDUs to elect the root switch and root port for the switched network, as well as the 
root port and designated port for each switched segment. 

Understanding How a Switch Becomes the Root Switch 

If ali switches are enabled with default settings, the switch with the lowest MAC address in the network 
becomes the root switch. In Figure 8-l, Switch A is the root switch beca use it has the lowest MAC 
address. However, dueto traffic pattems, number offorwarding ports, or line types, Switch A might not 
be the ideal root switch. A switch can be forced to become the root switch by increasing the priority (that 
is, lowering the numerical priority number) on the preferred switch. This action causes the spanning tree 
to recalculate the topology and make the selected switch the root switch. 

Figure 8-1 Conliguring a loop-Free Topology 

RP = Root Port 
DP = Designated Port 

You can change the priority o f a port to make it the root port. When the spanning tree topology is based 
on default parameters, the path between source and destination stations in a switched network might not 
be ideal. Connecting higher-speed links to a port that has a higher number than the current root port can 
cause a root-port change. The goal is to make the fastest link the root port. 

For example, assume that a port on Switch B is a fiber-optic link. Also, another port on Switch B (an 
unshielded twisted-pair [UTP] link) is the root port. Network traffic might be more efficient over the 
high-speed fiber-optic Iink. By changing the Port Priority parameter for the UTP port to a higher priority 
(lower numerical value) than the fiber-optic port, the UTP port becomes the root port. You could also 
accomplish this scenario by changing the Port Cost parameter for the UTP port to a lower value than that 
o f the fiber-optic port. 

Understanding How Bridge Protocol Data Units Work 

78-14924-01 

BPDUs contain configuration information about the transmitting switch and its ports, including switch 
and port MAC addresses, switch priority, port priority, and port cost. Each configuration BPDU contains 
this information: J - - -

Th . 'd 'fi f h . h h h · · · h b 1· b . ROS N.!?-:B~RB&5---BN-l • e umque I entl er O t e SWltC t at t e transmlttmg SWltC e leVeS tO e t e re$.S.Wlt - ' f 
lVII - ORREIOS 1· 

• The cost o f the path to the root from the transmitting port ' · ;' 

• The identifier ofthe transmitting port Ü '{ 3 7 
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The switch sends configuration BPDUs to communicate with and compute the spanning tree topology. 
A MAC frame conveying a BPDU sends the switch group address to the destination address field. Ali 
switches connected to the LAN on which the frame is transmitted receive the BPDU. BPDUs are not 
directly forwarded by the switch, but the receiving switch uses the information in the frame to calculate 
a BPDU and, i f the topology changes, initiates a BPDU transmission. 

A BPDU exchange results in the following: 

• One switch is elected as the root switch. 

• The shortest distance to the root switch is calculated for each switch. 

• A designated switch is selected. This is the switch that is closest to the root switch through which 
frames will be forwarded to the root. 

• A port for each switch is selected. This is the port that provides the best path from the switch to the 
root switch. 

• Ports included in the STP are selected. 

Spanning T ree Port States 

~ ... 

Topology changes can take place in a switched network due to a link coming up or a link going down 
(failing). When a switch port transitions directly from nonparticipation in the topology to the forwarding 
state, it can create temporary data loops. Ports must wait for new topology inforrnation to propagate 
through the switches in the LAN before they can start forwarding frames. Also, they must allow the 
frame lifetime to expire for frames that have been forwarded using the old topology. 

Note With Cisco lOS Release 12.1.(1 )E or !ater on the Multilayer Switch Feature Card (MSFC), the Address 
Resolution Protocol (ARP) on the STP Topology Change Notification feature ensures that excessive 
flooding does not occur when the MSFC receives a topology change notification (TCN) from the 
supervisor engine. The feature causes the MSFC to send ARP requests for ali the ARP entries belonging 
to the VLAN interface where the TCN is received. When the ARP replies come back, the Policy Feature 
Card (PFC) learns the MAC entries, which were lost as a result o f the topology change. Leaming the 
entries immediately following a topology change prevents excessive flooding !ater. There is no 
configuration required on the MSFC. This feature works with supervisor engine software release 5.4(2) 
or !ater. 

At any given time, each port on a switch using a spanning tree protocol is in one o f these states: 

• Blocking 

• Listening 

• Leaming 

• Forwarding 

• Disabled 

A port moves through these states as follows: 

• From initialization to blocking 

• From blocking to listening or to disabled 

• From listening to leaming or to disabled 

• From leaming to forwarding or to disabled 

• From forwarding to disabled 

6500 Series Software Guide-Release 7.4 
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Understanding How Spanning Tree Protocols Work 

Figure 8-2 illustrates how a port moves through the states. 

Figure8-2 STP Port States 

I 

-----------• c;; rg 
(f) 

You can modify each port state by using management software, for example, VLAN Trunking Protocol 
{VTP). When you enable spanning tree, every switch in the network goes through the blocking state and 
the transitory states o f listening and leaming at power up. I f properly configured, each port stabilizes 
into the forwarding or blocking state. 

When the spanning tree algorithm places a port in the forwarding state, the following occurs: 

• The port is put into the listening state while it waits for protocol information that suggests it should 
go to the blocking state. 

• The port waits for the expiration of a protocol timer that moves the port to the leaming state. 

In the leaming state, the port continues to block frame forwarding as it leams station location 
information for the forwarding database. 

• The expiration of a protocol timer moves the port to the forwarding state, where both leaming and 
forwarding are enabled. 

A port in the blocking state does not participate in frame forwarding (see Figure 8-3). After 
initialization, a BPDU is sent to each port in the switch. A switch initially assumes it is the root until it 
exchanges BPDUs with other switches. This exchange establishes which switch in the network is really 
the root. If only one switch resides in the network, no exchange occurs, the forward delay time r expires, 
and the ports move to the listening state. A switch always enters the blocking state following switch 
initialization. 

0738 
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Listening State 

Figure 8-3 Port 2 in Blocking State 
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A port in the blocking state performs as follows: 

• Discards frames received from the attached segment. 

• Discards frames switched from another port for forwarding. 

• Does not incorporate station location into its address database. (There is no leaming on a blocking 
port, so there is no address database update.) 

• Receives BPDUs and directs them to the system module. 

Does not transmit BPDUs received from the system module. 

Receives and responds to network management messages. 

The listening state is the first transitional state a port enters after the blocking state. The port enters this 
state when the spanning tree determines that the port should participate in frame forwarding. Leaming 
is disabled in the listening state. Figure 8-4 shows a port in the listening state. 

78-14924-01 

• 

) 

• 

• 



( 

Chapter 8 Configuring Spanning T ree 

78-14924-01 

Understanding How Spanning Tree Protocols Work 

Figure 8-4 Port 2 in Listening State 
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A port in the listening state performs as follows : 

Discards frames received from the attached segment. 

Discards frames switched from another port for forwarding. 

Does not incorporate station location into its address database. (There is no learning at this point, 
so there is no address database update.) 

Receives BPDUs and directs them to the system module . 

Processes BPDUs received from the system module . 

Receives and responds to network management messages . 

6500 Series Software 
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Learning State 

A port in the learning state prepares to participate in frame forwarding . The port enters the learning state 
from the Iistening state . Figure 8-5 shows a port in the Iearning state. 

A port in the learning state performs as follows : 

Discards frames received from the attached segment. 

Discards frames switched from another port for forwarding . 

Incorporates station location into its address database. 

Receives BPDUs and directs them to the system module . 

Receives , processes , and transmits BPDUs received from the system module. 

Receives and responds to network management messages . 

Figure 8-5 Port 2 in leaming State 

Ali segment 
frames 

BPDU & network 
management frames 

Network 
management 
& data frames 

Network 
management 

frames 

78-14924-01 

• 

• 
) 

• 



( 

Chapter 8 Contiguring Spanning Tree 
Understanding How SpaMing Tree Protocols Work 

~ · -''" ~ ..... ............ ..,. .. , 
.f .: 

/ 
•' ,. 

// /~~5~ 
Forwarding State :\~ \~ \) _ .. 

A port in the forwarding state forwards frames, as shown in Figure 8-6. The port enters the f~~-: ··.:.· 

Lt. 
Caulion 

78-14924-01 

state from the leaming state . "'-..:_::__::_-.--" 

Figure 8-6 Port 2 in Forwarding State 
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A port in the forwarding state performs as follows: 

• Forwards frames received from the attached segment. 

"' "' "' "' (/) 

• Forwards frames switched from another port for forwarding . 

Incorporates station location information into its address database. 

Receives BPDUs and directs them to the system module. 

• Processes BPDUs received from the system module . 

• Receives and responds to network management messages . 

Use spanning tree PortFast mode only on ports directly connected to individual workstations to allow 
these ports to come up and go directly to the forwarding state, instead o f having to o throu h the enti re 
spanning tree initialization process . To prevent i Ilegal topologies, enable spannin t~® r~or~/2õ·o·s ~' ~ 
connected to switches or other devices that forward messages . For more informatio atquMio-~~R~IOS 

1
,_ 
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A port in the disabled state does not participate in frame forwarding or STP, as shown in Figure 8-7. A 
port in the disabled state is virtually nonoperational. 

Figure 8-7 Port 2 in Disabled State 
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Discards frames received from the attached segment. 

Discards frames switched from another port for forwarding. 

Does not incorporate station location into its address database. (There is no learning, so there is no 
address data base update.) 

Receives BPDUs but does not direct them to the system module. 

Does not receive BPDUs for transmission from the system module . 

Receives and responds to network management messages . 

Understanding PVST + and MISTP Modes 
Catalyst 6500 series switches provi de two proprietary spanning tree modes based on the IEEE 802. I D 
standard and one mode that is a combination of the two modes: 

Per VLAN Spanning Tree (PVST+) 

Multi-Instance Spanning Tree Protocol (MISTP) 

MISTP-PVST+ (combination mode) 
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An overview o f each mode is provided in this section. Each mode is descrlbed in detail in these sections: 

• Using PYST+, page 8-23 

• Us ing MTSTP-PVST+ or MISTP, page 8-29 

A 
Caution I f your network currently uses PVST + and you plan to use MISTP on any switch, you must first enable 

MISTP-PYST+ on the switch and configure an MISTP instance to avoid causing loops in the network. 

PVST+ Mode 

MISTP Mode 

78-14924-01 

PVST+ is the default spanning tree protocol used on ali Ethernet, Fast Ethemet, and Gigabit Ethernet 
port-based VLANs on Catalyst 6500 series switches. PVST + runs on each VLAN on the switch, 
ensuring that each VLAN has a loop-free path through the network. 

PYST + provides Layer 2 load balancing for the VLAN on which it runs; you can create different Iogical 
topologies using the VLANs on your network to ensure that ali the links are used and no link is 
oversubscribed. 

Each PVST+ instance on a VLAN has a single root switch. This root switch propagates the spanning tree 
information associated with that VLAN to ali other switches in the network. This process ensures that 
the network topology is maintained because each switch has the same knowledge about the network. 

MISTP is an optional spanning tree protocol that runs on Catalyst 6500 series switches. MISTP allows 
you to group multiple VLANs under a single instance o f spanning tree ( an MISTP instance ). MISTP 
combines the Layer 2 load-balancing benefits of PVST+ with the lower CPU load of IEEE 802 .1 Q. 

An MISTP instance is a virtual logical topology defined by a set of bridge and port parameters. When 
you map VLANs to an MISTP instance, this virtuallogical topology becomes a physical topology. Each 
MISTP instance has its own root switch anda different set of forwarding links, that is, different bridge 
and port parameters. 

Each MISTP instance root switch propagates the information associated with it to ali other switches in 
the network. This process maintains the network topology because it ensures that each switch has the 
same information about the network. 

MISTP builds MISTP instances by exchanging MISTP BPDUs with peer entities in the network. MISTP 
uses one BPDU for each MISTP instance, rather than one for each VLAN, as in PVST+. Because there 
are fewer BPDUs in an MISTP network, MISTP networks converge faster with less overhead. MISTP 
discards PVST+ BPDUs. 

An MISTP instance can have any number ofVLANs mapped to it, but a VLAN can be mapped only to 
a single MISTP instance. You can easily move a VLAN (or VLANs) in an MISTP topology to another 
MISTP instance ifit has converged. (However, ifports are added at the same time the VLAN is moved, 
convergence time is required.) 
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MISTP-PVST+ is a transition spanning tree mode that allows you to use the MISTP functionality on 
Catalyst 6500 series switches while continuing to communicate with Catalyst 5000 and 6500 series 
switches in your network that use PVST+. A switch using PVST+ mode that is connected to a switch 
using MISTP mode cannot see the BPDUs ofthe other switch, a condition that can cause loops in the 
network. MISTP-PVST+ allows interoperability between PVST+ and pure MISTP because it sees the 
BPDUs ofboth modes . To convert your network to MISTP, use MISTP-PVST+ to transition the network 
from PVST + to MISTP. 

Because MISTP-PVST+ conforms to the limits ofPVST+, you cannot configure more VLAN ports on 
your MISTP-PVST+ switches than on your PVST+ switches. 

Understanding Bridge ldentifiers 
These sections explain how MAC addresses are used in PVST+ and MISTP as unique bridge identifiers: 

MAC Address Allocation, page 8-12 

MAC Address Reduction , page 8-12 

MAC Address Allocation 

Catalyst 6500 series switches h ave a pool o f I 024 MAC addresses that can be used as bridge identifiers 

• 

for VLANs running under PVST+ or for MISTP instances. You can use the show module command to • 
view the MAC address range. 

MAC addresses are allocated sequentially, with the first MAC address in the range assigned to VLAN I , 
the second MAC address in the range assigned to VLAN 2, and so on. The last MAC address in the range 
is assigned to the supervisor engine in-band (scO) management interface. 

For example, ifthe MAC address range is 00-e0-1 e-9b-2e-00 to 00-e0-1 e-9b-31-ff, the VLAN I bridge 
ID is 00-e0-1 e-9b-2e-OO, the VLAN 2 bridge ID is 00-e0-1 e-9b-2e-O I, the VLAN 3 bridge ID is 
00-e0-1 e-9b-2e-02, and so forth. The in-band (scO) interface MAC address is 00-e0-1 e-9b-31-ff. 

MAC Address Reduction 

For Catalyst 6500 series switches that support 4096 VLANs, MAC address reduction allows up to 
4096 VLANs running under PVST + or 16 MISTP instances to have unique identifiers without increasing 
the number o f MAC addresses required on the switch. MAC address reduction reduces the number o f 
MAC addresses required by the STP from one per VLAN or MISTP instance to one per switch. However, 
because VLANs running under PVST+ and MISTP instances running under MISTP-PVST+ or MISTP 
are considered logical bridges, each bridge must have its own unique identifier in the network. 

When you enable MAC address reduction, the bridge identifier stored in the spanning tree BPDU 
contains an additional field called the system ID extension . Combined with the bridge priority, the system 
ID extension functions as the unique identifier for a VLAN or an MISTP instance. The system ID 
extension is always the number ofthe VLAN or the MISTP instance; for example, the system ID 
extension for VLAN I 00 is I 00, and the system ID extension for MISTP instance 2 is 2. 

Catalyst 6500 Series Software Configuration Guide-Release 7.4 

78-14924-01 
• 



( 

.__C_h--'ap:.....te_r_B __ Con_fi"""gu_r_in"""g_S.:...pa_n_n_in_,_g_Tr_ee ________________________ -::--.,----~~--:-:----""-:---'=--' ; <:~·\ 
Understanding Bridge ldenlifiers ,, \ 

78-14924-01 

~ .. 
Note 

<;~ .' 

F;gu" 8-8 •how' tho bridgo ;donüfi" whon you do not on•blo MAC •dd"" <Oduoüon. Tho bt;~ ._.- ; 
identifier consists o f the bridge priority and the MAC address . 

Figure 8-8 Bridge ldentilier without MAC Address Reduction 

Bridge Priority 
2 bytes 

MAC Address 
6 bytes ~ 

L------------~-----------------~· 

Figure 8-9 shows the bridge identifier when you enable MAC address reduction. The bridge identifier 
consists o f the bridge priority, the system ID extension, and the MAC address. The bridge priority and 
the system ID extension combined are known as the bridge ID priority. The bridge ID priority is the 
unique identifier for the VLAN or the MISTP instance. 

Figure 8-9 Bridge ldentilier with MAC Address Reduction Enabled 

Bridge ID Priority 

Bridge Priority System ID Ext. MACAddress 
4 bits 12 bits 6 bytes 

When you enter a show spantree command, you can see the bridge ID priority for a VLAN in PVST + 
or for an MISTP instance in MISTP or MISTP-PVST+ mode. 

This example shows the bridge ID priority for VLAN 1 when you enable MAC address reduction in 
PVST+ mode. The unique identifier for this VLAN is 32769. 

Console> (enable) show spantraa 1 
VLAN 1 

Spanning tree mode 
Spanning tree type 

PVST+ 
ieee 

00-d0-00-4c-18-00 Bridge ID MAC ADDR 
Bridge ID Priority 
Bridge Max Age 20 sec 

32769 (bridge priority: 32768, sys ID axt: 1) 
Hello Time 2 sec Forward Delay 15 sec 

I f you have a Catalyst switch in your network with MAC address reduction enabled, you should also 
enable MAC address reduction on ali other Layer-2 connected switches to avoid undesirable root 
election and spanning tree topology issues. 

When MAC address reduction is enabled, the root bridge priority becomes a multi pie of 4096 plus the 
VLAN ID. With MAC address reduction enabled, a switch bridge ID (used by the spanning-tree 
algorithm to determine the identity o f the root bridge, the lowest being preferred) can only be specified 
as a multiple of 4096. Only the following values are possible: O, 4096, 8192, 12288, 16384, 20480, 
24576,28672,32768,36864,40960,45056,49152,53248,57344,and61440. 

Therefore, i f another bridge in the same spanning-tree doma in does not run the MAC address reduction 
feature, it could claim and win root bridge ownership because ofthe finer granularity in the selection of 
its bridge ID. 

The MAC address reduction feature is enabled by default on Cisco switches that 
(Cisco 7606, CISC07603, WS-C6503, and WS-C6513). 
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The Multiple Spanning Tree (MST) feature is an upcoming (as ofthis software release) IEEE standard. 
802.1 s for MST is an amendment to 802.1 Q. MST extends the 802.1 w Rapid Spanning Tree (RST) 
algorithm to multiple spanning trees. This extension provides for both rapid convergence and load 
balancing in a VLAN environment. For a given topology, MST converges faster than PVST + and MISTP. 
The MST feature for this release is based on a draft version o f the IEEE standard. MST is backvyard 
compatible with 802.1 D STP, 802.1 w, the Rapid Spanning Tree Protocol (RSTP), and the Cisco PVST + 
architecture . 

MST allows you to build multiple spanning trees over VLAN trunks. You can group and associate 
VLANs to spanning tree instances. Each instance can have a topology independent of other spanning 
tree instances. This new architecture provides multiple forwarding paths for data traffic and enables load 
balancing. Network fault tolerance is improved because a failure in one instance (forwarding path) does 
not affect other instances (forwarding paths) . 

In large networks, having different VLAN-spanning tree instance assignments located in different parts 
o f the network makes it easier to administrate and optimally utilize redundant paths. However, a 
spanning tree instance can exist only on bridges that have compatible VLAN-instance assignments. 
Therefore, MST requires that you configure a set o f bridges with the same MST configuration 
information, allowing them to participate in a given set o f spanning tree instances. Interconnected 
bridges that have the same MST configuration are referred to as an MST region. 

MST uses the modified RSTP version called the Multiple Spanning Tree Protocol (MSTP). The MST 
feature has these characteristics: 

• MST runs a variant o f spanning tree called Internai Spanning Tree (IST). IST augments the Common 
Spanning Tree (CST) information with internai information about the MST region. The MST region 
appears as a single bridge to adjacent Single Spanning Tree (SST) and MST regions. 

• A bridge running MST provides interoperability with single spanning tree bridges as follows : 

- . MST bridges run a variant o f STP (IST) that augments the Common Spanning Tree (CST) 
information with internai information about the MST region . 

- IST connects ali the MST bridges in the region and appears as a subtree in the CST that 
encampasses the whole bridged domain. The MST region appears as a virtual bridge to adjacent 
SST bridges and MST regions . 

- The collection o f ISTs in each MST region, the CST that interconnects the MST regions, and 
the SST bridges define Common and Internai Spanning Tree (CIST). CIST is the same as an IST ) 
inside an MST region and the same as CST outside an MST region. The STP, RSTP, and MSTP 
together elect a single bridge as the root o f CIST. 

• MST establishes and maintains additional spanning trees within each MST region. These spanning 
trees are referred to as MST instances (MSTis) . The 1ST is numbered O, and the MSTis are 
numbered 1,2,3, ... and so on. Any given MSTI is local to the MST region that is independent of 
MSTis in another region, even ifthe MST regions are interconnected. MST instances combine with 
the 1ST at the boundary o f MST regions to become the CST as follows: 

- Spanning tree information for an MSTI is contained in an MSTP record (M-record) . 

M-records are always encapsulated within MST BPDUs (MST BPDUs). The original spanning 
trees computed by MSTP are called M-trees. M-trees are active only within the MST region. 
M-trees merge with the IST at the boundary o f the MST region and form the CST. 

• MST provides interoperability with PVST + by generating PVST + BPDUs for the non-CST VLANs . 
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MST supports some ofthe PVST+ extensions in MSTP as follows: -~7 ·\l ~ 
UplinkF~st and BackboneFast are not available in MST mode; they are part of RST.~ \) / 

- PortFast IS supported. · ---~_.../ 
- BPDU fi! ter and BPDU guardare supported in MST mode. 

- Loop guard and root guardare supported in MST. MST preserves the VLAN I disabled 
functionality except that BPDUs are still transmitted in VLAN I. 

- MST switches behave as i f MAC reduction is enabled. 

- For private VLANs (PVLANs), secondary VLANs are mapped to the same instance as the 
primary. 

Follow these guidelines when using MST: 

• Do not disable spanning tree on any VLAN in any o f the PVST bridges. 

• Ensure that ali PVST spanning tree root bridges have lower (numerically higher) priority than the 
CST root bridge. 

• Do not use PVST bridges as the root o f CST. 

• Ensure that trunks carry ali ofthe VLANs mapped to an instance or do not carry any VLANs at ali . 

• Do not connect switches with access links because access links may partition a VLAN. 

• Any MST configuration involving a large number of either existing or new logical VLAN ports 
should be carried out during the maintenance window. This action should be taken because the 
complete MST database gets re-initialized for any incrementai changes (such as adding new VLANs 
to instances or moving VLANs across instances) . 

These sections describe MST: 

Rapid Spanning Tree Protocol, page 8-15 

• MST-to-SST lnteroperability, page 8-17 

Common Spanni ng Tree , page 8-1 8 

MST I nstances, page 8-1 8 

MST Configuration, page 8-1 8 

MST Region , page 8-19 

Message Age and Hop Count, page 8-20 

MST-to-PVST+ lnteroperability, page 8-21 

Rapid Spanning T ree Protocol 

78-14924-01 

RSTP significantly reduces the time to reconfigure the active topology o f the network when changes to 
the physical topology or its configuration parameters occur. RSTP selects one switch as the root o f a 
spanning-tree-connected active topology and assigns port roles to individual ports o f the switch, 
depending on whether that port is part o f the active topology. 

RSTP provides rapid connectivity following the failure o f a switch, switch po 
port and the designated port on the other side ofthe bridge transition to forwa 
handshake between them. RSTP allows switch port configuration so the ports 
forwarding directly when the switch reinitializes . 
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RSTP Port Roles 

RSTP, specified in 802.1 w, supersedes STP specified in 802 .1D, whi le remaining compatible with STP. 
RSTP provides the structure on which the MST operates. You configure RSTP when you configure the 
MST feature . For more inforrnation, see the "Configuring Multiple Spanning Tree" section on page 8-44. 

RSTP provides backward compatibility with 802 .1D bridges as follows : 

• RSTP selectively sends 802.1 D-configured BPDUs and Topology Change Notification (TCN) 
BPDUs on a per-port basis. 

• When a port initializes, the Migration Delay timer starts and RSTP BPDUs are transmitted. While 
the Migration Delay timer is active, the bridge processes ali BPDUs received on that port. RSTP 
BPDUs are not visible on the port; only version 3 BPDUs are visible . 

• I f the bridge receives an 802.1 D BPDU after a port's Migration Delay timer expires, the bridge 
assumes it is connected to an 802.1 D bridge and starts using only 802 .1 D BPDUs. 

• When RSTP uses 802.1 D BPDUs on a port and receives an RSTP BPDU after the migration delay 
expires, RSTP restarts the Migration Delay timer and begins using RSTP BPDUs on that port. 

RSTP uses the following definitions for port roles: 

• Root-A forwarding port elected for the spanning tree topology. 

• Designated-A forwarding port elected for every switched LAN segment. 

• Alternate-An alterna te path to the root bridge to that provided by the current root port. 

• Backup-A backup for the path provided by a designated port toward the leaves ofthe spanning tree . 

• 

Backup ports can exist only where two ports are connected together in a loopback by a point-to-point 
link or bridge with two or more connections to a shared LAN segment. • 

• Disabled-A port that has no role within the operation o f spanning tree. 

RSTP Port States 

Port roles are assigned as follows: 

• A root port or designated port role includes the port in the active topology. 

• An alternate port or backup port role excludes the port from the active topology. 

The port state controls the forwarding and learning processes and provides the values o f discarding, 
learning, and forwarding. Table 8-1 provides a comparison between STP port states and RSTP port 
states. 
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Tãble 8-1 Comparison Between STP and RSTP Port States ·~Qj .•.• 
.. 

Operational Status STP Port State RSTP Port State Port lncluded in Active Topology 

Enabled Blocking 1 Discarding2 No 

Enabled Listening Discarding No 

Enabled Leaming Learning Yes 

Enabled Forwarding Forwarding Yes 

Disabled Disabled Discarding No 

I. IEEE 802 . 1 D port state designation . 

2. IEEE 802 . 1 w port state designation . Discarding is thc same as blocking in MST. 

In a stable topology, RSTP ensures that every root port and designated port transition to forwarding 
while ali altemate ports and backup ports are always in the discarding state. 

MST-to-SST lnteroperability 

78-14924-01 

A virtual bridged LAN may contain interconnected regions o f SST and MST bridges. Figure 8-1 O shows 
this relationship. 

Figure 8-10 Network with lnterconnected SST and MST Regions 

F/f = Forwarding 
8/b = Blocking 
R = Root Bridge 

= Root port 
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To the spanning tree protocol running in the SST region, an MST region appears as a single SST or 
pseudobridge . Pseudobridges operate as follows : 

The same values for root identifiers and root path costs are sent in ali BPDUs ofall the pseudobridge 
ports . Pseudobridges differ from a single SST bridge as follows : 

The pseudobridge BPDUs have different bridge identifiers. This difference does not affect STP 
operation in the neighboring SST regions beca use the root identifier and root cost are the same. 

- BPDUs sent from the pseudobridge ports may have significantly different message ages . 
Because the message age increases by I second for each hop, the difference in the message age 
is in the arder of seconds. 

Data traffic from one port of a pseudo bridge (a port at the edge o f a region) to another port follows 
a path entirely contained within the pseudobridge or MST region. 

Data traffic belonging to different VLANs may follow different paths within the MST regions 
established by MST 

Loop prevention is achieved by either o f the following: 

- Blocking the appropriate pseudobridge ports by allowing one forwarding port on the boundary 
and blocking ali other ports . 

- Setting the CST partitions to block the ports o f the SST regions . 

A pseudobridge differs from a single SST bridge because the BPDUs sent from the pseudobridge's 
ports have different bridge identifiers . The root identifier and root cost are the same for both bridges. 

Common Spanning Tree 

CST (802.1 Q) is a single spanning tree for ali the VLANs. In a Catalyst 6500 series switch running 
PVST+, the VLAN I spanning tree corresponds to CST. In a Catalyst 6500 series switch running MST, 
1ST (instance 0) corresponds to CST. 

MST lnstances 

This release supports up to 16 instances; each spanning tree instance is identified by an instance ID that 
ranges from O to 15 . Instance O is mandatory and is always present. Instances 1 through 15 are optional. J 

MST Configuration 

MST configuration has three parts as follows: 

• Name-A 32-character string (null padded and null terminated) identifying the MST region. 

• Revision number-An unsigned 16-bit number that identifies the revision o f the current MST 
configuration. 

~ .. 
Note You must set the revision number when required as parto f the MST configuration. The 

revision number is not incremented automatically each time the MST configuration is 
committed. 
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MST configuration table-An array of 4096 bytes. Each byte, interpreted as an unsigned \nt~~et, 
corresponds to a VLAN. The value ts the mstance number to whtch the VLAN ts mapped. Th{' S{ 

byte that corresponds to VLAN O and the 4096th byte that corresponds to VLAN 4095 are un.i:fsed 
and always set to zero. 

You must configure each byte manually. You can use SNMP or the CLI to perform the configuration . 

MST BPDUs contain the MST configuration ID and the checksum . An MST bridge accepts an MST 
BPDU only i f the MST BPDU configuration ID and the checksum match its own MST region 
configuration ID and checksum. I fone value is different, the MST BPDU is treated as an SST BPDU. 

When you modify an MST configuration through either a console o r Telnet connection, the session ex i ts 
without committing those changes and the edit buffer locks. Further configuration is impossible unti I you 
discard the existing edit buffer and acquire a new edit buffer by entering the set spantree mst config 
rollback force command. 

Interconnected bridges that have the same MST configuration are referred to as an MST region . There 
is no limit on the number o f MST regions in the network. 

To form an MST region, bridges can be either of the following: 

• An MST bridge that is the only member of the MST region. 

• An MST bridge interconnected by a LAN. A LAN's designated bridge has the same MST 
configuration as an MST bridge . Ali the bridges on the LAN can process MST BPDUs . 

Ifyou connect two MST regions with different MST configurations, the MST regions do the followmg 

• Load balance across redundant paths in the network. lfrwo MST regions are redundantly connected . 
ali traffic flows on a single connection with the MST regions in a network. 

• Provide an RSTP handshake to enable rapid connectivity between regions. However, the 
handshaking is notas fast as between two bridges. To preventloops, ali the bridges inside the region 
must agree upon the connections to other regions . This situation introduces a cerrain delay. We do 
not recommend partitioning the network in to a large number o f regions. 

A boundary port is a port that connects to a LAN, the designated bridge ofwhich, is eirher an SST bridge 
ora bridge with a different MST configuration. A designated port knows that it is on the boundary i f it 
detects an STP bridge or receives an agreement message from an RST or MST bridge with a different 
configuration. 

At the boundary, the role o f MST ports do not matter; their state is forced to be the same as the I ST port 
state. I f the boundary flag is set for the port, the MSTP Port Role selection mechanism assigns a port 
role to the boundary and the same state as that ofthe 1ST port. The 1ST port at the boundary can take up 
any port role except a backup port role. 
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Edge Ports 

Link Type 

~ .. 
Note 

The 1ST master of an MST region is the bridge with the lowest bridge identifier and the least path cost 
to the CST root. I f an MST bridge is the root bridge for CST, then it is the IST mas ter ofthat MST region . 
I f the CST root is outside the MST region , then one o f the MST bridges at the boundary is selected as 
the 1ST master. Other bridges on the boundary that belong to the same region eventually block the 
boundary ports that lead to the root. 

I ftwo o r more bridges at the boundary o f a region h ave an identical path to the root, you can seta slightly 
lower bridge priority to make a specific bridge the IST master. 

The root path cost and message age inside a region stay constant, but the IST path cost is incremented 
and the IST remaining hops are decremented at each hop. Enter the show spantree mst command to 
display the information about the IST master, path cost, and remaining hops for the bridge. 

A port that is connected to a nonbridging device (for example, a host ora router) is an edge port. A port 
that connects to a hub is ais o an edge port i f the hub o r any LAN that is connected by it does not have a 
bridge. An edge port can start forwarding as soon as the link is up . 

MST requires that you configure ali ports for each host or router. To establish rapid connectivity after a 
failure , you need to block the nonedge designated ports o f an intermediate bridge. I f the port connects 
to another bridge that can send back an agreement, then the port starts forwarding immediately. 
Otherwise, the port needs twice the forward delay time to start forwarding again . You must explicitly 
configure the ports that are connected to the hosts and routers as edge ports while using MST. 

To configure a port as an edge port, you enable PortFast on that port. When you enter the show spantree 
portfast modlport command, ifthe designation for a port is displayed as edge, that port is also a PortFast 
port. For more information see Chapter 9, "Configuring Spanning Tree PortFast, UplinkFast, 
BackboneFast, and Loop Guard ." 

To preventa misconfiguration, the PortFast operation is tumed off i f the port receives a BPDU. You can 
display the configured and operational status o f Portfast by using the show spantree mst modlport 
command. 

Rapid connectivity is established only on point-to-point links . You must configure ports explicitly to a 
host or router. However, cabling in most networks meets this requirement, and you can avoid explicit 
configuration by treating ali full-duplex links as point-to-point links by entering the set spantree mst 
link-type command. 

Message Age and Hop Count 

IST and MST instances do not use the Message Age and Maximum Age timer settings in the BPDU. IST 
and MST use a separate hop count mechanism that is very similar to the IP TTL mechanism. You can 
configure each MST bridge with a maximum hop count. The root bridge ofthe instance sends a BPDU 
(or M-record) with the remaining hop count that is equal to the maximum hop count. When a bridge 
receives a BPDU (or M-record), it decrements the received remaining hop count by one. The bridge 
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discards the BPDU (M-record) and ages out the information held for the port i f the count reaches zero 
after decrementing. The nonroot bridges propagare the decremented count as the remaining hop count 
in the BPDUs (M-records) they generate . 

The Message Age and Maximum Age timer settings in the RST portion of the BPDU remain the same 
throughout the region, and the same values are propagated by the region 's designated ports at the 
boundary. 

MST -to-PVST + lnteroperability 

These guidelines apply in a topology where you configure MST switches (ali in the same region) to 
interact with PVST+ switches that have VLANs 1-100 set up to span throughout the network: 

Configure the root for ali VLANs inside the MST region. The ports that belong to the MST switch 
at the boundary simulate PVST+ and send PVST+ BPDUs for ali the VLANs. This example shows 
the ports simulating PVST: 

Console> (enable) show spantree mst 3 
Spanning tree mode MST 
Instance 3 
VLANs Mapped: 31-40 

00-10-7b-bb-2f-00 Designated Root 
Designated Root Priority 
Designated Root Cost 
Designated Root Port 

8195 (root priority:8192, sys ID ext:3) 
O Remaining Hops 20 
1 / 0 

00-10-7b-bb-2f-00 Bridge ID MAC ADDR 
Bridge ID Priority 8195 (bridge priority:8192, sys ID ext:3) 

Port State 

6/1 
Boundary(PVST) 

6/2 
Boundary ( PVST) 

forwarding 

blocking 

Role Cost Prio Type 

BDRY 10000 30 P2P, 

BDRY 20000 32 P2P, 

lfyou enable loop guard on the PVST + switches, the ports might change to a loop-inconsistent state 
when the MST switches change their configuration . To correct the loop-inconsistent state, you must 
disable and reenable loop guard on that PVST+ switch. 

Do not locate the root for some or ali of the VLANs inside the PVST +si de o f the MST switch 
because when the MST switch at the boundary receives PVST+ BPDUs for ali or some ofthe 
VLANs on its designated ports, root guard sets the port to the blocking state . Do not designare 
switches with a slower CPU running PVST +as a switch running MST. 

When you connect a PVST + switch to two different MST regions, the topology change from the PVST + 
switch does not pass beyond the first MST region. In this case, the topology changes are only propagated 
in the instance to which the VLAN is mapped . The topology change stays local to the first MST region 
and the CAM entries in the other region are not flushed To make the topology change visible throughout 
other MST regions, you can map that VLAN to IST or connect the PVST + switch to the two regions 
through access links. - --- . 3-/~.:...GN-4 

··~ o? 4 6 , 
Fls: 
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BPDU skewing is the difference in time between when the BPDUs are expected to be received by the 
switch and when the BPDUs are actually received by that switch. Skewing occurs as follows : 

Spanning tree timers lapse. 

Expected BPDUs are not received by the switch. 

Spanning tree detects topology changes . 

The skew causes 8 PDUs to reflood the network to keep the spanning tree topology data base current. 

The root switch advertises its presence by sending out BPDUs for the configured helio time interval. The 
nonroot switches receive and process one BPDU during each configured time period. A VLAN may not 
recei ve the BPDU as sc heduled. Ifthe BPDU is not received on a VLAN at the configured time interval, 
the BPDU is skewed. 

Spanning tree uses the helio time (see the "Configuring the Helio Time" section on page 8-43) to detect 
when a connection to the root switch exists through a port and when that connection is lost. This feature 
applies to both PVST+ and MISTP. In MISTP, the skew detection is on a per-instance basis. 

BPDU skewing detects BPDUs that are not processed in a regular time frame on the nonroot switches in 
the network. IfBPDU skewing occurs, a syslog message is displayed . The syslog applies to both PVST+ 
and MISTP. 

The number o f sys log messages that are generated may impact the network convergence and the CPU 
utilization ofthe switch . New syslog messages are not generated as individual messages for every VLAN 
beca use the higher the number o f syslog messages that are reported, the slower the switching process 
will be . To reduce the impact on the switch , the syslog messages are as follows: 

Generated 50 percent o f the maximum age time (see the "Configuring the Maximum Aging Time" 
section on page 8-44) 

Rate limited at one for every 60 seconds 
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'· f 

PVST + is the default spanning tree mode for Catalyst 6500 series switches . These S(!Ct ion s describe how 
to configure PVST+ on Ethemet VLANs: · · ·· 

• Default PVST + Confi guration, page 8-23 

• Setti ng the PVST + Bridge 10 Priority, pagc 8-24 

• Configuring the PVST + Port Cost, page 8-25 

• Configuring the PVST+ Port Priority, page 8-26 

• Configuring the PVST + Default Port Cost Mode, page 8-26 

• Configuring the PVST+ Port Cost for a VLAN , page 8-27 

• Configuring the PVST + Port Priority for a VLAN, page 8-28 

• Disabling the PVST + Mode on a VLAN, page 8-28 

Default PVST + Configuration 

Table 8-2 shows the default PVST + configuration. 

Tãble 8-2 PVST+ Default Conlíguration 

Feature Default Value 

VLAN 1 Ali ports assigned to VLAN I 

Enable state PVST+ enabled for ali VLANs 

MAC address reduction Disabled 

Bridge priority 32768 

Bridge ID priority 32769 (bridge priority plus system ID extension o f VLAN I) 

Port priority 32 

Port cost . Gigabit Ethernet: 4 

. Fast Ethernet: 19 1 

. FDDI/CDDI : 10 

. Ethernet: I 002 

Default spantree port cost Short (802 . 1 O) 
mo de 

Port VLAN priority Same as port priority but configurable on a per-VLAN basis in PVST + 

Port VLAN cost Same as port cost but configurable on a per-VLAN basis in PVST + 

Maximum aging time 20 seconds 

Helio time 2 seconds --
Forward delay time 15 seconds r~'-' v ~i-2005--6 

on.11 r-ror-. 

I. I f lO/ I 00 Mbps ports autonegotiate orare hard sct to I 00 Mbps, thc port cost is 19 . 
. ~-, -v,EtOS 

2. I f I O/ I 00 Mbps ports autonegotiate orare hard sct to I O Mbps, thc port cost is I 00. - ' -
.... ._.. 

074 7 

~ 
FJ~ : - - -
Doe: 

31 o 1 I 
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Setting the PVST +Bridge ID Priority 

Step 1 

Step 2 

The bridge ID priority is the priority of a VLAN when the switch is in PVST+ mode. 

When the switch is in PVST + mode without MAC address reduction enabled, you can enter a bridge 
priority value between 0-65535. The bridge priority value you enter a lso becomes the VLAN bridge ID 
priority for that VLAN. 

When the switch is in PVST + mode with MAC address reduction enabled, you can enter one of 16 bridge 
priority values: O, 4096, 8192, 12288, 16384, 20480, 24576, 28672, 32768, 36864, 40960, 45056, 49152, 
53248,57344, or61440. 

The bridge priority is combined with the system ID extension (that is, the ID ofthe VLAN) to create the 
bridge ID priority for the VLAN. 

To set the spann ing tree bridge priority for a VLAN, perforrn this task in privileged mode: 

I 
Task Command 

Set the PVST+ bridge ID priority for a VLAN. set spantree priority bridge_ID_priority [v/an] 

Verify the bridge 10 priority. show spantree [ v/an] [a c tive] 

This example shows how to set the PVST +bridge ID priority when MAC address reduction is not 
enabled (default) : 

Console> (enable ) set spantree priority 3 0000 1 
Spantree 1 bridge priority set to 30000. 
Console> (enable ) show spantree 1 
VLAN 1 
Spanning tree mo de PVST+ 
Spanning tree type ieee 
Spanning tree enabled 

Designated Root 00-60-70-4c-70-00 
Designated Root Priority 16384 
Designated Root Cost 1 9 
Designated Root Port 2/3 
Root Max Age 14 se c Hello Time 2 sec Forward Delay 10 se c 

Bridge ID MAC ADDR 
Bridge ID Priority 
Bridge Max Age 20 sec 

Port 
------------------------
1/1 
1/2 
2/1 
2/2 

OO-d0-00 - 4c -1 8-00 
30000 

Hello Time 2 sec Forward Delay 15 sec 

Vlan Port-State Cost Prio Portfast 

------------- ----- -- - - - -------

1 not-connected 4 32 disabled 
1 not-connected 4 32 disabled 
1 not-connected 100 32 disabled 
1 not-connected 100 32 disabled 

Channel id -
----------
o 
o 
o 
o 

This example shows how to set the PVST+ bridge ID priority when MAC reduction is enabled: 

Console> (enable) set spantree priority 32768 1 
Spantree 1 bridge ID priority set to 32769 
(br idge priority: 32768 + s y s ID extension: 1) 
Console> (enable) show spantree 1/1 1 
VLAN 1 
Spanning tree mede 
Spanning tree type 
Spanning tree enabled 

PVST+ 
ieee 
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Designated Root 
Designated Root Priority 
Designated Root Cost 
Designated Root Port 

00-60-70-4c-70-00 
16384 
19 
2/3 

Root Max Age 14 sec Hello Time 2 sec Forward Delay 10 sec 

OO-d0-00-4c-18-00 Bridge ID MAC ADDR 
Bridge ID Priority 
Bridge Max Age 20 sec 

32769 (bridge priority: 32768, sys ID ext: 1) 
Hello Time 2 sec Forward Delay 15 sec 

Port Vlan Port-State Cost Prio Portfast Channel id ----- -------------------- -- ---- -- ---- - --------- -------- --- -- -- ---
1 /1 1 not-connected 4 32 disabled o 
1 /2 1 not-connected 4 32 disabled o 
2/1 1 not-connected 100 32 disabled o 
2/2 1 not-connected 100 32 disabled o 

UsingPVSTt 

-s?,7~ 
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Configuring the PVST + Port Cost 

78-14924-01 

Step1 

Step2 

~ .. 

You can configure the port cost o f switch ports. Ports with lower port costs are more Iikely to be chosen 
to forward frames. Assign lower numbers to ports attached to faster media (such as full duplex) and 
higher numbers to ports attached to slower media.The possible range of cost is I to 65535 . The default 
differs for different media. Path cost is typically I 000 LAN speed in mtgabits per second. 

To configure the PVST + port cost for a port, perform this task in priviieged mo de: 

Task Command 

Configure the PVST + port cost for a switch set spantree portcost { modlport} cost 
port . 

Verify the port cost setting. show spantree mod/port 

Note When you enter the set spantree channelcost command, it does not appear in the configuration file . The 
command causes a "set spantree portcost" entry to be created for each port in the channel. See the 
"Setting the EtherChannel Port Path Cost" section in Chapter 6, "Configuring EtherChannel," for 
information on using the set spantree channelcost command. 

This example shows how to configure the PVST + port cost on a port and verify the configuration : 

Console > (enable ) set spantree portcost 2/3 12 
Spantree port 2/3 path cost set to 12. 
Console > (enable) show spantree 2/3 
VLAN 1 

Port Vlan Port - State Cost 
--------------- -- - - ---- - ------- -- -- -- - --- --- --

1 /1 1 not-connected 4 
1 /2 1 not-connected 4 
2/ 1 1 not-connected 100 

2/2 1 not-connected 100 

2/3 1 forwarding 12 

2 /4 1 not-connected 100 

Prio Portfast 
--------

32 disabled 
32 disabled 
32 disabled 
32 disabled 
32 disabled 
32 disabled 

i" 

c e&~º õ3i2é-é5 --&~ 
---- -e;p-~- CORR ! 
~ , ~~o~ I 
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Configuring the PVST + Port Priority 

You can configure the port priority of switch ports in PVST+ mode. The port with the 1owest priority 
va1ue forwards frames for ali VLANs. The possib1e port priority va1ue is a mu1tip1e of 16 from O to 240. 
The defau1t is 32. I f ali ports have the same priority va1ue, the port with the 1owest port number forwards 
frames. 

To configure the PVST + port priority for a port, perform this task in privi1eged mode: 

Task Command 

Step 1 Configure the PVST + port priority for a 
switch port. 

set spantree portpri modlport priority 

' 
Step 2 Verify the port priority setting. show spantree mod/port ! 

This examp1e shows how to configure the PVST+ port priority for a port: 

Console> (enable) set spantree portpri 2/3 48 
Bridge port 2/3 port priority set to 48. 
Console> (enable) show spantree 2/3 
VLAN 1 

Port Vlan Port-State Cost 

------------------------ ------------- ----- ----
1/1 1 not-connected 4 
1/2 1 not-connected 4 
2/1 1 not-connected 100 
2/2 1 not-connected 100 
2/3 1 forwarding 19 
2/4 1 not-connected 100 

Prio Po rtfast 
--- - -- - -

32 d i sabled 
32 d i sabled 
32 d i sabled 
32 d i sabled 
48 d i sabled 
32 d i sabled 

Channel id -----------
o 
o 
o 
o 
o 
o 

This examp1e shows that values that are not mu1tip1es of 16 (between the values o f O to 63) are converted 
to the nearest multip1e of 16: 

Console> (enable) set spantree portpri 2/3 2 
Vlan port priority must be one of these numbers:O, 16, 32, 48, 64, 80, 
96, 112, 128, 144, 
160, 176, 192, 208, 224, 240 
converting 2 to O nearest multiple of 16 
Bridge port 2/3 port priority set to o. 

Configuring the PVST + Default Port Cost Mode 

I f any switch in your network is using a port speed of lO Gb or over and the network is using PVST+ 
spanning tree mode, ali switches in the network must have the same path cost defau1ts. You can enter the 
set spantree defaultcostmode command to force ali VLANs associated with ali the po'rts to have the 
same port cost defau1t set. 

Two defau1t port cost modes are avai1ab1e-short and 1ong. 

The short mode has these parameters: 

- Portcost 

- Portv1ancost 

- When uplinkfast is enab1ed, the actua1 cost is incremented by 3000 
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• The long mode has these parameters: 

- Portcost 

- Portvlancost 

When uplinkfast is enabled, the actual cost is incremented by I 0,000,000 

- EtherChannel computes the cost o f a bundle using the formula, 
AVERAGE_COST /NUM_PORT 

UsingPVST+ 

The default port cost mode is set to short in PVST + mo de. For port speeds o f I O Gb and greater, the 
default port cost mode must be set to long. 

To configure the PVST + default port cost mo de, perform this task in privileged mode: 

Task Command 

Configure the PVST+ default port cost mode. set spantree defaultcostmode {short IIong} 

This example shows how to configure the PVST+ default port cost mode: 

Console> (enable) set spantree defaultcostmode long 
Portcost and portvlancost set to use long format default values. 
Console> (enable) 

Configuring the PVST + Port Cost for a VLAN 

78-14924-01 

~ .. 

You can configure the port cost for a port on a per-VLAN basis. Ports with a lower port cost in the VLAN 
are more likely to be chosen to forward frames. You should assign lower numbers to ports attached to 
faster media (such as full duplex) and higher numbers to ports attached to slower media. The default cost 
differs for different media. 

You can seta cost value from 1 to 65535. 

To configure the PVST+ port VLAN cost for a port, perform this task in privileged mode: 

Task 

Configure the PVST + port cost for a 
VLAN on a port. 

Command 

set spantree portvlancost { modlport} [ cost cost] 
[ vlan_list] 

Note When you use the set spantree channelcost command, it does not appear in the configuration file . The 
command causes a "set spantree portcost" entry to be created for each port in the channel. See the 
"Setting the EtherChannel Port Path Cost" section in Chapter 6, "Configuring EtherChannel," for 
information on using the set spantree channelcost command. 

This example shows how to configure the PVST+ port VLAN cost on port 2/3 for V~ f t -~. -
- .:... R&tos 

Console> (enable) set spantree portvlancost 2/3 cost 20000 l-5 
1 

· · 
Port 2/3 VLANs 6-11,13-1005,1025-4094 have path cost 12 . •" o '7· 11[ 9 ' I 
Port 2/3 VLANs 1-5,12 have path cost 20000. · Jt 
This parameter applies to trunking ports only. F.ls; 
Console> (enable -------

l Doe: 3 7 O 1 -Je 
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Confjg~ng the PVST + Port Priority for a VLAN 

'f'~L; \ 

' ~ 
When the switch is in PVST + mode, you can set the port priority for a trunking port in a VLAN. The 
port with the lowest priority value for a specific VLAN forwards frames for that VLAN. The possible 
port priority value is a multiple o f 16 from O to 240. The default is 16. I f ali ports have the same priority 
value for a particular VLAN, the port with the lowest port number forwards frames for that VLAN. 

The port VLAN priority value must be lower than the port priority value. 

To configure the port VLAN priority for a port, perform this task in privileged mode: 

Task Command 

Step 1 Configure the PVST + port priority for a VLAN on set spantree portvlanpri modlport priority 
a port. [ vlans] 

Step 2 Verify the port VLAN priority. show config ali 

This example shows how to configure the port priority for VLAN 6 on port 2/3: 

Console > (enable) set spantree portvlanpri 2/3 16 6 
Port 2 / 3 vlans 6 using portpri 16. 
Port 2/3 vlans 1-5,7-800,802-1004 , 1006-4094 using portpri 32 . 
Port 2 / 3 vlans 801,1005 using portpri 4 . 
This parameter applies to trunking ports only . 
Console> (enable) show c onfig all 

set spantree portcost 2/12,2/15 19 
set spantree portcost 2 / 1-2,2 / 4-11,2 / 13-14,2 / 16-48 
set spantree portcost 2 / 3 12 
set spantree portpri 2/1-48 32 
set spantree portv lanpri 2 / 1 o 
set spantree portvlanpri 2/2 o 

set spantree portvlanpri 2 / 48 o 
set spantree portvlancost 2 / 1 cost 99 
set spantree portvlancost 2/2 cost 99 
set spantree portvlancost 2 / 3 cost 20000 1-5,12 

100 

I 

Disabling the PVST + Mode on a VLAN 

Lt. 
Caution 

When the switch is in PVST + mode, you can disab le spanning tree on individual VLANs or ali VLANs. 
When you disable spanning tree on a VLAN, the switch does not participate in spanning tree and any 
BPDUs received in that VLAN are flooded on ali ports. 

We do not recommend d isabling spanning tree, even in a topology that is free o f physicalloops . 
Spanning tree serves as a safeguard against misconfigurations and cabling errors. Do not disable 
spann ing tree in a VLAN without ensuring that there are no physicalloops present in the VLAN. 
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Caution Do not disable spanning tree on a VLAN unless ali switches or routers in the VLAN have spanni 

disabled . You cannot disable spanning tree on some switches or routers in a VLAN and leave spa ing 
tree enabled on other switches or routers in the VLAN. I f spanning tree remains enabled on the switches 
and routers, they wili h ave incomplete inforrnation about the physical topology o f the network. This 
situation may cause unexpected results . 

To disable PVST+, perforrn this task in privileged mode : 

Task 

Disable PVST+ mode on a VLAN. 

This example shows how to disable PVST + on a VLAN : 

Console > (enable ) set spantree disable 4 
Spantree 4 disabled. 
Console> (enable) 

Command 

set spantree disable vlans [ali] 

~ . 

Using MISTP-PVST + or MISTP 

78-14924-01 

~~ 

The default spanning tree mode on the Catalyst 6500 series switches is PVST+. Ifyou want to use 
MISTP mode in your network, we recommend you carefuliy follow the procedures described in the 
following sections in arder to avoid losing connectivity in your network . 

When you change the spanning tree mode, the current mode stops, the information collected at runtime is used 
to build the port database for the new mode, and the new spanning tree mode restarts the computation ofthe 
active topology. Inforrnation about the port states is lost; however, ali ofthe configuration parameters are 
preserved for the previous mode. Ifyou return to the previous mode, the configuration is stili there. 

Note We recommend that i f you use MISTP mode, you should configure ali o f your Catalyst 6500 series 
switches to run MISTP. 

~~ 

To use MISTP mode, you first enable an MISTP instance and then map at least one VLAN to the 
instance. You must have at least one forwarding port in the VLAN in arder for the MISTP instance to be 
active. 

Note Map VLANs to MISTP instances on Catalyst 6500 series switches that are either in VTP server mode or 
transparent mode only. You cannot map VLANs to MISTP instances on switches that are in VTP client 
mode. 

I f you are changing a switch from PVST + mo de to MISTP mode and you h ave other switches in the 
network that are using PVST +, you must first enable MISTP-PVST +mo de on each switch on which you 
intend to use MISTP so that PVST+ BPDUs can flow through the switches w Ill( u~ure·them . 1 

- 1-<·- -N°-837-ZBB!:=r-~-' 
When ali switches in the network are configured in MISTP-PVST+, you can ertWlM~ e. M&~~-Jtffl ~r 
o f the switches. - , 

J I Fls o 7 5o_ lí , o 
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Using MISTP-PVST + or MISTP 
., 

These sections describe how to use MISTP-PVST+ or MISTP: 

· • Default MISTP and MTSTP-PVST + Configuration, page 8-30 

Setting the MISTP-PVST+ Mode or the MISTP Mode, page 8-30 

• Configuring an MTSTP lnstance, page 8-32 

Mapping VLANs to an MISTP lnstance, page 8-36 

Disabling MTSTP-PVST+ or MISTP, page 8-38 

Default MISTP and MISTP-PVST + Configuration 
Table 8-3 shows the default MISTP and MISTP-PVST+ configuration. 

Tãble 8-.1 MISTP and MISTP-PVST+ Default Configuration 

Feature Default Value 

Enable state Disabled until a VLAN is mapped to an MISTP instance 

MAC address reduction Disabled 

Bridge priority 32768 

Bridge ID priority 32769 (bridge priority plus the system ID extension o f MISTP instance 1) 

Port priority 32 (global) 
_I 

Port cost . Gigabit Ethemet: 4 

. Fast Ethernet: 191 

. FDDI/CDDI: 10 

. Ethernet: 1002 

Default port cost mode Short (802.1 D) 

Port VLAN priority Same as port priority but configurable on a per-VLAN basis in PVST + 

Port VLAN cost Same as port cost but configurable on a per-VLAN basis in PVST + 

Maximum aging time 20 seconds 

Helio time 2 seconds 

Forward delay time 15 seconds 

I. !f I 011 00-Mbps ports autoncgotiate orare hard sct to I 00 Mbps, thc port cost is 19. 

2. I f I 011 00-Mbps ports autoncgotiatc orare hard set to I O Mbps, the port cost is I 00. 

Setting the MISTP-PVST + Mode or the MISTP Mode 

Lt. 

Ifyou enable MISTP in a PVST + network, you must be careful to avoid bringing down the network. This 
section explains how to enable MISTP or MISTP-PVST+ on your network. 

Caution I f you have more than 6000 VLAN ports configured on your switch, changing from MISTP to either 
PVST+ or MISTP-PVST+ mode could bring down your network. Reduce the nurnber of configured 
VLAN ports on your switch to no more than 6000 to avoid losing connectivity. 

• 

• 

~ • 
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Lt 
Caution Ifyou are working from a Telnet connection to your switc sttime you enable MISTP-PVST+ or 

~ .. 

MISTP mode, you must doso from the switch console;. not use a Telnet connection through the data 
port or you willlose your connection to the switch. After you map a VLAN to an MISTP instance, you 
can Telnet to the switch. · 

To change from PVST + to MISTP-PVST +o r MISTP, perform this task in privileged mode : 

Task Command 

Set a spanning tree mode. set spantree mode { mistp I pvst+ I mistp-pvst+} 

This example shows how to seta switch to MISTP-PVST+ mode: 

Console> (enable) set spantree mode mistp-pvst+ 
PVST+ database cleaned up. 
Spantree mede set to MISTP-PVST+ . 
Warning!! There are no VLANs mapped to any MISTP instance . 
Console > (enable) 

You can display VLAN-to-MISTP instance mapping information propagated from the root switch at 
runtime. This display is available only in the MISTP or MISTP-PVST+ mode. When in the PVST+ 
mode, use the optional keyword config to display the list ofmappings configured on the local switch. 

Note MAC addresses are not displayed when you specify the keyword config. 

To display spanning tree mapping, perform this task in privileged mode: 

Task Command 

Step 1 Set the spanning tree mode to MISTP. set spantree mode mistp 

Step 2 Show the spanning tree mapping. show spantree mapping [config] 

This example shows how to display the spanning tree VLAN instance mapping in MISTP mode: 

MISTP/MISTP-PVST+ 
Console> (enable) set spantree mode mistp 
PVST+ database cleaned up . 
Spantree mede set to MISTP. 
Console> (enable) show spantree mapping 
Inst Root Mac Vlans 

1 00-50-3e-78-70-00 1 
2 00 - 50-3e-78-70-00 -
3 00 - 50-3e-78-70-00 -
4 00-50-3e-78-70-00 -
5 00-50-3e-78-70-00 -
6 00-50-3e - 78-70-00 -
7 oo - so-3e-78-70-00 -
8 oo-so-3e - 78-70-00 -
9 00-50-3e-78-70-00 -
10 00-50-3e - 78-70-00 -
11 00 - 50-3e-78-70-00 -
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12 00-50-3e-78 - 70 - 00 -
13 00-50-3e-78-70-00 -
14 00-50-3e-78-70-00 -
15 00-50-3e-78-70-00 -
16 00 - 50-3e-78-70-00 -

Configuring an MISTP lnstance 
These sections describe how to configure MISTP instances: 

Configuring the MISTP Bridge ID Priority, page 8-32 

Configuring the MISTP Port Cost , page 8-33 

Configuring the MISTP Port Priority. page 8-33 

Configuring the MISTP Port Instance Cosr, page 8-34 

Configuring the MISTP Port lnstance Priority, page 8-34 

Configuring the MISTP Bridge lO Priority 

Step 1 

Step2 

You can set the bridge ID priority for an MISTP instance when the switch is in MISTP o r MISTP-PVST + 
mode. 

The bridge priority value is combined with the system ID extension (the ID ofthe MISTP instance) to 
create the bridge ID priority. You can set 16 possible bridge priority values: O, 4096, 8192, 12288, 163 84, 
20480,24576,28672, 32768,36864,40960,45056,49152,53248,57344,and61440. 

To configure the bridge ID priority for an MISTP instance, perform this task in privileged mode: 

Task Command 

Configure the bridge ID priority for an 
MISTP instance. 

set spantree priority bridge_!D_priority [mistp-instance 
instance] 

Verify the bridge ID priority. show spantree mistp-instance instance [mod/port] active 

This example shows how to configure the bridge ID priority for an MISTP instance: 

Console > (enable) set spantree prio rity 8192 mistp-instance 1 
Spantree 1 bridge ID priority set to 8193 
(bridge priority: 8192 + sys ID extension: 1) 
Console > (enable) show spantree mistp - instance 1 
VLAN 1 
Spanning tree mode 
Spanning tree type 
Spanning tree enabled 

MISTP 
ieee 

VLAN mapped to MISTP Instance: 1 

OO-d0-00-4c-18-00 Bridge ID MAC ADDR 
Bridge ID Priority 819 3 (bridge prio rity: 8192, sys ID ext: 1) 
Bridge Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec 

Port Vlan Port-State Cost Prio Portfast Channel id 

------------------------ ----------- -- ---------
1 / 1 1 not-connected 20000 32 disabled o 
1 / 2 1 not-connected 20000 32 disabled O 
2/1 1 not-connected 2000000 32 disabled O 
2 / 2 1 not-connected 2000000 32 disabled o 
2 / 3 1 forwarding 200000 32 disabled O 
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Configuring the MISTP Port Cost 

You can configure the port cost ofswitch ports. Ports with lower port costs are more likely to be chosen 
to forward frames . Assign lower numbers to ports attached to faster media (such as fui I duplex) and 
higher numbers to ports attached to slower media . The possible rangeis I to 65535. The default differs 
for different media. The path cost is typically I 000 divided by the LAN speed in megabits per second. 

To configure the port cost for a port, perform this task in privileged mode: 

Task Command 

Step 1 Configure the MISTP port cost for a switch port. set spantree portcost mod/port cost 

Step 2 Verify the port cost setting. sbow spantree mistp-instance instance 
[mod/port] active 

This example shows how to configure the port cost on a MISTP instance and verify the configuration: 

Console> (enable) set spantree portcost 2/12 22222222 
Spantree port 2/12 path cost set to 22222222. 
Console> (enable) sbow spantree mistp-instance active 
Instance 1 
Spanning tree mode MISTP-PVST+ 
Spanning tree type ieee 
Spanning tree instance enabled 

OO-d0-00-4c-18-00 Designated Root 
Designated Root Priority 
Designated Root Cost 
Designated Root Port 
VLANs mapped : 

32769 (root priority : 32768, sys ID ext: 1) 
o 
nane 
6 

Root Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec 

Bridge ID MAC ADDR 
Bridge ID Priority 
VLANs mapped : 

OO-d0-00-4c-18-00 
32769 (bridge priority: 32768, sys ID ext : 1) 
6 

Bridge Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec 

Port Inst Port-State Cost Frio Portfast Channel id 

2 / 12 forwarding 22222222 40 disabled O 
Console> (enable) 

Configuring the MISTP Port Priority 

78-14924-01 

Step 1 

Step2 

You can configure the port priority ofports. The port with the lowest priority value forwards frames for 
ali VLANs. The possible port priority value is a multiple of 16 from O to 240. The default is 32. I f ali 
ports have the same priority value, the port with the lowest port number forwards frames . 

To configure the port priority for a port, perform this task in privileged mode : 

Task Command 

Configure tbe MISTP port priority for a port. set spantree portpri modlpor 

Verify the port priority setting. 

\ 

sbow spantree mistp-instanc 
active 

Dr'IC' . oo "" .~-;::-
~ "'"·-· ~ ..; -....., 
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This example shows how to configure the port priority and verify the configuration: 

Console> (enable ) set spantree portpri 2/12 40 
Bridge port 2/ 12 port priority set to 40 . 
Console> (enable) show spantree mistp-instance 1 
Instance 1 
Spanning tree mode MISTP-PVST+ 
Spanning tree type ieee 
Spanning tree instance enabled 

OO-d0-00-4c-18-00 Designated Root 
Designated Root Priority 
Designated Root Cost 
Designated Root Port 
VLANs mapped: 

32769 (root priority : 32768, sys I D ext: 1) 
o 
nane 
6 

Root Max Age 20 sec Hello Ti me 2 sec Forward Delay 15 sec 

Bridge ID MAC ADDR 
Bridge ID Priority 
VLANs mapped: 
Bridge Max Age 20 sec 

Port 

2/12 
Console > (enable) 

OO -d0- 00-4 c -18 -00 
32769 (bridge priority: 32768, sys ID ext: 1) 
6 

Hello Time 2 sec Forward Delay 15 s ec 

Inst Port-State Cost Prio Portfast Channel id 

1 forwarding 22222222 40 di s abled O 

Configuring the MISTP Port lnstance Cost 

You can configure the port instance cost for an instance ofMISTP or MISTP-PVST+. Ports with a lower 
instance cost are more likely to be chosen to forward frames . You should assign lower numbers to ports 
attached to faster media (such as full duplex) and higher numbers to ports attached to slower media. The 
default cost differs for different media. The possible value for port instance cost is 1-268435456. 

To configure the port instance cost for a port, perform this task in privileged mode: 

Task Command 

Configure the MISTP port instance cost on set spantree portinstancecost { modlport} [ cost cost] 
a port. [ instances] 

This example shows how to configure the MISTP port instance cost on a port: 

Console> (enable) set spantree portinstancecost 2/12 cost 110110 2 
Port 2 / 12 instances 1,3-16 have path cost 22222222. 
Port 2/12 instances 2 have pa t h cost 110110. 
Console > (enable ) 

Configuring the MISTP Port lnstance Priority 

You can set the port priority for an instance o f MISTP. The port with the lowest priority value for a 
specific MISTP instance forwards frames for that instance. The possible port instance range is 0-63 . The 
possible port priority value is a multiple of 16 from O to 240. I f ali ports have the same priority value for 
an MISTP instance, the port with the lowest port number forwards frames for that instance. 
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To configure the port instance pnonty on an MISTP instance, perform th1s task in pnvileged mode 

Task 

Configure the port instance priority on an MISTP 
instance. 

Command 

set spantree portinstancepri ! modlporr } 
priority [instances] 

This example shows how to configure the port instance priority on an MISTP instance and verify the 
configuration: 

Console > (enable ) set spantree portinstancepri 2/12 10 2 
Port 2/12 instances 2 using portpri 1 0. 
Port 2/12 mistp-instance 1,3-16 using portpri 40. 
Console > (enable) 

( C:nabling an MISTP lnstance 

( 

78-14924-01 

~ .. 

You can enable up to 16 MISTP instances. Each MISTP instance defines a unique spanning tree 
topology. MISTP instance I, the default instance, is enabled by default; however, you must mapa VLAN 
to it in order for it to be active . You can enable a single MISTP instance, a range of instances, or ali 
instances at once using the ali keyword . 

Note The software does not display the status o f an MISTP instance until it has a VLAN with an active port 
mapped to it. 

Step 1 

Step2 

~ .. 

To enable an MISTP instance, perform this task in privileged mode : 

Task 

Enable an MISTP instance. 

Verify the instance is enabled. 

Command 

set spantree enable mistp-instance instance [ali] 

show spantree mistp-instance [instance][active] 
modlport 

Note Enter the active keyword to display active ports only. 

This example shows how to enable an MISTP instance : 

Console > (enable) set spantree enable mistp-instance 2 
Spantree 2 enabled. 

Console> (enable) show spantree mistp-instance 2 

Instance 2 

Spanning tree mede MISTP 
Spanning tree type ieee 
Spanning tree instance enabled 
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Mapping VlANs to an MISTP lnstance 
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~ .. 

When you are using MISTP-PVST + or MISTP on a switch , you must map at least one VLAN to an 
MISTP instance in arder for MISTP-PVST + or MISTP to be active. These sections describe how to 
configure MISTP instances: 

Determining MISTP Instances-VLAN Mapping Conflicts, page 8-37 

Unmapping VLANs from an MISTP lnstance , page 8-37 

Note See Chapter li , "Configuring VLANs" for details on using and configuring VLANs . 

~ .. 

You can only map Ethernet VLANs to MISTP instances . 

At least one VLAN in the instance must have an active port in arder for MISTP-PVST+ or MISTP 
to be aclive. 

You can mapas many Ethernet VLANs as you wish to an MISTP instance. 

You cannot map a VLAN to more than one MISTP instance. 

Note To use VLANs I 025-4094, you must enable MAC address reduction. See the "Creating Extended-Range 
VLANs" section on page 11-7 in Chapter li , "Configuring VLANs" for details on using extended-range 
VLANs. 

Step 1 

Step2 

To map a VLAN to an MISTP instance, perform this task in privileged mode: 

Task Command 

Map a VLAN to an MISTP instance. set vlan vlan mistp-instance instance 

Verify the VLAN is mapped. show spantree mistp-instance [instance] [active] 
modlport 

This example shows how to map a VLAN to MISTP instance I and verify the mapping: 

Console> (enable) set v1an 6 mistp-instance 1 
Vlan 6 configuration successful 
Console> (enable) show spantree mist-instance 1 
Instance 1 
Spanning tree mode MISTP-PVST+ 
Spanning tree type ieee 
Spanning tree instance enabled 

OO-d0-00-4c-18-00 Designated Root 
Designated Root Priority 
Designated Root Cost 
Designated Root Port 
VLANs mapped: 

49153 (root priority: 49152, sys ID ext: 1) 
o 
none 
6 

Root Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec 

Bridge ID MAC ADDR 
Bridge ID Priority 
VLANs mapped: 
Bri dge Max Age 20 sec 
Port 

2/12 

OO-d0-00-4c-18-00 
49153 (bridge priority: 49152, sys ID ext : 1) 
6 

Hello Time 2 sec 
Inst Port-State 

forwarding 

Forward Delay 15 sec 
Cost Prio Portfast Channel_id 

22222222 40 disabled O 
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Determining MISTP lnstances-VLAN Mapping Conflicts ;;; Ü · 

A VLAN can only be mapped to one MISTP instance. I f you~pt to map a VLAN to more than one 
instance, ali of its ports are set to blocking mode. You can use the show spantree conflicts command to 
determine to which MISTP instances you have attempted to map the VLAN. 

This command prints a list of the MISTP instances associated with the VLAN , the MAC addresses o f 
the root switches that are sending the BPDUs containing the VLAN mapping information , and the timers 
associated with the mapping ofa VLAN to an MISTP instance . When only one entry is printed or when 
ali the entries are associated to the same instance, the VLAN is mapped to that instance . I f two o r more 
entries in the list are associated with different MISTP instances, the VLAN is in conflict. 

To clear up the conflict, you must manually remove the incorrect mapping(s) from the root switch. The 
remaining entry on the list becomes the official mapping. 

To determine VLAN mapping conflicts, perform this task in privileged mode: 

Task Command 

Determine VLAN mapping conflicts . show spantree conflicts vlan 

This example shows there is an attempt to map VLAN 2 to MISTP instance I and to MISTP instance 3 
on two different switches as seen from a third switch in the topology : 

Console > (enable) show spantree conflicts 2 
Inst MAC Delay Time left 

1 00-30-a3-4a-Oc-OO inactive 20 
3 00-30-f1-e5-00-01 inactive 10 

The Delay timer shows the time in seconds remaining before the VLAN joins the instance. The field 
displays inactive ifthe VLAN is already mapped to an instance (the timer has expired), or ifthe VLAN 
is in conflict between instances. 

The Time Left timer shows the time in seconds left before the entry expires and is removed from the 
table. The timer is restarted every time an incoming BPDU confirms the mapping. Entries pertaining to 
the root switch show inactive on the root switch itself. 

( 'Jnmapping VLANs from an MISTP lnstance 

The keyword none is used to unmap the specified VLANs from the MISTP instances to which they are 
currently mapped. When you unmap a VLAN from an MISTP instance, the resulting state ofall the ports 
o f the VLAN (i f the VLAN exists) is blocking. 

To unmap a VLAN or ali VLANs from an MISTP instance , perform thi s task in privileged mode : 

Task Command 

Unmap a VLAN from an MISTP instance. set vlan vlan mistp-instance II'A~n'~"·~·" ------
.'""~ vv. _J\:T:r -·c N f. 
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This example shows how to unmap a VLAN from an MISTP instance : 

Console > (enable) set vlan 6 mistp-instance none 
Vlan 6 configuration successful 
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Disabling MISTP-PVST + or MISTP 

---:-----

When the switch is in MISTP mode, you disable spanning tree on an instance, not for the whole switch. 

When you disable spanning tree on an MISTP instance, the instance still exists on the switch, ali o f the 
VLANs mapped to it have ali oftheir ports forwarding, and the instance BPDUs are flooded . 

To disable an MISTP instance, perform this task in privileged mode: 

Task Command 

Disable an MISTP instance. set spantree disable mistp-instance instance [ali] 

This example shows how to disable an MISTP instance: 

Console > (enable) set spantree disable mistp-instance 2 
MI-STP instance 2 disabled. 

Configuring a Root Switch 
These sections explain how to configure a root switch: 

• Configuring a Primary Root Switch, page 8-38 

• Configuring a Secondary Root Switch, page 8-39 

• Configuring a Root Switch to Improve Convergence, page 8-40 

• Using Root Guard-Preventing Switches from Becoming Root, page 8-41 

Configuring a Primary Root Switch 

Lt. 

You can seta root switch on a VLAN when the switch is in PVST + mode or on an MISTP instance when 
the switch is in MISTP mode. You enter the set spantree root command to reduce the bridge priority 
(the value associated with the switch) from the default (32768) to a lower value, which allows the switch 
to become the root switch. 

When you specify a switch as the primary root, the default bridge priority is modified so that it becomes 
the root for the specified VLANs. Set the bridge priority to 8192. I f this setting does not result in the 
switch becoming a root, modify the bridge priority to be 1 less or the same as the bridge priority ofthe 
current root switch. Because different VLANs could potentially have different root switches, the bridge 
VLAN-priority chosen makes this switch the root for ali the VLANs specified. Ifreducing the bridge 
priority as low as I still does not make the switch the root switch, the system displays a message. 

Caution Enter the set spantree root command on backbone switches or distribution switches only, not on access 
switches. 
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Configuring a Root Swilch , -, , , 

To configure a switch as the primary root switch, perform this task in privileged mode: 

Task 

Configure a switch as the primary root switch. 

Command 

set spantree root [vlans] [dia network_diameter] 
[helio hello_time] 

This example shows how to configure the primary root switch for VLANs 1-10: 

Console > (enable) set spantree root 1-10 dia 4 
VLANs 1 - 10 bridge priority set to 8192 
VLANs 1-10 bridge max aging time set to 14 seconds . 
VLANs 1-10 bridge hello time set to 2 seconds. 
VLANs 1-10 bridge forward delay se t to 9 seconds . 
Switch is now the root switch for active VLANs 1-6 . 
Console > (enable) 

To configure a switch as the primary root switch for an instance, perforrn this task in privileged mode : 

Task Command 

Configure a switch as the primary root switch for set spantree root mistp-instance instance [dia 
an instance. network_diameter] [helio hello_time] 

This example shows how to configure the primary root switch for an instance: 

Console> (enable) set spantree root mistp-instance 2-4 dia 4 
Instances 2-4 bridge priority set to 8192 
VLinstances 2-4 bridge max aging time set to 14 seconds . 
Instances 2-4 bridge hello time set to 2 seconds . 
Instances 2-4 bridge forward delay set to 9 seconds . 
Switch is now the root switch for active Instances 1-6. 
Console> (enable) 

Configuring a Secondary Root Switch 

78-14924-01 

You can seta secondary root switch on a VLAN when the switch is in PVST+ mode or on an MISTP 
instance when the switch is in MISTP mode. 

The set spantree root secondary command reduces the bridge priority to 16,384, making it the probable 
candidate to become the root switch ifthe primary root switch fails . You can run this command on more 
than one switch to create multiple backup switches in case the primary root switch fails . 

To configure a switch as the secondary root switch, perform this task in privileged mode : 

Task Command 

~3t2üo5- c!'ri 
Configure a switch as the secondary root switch. set spantree root [seconda 

network_diameter] [helio h 

- - s j 

0755-1 
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Configuring a Roo! Swi!ch 

This example shows how to configure the secondary root switch for VLANs 22 and 24: 

Console > (enablel set spantree root secondary 22,24 dia 5 h e llo 1 
VLANs 22,24 bridge p riority se t to 16384. 
VLANs 22,24 bridge max aging time set to 10 seconds. 
VLANs 22,24 bridge hello time set to 1 second. 
VLANs 22,24 bridge forward delay set to 7 seconds. 
Console > (enable l 

To configure a sw itch as the secondary root switch for an instance , perform this task in privileged mode : 

Task 

Configure a switch as the secondary root switch 
for an instance. 

Command 

set spantree root [secondary] mistp-instance 
instance [dia network_diameter] 
[helio hello_time] 

This example shows how to configure the secondary root switch for an instance: 

Console> (enable ) set spantree root secondary mistp-instance 2-4 dia 4 
Ins t ances 2-4 br i dge priority set to 8192 
VLins tances 2- 4 b ridge max agi ng time set to 14 seconds. 
Instances 2-4 bridge hello time set to 2 seconds. 
Instances 2-4 bridge forward delay set to 9 seconds . 
Switch is now the root switch for active Instances 1-6 . 
Console > (enable ) 

Configuring a Root Switch to lmprove Convergence 

~ .. 

By lowering the values for the Helio Time, Forward Delay Timer, and Maximum Age Timer parameters 
on the root switch , you can reduce the convergence time . For information on configuring these timers, 
see the "Configuring Spanning Tree Timers" section on page 8-42. 

Note Reducing the timer parameters values is possible only ifyour network has LAN links of 10 Mbps or 
faster. In a network with links of I O Mbps or faster, the network diameter can reach the maximum value 
of7 . With WAN connections, you cannot reduce the parameters. 

When a link failure occurs in a bridged network, the network reconfiguration is not immediate . 
Reconfiguring the default parameters (specified by IEEE 802 . 1 D) fo r the Helio Time, Forward Delay 
Timer, and Maximum Age Timer requires a 50-second delay. This reconfiguration time depends on the 
network diameter, which is the maximum number of bridges between any two end stations . 

To speed up convergence, use nondefault parameter values permitted by the 802.1 D standard. See 
Table 8-4 for the nondefault parameters for a reconvergence of 14 seconds. 

Table B-4 Nondefault Parameters 

Parameter Time 

Network Diameter (dia) 2 

Helio Time 2 seconds I 
Forward Delay Timer 4 seconds I 
Maximum Age Timer 6 seconds 
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~ .. 
Note 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Configuring a Root Switch 

You can set switch ports in PortFast mode for improved convergenÚ~ PortFast mode affects only the 
transition from disable (link down) to enable (link up) by moving the port immediately to the forwarding 
state. lf a port in the PortFast mode begins blocking, it then goes through listening and learning before 
reaching the forwarding state. For information about PortFast, see the "U nderstanding How PortFast 
Works" scc tion on page 9-2 in Chapter 9, "Configuring Spanning Tree PortFast, UplinkFast, 
BackboneFast, and Loop Guard." 

To configure the spanning tree parameters to improve convergence, perform this task in privileged mode : 

Task Command 

Configure the helio time for a VLAN o r an set spantree helio interval [vlan] mistp-instance 
MISTP instance. [instances] 

Verify the configuration. show spantree [ vlan I mistp-instance instances] 

Configure the forward delay time for a set spantree fwddelay de/ay [vlan] mistp-instance 
VLAN or an MISTP instance. [instances] 

Verify the configuration. show spantree [mod/port] mistp-instance [instances] 
[active] 

Configure the maximum aging time for a set spantree maxage agingtime [ vlans] mistp-instance 
VLAN or an MISTP instance. instances 

Verify the configuration. show spantree [modlport] mistp-instance [instances] 
[active] 

This example shows how to configure the spanning tree helio time, Forward Delay Timer, and Maximum 
Age Timer to 2, 4, and 4 seconds: 

Console> (enable) set spantree hello 2 100 
Spantree 100 hello time set to 7 seconds . 
Console> (enable) 
Console> (enable) set spantree fwdde1ay 4 100 
Spantree 100 forward delay set to 21 seconds. 
Console> (enable) 
Console> (enable) set spantree maxage 6 100 
Spantree 100 max aging time set to 36 seconds . 
Console> (enable) 
Console > (enable) set spantree root 1-10 dia 4 
VLANs 1 - 10 bridge priority set to 8192 
VLANs 1-10 bridge max aging time set to 14 seconds . 
VLANs 1-10 bridge hello time set to 2 seconds . 
VLANs 1-10 bridge forward delay set to 9 seconds. 
Switch is now the r oot switch for act ive VLANs l-6. 
Console > (enable) 

Using Root Guard-Preventing Switches from Becoming Root 

78-14924-01 

You may want to prevent switches from becoming the root switch. The root guard feature forces a port 
to beco me a designated port so that no switch on the other end o f the link can beco me a root switch. 

When you enable root guard on a per-port basis, it is automatically applied to ali ofthe active VLANs to 
which that port belongs. When you disable root guard, it is disabled for the specified port(s) . I f a port goes 
into the root-inconsistent state, it automatically goes into the listening state. 
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Configuring Spanning Tree Timers 

To prevent switches from becoming root, perform this task in privi1eged mode: 

Task Command 

Step 1 Enab1e root guard on a port. set spantree guard { roo t I none} mod/port 

Step 2 Verify that root guard is enab1ed. show span tree guard { mod/port I vlan} { mistp-instance 
instance / mod/port} 

I 

Configuring Spanning Tree Timers 

Lt 

Spanning tree timers affect the spanning tree performance. You can configure the spanning tree timers 
for a VLAN in PVST+ or an MISTP instance in MISTP mode. Ifyou do not specify a VLAN when the 
switch is in PVST+ mode, VLAN 1 is assumed, or ifyou do not specify an MISTP instance when the 
switch is in MISTP mode, MISTP instance 1 is assumed. 

These sections describe how to configure spanning tree timers: 

• Configuring the Helio Time, page 8-43 

• Configuring the Forward Delay Time, page 8-43 

• Configuring the Maximum Aging Time, page 8-44 

Caution Exercise care when using these commands. For most situations, we recommend that you use the set 
spantree root and set spantree root secondary commands to modify the spanning tree performance 
parameters. 

Table 8-5 describes the switch variab1es that affect spanning tree performance. 

Tãble 8-5 Spanning Tree Timers 

Variable Description Default 

Helio Time Determines how often the switch broadcasts its helio message to 2 seconds 
other switches. 

Maximum Age Measures the age ofthe received protoco1 information recorded for 20 seconds 
Timer a port and ensures that this information is discarded when its age 

1imit exceeds the va1ue ofthe maximum age parameter recorded by 
the switch. The timeout va1ue is the maximum age parameter ofthe 
switches. 

Forward De1ay Monitors the time spent by a port in the 1eaming and 1istening 15 seconds 
Timer states. The timeout va1ue is the forward delay parameter o f the 

switches. 
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Configuring Spanning Tree Timers • 

Configuring the Helio Time 

Step 1 

Enter the set spantree helio command to change the helio time for a VLAN or for an MISTP instance. 
The possible range o f interval is I to I O seconds. 

To configure the spanning tree bridge helio time for a VLAN or an MISTP instance, perform this task in 
privileged mode: 

Task Command 

Configure the helio time for a VLAN or an set spantree helio interval [vlan] mistp-instance 
MISTP instance. [instances] 

Step Z Verify the configuration. show spantree [vlan I mistp-instance instances] 

This example shows how to configure the spanning tree helio time for VLAN 100 to 7 seconds: 

Console> (enable) set spantree hello 7 100 
Spantree 100 hello time set to 7 seconds . 
Console> (enable) 

This example shows how to configure the spanning tree helio time for an instance to 3 seconds: 

Console> (enable) set spantree hello 3 mistp-instance 1 
Spantree 1 hello time set to 3 seconds . 
Console> (enable) 

Configuring the Forward Delay Time 

78-14924-01 

Step 1 

Enter the set spantree fwddelay command to configure the spanning tree forward delay time for a 
VLAN. The possible range of delay is 4 to 30 seconds. 

To configure the spanning tree forward delay time for a VLAN, perform this task in privileged mode: 

Task Command 

Configure the forward delay time for a VLAN or set spantree fwddelay delay [vlan] 
an MISTP instance. mistp-instance [instances] 

Step Z Verify the configuration. show spantree [mod/port] mistp-instance 
[instances] [active] 

This example shows how to configure the spanning tree forward delay time for VLAN I 00 to 21 seconds: 

Console> (enable) set spantree fwddelay 21 100 
Spantree 100 forward delay set to 2 1 seconds. 
Console> (enable) 

This example shows how to set the bridge forward delay for an instance to 16 sec 

Console> (enable) set spantree fwddelay 16 mistp-instance 1 
Instance 1 forward delay set to 16 seconds . 
Console> (enable) 

-R8B-N.ILfJ-'"Jf2õQS~i· 
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Fls. 
-~----

Catalyst6500 Series Software Configuration Guide-Release 7.4 



Chapter 8 Configuring Spanning Tree 

Configuring Mulliple Spanning Tree 

Configuring the Maximum Aging Time 

Enter the set spantree maxage command to change the spanning tree maximum aging time for a VLAN 
or an instance. The possible range of agingtime is 6 to 40 seconds. 

To configure the spanning tree maximum aging time for a VLAN or an instance, perform this task in 
privileged mode: 

Task 

Configure the maximum aging time for a VLAN 
or an MISTP instance . 

Command 

set spantree maxage agingtirne [ vlans] 
mistp-instance instances 

I 
I 

Step 2 Verify the configuration. show spantree [mod/port] mistp-instance 
[ instances] [ active] 

This example shows how to configure the spanning tree maximum aging time for VLAN I 00 to 
36 seconds: 

Console> (enable) set spantree maxage 36 100 
Spantree 100 max aging time set to 36 seconds . 
Console> (enable) 

This example shows how to set the maximum aging time for an instance to 25 seconds : 

Console> (enable) set spantree maxage 25 mistp-instance 1 
Instance 1 max aging time set to 25 seconds. 
Console> (enable) 

Configuring Multi pie Spanning T ree 
These sections describe how to configure MST: 

• Enabling Multiple Spanning Tree, page 8-44 

Mapping and Unmapping VLANs to an MST Instance, page 8-53 

Enabling Multiple Spanning Tree 

To enable and configure MST on the switch, perform these tasks in privileged mode: 

Task Command 

Step 1 Begin in PVST + mode. set spantree mode pvst+ [mistp I pvst+ I mistp-pvst+ I 

Step2 

Step 3 

Step4 

Step 5 

Step 6 

Display the STP ports. 

Configure the MST region. 

Verify your configuration. 

Map VLANs to the MST instance. 

Commit the new region mapping. 

Catalyst 6500 Series Software Configuration Guide-Release 7.4 

mst] 

show spantree active 

set spantree mst config {[name narne] I [revision 
number] [commit I rollback I force]} 

show spantree mst config 

set spantree mst instance vlan vlan I 
set spantree mst config commit I 
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Step 7 

Step8 

Step9 

Configuring Multi pie Spanning Tree 

Task Command 

Enable MST. set spantree mode mst [mistp I pvst+ / mistp-pvst+ I mst] 

Verify your MST configuration. show spantree mst config 

Verify your MST instance configuration. show spantree mst instance 

Step 10 Verify your MST module and port 
configuration. 

show spantree mst mod/port 

These examples show how to enable MST: 

Console> (enable) 
Console> (enable) set spantree mede pvst 
Spantree mede set to PVST+. 
Console> (enable) show spantree active 
VLAN 1 
Spanning tree mede 
Spanning tree type 
Spanning tree enabled 

Designated Root 

PVST+ 
ieee 

00-50-3e-66-d0-00 
Designated Root Priority 24576 
Designated Root Cost 104 
Designated Root Port 6/1 
Root Max Age 20 sec Hello Time 2 sec Forward Delay 15 sec 

Bridge ID MAC ADDR 
Bridge ID Priority 
Bridge Max Age 20 sec 

00-10-7b-bb-2f-OO 
32768 

Hello Time 2 sec Forward Delay 15 sec 

Port Vlan Port-State Cost Prio Portfast 
Channel_id 

6/1 
6/2 

Console> (enable) 

1 

1 
forwarding 
blocking 

4 

4 

32 disab1ed O 
32 disabled o 

Console> (enable) sat spantrae mst config name cisco revision 1 
Edit Buffer modified. Use 'set spantree mst config commit' to apply the 
changes. 
Console> (enable) show spantree mst config 
Current (NVRAM) MST Region Configuration: 
Configuration Name: 
Instance VLANs 

IST 1-4094 
1 
2 

3 
4 

5 

6 
7 
8 

9 

10 
11 

12 
13 
14 
15 

Revision:O 

r
~ No 03t-i8§~~ 
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NEW MST Region Configuration (Not committed yet) 
Configuration Name : cisco 
Instance VLANs 

IST 1 - 4094 
1 

2 

3 

4 

5 

6 
7 

B 

9 

10 
11 

12 
13 
14 
15 

Edit buffer is locked 
Console> (enable) 
Console> (enab l e) set 
Edit Buffer modified . 

changes . 
Console> (enable) set 
Edit Buffer modified . 
changes. 
Console> (enable) set 
Edit Buffer modified. 
changes. 
Console> (enable) set 
Edit Buffer modified. 
changes . 
Console> (enable) set 
Edit Buffer modified . 
changes . 
Console> (enable) 

by : Console (pid 142) 

spantree mst 1 v1an 2-10 
Use ' set spantree mst config 

spantree mst 1 v1an 2 - 20 
Use 'set spantree mst config 

spantree mst 2 v1an 21-30 
Use 'set spantree mst config 

spantree mst 3 v1an 31-4 0 
Use 'set spantree mst config 

spantree mst 4 vlan 41-50 
Use 'set spantree mst config 

Console> (enabl e) show spantree mst c onfig 
Current (NVRAM) MST Region Configuration: 
Configuration Name: 
Instance VLANs 

IST 1 - 4094 
1 

2 
3 
4 

5 
6 

7 

B 

9 

10 
11 

12 
13 
14 
15 
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Configuring Multiple Spanning Tree 

NEW MST Region Conf iguration (Not committed yet ) 
Configuration Name:cisco 
Instanc e VLANs 

IST 
1 

2 

3 

4 

5 

6 
7 

8 
9 

10 
11 

12 
13 
14 
15 

1,51-4094 
2-20 
21-30 
31-40 
41 - 50 

Edit buffer is locked by:Console (pid 142) 
Console> (enable) 
Console> (enable) sat spantrae mst config commit 
Console> (enable) 
Console> (enable) show spantrea mst config 
Current (NVRAM) MST Region Configuration: 
Configuration Name : cisco 
Instance VLANs 

IST 1,51-4094 
1 2-20 
2 21-30 
3 31-40 
4 41-50 
5 

6 
7 

8 

9 
10 
11 

12 
13 
14 
15 

Console> (enable) 
Console> (enable) sat spantraa moda mst 
PVST+ database cleaned up. 
Spantree mode set to MST . 
Console> (enable) 
Console > (enable) 
Console > (enable ) show spantree mst O 
Spanning tree mode MST 
Instance O 
VLANs Mapped : 1,51-4094 

00-50-3e-66-d0-00 

Revision : 1 

Revision : 1 

Designated Root 
Designated Root Priority 24576 (root priority : 245 76, sys ID ext : O) 

Designated Root Cost 
Designated Root Port 
Root Max Age 20 sec 

20100 
6 / 1 

Hello Time 2 se c Forward Delay 15 sec r 

~P~. I.- COR~EJS -0~ -- . ' · . . _. ~ ' 
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Configuring Multiple Spanning Tree 

00-10-7b-bb-2f-OO 
32768 

IST Master ID MAC ADDR 
IST Master ID Priority 
IST Master Path Cost o Remaining Hops 20 

Bridge ID MAC ADDR 00-10 - 7b-bb-2f-00 
Bridge ID Priority 32768 (bridge priority:32768, sys ID ext: 
O) 
Bridge Max Age 20 se c Hello Time 2 sec Forward Delay 15 sec Max 

Hops 20 

Port State Role Cost Prio Type 

6 / 1 
Boundary(PVST) 

6/2 
Boundary(PVST) 

forwarding 

blocking 

Console> (enable) show spantree mst 1 
Spanning tree mode MST 
Instance 
VLANs Mapped: 

1 

2-20 

ROOT 

ALTR 

Designated Root 00-10-7b-bb-2f-OO 

20000 32 P2P, 

20000 32 P2P, 

Designated Root Priority 32769 (root priority:32768, sys ID ext:1) 

Designated Root Cost O Remaining Hops 20 
Designated Root Port 1/0 

00-10-7b-bb - 2f-00 Bridge ID MAC ADDR 
Bridge ID Priority 
1) 

32769 (bridge priority:32768, sys ID ext: 

Port 

6/1 
Boundary(PVST) 

6/2 
Boundary{PVST) 
Console> {enable) 
Console> {enable) 

State Role 

-------------
forwarding BDRY 

blocking BDRY 

Console> {enable) show spantree mst 6/1 
Edge Port : No, {Configured) Default 
Link Type: P2P, {Configured) Auto 
Port Guard: Default 
Boundary: Yes {PVST) 

Inst State Role Cost 

------------- ---------
o forwarding ROOT 20000 
1 forwarding BDRY 20000 
2 forwarding BDRY 20000 
3 forwarding BDRY 20000 
4 forwarding BDRY 20000 

Console> {enable) 

Prio VLANs 

32 1 
32 2-20 
32 21-30 
32 31-40 
32 41 - 50 

Console> {enable) show spantree mst config 
Current {NVRAM) MST Region Configuration: 
Configuration Name:cisco 
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Configuring Mulliple Spanning Tree 

Instance VLANs 

IST 
1 

2 

3 

4 

5 

6 

7 

8 

9 

10 
11 

12 
13 
14 
15 

----------------- - ----------------------- - ---- - --------------- . \\ 
1, 51-4094 -'i--z \ '-\ 
2-20 JQ7 21-30 ' 

31-40 ' 
41-50 .· 
- . -

Console> (enable) 

"''-.... 
\ 
\ 

'• -~ 

Configuring lhe MST Bridge ID Priority 

78-14924-01 

You can set the bridge ID priority for an MST instance when the switch is in MST mode. 

The bridge priority value is combined with the system ID extension (the ID ofthe MST instance) to 
create the bridge ID priority. You can set 16 possible bridge priority values: O, 4096, 8192, 12288, 16384, 
20480,24576,28672,32768,36864,40960,45056,49152, 53248,57344,and61440. 

To configure the bridge ID priority for an MST instance, perform this task in privileged mode: 

Task Command 

Step 1 Configure the bridge ID priority for an set spantree priority bridge_priority mst [instance] 
MST instance. 

StepZ Verify the bridge ID priority. show spantree mst [instance I modlport] 

The example shows how to configure the bridge ID priority for an MST instance: 

Console> (enable) set spantree priority 8192 mst 3 
MST Spantree 3 bridge priority set to 8192. 
Console> (enable) 
Console> (enable) show spantree mst 3 
Spanning tree mode MST 
Instance 
VLANs Mapped: 

3 

31 - 40 

00 - 10-7b-bb-2f-OO Designated Root 
Designated Root Priority 
Designated Root Cost 
Designated Root Port 

8195 (root priority:8192, sys ID ext : 3) 

Bridge ID MAC ADDR 
Bridge ID Priority 

O Remaining Hops 20 
1 / 0 

00-10-7b-bb-2f-00 
8195 (bridge priority : 8192, sys ID ext : 3) 

l 
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u~,tiple Spanning T ree 
""\ 

' !, 

Port State Role Cost Prio Type 

------------------------ - ------ - ----- -- ------
6/1 forwarding BDRY 20000 32 P2P, 

Bounda ry ( PVST) 
6/2 blocking BDRY 20000 32 P2P, 

Boundary (PVST) 

Configuring the MST Port Cost 

Step 1 

Step2 

You can configure the port cost o f switch ports . Ports with lower port costs are more likely to be chosen 
to forward frames . Assign lower numbers to ports attached to faster media (such as fui! duplex) and 
higher numbers to ports attached to slower media. The possible rangeis I to 65535 . The default differs 
for different media. The path cost is typically I 000 divided by the LAN speed in megabits per second. 

To configure the port cost for a port, perform this task in privileged mode: 

Task Command 

Configure the MST port cost for a switch port. set spantree portcost mod/port cost [mst] 

Verify the port cost setting. show spantree mst [instance I modlport] 1 

This example shows how to configure the port cost on an MST instance and verify the configuration: 

Console> (enable) set spantree p ortcost 6/1 10000 mst 
Spantree port 6/1 path cost set to 10000. 
Console> (enable) 
Console> (enable) show spantree mst 6 / 1 
Edge Port: No, (Configured) Default 
Link Type : P2P, (Configured) Auto 
Port Guard: 
Boundary: 

Default 
Yes (PVST) 

Inst State Role Cost 
-------------

o forwarding ROOT 
1 forwarding BDRY 
2 forwarding BDRY 
3 forwarding BDRY 
4 forwarding BDRY 

Console> (enable) 

Prio VLANs 

10000 32 1 
10000 32 2-20 
10000 32 21-30 
10000 32 31-40 
10000 32 41-50 

Configuring the MST Port Priority 

Step 1 

Step2 

You can configure the port priority o f ports. The port with the lowest priority value forwards frames for 
ali VLANs. The possible port priority value is a multip le of 16 from O to 240. The default is 32. I f ali 
ports have the same priority value, the port with the lowest port number forwards frames. 

To configure the port priority for a port, perform this task in privileged mode: 

Task Command 

Configure the MST port priority for a port. set spantree portpri modlport priority [mst] 

Verify the port priority setting. show spantree mst [instance I mod/port] 
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This example shows how to configure the port priority and verify the configura_5~~.\ 
Console> (enable) set spantree portpri 6/1 30 mst 
Bridge port 6 / 1 port priority set to 30. \ 
Console> (enable) 
Console > (enable) show spantree mst 6/1 
Edge Port : No , (Configured) Default 
Link Type : P2 P, ( Conf igured) Auto 
Port Guard: 
Boundary: 

Default 
Yes (PVST) 

Inst State Role Cost 

O forwarding 
1 forwarding 
2 forwarding 
3 forwarding 
4 forwarding 

Console> (enable) 

ROOT 
BDRY 
BDRY 
BDRY 
BDRY 

- --------
10000 
10000 
10000 
10000 
10000 

Prio VLANs 

30 1 

30 2-20 
30 21-30 
30 31-40 
30 41-50 

' 
•. 

Configuring the MST Port lnstance Cost 

Step 1 

Step2 

78-14924-01 

You can configure the port instance cost for an instance o f MST. Ports with a lower instance cost are 
more likely to be chosen to forward frames . You should assign lower numbers to ports attached to faster 
media (such as full duplex) and higher numbers to ports attached to slower media. The default cost 
differs for different media. The possible value for port instance cost is 1-268435456. 

To configure the port instance cost for a port, perform this task in privileged mode: 

Task Command 

Configure the MST port instance cost on a 
port. 

set spantree portinstancecost modlport [cost cost] mst 
[instances] 

Verify the path cost for the instances on a 
port. 

show spantree portinstancecost mod/port 

This example shows how to configure the MST port instance cost on a port : 

Console> (enab1e) sat spantraa portinstancacost 6/1 cost 5000 mst 4 
Port 6/1 MST Instances 0-3,5-15 have path cost 10000 . 
Port 6/1 MST Instances 4 have path cost 5000 . 
Console> (enable) 
Console> (enable) show spantrae mst 4 
Spanning tree mede MST 
Instance 
VLANs Mapped: 

Designated Root 
Designated Root Priority 

Designated Root Cost 
Designated Root Port 

Bridge ID MAC ADDR 
Bridge ID Priority 
4) 

4 

41-50 

00-10-7b-bb-2f-OO 
32772 (root priority: 32768, sys ID ext : 4) 

O Remaining Hops 20 
1 / 0 

00-10-7b-bb-2f-OO 
32772 (bridge priority : 32768, sys ID ext : 

Fl s~ O f 61 
~---~~--
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Configuring Multiple Spanning Tree 

Port State Role Cost Prio Type 

6/1 forwarding BDRY 5000 30 P2P, 
Boundary(PVST) 
6/2 blocking BDRY 20000 32 P2P, 

Boundary(PVST) 
Console> (enabl e) 

Configuring the MST Port lnstance Priority 

Step 1 

Step2 

You can set the port príoríty for an ínstance ofMST. The port with the lowest príority value for a specífic 
MST ínstance forwards frames for that ínstance. The possible port ínstance range ís 0-240. I f ali ports 
have the same príoríty value for an MST ínstance, the port wíth the lowest port number forwards frames 
for that instance. 

To configure the port ínstance príoríty on an MST ínstance, perform thís task in privileged mode: 

Task Command 

Configure the port ínstance prioríty on an MST 
ínstance. 

set spantree portinstancepri modlport 
priority mst [instance] 

Verífy the port ínstance priority setting. show spantree mst [instance I mod/port] 

This example shows how to configure the port instance priority on an MST instance and verify the 
configuration: 

Console> (enable) set spantree p o rtinstancepri 6/1 16 mst 2 
Port 6/1 MST Instances 2 using portpri 16. 
Port 6 /1 MST Instances 0 - 1,3-15 using portpri 30. 
Console> (enable) 
Console> (enabl e) 
Console> (enable) show spantree mst 2 
Spanning tree mode MST 
Instance 2 
VLANs Mapped: 21-3 O 

00-10-7b-bb-2f-OO Designated Root 
Designated Root Priority 32770 (root priority:32768, sys ID ext:2) 

Designated Root Cost 
Designated Root Port 

Bridge ID MAC ADDR 
Bridge ID Priority 
2) 

Port 

6/1 
Boundary(PVST) 

6/2 
Boundary ( PVST) 
Console> (enable) 

O Remaining Hops 20 
1/0 

00-10-7b-bb-2f-OO 
32770 (bridge priority:32768, sys ID ext: 

State Role Cost Prio Type 

------------- - --- - --- ---------------- - ------ -
forwarding BDRY 10000 16 P2P , 

blocking BDRY 20000 32 P2P, 
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.... \, 

~tO ·. \ 
Mapping and Unmapping VLANs to an MST lnstance ~~ . . 

( .' / 

By default, ali VLANS are mapped to 1ST (instance 0). For an MST instance (M TJ). l through I 5 to be 
active , at least one VLAN must be mapped to that MSTI. 1ST will always be active whether VLANs are 
mapped to 1ST or not. MST has separa te regions, which prevents VLAN mapping conflicts. Follow these 
guidelines for mapping and unmapping VLANS to an MST instance: 

78-14924-01 

~ .. 
Note See Chapter I I, "Configuring VLAN s" for details on using and configuring VLANs. 

~ .. 

• You can only map Ethernet VLANs to MST instances. 

• At least one VLAN in the instance must have an active port in arder for MST to be active. 

• You can mapas many Ethernet VLANs as you wish to an MST instance. 

• You cannot map a VLAN to more than one MST instance. 

• The Helio Time, Maximum Age timer, and Forward Delay timer set for mode and ali spanning trees 
are used globally by MST. 

Note To use VLANs 1025-4094, you must enable MAC address reduction. See the "Creating Extended-Range 
VLANs" section on pagc I I -7 in Chapter I I, ''Configuring VLANs" for details on using extended-range 
VLANs. 

Step 1 

Step2 

Step3 

To mapa VLAN to an MST instance, perform this task in privileged mode: 

Task Command 

Map a VLAN to an MST instance. set spantree mst instance vlan vlan 

Make the new region mapping effective. set spantree mst config commit 

Verify the VLAN is mapped. show spantree mst [instance] [active] mod/port 

This example shows how to map a VLAN to MST instance I and verify the mapping: 

Console> (enable) show spantree mst config 
Current (NVRAM) MST Region Configuration : 
Configuration Name:cisco 
Instance VLANs 

IST 
1 
2 
3 
4 

5 

6 
7 

8 

9 

10 
11 
12 
13 

1 , 51-4094 
2-20 
21 - 30 
31-40 
41-50 

Rev ision:1 

' ·-.. 0 f*J P.· 2 
I ' •(.} 

. ~[$$-------.. -·-·--.....-~ 
l 

14 - 1 • 

=~~=== = ==~ ================== = = == = === == = = = ======== == = = = ======= = =======J= l: f)oc:jl__O.__l __ 
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Console> (enable ) set spantree mst 14 vlan 900-999 
Edit Buffer modi fied. Use 'set spantree ms t config commit' to apply the 
changes. 
Console> (enable ) show spantree mst config 
Current (NVRAM) MST Region Configuration: 
Configuration Name:cisco 
Instance VLANs 

IST 
1 
2 

4 

5 
6 

7 

8 
9 

10 
11 

12 
13 
14 
15 

1, 51-4094 
2-20 
21-30 
31 -40 
41-50 

NEW MST Region Configuration (Not committed yet) 
Configuration Name:cisco 
Instance VLANs 

IST 1,51-899 , 1000-4094 
1 2-20 
2 

3 

4 

5 

6 

7 

8 
9 

10 
11 
12 
13 

21-30 
31 - 40 
41-50 

14 900-999 
15 

Edit buffer is locked by:Console (pid 142) 
Console> (enab le) 
Console> (enable) clear spantree mst 14 vlan 900-998 

Revision:1 

Revision :2 

Edit Buffer modified. Use 'set spantree ms t config commit' to apply the 
changes. 
Console > (enable) 
Console > (enable) show spantree mst config 
Current (NVRAM) MST Region Configuration: 
Configuration Name:cisco 
Instance VLANs 

IST 1,51-4094 
1 2-20 
2 21-30 
3 31-40 
4 41-50 
5 

6 
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7 

8 

9 
10 
11 

12 
13 
14 
15 

NEW MST Region Configuration (Not committed yet) 
Configuration Name:cisco 
Instance VLANs 

IST 1,51-998,1000-4094 
1 2-20 
2 21-30 
3 31-40 
4 41-50 
5 
6 
7 

8 
9 

10 
11 

12 
13 
14 999 
15 

Edit buffer is locked by : Console (pid 142) 
Console> (enable) 
Console> (enable) set spantree mst config commit 
Console> (enable) 
Console> (enable) show spantree mst config 
Current (NVRAM) MST Region Configuration : 
Configuration Name:cisco 
Instance VLANs 

IST 1,51-998,1000-4094 
1 2-20 
2 21-30 
3 31-40 
4 41-50 
5 
6 
7 

8 
9 

10 
11 
12 
13 
14 
15 

999 

Configuring Mulliple Spanning Tree 

~o~ 
·~ 

dX .. 
Revision :2 

Revision :2 

r------- -------
-R9-S-N°~3/2005 - ê 

CPMI- CORREIOS 
======================================================================= 
Console> (enable) 

Fls:-- ------

Doe: 
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Configuring BPDU Skewing 

Console> (enable) show spantree mst 3 
Spanning tree mede MST 
Instance 3 
VLANs Mapped: 31-40 

Designated Root 00-10-7b-bb-2f-00 
Designated Root Priority 8195 (root priority:8192, sys ID ext:3) 
Designated Root Cost 
Designated Root Port 

Bridge ID MAC ADDR 
Bridge ID Priority 

Port 

6/1 
Boundary(PVST) 

6/2 
Boundary(PVST) 
Console> (enable) 

O Remaining Hops 20 
1/0 

00-10-7b-bb-2f-OO 
8195 (bridge priority:8192, sys ID ext:3) 

State Role Cost Prio Type 

------ ------- -------- ----- -------------------
forwarding BDRY 10000 30 P2P, 

blocking BDRY 20000 32 P2P, 

Configuring BPDU Skewing 

Step 1 

Step2 

Commands that support the spanning tree BPDU skewing feature perform these functions: 

Allow you to enable or disable BPDU skewing. The default is disabled. 

Modify the show spantree summary output to show ifthe skew detection is enabled and for which 
VLANs or PVST+ or MISTP instances the skew was detected. 

Provi de a display o f the VLAN o r PVST + or MISTP instance and the port affected by the skew 
including this information: 

- The last skew duration (in absolute time) 

- The worst skew duration (in absolute time) 

- The date and time o f the worst duration 

To change how spanning tree performs BPDU skewing statistics gathering, enter the set spantree 
bpdu-skewing command. The bpdu-skewing command is disabled by default. 

To configure the BPDU skewing statistics gathering for a VLAN, perform this task in privileged mode: 

Task Command 

Configure BPDU skewing. set spantree bpdu-skewing [enable I disable] 

Verify the configuration. show spantree bpdu-skewing vlan [modlport] 

show spantree bpdu-skewing mistp-instance 
[instance] [mod/port] 

This example shows how to configure BPDU skewing and view the skewing statistics: 

Console> (enable) set spantree bpdu-skewing 
Usage : set spantree bpdu-skewing <enable ldisable> 
Console> (enable) set spantree bpdu-skewing enable 
Spantree bpdu-skewing enabled on this switch. 
Console> (enable) 

I 
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Configuring BPDU Skewing 

Console> (enable) show spantree bpdu-skewing 1 
Bpdu skewing statistics for vlan 1 
Port Last Skew ms Worst Skew ms Worst Skew Time 

)'?r()(o ------- ------ -- ----------- ------------ --- -- ----- -- -
8 / 2 5869 108370 Tu e Nov 21 2000, 06:25:59 

·~ .. · 8 / 4 4050 113198 Tu e Nov 21 2000, 06:26 : 04 
8/6 113363 113363 Tu e Nov 21 2000, 06:26:05 
8/8 4111 113441 Tu e Nov 21 2000' 06:26:05 
8/10 113522 113522 Tu e Nov 21 2000' 06 : 26 : 05 
8/12 4111 113600 Tu e Nov 21 2000, 06:26:05 
8/14 113678 113678 Tu e Nov 21 2000, 06:26:05 
8/16 4111 113755 Tu e Nov 21 2000' 06 : 26:05 
8/18 113833 113833 Tu e Nov 21 2000, 06:26:05 
8/20 4111 113913 Tu e Nov 21 2000, 06:26 : 05 
8/22 113917 113917 Tu e Nov 21 2000, 06:26:05 
8/24 4110 113922 Tu e No v 21 2000' 06:26:05 
8/26 113926 113926 Tu e Nov 21 2000, 06:26 : 05 
8/28 4111 113931 Tu e Nov 21 2000, 06:26 : OS 
Console> (enable) 

This example shows how to configure BPDU skewing for VLAN I on module 8, port 2 and view the 
skewing statistics: 

Console> (enable) show spantree bpdu-skewing 1 B/4 
Bpdu skewing statistics for vlan 1 
Port Last Skew ms Worst Skew ms Worst Skew Time 

8/4 5869 108370 Tue Nov 21 2000, 06 : 25:59 

You will receive a similar output when MISTP is running. 

The show spantree summary command displays ifBPDU skew detection is enabled and also Iists the 
VLANs or instances affected in the skew. This example shows the output when using the show spantree 
summary command: 

Console> (enable) show spantree summary 
Root switch for vlans : 1 
BPDU skewing detection enabled for the bridge 
BPDU skewed for vlans: 1 
Portfast bpdu-guard disab1ed for bridge. 
Portfast bpdu-filter disabled for bridge. 
Uplinkfast disabled for bridge. 
Backbonefast disabl ed for bridge. 

Summary of connected spanning tree ports by vlan 

VLAN Blocking Listening Learning Forwarding STP Active 

1 6 4 2 o 12 

Blocking Listening Learning Forwarding STP Active 

Total 6 4 2 o 12 
Console> (enable) 

·-ReS-N>L&3f2Bes-... -e~+<l 
CP~/- CORRE IOS l 

o 764 f 
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Cisco lOS File System Commands 

This chapter describes the basic set o f commands used to manipula te files on your routing devi c e using 
the Cisco lOS File System (IFS) in Cisco lOS Release 12.2. 

Commands in this chapter use URLs as part ofthe command syntax. URLs used in the Cisco IFS contain 
two parts: a file system or network prefix, and a file identification suffix. The following tables list URL 
keywords that can be used in the source-ur/ and destination-ur/ arguments for ali commands in this 
chapter. The prefixes listed below can also be used in the .fi/esystem arguments in this chapter. 

Tablc 18 Jists common URL network prefixes used to indicate a device on the network. 

Tãble 18 Network Prefixes for Cisco IFS UHls 

Prefix Description 

ftp: Specifies a File Transfer Protocol (FTP) network server. 

rcp: Specifies an remote copy protocol (rcp) network server. 

tftp: Specifies a TFTP server. 

Table 19 lists the available suffix options (file indentification suffixes) for the URL prefixes used in 
Table 18. 

Tãble 19 File ID Sudixes for Cisco IFS UHls 

Prefix Suffix Options 

ftp: ((//[ usemame[ :password]@]location ]/directory ]/filename 

For example: 

ftp :I /network-config (pre.fix:/ /.fi/ename) 

ftp://jeanluc:secret@enterprise.cisco.com/ship-config 

rcp: rcp: [[//[ username@] location ]/directory ]/filename 

tftp: tftp: [[/ /location ]/directory ]/filename 

"-''-' v;J'f2005 - GN-.i 
CPMI·- CORREIOS I" Table 20 lists common URL prefixes used to indicate memory locations on the sys em. - _ , · 

··- 0765 

370 ti 
I 
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lãble 20 File System Prefixes for Cisco /FS Ul?ls 

Prefix Description 

bootflash: Bootflash memory. I 
diskO: Rotating disk media. 

flash: Flash memory. This prefix is available on most platforrns. For platforrns that do 
[partition-number] not have a device named flash:, the prefix flash : is aliased to slotO:. 

Therefore, you can use the prefix flash: to refer to the main Flash memory 
storage area on ali platforrns 

flh: Flash load helper log files. 

null: Null destination for copies. You can copy a remate file to null to determine its 
size. 

nvram: NVRAM. This is the default location for the running-configuration file . 

slavebootflash: Internai Flash memory on a slave RSP card o f a router configured with 
Dual RSPs. 

slavenvram: NVRAM on a slave RSP card. 

slaveslotO: First PCMCIA card on a slave RSP card. 

slaveslotl: Second PCMCIA card on a slave RSP card. 

slotO: First PCMCIA Flash memory card. 

slotl: Second PCMCIA Flash memory card. I 
xmodem: Obtain the file from a network machine using the Xmodem protocol. 

ymodem: Obtain the file from a network machine using the Ymodem protocol. 

For details about the Cisco IFS, and for IFS configuration tasks, refer to the "Configuring the Cisco lOS 
File System" chapter in the Release 12.2 Cisco lOS Configuration Fundamentais Configuration Guide . 
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cd 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

cd • 

To change the default directory or file system, use the cd EXEC command. 

cd [filesystem:] 

filesystem: (Optional) The URL or alias ofthe directory or file systems followed by a 
colon. 

The initial default file system is flash:. For platforrns that do not have a physical device named flash:, 
the keyword flash: is aliased to the default Flash device. 

I f you do not specify a directory on a file system, the default is the root directory on that file system. 

EXEC 

Release Modification 

11.0 This command was introduced. 

For ali EXEC commands that have an optionai.filesystem argument, the system uses the file system 
specified by the cd command when you omit the optionai.filesystem argument. For example, the dir 
EXEC command, which displays a list offiles on a file system, contain an optionai.filesystem argument. 
When you omit this argument, the system lists the files on the file system specified by the cd command. 

In the following example, the cd command is used to set the default file system to the Flash memory card 
inserted in slot 0: 

Router# pwd 
bootflash:/ 
Router# cd slotO: 
Router# pwd 
slotO:/ 

Command 

delete 

di r 

pwd 

show file systems 

undelete 

Description 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. · -·~-N"-fr3t-2f.tô-5-=-eN-• 

Displays a list offiles on a file system. v .,v::_ -_~vv, "'1c1US, I 
Displays the current setting o f the cd command. n I'} n il 

Lists available file systems and their alias prefix name . V I U O 
Recovers a file marked "deleted" on a Class A or Clas :B 'Plasl:! file system __ 

I [' ' 
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• configure network 

configure network 
The configure network command was replaced by the copy { rcp I tftp} running-config command in 
Cisco IOS Release 11.0. To maintain backward compatibility, the configure network command 
continues to function in Cisco lOS Release 12 .2 for most systems, but support for this command may be 
removed in a future release . 

The copy { rcp I tftp} running-config command was replaced by the 
copy {ftp: I rcp: I tftp:}[filename] system:running-config command in Cisco lOS Re1ease 12.1. 

The copy { ftp: I rcp: I tftp:} [filename] system:running-config command specifies that a configuration 
fi I e should be copied from a FTP, rcp, o r TFTP source to the running configuration. Se e the description 
o f the copy in this chapter command for more information. 

Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 

• 

• 

• 



Cisco lOS File Syslem Commands 

copy 

Syntax Description 

.. copy • 

To copy any file from a source to a destination, use the copy EXEC command. 

copy [/e rase] source-url destination-url 

/e rase {Optional) Erases the destination file system before copying. 

source-url The location URL or alias ofthe source file or directory to be copied. 

destination-url The destination URL or alias o f the copied file or directory. 

The exact format o f the source and destination URLs varies according to the file o r directory location. 
You may ente r either an alias keyword for a particular file or an alias keyword for a file system type (not 
a file within a type). 

Timesaver Aliases are used to cut down on the amount oftyping you need to perform. For example, it is easier 
to type copy run start (the abbreviated form ofthe copy running-config startup-config command) 
than it isto type copy system:r nvram:s (the abbreviated form ofthe copy system:running-config 
nvram:startup-config command). These aliases also allow you to continue using some ofthe 
common commands used in previous versions o f Cisco lOS software. 

Table 21 shows two keyword shortcuts to URLs. 

Table 21 Common Keyword Aliases to URls 

Keyword Source or Destination 

running-config 

startup-config 

(Optional) Keyword alias for the system:running-config URL. 
The system:running-config keyword represents the current running 
configuration file. This keyword does not work in more and show file 
EXEC command syntaxes. 

(Optional) Keyword alias for the nvram:startup-config URL. 
The nvram:startup-config keyword represents the configuration file 
used during initialization (startup). This fileis contained in NVRAM for 
ali platforms except the Cisco 7000 family, which uses the 
CONFIG_FILE environment variable to specify the startup 
configuration. The Cisco 4500 series cannot use the 
copy running-config startup-config command. This keyword does not 
work in more and show file EXEC command syntaxes. 

The following tables list aliases by file system type. I f you do not specify an alias, the router looks for 
a file in the current directory. 

Table 22lists URL aliases for Special (opaque) file systems. Table 23 lists them 
and Table 24 lists them for local writable storage. 

- ~5~ 
CPMI.:. c_ORREIOS f 
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Table 22 URl Prelíx Aliases for Special File Systerns 

Alias Source or Destination 

flh: Source URL for flash load helper log files . 

modem: Destination URL for loading modem firmware on Cisco 5200 and 
5300 Series routers. 

nvram: Router NVRAM. You can copy the startup configuration in to or 
from NVRAM. You can also display the size of a private 
configuration file. 

nu li: Nutt destination for copies or fil es. You can copy a remote file to 
nutt to determine its size. 

system: Source or destination URL for system memory, which includes the 
running configuration. 

xmodem: Source destination for the file from a network machine that uses the 
Xmodem protocol. 

ymodem: Source destination for the file from a network machine that uses the 
Xmodem protocol. 

I 
Table 23 URl Prelíx Aliases for Netwolk File Systerns 

Alias Source or Destination 

ftp: Source or destination URL for an File Transfer Protocol {FTP) 
network server. The syntax for this alias is as follows: 
ftp: [[[/ lusername [ :password]@]location ]/directory J/filename. 

rcp: Source or destination URL for a Remote Copy Protocol (rcp) 
network server. The syntax for this alias is as follows: 
rcp: [[[1/username@]/ocation ]/directory J/filename. 

tftp: Source or destination URL for a TFTP network server. The syntax 
for this alias is tftp:[[l/location]/directory]/filename. 

Table 24 URl Prelíx Aliases for local Writable Storage File Systerns 

Alias Source or Destination 

bootflash: Source or destination URL for boot flash memory. 

diskO: and diskl: Source or destination URL o f rotating media. 

flash: Source or destination URL for Flash memory. This alias is 
available on ali platforms. For platforms that lack a flash: device, 
note that flash: is aliased to slotO:, allowing you to refer to the 
main Flash memory storage area on ali platforms. 

slavebootflash: Source or destination URL for internai Flash memory on the slave 
RSP card o f a router configured for HSA. 

slaveram: NVRAM on a slave RSP card o f a router configured for HSA. 

slaveslotO: Source or destination URL o f the first PCMCIA card on a slave 
RSP card o f a router configured for HSA. 
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:,_:~ 

Command Modes 

Command History 

Usage Guidelines 

CC!PY • 

Table24 URl Prelix Aliases for local Writable Storage File Systems (continue:~ 
Alias Source or Destination 

slaveslotl: Source or destination URL of the second PCMCIA slot on a si ave 
RSP card o f a router configured for HSA. 

slotO: Source o r destination URL o f the first PCMCIA Flash memory 
card. 

slotl: Source o r destination URL o f the second PCMCIA Flash memory 
card. 

EXEC 

Release Modification 

11.3 T This command was introduced. 

You can enter on the command line ali necessary source- and destination-URL information and the 
usemame and password to use, or you can enter the copy command and have the router prompt you for 
any missing information. 

Ifyou enter information, choose one ofthe following three options: running-config, startup-config, or 
a file system alias (see previous tables.) The location of a file system dictates the format ofthe source or 
destination URL. 

The colon is required after the alias. However, earlier commands not requiring a colon rema in supported, 
but are unavailable in context-sensitive help. 

The entire copying process may take severa! minutes and differs from protocol to protocol and from 
network to network. 

In the alias syntax for ftp:, rcp:, and tftp:, the location is either an IP address ora host name. The 
filename is specified relative to the directory used for file transfers. 

This section contains usage guidelines for the following topics: 

• Understanding lnvalid Combinations of Source and Destination 

• Understanding Character Descriptions 

Understanding Partitions 

• Using rcp 

Using FTP 

• Storing lrnages on Servers 

• Copying from a Server to Flash Memory 

• Verifying Images 

• Copying a Configuration File from a Server to the Running Configuration 

• Copying a Configuration File frorn a Server to the Startup Configuration 

• Storing the Running or Startup Configuration on a Server 

• Saving the Running Cpnfiguration to the Startup Configuration 

I ·-··----
ROS N° •('J312ôtJ()~ 
CPMI- CORREIOS. I 
-_-o 7 68 . I 
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Using CONFIG_FILE, BOOT, and BOOTLDR Env ironment Variables 

Using the Copy Command with th e Dual RSP Feature 

Cisco lOS File System Commands 

Understanding Invalid Combinations of Source and Destination 

Some invalid combinations o f source and destination exist. Specifically, you cannot copy the following: 

From a running configuration to a running configuration 

From a startup configuration to a startup configuration 

From a device to the same device (for example, the copy flash: flash: command is invalid) 

Understanding Character Descriptions 

Table 25 describes the characters that you may see during processing of the copy command. 

Tãble 25 copy Character Descriptions 

Character Description 

! For network transfers, an exclamation point indicates that the copy 
process is taking place. Each exclamation point indicates the successful 
transfer o f ten packets (512 bytes each). 

For network transfers, a period indicates that the copy process tim ed out. 
Many periods in a row typically mean that the copy process may fail. 

o For network transfers, an uppercase O indicates that a packet was 
received out of order and the copy process may fail. 

e For Flash erasures, a lowercase e indicates that a device is being erased. 

E An uppercase E indicates an error. The copy process may fail. 

v A series o f uppercase V s indicates the progress during the verification 
o f the image checksum. 

Understanding Partitions 

You cannot copy an image or configuration file to a Flash partition from which you are currently running. 
For example, ifpartition I is running the current system image, copy the configuration file or image to 
partition 2 . Otherwise, the copy operation will fail. 

You can identify the available Flash partitions by entering the show file system EXEC command. 

Usingrcp 

The rcp protocol requires a client to send a remote usemame upon each rcp request to a server. When 
you copy a configuration file o r image between the router and a server using rcp, the Cisco lOS software 
sends the first valid usemame it encounters in the following sequence: 

1. The remote usemame specified in the copy command, i f a usemame is specified. 

2. The usemame set by the ip rcmd remote-username global configuration command, ifthe command 
is configured. 

3. The remote usemame associated with the current tty (terminal) process . For example, ifthe user is 
connected to the router through Telnet and was authenticated through the username command, the 
router software sends the Telnet usemame as the remote usemame. 

4. The router host name. 
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copy • 

For the rcp copy request to process, an account must be defined on the network server for the remote 
usemame. I f the network administrator o f the destination server did not establish an account for the 
remote usemame, this command will not run. I f the serve r has a directory structure, the configuration 
file or image is written to or copied from the directory associated with the remote usemame on the server. 
For example, i f the system image resides in the h orne directory o f a user on the server, specify that use r 
name as the remote usemame. 

Ifyou are writing to the server, the rcp server must be properly configured to accept the rcp write request 
from the user on the router. For UNIX systems, add an entry to the .rhosts file for the remote user on the 
rcp server. Suppose the router contains the following configuration !ines: 

hostname Rtrl 
ip rcmd remote-username UserO 

Ifthe router IP address translates to Routerl.company.com, then the .rhosts file for UserO on the rcp 
server should contain the following line: 

Routerl.company.com Rtrl 

Refer to the documentation for your rcp server for more details. 

Ifyou are using a personal computer as a file server, the computer must support the remote shell protocol 
(rsh). 

UsingfTP 

The FTP protocol requires a client to send a remote usemame and password upon each FTP request to a 
server. When you copy a configuration file from the router to a server using FTP, the Cisco lOS software 
sends the first valid usemame that it encounters in the following sequence: 

1. The usemame specified in the copy command, i f a usemame is specified. 

2. The usemame set by the ip ftp username command, i f the command is configured. 

3. Anonymous. 

The router sends the first valid password in the following list: 

1. The password specified in the copy command, i f a password is specified. 

2. The password set by the ip ftp password command, i f the command is configured. 

3. The router forms a password usemame@routemame.domain. The variable usemame is the 
usemame associated with the current session, routemame is the configured host name, and domain 
is the domain o f the router. 

The usemame and password must be associated with an account on the FTP server. Ifyou are writing to 
the server, the FTP server must be properly configured to accept the FTP write request from the user on 
the router. 

I f the server has a directory structure, the configuration file or image is written to or copied from the 
directory associated with the usemame on the server. For example, i f the system image resides in the 
home directory of a user on the server, specify that user name as the remote username. 

Refer to the documentation for your FTP server for more details. 

Use the ip ftp username and ip ftp password global configuration commands t 
password for ali copies. Include the usemame in the copy command ifyou wa 
for that copy operation only. 
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Storing lmages on Servers 

Use the copy flash : destination-url command (for example, copy fla sh : tftp:) to copy a system image 
or boot image from Flash memory to a network server. Use the copy ofthe image as a backup copy. Also, 
use it to verify that the copy in Flash memory is the same as that in the original file . 

Copying from a Server to Flash Memory 

Use the copy destination-urljlash: command (for example, copy tftp: flash:) to copy an image from a 
server to Flash memory. 

On Class B file system platforms, the system provides an option to erase existing Flash memory before 
writing onto it. 

Note Yerify the image in Flash memory before booting the image. 

~ 

Verifying lmages 

When copying a new image to your router, you should confirm that the image was not corrupted during 
the copy process. Depending on the destination filesystem type, a checksum for the image file may be 
displayed when the copy command completes. You can verify this checksum by comparing it to the 
checksum value provided for your image file on Cisco.com. 

Caution Ifthe checksum values do not match, do not reboot the router. Instead, reissue the copy command 
and compare the checksums again. lfthe checksum is repeatedly wrong, copy the original image back 
into Flash memory before you reboot the router from Flash memory. Ifyou have a corrupted image 
in Flash memory and try to boot from Flash memory, the router will start the system image contained 
in ROM (assuming booting from a network server is not configured) . IfROM does not contain a fully 
functional system image, the router might not function and will need to be reconfigured through a 
direct console port connection. 

An altemate method for file verification is to use the UNIX 'ditr command. This method can also be 
applied to file types other than Cisco lOS images. Ifyou suspect that a fileis corrupted, copy the suspect 
file and the original file to a Unix server. (The file names may need to be modified ifyou try to save the 
files in the same directory.) Then run the Unix 'ditr command on the two files . lfthere is no difference, 
then the file has not been corrupted. 

Copying a Configuration File from a Server to the Running Configuration 

Use the copy {ftp : I rcp: I tftp: } running-config command to load a configuration file from a network 
server to the running configuration o f the router (note that running-config is the alias for the 
system:running-config keyword). The configuration will be added to the running configuration as ifthe 
commands were typed in the command-line interface (CLI). Thus, the resulting configuration fil e will 
be a combination ofthe previous running configuration and the loaded configuration file, with the loaded 
configuration file having precedence. 

You can copy either a host configuration file ora network configuration file . Accept the default value of 
host to copy and load a host configuration file containing commands that apply to one network server in 
particular. Enter network to copy and load a network configuration file containing commands that apply 
to ali network servers on a network. 
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Copyh>g a Configu~..., Ale from a Seno< lo o.e Stanup Conligum•- ~ 
Use the copy { ftp: I rcp: I tftp:} nvram:startup-config command to copy a configuration file from a 
network server to the router startup configuration. These commands replace the startup configuration file 
with the copied configuration file. 

Storing the Running or Startup Configuration on a Server 

Use the copy system:running-config { ftp: I rcp: I tftp:} command to copy the current configuration 
file to a network serve r using FTP, rcp, o r TFTP. Use the copy nvram:startup-config { ftp: I rcp: I tftp:} 
command to copy the startup configuration file to a network server. 

The configuration file copy can serve as a backup copy. 

Saving the Running Configuration to the Startup Configuration 

Use the copy system:running-config nvram:startup-config command to copy the running 
configuration to the startup configuration. 

Note Some specific commands might not get saved to NVRAM. You will need to enter these commands 
again ifyou reboot the machine. These commands are noted in the documentation. We recommend 
that you keep a listing o f these settings so you can quickly reconfigure your router after rebooting. 

Ifyou issue the copy system:running-config nvram:startup-config command from a bootstrap system 
image, a warning will instruct you to indicate whether you want your previous NVRAM configuration 
to be overwritten and configuration commands to be lost. This warning does not appear ifNVRAM 
contains an invalid configuration or ifthe previous configuration in NVRAM was generated by a 
bootstrap system image. 

On ali platforms except Class A file system platforms, the copy system:running-config 
nvram:startup-config command copies the currently running configuration to NVRAM. 

On the Class A Flash file system platforms, the copy system:running-config nvram:startup-config 
command copies the currently running configuration to the location specified by the CONFIG_FILE 
environment variable. This variable specifies the device and configuration file used for initialization. 
When the CONFIG_FILE environment variable points to NVRAM or when this variable does not exist 
(such as at first-time startup), the software writes the current configuration to NVRAM. Ifthe current 
configuration is too large for NVRAM, the software displays a message and stops executing the 
command. 

When the CONFIG_FILE environment variable specifies a valid device other than nvram: (that is, 
flash:, bootflash:, slotO:, o r slotl :), the software writes the current configuration to the specified device 
and filename, and stores a distilled version ofthe configuration in NVRAM. A distilled version is one 
that does not contain access list information. IfNVRAM already contains a copy of a complete 
configuration, the router prompts you to confirm the copy. 

Using CONFIG_FILE, BOOT, and BOOTLDR Environment Variables 

For the Class A Flash file system platforms, specifications are as follows: 

• The CONFIG_FILE environment variable specifies the configuration file us d~~~IQ:lli~OOs €*'< 
initialization. GPMJ~ CORR-?IQ$- I 
The BOOT environment variable specifies a list o f bootable images on vario s deviêes:- ' 

The BOOTLDR environment variable specifies the Flash device and filenam ~tnainin the rxboot 

;mago that ROM "'" fo' hoot;ng. . } {; 

J 1_ D0c:i-7-ftt:~ j{ 
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Cisco 3600 routers do not use a dedicated boot helper image (rxboot) , which many other routers use 
to help with the boot process. Instead, the BOOTLDR ROM monitor environment variable identifies 
the Flash memory device and filename that are used as the boot helper; the default is the first system 
image in Flash memory. 

To view the contents of environment variables, use the show bootvar EXEC command. To modify the 
CONFIG_FILE environment variable, use the boot config global confi guration command. To modify the 
BOOTLDR environment variable, use the boot bootldr global configuration command. To modify the 
BOOT environment variable, use the boot system global configuration command. To save your 
modifications, use the copy system:running-config nvram:startup-config command. 

When the destination o f a copy command is specified by the CONFIG_FILE o r BOOTLDR environment 
variable, the router prompts you for confirmation before proceeding with the copy. When the destination 
is the only valid image in the BOOT environment variable, the router also prompts you for confirmation 
before proceeding with the copy. 

Using the Copy Command with lhe Dual RSP Feature 

The Dual RSP feature allows you to instai! two Route/Switch Processar (RSP) cards in a single router 
on the Cisco 7507 and Cisco 7513 platforms. 

On a Cisco 7507 or Cisco 7513 router configured for Dual RSPs, ifyou copy a file to 
nvram:startup-configuration with automatic synchronization disabled, the system asks ifyou also 
want to copy the file to the si ave startup configuration. The default answer is yes. I f automatic 
synchronization is enabled, the system automatically copies the file to the slave startup configuration 
each time you use a copy command with nvram:startup-configuration as the destination. 

The following examples illustrate uses o f the copy command. 

Copying an Image from a Server to Flash Memory Examples 

Saving a Copy of an lmage on a Server Examples 

Copying a Configuration File from a Server to the Running Configuration Example 

Copying a Configuration File from a Server to the Startup Contiguration Example 

Copying the Running Configuration to a Server Example 

Copying the Startup Configuration to a Server Example 

Saving the Current Running Configuration Example 

Moving Configuration Files to Other Locations Examples 

Copying an lmage from the Master RSP Card to the Slave RSP Card Example 

Copying an lmage from a Server to Flash Memory Examples 

The following three examples use a copy rcp:, copy tftp:, or copy ftp : command to copy an image file 
from a server to Flash memory: 

Copying an Image from a Server to Flash Memory Example 

Copying an lmage from a Server to a Flash Memory Using Flash Load Helper Example 

• Copying an lmage from a Servcr to a Flash Memory Card Partition Example 
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Copying an lmage from a Server to Flash Memory Example 
f$ .. 

copy • 

This exampie copies a system image named filei from the remote rcp server with an IP address of 
172.16.1 O 1.1 O I to Flash memory. On Class B file system platforms, the Cisco lOS software aiJows you 
to first erase the contents o f Flash memory to ensure that enough Flash memory is available to 
accommodate the system image. 

Router#copy rcp://netadmin@172.16.101.101/file1 flash:fi1e1 

Destination file name (file!]? 
Accessing file 'file1' on 172 . 16.101.101 . . . 
Loading file1 from 172.16.101 . 101 (via EthernetO) : [OK] 

Erase flash device before writing? [confirm] 
Flash contains files. Are you sure you want to erase ? [confirm] 

Copy 'file1' from server 
as 'file1' into Flash WITH erase? (yes/no] yes 

Erasing device ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee .. . erased 
Loading filel from 172 . 16.101.101 (via EthernetO): ! 

(OK - 984/8388608 bytes] 

Verifying checksum .. . OK (Oxl4B3) 
Flash copy took 0 : 00:01 [hh:mm : ss] 

Copying an lmage from a Server to a flash Memory Using flash Load Helper Example 

The foiJowing example copies a system image into a partition o f Flash memory. The system wiiJ prompt 
for a partition number only i f there are two or more read/write partitions o r one read-only and one 
read/write partition and dual Flash bank support in boot ROMs. I f the partition entered is not valid, the 
process terminates. You can enter a partition number, a question mark (?) for a directory display o f ali 
partitions, ora question mark anda number (?number) for directory display o f a particular partition. The 
default is the first read/write partition. In this case, the partition is read-only and has dual Flash bank 
support in boot ROM, so the system uses Flash Load Helper. 

Router# copy tftp: flash: 

System flash partition information : 
Partition Size Used Free Bank-Size State Copy-Mode 

1 4096K 2048K 2048K 2048K Read Only RXBOOT-FLH 
2 4096K 2048K 2048K 2048K Read/Write Direct 

(Type ?<no> for partition directory; ? for full directory; q to abortl 
Which partition? (default = 2] 

**** NOTICE **** 
Flash load helper vl . O 
This process will accept the copy options and then terminate 
the current system image to use the ROM based image for the copy. 
Routing functionality will not be available during that time. 
If you are logged in via telnet, this connection will terminate. 
Users with console access can see the results of the copy operation . 

- - -- ******** 
Proceed? [confirm] 
System flash directory, partition 1 : 
File Length Name/ status 

1 3459720 master/igs-bfpx . l00-4 . 3 
[3459784 bytes used, 734520 available, 4194304 total] 
Address or name of remete host [255 . 255 . 255.255]? 172.16.1.1 
Source file name? master/iga-bfpx-100.4.3 
Destination file name [default = source name]? 

Loading master/igs-bfpx . l00-4 . 3 from 172 . 16.1.111 : 

F-ls : 

Doe: 
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Erase flash device before writing? [confirm) 
Flash contai~s files. Are you sure? [confirm) 
Copy 'mas ter/igs-bfpx . 100-4 . 3' from TFTP server 
as 'master/igs-bfpx.100-4.3' into Flash WITH erase? [yes/no) yes 

Copying an lmage from a Server to a flash Memory Card Partition Example 

Cisco lOS File System Commands 

The following example copies the file c3600-i-mz from the rcp server at IP address 172.23.1.129 to the 
Flash memory card in slot O o f a Cisco 3600 series router, which has only one partition. As the operation 
progresses, the Cisco lOS software asks you to erase the files on the Flash memory PC card to 
accommodate the incoming file. This entire operation takes 18 seconds to perform, as indicated at the 
end o f the example. 

Router# copy rcp: slotO: 

PCMCIA SlotO flash 

Partition Size Used Free Bank-Size State Copy Mode 
1 4096K 3068K 1027K 4096K Read/Writ e Direct 
2 4096K 1671K 2424K 4096K Read/Write Direct 
3 4096K OK 4095K 4096K Read/Write Direct 
4 4096K 3825K 270K 4096K Read/Write Direct 

[Type ?<no> for partition directory; ? for full directory; q to abort) 
Which partition? [default = 1) 

PCMCIA SlotO flash directory, partition 1: 
File Length Name/status 

1 3142288 c3600-j-mz.test 
[3142352 bytes used, 1051952 available, 4194304 total) 

Address or name of remate host [172.23.1.129)? 
Source file name? /tftpboot/images/c3600-i-mz 
Destination file name [/tftpboot/images/c3600-i-mz)? 
Accessing file '/tftpboot/images/c3600-i-mz' on 172.23.1.129 . . . 
Connected to 172 . 23 . 1.129 
Loading 1711088 byte file c3600-i-mz: ! [OK) 

Erase flash device before writing? [confirm) 
Flash contains files . Are you sure you want to erase? [confirm) 

Copy '/tftpboot/images/c3600-i-mz' from server 
as '/tftpboot/images/c3600-i-mz' into Flash WITH erase? [ye s/no) yes 

Erasing device ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee .. . erased 
Connected to 172.23 . 1 . 129 
Loading 1711088 byte file c3600-i-mz: 
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! I!! J!!! I!!!!!!!!!!!!!!!! J!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 

! ! ! ! ! ! ! ! ! ! ! ! ! l!!!!!!!!!!! I!!!! 1!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 1!!!! J!!!!!!!!!!!!!!!! 

Verifying checksum... OK (OxF89A) 
Flash device copy took 00:00:18 [hh:mm:ss) 
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Saving a Copy of an lmage on a Server Examples 

The following four examples use copy commands to copy image files to a server for storage: 

Copy an Image from Flash Memory to an rcp Server Example 

~o 
Copy an Image from a Partition o f Flash Memory to a Server Example 

Copyin g an lmage from a Flash Memory File System to an FTP Server Exa mple 

Copying an lmage from Boot Flash Memory to a TFTP Server Example 

Copy an lmage from flash Memory to an rcp Server Example 

The following example copies a system image from Flash Memory to an rcp server using the default 
remate usemame. Because the rcp server address and filename are not included in the command, the 
router prompts for it. 

Router# copy flash: rcp: 

IP address of remete host [255.255 .2 55 . 255)? 172.16.13.110 
Name of file to copy? gsxx 
writing gsxx - copy complete 

Copy an lmage from a Partition of Flash Memory to a Server Example 

The following example copies an image from a particular partition o f Flash memory to an rcp serve r 
using a remo te usemame o f netadmin I. 

The system will prompt i f there are two o r more partitions. I f the partition entered is not valid, the 
process terminares. You have the option to enter a partition number, a question mark (?) for a directory 
display of ali partitions, ora question mark and a number (?number) for a directory display o f a 
particular partition. The default is the first partition. 

Router# configure terminal 
Router# ip rcmd remote-username netadmin1 
Router# end 
Router# copy flaah: rcp: 
System flash partition information : 
Partition Size Used Free Bank-Size State Copy-Mode 

1 4096K 2048K 2 048K 2 048K Read Only RXBOOT-FLH 
2 4096K 2048K 2048K 2 048 K Read/Write Direct 

[Type ?<number> for partition directory ; ? for full directory ; q to abort ) 
Which partition? [1) 2 

System flash directory, partition 2: 
File Length Name/status 

1 3459720 master/igs - bfpx. 100 - 4.3 
[3459784 bytes used , 734520 available, 4194304 total) 

Address or name of remete host [ABC.CISCO.COM)? 
Source file name? master/igs-bfpx.100-4.3 
Destination file name [master/igs-bfpx . 100-4 . 3)? 
Verifying checksum for 'master/igs - bfpx . 100-4 .3' (file# 1) . .. OK 
Copy •master/ igs - bfpx . 100-4 . 3' from Flash to server 
as 'master/ igs-bfpx . 100-4 .3 ' ? [yes / no) yes 

~----· -~----·--
' ROS f\.! 0 ·0 3t?.C'l"O~Í 

CPM I - CORRE IOS I ! ! ! l . . . 

Upload to server done 

I 

077 í 
Copying an lmage from a flash Memory file System to an FTP Server Example I Fls - -

2 I 
The following example copies the file c3600-i-mz from partition I ofthe Flash ~emory card in slot O to I , 

I Doc~f 

Flash copy took 0:00:00 [hh : mm:ss) 

I 
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Router# show slotO: partition 1 

PCMCIA SlotO flash directory , partition 1 : 
File Length Name / status 

1 1711088 c3600-i-mz 
[1711152 bytes used , 2483152 available, 4194304 total] 

Cisco lOS File System Commands 

Router# copy slot0:1:c3600-i-mz ftp://myuser:mypass®172.23.1.129/c3600-i-mz 
Verifying checksum for ' / tftpboot/cisco_rules / c3600 - i-mz' (file # 1). . . OK 
Copy '/ tftpboot / cisco_rules / c3600-i-mz' from Flash to serve r 

as 'c3700-i-mz' ? [yes / no] yes 
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! I!!!!! !!!!!! !!!!!!!! 

! ! ! ! ! !! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

Upload to server dane 
Flash device copy took 00 :00 :23 [hh : mm:ss] 

Copying an lmage from Boot Flash Memory to a TFTP Server Example 

The following example copies an image from boot Flash memory to a TFTP server: 

Router# copy bootflash:fi1e1 tftp://192.168.117.23/fi1el 

Verifying checksum for 'file1' (file # 1) . . . OK 
Copy 'file1' from Flash to server 

as 'file1'? [yes / no]y 
! ! ! ! . . . 

Upload to server dane 
Flash copy took 0:00 : 00 [hh:mm:ss] 

Copying a Configuration File from a Server to the Running Configuration Example 

The following example copies and runs a configuration filename host1-confg from the netadmin1 
directory on the remo te serve r with an IP address o f 172.16.1 O 1.1 O 1: 

Router# copy rcp://netadmin1®172.16.101.101/host1-confg sys tem:running-con f ig 

Configure using host1-confg from 172.16 . 101 . 101? [confirm] 
Connected to 172 . 16.101.101 
Loading 1112 byte file host1-confg : ! [OK] 
Router# 
\SYS-5-CONFIG : Configured from host1-config by rcp from 172.16 . 101.101 

Copying a Configuration File from a Server to the Startup Configuration Example 

The following example copies a configuration file host2-confg from a remote FTP server to the startup 
configuration. The IP address is 172.16.1 O 1.1 O I , the remote usemame is netadmin 1, and the remo te 
password is ftppass . 

Router# copy ftp://netadmin1:ftppass®172.16.101.101/host2-confg nvram : start up-config 
Configure using rtr2-confg from 172. 16.101 . 101?[confirm] 
Connected to 172.16.101 . 101 
Loading 1112 byte file r tr2-confg :! [OK] 
[OK] 
Router# 
\SYS-5-CONFIG_NV:Non-volatile store configured from rtr2-config by 
FTP from 172 . 16 . 101 . 101 

Copying the Running Configuration to a Server Example 

The following example specifies a remote usemame of netadminl. Then it copies the running 
configuration file named rtr2-confg to the netadmin I directory on the remo te host with an IP address o 
172.16.101.101. 
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Router# configure terminal 
Router(config)# ip rcmd remote-username netadmin1 
Router (config) # end 
Router#copy system:running- config rcp : 
Remate host[]? 172.16.101.101 

Name of configuration file to write [Rtr2-confg)? 
Write file rtr2 -confg on host 172.16.101.10l?[confirm) 
Bui lding configuration .. . [OK] 
Connected to 172.1 6 . 101 .10 1 

Copying lhe Startup Configuration to a Server Example 

The following example copies the startup configuration to a TFTP server: 

Router# copy nvram: startup-config tftp: 

Remate host[)? 172.16.101 . 101 

Name of configuration file to write [rtr2-confg)? <Cr> 
Wr ite file rtr2 -confg on host 172.16 . 101 . 101? [confirm) <Cr> 
! [OK) 

Saving lhe Current Running Configuration Example 

copy • 

The following example copies the running configuration to the startup configuration. On a Class A Flash 
file system platform, this command copies the running configuration to the startup configuration 
specified by the CONFIG_FILE variable. 

copy system:running-config nvram : startup-config 

The following example shows the warning that the system provides ifyou try to save configuration 
information from bootstrap into the system: 

Router(boot)# copy system:running-config nvram:startup-config 

Warning: Attempting to overwrite an NVRAM configuration written 
by a full system image. This bootstrap software does not support 
the full configuration command set . If you perform this command now, 
some configuration commands may be lost. 
Overwrite the previous NVRAM configuration? [confirm) 

Enter no to escape writing the configuration information to memory. 

Moving Configuration files to Other Locations Examples 

On some routers, you can store copies o f configuration files on a Flash memory device . Five examples 
follow. 

Copying lhe Startup Configuration to a flash Memory Device Example 

The following example copies the startup configuration file (specified by the CONFIG_FILE 
environment variable) to a Flash memory card inserted in slot 0: 

copy nvram : startup-config slotO : router-confg 

Copying lhe Running Configuration to a flash Memory Device Example 

8f3-NO 03/20(15~ 
CPMI -_CORREIOS' ~·: 

The following example copies the running configuration from the router to the FI sh memory PC card 

in slot 0: FI : : _ _ O '( f 3_1 
Router# copy system:running-config slot0:ber1in-cfg 
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5267 bytes copied in 0.720 secs 

Copying to the Running Configuration from a Flash Memory Device Example 

The following example copies the file named ios-upgrade-1 from the Flash memory card in slot O to the 
running configuration: 

Router# copy slot0:4:ios-upgrade-1 system:running-config 

Copy 'ios-upgrade - 1' from flash device 
as 'running-config ' ? [yes /no) yes 

Copying to the Startup Configuration from a Flash Memory Device Example 

The fo llowing example copies the router-image fi le from the Flash memory to the startup configuration: 

copy flash:router-image nvram:startup-config 

Copying a Configuration File from one Flash Device to Another Example 

The fo llowing example copies the file running-config from the first partition in internai Flash memory 
to the Flash memory PC card in slot I. The checksum of the file is verified, and its copying time of 30 
seconds is disp layed. 

Router# c opy flash: 

System flash 

Partition Size 
1 4096K 
2 16384K 

slotl: 

Used 
3070K 
1671K 

Free 
1025K 

14712K 

Bank-Size 
4096K 
8192K 

State 
Read/Write 
Read/Write 

Copy Mede 
Direct 
Direct 

[Type ?<no> for partition directory; ? for full directory; q to abort] 
Which partition? [default = 1) 

System flash directory, partition 1: 
File Length Name/status 

1 3142748 dirt/images/mars-test/c3600-j-mz.latest 
2 850 running-config 

[3143728 bytes used, 1050576 available, 4194304 total) 

PCMCIA Slot1 flash directory: 
File Length Name / status 

1 1711088 dirt/images/c3600-i-mz 
2 850 running-config 

[1712068 bytes used, 2482236 available, 4194304 total] 
Source file name? running-config 
Destination file name [running-config]? 
Verifying checksum for 'running-config' (file # 2)... OK 
Erase flash device before writing? [confirm) 
Flash contains files. Are you sure you want to erase? [conf i rm) 

Copy 'running-config' from flash : device 
as 'running-config' into slot1: device WITH erase? [yes/no] yes 

Erasing device . .. eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee eeeeeeeeeeeeee . . . erased 

[OK - 850/4194304 bytes) 

Flash device copy took 00 : 00 : 30 [hh:mm:ss) 
Verifying checksum ... OK (Ox16) 
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Related Commands 

copy • 

Copying an lmage from lhe Master RSP Card to lhe Slave RSP Card Example 

The following example copies the router-image file from the Flash memory card inserted in slot I ofthe 
mas ter RSP card to slot O o f the slave RSP card in the same router: 

copy slotl : router-image slaveslotO: 

Command 

boot config 

boot system 

cd 

copy xmodem: flash: 

copy ymodem: flash: 

delete 

di r 

eras e 

ip rcmd 
remote-username 

reload 

sbow bootvar 

show (Flash file system) 

slave auto-sync config 

verify bootfiasb: 

Description 

Specifies the device and filename ofthe configuration file from which the 
router configures itself during initialization (startup). 

Specifies the system image that the router loads at startup. 

Changes the default directory or file system. 

Copies any file from a source to a destination. 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. 

Displays a list o f files on a file system. 

Erases a file system. 

Configures the remote usemame to be used when requesting a remote 
copy using rcp. 

Reloads the operating system. 

Displays the contents ofthe BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents ofthe BOOTLDR environment variable, and the 
configuration register setting. 

Displays the layout and contents o f a Flash memory file system. 

Tums on automatic synchronization of configuration files for a 
Cisco 7507 or Cisco 7513 router that is configured for Dual RSP Backup. 

Either o f the identical verify bootflash: o r verify bootflasb commands 
replaces the copy verify bootflash command. Refer to the verify 
command for more information. 

Fls: 

( 
Doe: 
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delete 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Cisco lOS File System Commands 

To delete a file from a Flash memory device or NVRAM, use the delete EXEC command. 

delete URL [!force I /recursive] 

URL 

/force 

/recursive 

EXEC 

Release 

11.0 

JFS URL o f the file to be deleted. Include the filesystem prefix, 
followed by a colon, and, optionally, the name of a file or directory. 

(Optional) Detetes the specified file or directory with prompting you 
for verification. 

Note Use this keyword with caution: the system will not ask you to 
confirm the file deletion. 

(Optional) Deletes ali files in the specified directory, as well as the 
directory itself. 

Modification 

This command was introduced. 

lfyou attempt to delete the configuration file or image specified by the CONFIG_FILE or BOOTLDR 
environment variable, the system prompts you to confirm the deletion. Also, ifyou attempt to delete the 
last valid system image specified in the BOOT environment variable , the system prompts you to confirm 
the deletion. 

When you detete a file in Flash memory, the software simply marks the file as deleted, but it does not 
erase the file . To !ater recover a "deleted" file in Flash memory, use the undelete EXEC command. You 
can delete and undelete a file up to I 5 times. 

To permanently delete ali files marked "deleted" on a linear Flash memory device, use the squeeze 
EXEC command. 

The following example deletes the file named "test" from the Flash filesystem: 

Router# delete flash:test 
Delete flash : test? [confirm] 

Command Description 

cd Changes the default directory or file system. 

di r Displays a list of files on a file system. 
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Command 

show bootvar 

sq ueeze 

undelete 

·~~ ... .... ~ .. 

delete • 

Description 

Displays the contents ofthe BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable, and the configuration 
register setting. 

Permanently deletes Flash files by squeezing a Class A Flash file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

f 
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• dir . ~ :e:;;;;,..,. 
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' ~ .. 
• 

'7~\} ... 
.:· ~ .... cr .. ~ di'pl•y ' li" o f fi!" on ' file 'Y'tom, "" thc dl• EXEC comm,nd. 

di r 

dir [/ali] [filesystem: ][file-url) 

Syntax Description /ali (Optional) Lists deleted files, undeleted files , and files with errors . 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

filesystem: 

file-url 

(Optional) File system or directory containing the files to list, 
followed by a colon. 

(Optional) The name ofthe files to display on a specified device. The 
files can be o f any type . You can use wildcards in the fi lename. A 
wildcard character (*) matches ali pattems. Strings after a wildcard 
are ignored. 

The default file system is specified by the cd command. When you omit the /ali keyword, the Cisco lOS 
software displays only undeleted files. 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use the show (Flash file system) command to display more detail about the files in a particular file 
system. 

The following is sample output from the dir command: 

Router# dir slotO: 

Directory of slotO: / 

1 -rw- 4720148 Aug 29 1997 17:49 : 36 hampton / nitro/c7200-j-mz 
2 -rw- 4767328 Oct 01 1997 18:42:53 c7200-js-mz 
5 -rw- 639 Oct 02 1997 12:09:32 rally 
7 -rw- 639 Oct 02 1997 12 : 37:13 the time -

20578304 bytes total (3104544 bytes free) 

Router# dir /all slotO: 

Directory of slotO :/ 

1 -rw- 4720148 Aug 29 1997 17:49:36 hampton/nitro/ c7200-j-mz 
2 -rw- 4767328 Oct 01 1997 18:42:53 c7200-js-mz 
3 -rw- 7982828 Oct 01 1997 18:48:14 [rsp-jsv-mz] 
4 -rw- 639 Oct 02 1997 12:09:17 [the time] -
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Related Commands 

5 -rw-
6 -rw-
7 -rw-

639 Oct 02 1997 12 : 09:32 rally 
639 Oct 02 1997 12 : 37:01 [the_time] 
639 Oct 02 1997 12 :3 7:13 the_time 

dir • 

Table 26 describes the significant fields shown in the displays. 

Tãble 26 dir Field Descnptions 

Field Description 

Index number o f the file. 

-rw- Permissions. The file can be any o r ali o f the following : 

• d-directory 

• r-readable 

• w-writable 

• x-executable 

4720148 Size o f the file. 

Aug 29 1997 17:49:36 Last modification date . 

hampton/nitro/c7200-j-mz Filename. Deleted files are indicated by square brackets around the 
filename. 

Command 

cd 

delete 

undelete 

Description 

Changes the default directory or file system. 

Deletes a file on a Flash memory device. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

f 

---·---
N'l-6'312 o o 5 - e­
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Fls: 
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e rase 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

To erase a file system, use the erase EXEC command. The erase nvr am: command replaces the write 
erase command and the erase startup-config command. 

e rase filesystem: 

filesystem: 

EXEC 

Release 

11.0 

File system name, foliowed by a colon. For example, flash: or 
nvram: 

Modification 

This command was introduced. 

When a file system is erased, none o f the files in the file system can be recovered. 

The erase command can be used on both Class B and Class C Flash fi le systems only. To reclaim space 
on Flash file systems after deleting files using the delete command, you must use the erase command. 
This command erases ali o f the files in the Flash file system. 

Class A Flash file systems cannot be erased. You can delete individual files using the delete EXEC 
command and then reclaim the space using the squeeze EXEC command. You can use the format EXEC 
command to format the Flash file system. 

On Class C Flash file systems, space is dynamicaliy reclaimed when you use the delete command. You 
can also use either the format or erase command to reinitialize a Class C Flash file system. 

The erase nvram: command erases NVRAM. On Class A file system platforms, ifthe CONFIG_FILE 
variable specifies a file in Flash memory, the specified file wili be marked "deleted." 

The foliowing example erases the NVRAM, including the startup configuration located there: 

erase nvram: 

The foliowing example erases ali o f partition 2 in internai Flash memory: 

Router# erase flash:2 

System flash directory, partition 2: 
File Length Name / status 

1 1711088 dirt/images/c3600-i-mz 
[1711152 bytes used, 15066064 available, 16777216 total] 

Erase flash device, partition 2? [confirm] 
Are you sure? [yes /no] : yes 
Erasing device ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee eeeeeeeeeeee . .. erased 

The foliowing example erases Flash memory when Flash is partitioned, but no partition is specifiec;l in 
the command: 
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Related Commands 

Router# erase flash: 

System flash partition information : 
Partition Size Used Free Bank-Size 

1 4096K 2048K 2048K 2048K 
2 4096K 2048K 2048K 2048K 

! ~~1.-· a"'·-.,\ 
' ' \ 

\ . 

State Copy-Mode 
Read Only RXBOOT-FLH 
Read/Write Direct 

[Type ?<no> for partition directory; ? for full directory; q to abort] 
Which partition? [default = 2] 

erase • 

The system will prompt only ifthere are two o r more read/write partitions. I f the partition entered is not 
valid or is the read-only partition, the process terminates . You can enter a partition number, a question 
mark (?) for a directory display o f ali partitions, ora question mark and a number (?number) for 
directory display of a particular partition. The default is the first read/write partition . 

System flash directory, partition 2: 
File Length Name/status 

1 3459720 master/igs-bfpx.100-4.3 
[3459784 bytes used, 734520 available, 4194304 total] 

Erase flash device, partition 2? [confirm] <Return> 

Command 

boot config 

delete 

more 
nvram:startup-config 

show bootvar 

undelete 

Description 

Specifies the device and filename of the configuration file from which 
the router configures itself during initialization (startup ). 

Deletes a file on a Flash memory device. 

Displays the startup configuration file contained in NYRAM or 
specified by the CONFIG_FILE environment variable. 

Displays the contents of the BOOT environment variable, the na me o f 
the configuration file pointed to by the CONFIG_FILE environment 
variable, the contents o f the BOOTLDR environment variable, and the 
configuration register setting 

Recovers a file marked "deleted" on a Class A or Class B Flash file 
system. 

( 
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• erase bootflash 

erase bootflash 
The erase bootflash: and erase bootflash commands have identical functions. See the description ofthe 
erase command in this chapter for more inforrnation. 
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file prompt • 

'70'1~ . 

fj I e prompt To •peo;fy the lml o f prompúng, u•e the file pmmpt globa~at;on oommand. 

file prompt [alert I noisy I quiet] 

Syntax Descriplion 

( Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

alert 

noisy 

quiet 

alert 

Global configuration 

Release 

11.0 

(Optional) Prompts only for destructive file operations. This is the 
default. 

(Optional) Confirms ali file operation parameters. 

(Optional) Seldom prompts for file operations. 

Modification 

This command was introduced. 

Use this command to change the amount o f confirmation needed for different file operations. 

This command affects only prompts for confirmation of operations. The router will always prompt for 
missing information. 

The following example configures confirmation prompting for ali file operations : 

file prompt noisy 

~e~~~:e;., 
PMt . CORREIOS f 

, E 
t . . n ~~, r 

Fls· v f ú 8 I 

·---- ~ 
Doe~ 
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formal 

ih 
Caution 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Cisco lOS File System Commands 

To format a Class A or Class C Flash file system, use the forrnat EXEC command. 

Class C Flash File System 

formatjilesystem 1: 

Class A Flash File System 

format [spare spare-number] jilesystem 1: [[filesystem2: ][ monlib-jilename ]] 

Reserve a certa in number o f memory sectors as spares, so that i f some sectors fail, mosto f the Flash 
memory card can still be used. Otherwise, you must reformat the Flash card when some ofthe sectors 
fail. 

spare 

spare-number 

jilesystem I: 

.filesystem2: 

monlib-jilename 

(Optional) Reserves spare sectors as specified by the spare-number 
argument when formatting Flash memory. 

(Optional) Number ofthe spare sectors to reserve on formatted Flash 
memory. Valid values are from O to 16. The default value is zero. 

Flash memory to format, followed by a colon. 

(Optional) File system containing the monlib file to use for 
formatting filesystem I followed by a colon. 

(Optional) Name ofthe ROM monitor library file (monlib file) to use 
for formatting thejilesystem 1 argument. The default monlib fileis the 
one bundled with the system software. 

When used with HSA and you do not specify the monlib-jilename 
argument, the system takes ROM monitor library file from the slave 
image bundle. Ifyou specify the monlib-jilename argument, the 
system assumes that the files reside on the slave devices. 

The default monlib file is the one bundled with the system software. 

The default number o f spare sectors is zero (0) . 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use this command to format Class A or C Flash memory file systems. 
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~ 

formal • 

In some cases, you might need to inserta new PCMCIA Flash memory card and load images or backup 
configuration files onto it. Before you can use a new Flash memory card, you must format it . 

Sectors in Flash memory cards can fail. Reserve certain Flash memory sectors as "spares" by using the 
optional spare argument on the format command to specify O to 16 sectors as spares. Ifyou reserve a 
small number o f spare sectors for emergencies, you can still use mosto f the Flash memory card. I f you 
specify O spare sectors and some sectors fail, you must reformat the Flash memory card, thereby erasing 
ali existing data. 

The monlib file is the ROM monitor library. The ROM monitor uses this file to access files in the Flash 
file system. The Cisco lOS system software contains a monlib file . 

In the command syntax,.filesystem I : specifies the devi c e to format and.filesystem2: specifies the optional 
device containing the monlib file used to format.filesysteml :. Ifyou omit the optional.filesystem2: and 
monlib-.filename arguments, the system formats .filesystem I: using the monlib file already bundled with 
the system software. Ifyou omit only the optional.filesystem2: argument, the system formats.filesystemi: 
using the monlib file from the device you specified with the cd command. Ifyou omit only the optional 
monlib-.filename argument, the system formats.filesystemi : using the.filesystem2: monlib file. When you 
specify both arguments-.filesystem2: and monlib-.filename-the system formats .filesystem I: using the 
monlib file from the specified device. You can specify .filesysteml:'s own monlib file in this argument. 
Ifthe system cannot finda monlib file, it terminates its formatting. 

Caution You can read from or write to Flash memory cards formatted for Cisco 7000 series Route Processor 
(RP) cards in your Cisco 7200 and 7500 series routers, but you cannot boot the Cisco 7200 and 7500 
series routers from a Flash memory card formatted for the Cisco 7000 series routers. Similarly, you 
can read from or write to Flash memory cards formatted for the Cisco 7200 and 7500 series routers 
in your Cisco 7000 series routers, but you cannot boot the Cisco 7000 series routers from a Flash 
memory card formatted for the Cisco 7200 and 7500 series routers. 

Examples The following example formats a Flash memory card inserted in slot 0: 

Related Commands 

Router# format slotO: 

Running config file on this device, proceed? [confirmJy 
All sectors will be erased, proceed? [confirm)y 
Enter volume id (up to 31 characters) : <Return> 
Formatting sector 1 (erasing) 
Fermat device slotO completed 

When the console returns to the EXEC prompt, the new Flash memory card is formatted and ready for 
use. 

Command 

cd 

copy 

delete 

show file systems {Flash file 
system) 

Description 

Changes the default directory or file system. ,____ 

Copies any file from a source to a destina tio r~'-!· rv"-'6-3fie-~ 
Deletes a file on a Flash memory device . .,,! -='-'

0
'~::. l

9

os. ~~ 
Lists available file systems. I / 

rt::;,: ___ _ 

1 Doe_ 3 7 ~J 
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Command 

squeeze 

undelete 

Cisco lOS File System Commands 

Description 

Pennanently deletes Flash files by squeezing a Class A Flash 
file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash 
file system. 
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fsck 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

fsck • 

32-q? ' 
.~\) 

To check a Class C Flash file system for damage and repair any problems, use_:~ EXEC command. 

fsck [/nocrc] filesystem : 

/nocrc (Optional) Omits cyclic redundancy checks (CRCs) . 

filesystem : The file system to check. 

EXEC 

Release Modification 

I 1.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

The following example checks the Flash file system: 

Router# fsck flash: 

Fsck operation may take a while . Continue? [confirm] 
flashfs[4] : O files, 2 directories 
flashfs[4]: O orphaned files, O orphaned directories 
flashfs[4]: Total bytes : 8128000 
flashfs(4] : Bytes used : 1024 
flashfs[4] : Bytes available : 8126976 
flashfs[4]: flashfs fsck took 23 seconds . 
Fsck of flash: complete 

CPMI- CORRE IOS . 

Fls: 
-o 780 

- ---- --
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mkdir 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Cisco lOS File System Commands 

To create a new directory in a Class C Flash file system, use the mkdir EXEC command. 

mkdir directory 

directory The name o f the directory to c reate. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

Ifyou do not specify the directory name in the command line, the router prompts you for it. 

The following example creates a directory named newdir: 

Router# mkdir newdir 

Mkdir file name [newdir] ? 
Created dir flash:newdir 
Router# dir 
Directory of flash: 

2 drwx O Mar 13 1993 13 : 16:21 newdir 

8128000 bytes total (8126976 bytes free) 

Command Description 

di r Displays a list o f files on a file system. 

rmdir Removes an existing directory in a Class C Flash file system. 
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more 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To display a file, use the more EXEC command. 

more [/ascii I /binary I /ebcdic] file-url 

/ascii (Optional) Displays a binary file in ASCII fonnat. 

/binary (Optional) Displays a file in hex/text format. 

/ebcdic (Optional) Displays a binary file in EBCDIC format. 

file-url The URL ofthe file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

-~z1' 
··~~ 
Cf\ 

more • 

The more system:running-config command displays the same output as the show running-config 
command. The more nvram:startup-config command replaces the show startup-config command and 
the show configuration command. 

You can use this command to display configuration files, as follows : 

• The more nvram:startup-config command displays the startup configuration file contained in 
NVRAM or specified by the CONFIG_FILE environment variable . The Cisco lOS software informs 
you whether the displayed configuration is a complete configuration ora distilled version. A 
distilled configuration is one that does not contain access lists . 

• The more system:running-config command displays the running configuration. 

These commands show the version number ofthe software used when you last changed the configuration 
file. 

You can display files on remote systems using the more command. 

The following partia! sample output displays the configuration file named startup-config in NVRAM : 

Router# more nvram:startup-config 

No configuration change since last restar t 
NVRAM config last updated at 02 : 03:26 PDT Thu Oct 2 1997 

version 12 . 1 
service timestamps debug uptime 
service timestamps log uptime 
service password-encryption 
service udp-small-servers 
service tcp-small-servers 
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Related Commands 

Cisco lOS File System Commands 

end 

The following is partia! sample output from the more nvram:startup-config command when the 
configuration file has been compressed: 

Rout er# more nvram:startup-config 

Using 21542 out of 65536 bytes, uncompressed size 142085 bytes 

version 12.1 
service compress-config 

hostname rose 

The following partia! sample output displays the running configuration: 

Router2# more system:running-config 

Building configuration ... 

Current configuration: 

version 12.1 
no service udp-small-servers 
no service tcp-small-servers 

hostname Router2 

end 

Command 

boot config 

service 
compress-config 

show bootvar 

Description 

Specifies the device and filename o f the configuration file from which the 
router configures itself during initialization (startup). 

Compresses startup configuration files . 

Displays the contents of the BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable, and the configuration 
register setting. 
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pwd • 

pwd 
To show the current setting o f the cd command, use the pwd EXEC command. 

pwd 

Syntax Description This command has no arguments or keywords. 

Command Modes EXEC 

Command History 

Usage Guidelines 

Examples 

Related Commands 

Release Modification 

1 1.0 This command was introduced. 

Use the pwd command to show which directory or file system is specified as the default by the cd 
command. For ali EXEC commands that have an optionalfilesystem argument, the system uses the file 
system specified by the cd command when you omit the optionaljilesystem argument. 

For example, the dir command contains an optionalfilesystem argument and displays a list offiles on a 
particular file system. When you omit thisfilesystem argument, the system shows a list ofthe files on the 
file system specified by the cd command. 

The following example shows that the present working file system specified by the cd command is slot 0: 

Router> pwd 
slotO:/ 

The following example uses the cd command to change the present file system to slot 1 and then uses 
the pwd command to display that present working file system: 

Router> cd slotl: 
Router> pwd 
slotl:/ 

Command 

cd 

di r 

Description 

Changes the default directory or file system. 

Displays a list o f files on a file system. 
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• rename 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

To rename a file in a Class C Flash file system, use the rename EXEC command. 

rena me url 1 ur/2 

urll The original path and filename . 

ur/2 The new path and filename. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is valid only on Class C Flash file systems. 

In the following example, the file named Karen . I is renamed test : 

Router# dir 

Directory of diskO:/Karen.dir/ 

o - rw- o Jan 21 1998 09:51:29 Karen.1 
o -rw- o Jan 21 1998 09:51:29 Karen.2 
o -rw- o Jan 21 1998 09:51:29 Karen. 3 
o -rw - o Jan 21 1998 09:51:31 Karen. 4 

243 -rw- 165 Jan 21 1998 09:53:17 Karen. cur 

340492288 bytes total (328400896 bytes free) 

Router# rename disk0 : Karen.dir/Karen.1 diskO:Karen.dir/te s t 
Rout er# dir 

Directory of diskO:/Karen.dir/ 

o -rw- o Jan 21 1998 09:51:29 Karen. 2 
o - rw- o Jan 21 1998 09:51:29 Karen. 3 
o -rw - o Jan 21 1998 09:51:31 Karen. 4 

243 -rw- 165 Jan 21 1998 09:53:17 Karen.cur 
o -rw- o Apr 24 1998 09:49:19 test 

340492288 bytes total (328384512 bytes free) 
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rmdir 

Syntax Description 

Command Modes 

( Command History 

Usage Guidelines 

Examples 

Related Commands 

nndir • 

. ·yz0tf" 

To <emovo '" oxi,.ing di<eotory in ' Cl'" C Fl"h filo 'Y"em, "'' lhe rmd;r EXEC eo~ 
rmdir directory 

directory Directory to delete. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is valid only on Class C Fias~ file systems. 

The following example deletes the directory named newdir: 

Router# dir 

Directory of flash: 

2 drwx o Mar 13 1993 13:16:21 newdir 

8128000 bytes total (8126976 bytes free) 
Router# rmdir newdir 
Rmdir file name [newdir]? 
Delete flash:newdir? [confirm] 
Removed dir flash:newdir 
Router# dir 
Directory of flash : 

No files in directory 

8128000 bytes total (8126976 bytes free) 

Command Description 

di r Displays a Jist of files on a file system. 

mkdir Creates a new directory in a Class C Flash file system. 
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• show configuration 

show configuration 
·-, The show configuration command is replaced by the show startup-config and more 

nvram:startup-config commands. See the description ofthe show startup-config and more commands 
for more information. 
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Cisco lOS file Syslem Commands 
show file descriplors 

show file descriptors 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To display a list of open file descriptors, use the show file descriptors EXEC command. 

show file descriptors 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

File descriptors are the internai representations o f open files. You can use this command to learn i f 
another user has a file open. 

The following is sample output from the show file descriptors command: 

Router# show fila dascriptors 

File Descriptors : 

FD Position Open PID Path 
O 187392 0001 2 tftp://dirt/hampton/c4000-i-m.a 
1 184320 030A 2 flash:c4000-i-m.a 

Table 27 describes the significant fields shown in the display. 

Table27 show file descnptors Field Descnptions 

Field Description 

FD File descriptor. The file descriptor is a small integer used to specify 
the file once it has been opened. 

Position Byte offset from the start o f the file . 

Open Flags supplied when opening the file. 

PID Process ID ofthe process that opened the fi,~iu:lloP;_._ ____ _ _ 

Path 

Fls:. 

r ·ooc: 
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show file information 

show fi I e information 

scription 

Command Modes 

Command History 

Examples 

To display infonnation about a file , use the show file information EXEC command. 

show file information.fi/e-ur/ 

fi/e -u r/ The URL o f the file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

The following is sample output from the show file information command: 

Router# show file information tftp://dirt/hampton/c2500-j - l.a 

tf tp ://dirt / hampton / c2500-j-l . a: 
type is image (a. out) [relocatable, run f rem flash] 
file size is 8624596 bytes, run size is 9044940 bytes [8512316+112248+420 344] 
Foreign image 

Router# show file information slotO:c7200-js-mz 

slotO:c7200-js-mz : 
type is image (elf) [] 
file size is 4770316 bytes, run size is 4935324 bytes 
Runnable image, entry point Ox80008000, run from ram 

Router1# show file information nvram:startup-config 

nvram:startup-config : 
type is ascii text 

Table 28 describes the possible file types. 

lãble 28 Possible File 1jpes 

Types Description 

image (a.out) Runnable image in a.out fonnat. 

image (elf) Runnable image in elf fonnat. 

ascii text Configuration file or other text file . 

coff Runnable image in coff fonnat. 

ebcdic Text generated on an IBM mainframe. 

lzw compression Lzw compressed file. 

I 

: 

: 

ta r Text archive file used by the Channel Interface Processar (CIP) . 
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show file systems 

show fi I e systems 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

Examples 

To list available file systems, use the show file systems command in EXEC mode. 

show file systems 

This command has no arguments or keywords . 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

Use this command to leam the alias names (Prefixes) ofthe file systems your router supports . 

The following is sample output from the show file systems command: 

Router# show file systems 

File Systems : 

Size(b) 

4194304 
131066 

Free (b) 

4 190616 
129185 

Type 
opa que 
opa que 
opa que 
opa que 

network 
network 
network 

flash 
nvram 

opa que 

Flags Prefixes 
rw null : 
rw system : 
r o xmodem: 
r o ymodem: 
rw tftp: 
rw rcp : 
rw ftp: 
rw flash : 
rw nvram: 
wo lex : 

Table 29 describes the significant fields shown in the display. 

Tãble 2!1 show file systems Field Descriptions 

Type Description 

Size(b) Amount o f memory in the file system (in bytes). 

Free(b) Amount of free memory in the file system (in bytt:s). 
' ;-., - - -

Type Type o f file system. l 
' •Vv 1\J VJt .<: UU~ 

C .DMf - rnooEIOS 
Flags Permissions for file system. --- ' 
Prefixes Alias for file system. .. n '/o r: 
disk The file system is for a rotating medium. Fls -: v ~ u ti 

flash The file system is for a Flash memory device . 

( 
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' / 

Cisco lOS File System Commands 

1ãble29 show file systems Field Descliptions (continued) 

Type Description 

network The file system is a network file system (TFTP, rcp, FTP, and so 
on). 

nvram The file system is for an NVRAM device . 

opaque The file system is a locally generated "pseudo" file system (for 
example, the "system") or a download interface, such as brimux. 

rom The file system is for a ROM or EPROM device . 

tty The file system is for a collection o f terminal devices. 

unknown The file system is o f unknown type. 

Table 30 describes file system flags. 

Táble 30 Possible File System Flags 

Flag Description 

r o The file system is Read Only. I 
rw The file system is Write Only. 

wo The file system is Read/Write. 
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squeeze 

Syntax Description 

Command Modes 

Command History 

Usage Guidelines 

~ 

squeeze • 

To permanently erase files tagged as "deleted" or "error" on Class A Flash file systems, use the squeeze 
command in EXEC mode. 

squeeze [/nolog] [lquiet]ji/esystem: 

/nolog 

/quiet 

fi/esystem: 

EXEC 

Release 

11.1 

12.2(1) 

12.2(4)XL 

12.1 (9), 12.0(17)S 
12.0(17)ST, 12.2(2), 
12.2(2)T, 12.2(2)B, 
12.1(9)E 

(Optional) Disables "the squeeze log (recovery data) and accelerates 
the squeeze process. 

(Optional) Disables status messages during the squeeze process. 

The Flash file system, followed by a colon. Typically flash: or slotO:. 

Modification 

This command was introduced. 

This command was implemented in images for the Cisco 2600 and Cisco 
3600 series. 

This command was implemented in images for the Cisco 1700 series. 

The /nolog and /quiet keywords were added. 

When Flash memory is full, you might need to rearrange the files so that the space used by the files 
marked "deleted" can be reclaimed. (This "squeeze" process is required for linear Flash memory cards 
to make sectors contiguous; the free memory must be in a "block" to be usable.) 

When you enter the squeeze command, the router copies ali valid files to the beginning o f Flash memory 
and erases ali files marked "deleted." After the squeeze process is completed, you can write to the 
reclaimed Flash memory space. 

Caulion After perforrning the squeeze process you cannot recover deleted files using the undelete EXEC 
mode command. 

In addition to removing deleted files, the squeeze command removes any files that the system has 
marked as "error". An error fileis created when a file write fails (for example, the device is full). To 
remove error files, you must use the squeeze command. 

Rewriting Flash memory space during the squeeze operation may take severa! m ··ntlt-es-. - - _____ _ 

Using the /nolog keyword disables the log for the squeeze process. In most case~ thie~~~ct~lA~eGN~ 
squeeze process. However, ifpower is lost or the Flash card is removed during t e sque~eyYoç;>~~~iPS f 
the data on the Flash card will be lost, and~h device will have to be reformatte . ··-- Ü 

7 8 6 
' lt[ 

· Fls 1 
- --;;;--,.,-;;;o--,--
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• squeeze 

Examples 

~. 
Note 

Step 1 

Step 2 

Cisco lOS File System Commands 

Using the /nolog keyword makes the squeeze process uninterruptible. 

Using the /quiet keyword disables the output o f status messages to the console during the squeeze 
process. 

Ifthe optional keywords are not used, the progress ofsqueeze process will be displayed to the console, 
a log for the process will be maintained, and the squeeze process is interruptible. 

On Cisco 2600 or Cisco 3600 ~eries routers, the entire file system needs to be erased once before the 
squeeze command can be used. After being erased once, the squeeze command should operate properly 
on the Flash file system for the rest o f the Flash file system 's history. 

To erase an entire flash file system on a Cisco 2600 or 3600 series router, perform the fo llowing steps: 

lfthe Flash file system has multiple partitions, enter the no partition command to remove the partitions. 
The reason for removing partitions is to ensure that the entire Flash file system is erased. The squeeze 
command can be used in a Flash file system with partitions after the Flash file system is erased once. 

Enter the erase command to erase the Flash file system. 

In the following example, the file named "config I" is deleted, and then the squeeze command is used to 
reclaim the space used by that file. The /nolog option is used to speed up the squeeze process. 

Router# delete configl 
Delete filename [config1]? 
Delete slotO:conf? [confirm] 
Router# dir slotO: 
! Note that the deleted file name appears in square brackets 
Directory of slotO:/ 

1 -rw- 4300244 Apr 02 2001 03:18:07 c7200-boot-mz.122-0 . 14 
2 -rw- 2199 Apr 02 2001 04:45:15 [config1] 
3 -rw- 4300244 Apr 02 2001 04 : 45:23 image 

20578304 bytes total (11975232 bytes free) 
!20,578,304 - 4,300,244 - 4,300,244 - 2,199 - 385; 1197523 2 

Router# squeeze /nolog slotO: 
%Warning: Using /nolog option would render squeeze operation uninterruptible . 
All deleted files will be removed. Continue? [confirm) 
Squeeze operation may take a while. Continue? [confirm) 

Squeeze of slotO completed in 291 . 832 secs . 
Router# dir slotO: 
Directory of slotO:/ 

1 -rw-
2 -rw-

4300244 Apr 02 2001 03:18:07 c7200-boot- mz.122-0 . 14 
4300244 Apr 02 2001 04:45 : 23 image 

20578304 bytes total (11977560 bytes free) 
!20,578,304 - 4,300,244 - 4,300,244 - 256 ; 11977560 
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Cisco lOS file Systern Commands 

Related Commands Command Description 

~ z}j1 ,, \ squeeze • 

~ 
delete Deletes a file on a Flash memory device, 

di r Displays a list o f files on a file system, 

undelete Recovers a file marked "deleted" on a Class A or Class B Flash file system, 

----------- f2005,-GN-J 
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~ • undelete 

~ndelete 

Syntax Description 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

To recover a file marked "deleted" on a Class A or Class B Flash file system, use the undelete EXEC 
command. 

undelete index [filesystem:] 

index 

filesystem: 

A number that indexes the file in the dir command output. 

(Optional) A file system containing the file to undelete, followed by 
a colon. 

The default file system is the one specified by the cd command. 

EXEC 

Release Modification 

11.0 This command was introduced. 

For Class A and B Flash file systems, when you delete a file, the Cisco lOS software simply marks the 
file as deleted, but it does not erase the file. This command allows you to recover a "deleted" file on a 
specified Flash memory device. You must undelete a file by its index because you could have multiple 
deleted files with the same name. For example, the "deleted" list could contain multiple configuration 
files with the name router-config. You undelete by index to indicate which ofthe many router-config files 
from the list to undelete. Use the dir command to leam the index number ofthe file you want to undelete. 

You cannot undelete a file i f a valid (undeleted) file with the same name exists. Instead, you first delete 
the existing file and then undelete the file you want. For example, ifyou had an undeleted version ofthe 
router-config file and you wanted to use a previous, deleted version instead, you could not simply 
undelete the previous version by index. You would first delete the existing router-config file and then 
undelete the previous router-config file by index. You can delete and undelete a file up to 15 times. 

On Class A Flash file systems, i f you try to recover the configuration file pointed to by the 
CONFIG_FILE environment variable, the system prompts you to confirm recovery o f the file. This 
prompt reminds you that the CONFIG_FILE environment variable points to an undeleted file. To 
permanently delete ali files marked "deleted" on a Flash memory device, use the squeeze EXEC 
command. 

On Class B Flash file systems, you must use the erase EXEC command to recover any space taken up 
by deleted files. 

The following example recovers the deleted file whose index number is 1 to the Flash memory card 
inserted in slot 0: 

undelete 1 slotO : 
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Cisco lOS file System Commands 

\, 

J;t;\ \ \ 
undelete • 

Related Commands Command Description 

delete Deletes a file on a Flash memory device. 

di r Displays a listo f files on a file system. 

squeeze Permanently deletes Flash files by squeezing a Class A Flash file system. 

( 
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• verify 

verify 
To verify the checksum o f a file on a Flash memory file system, use the verify EXEC command. 

verify filesystem: [file-ur/] 

Syntax Descriplion filesystem: Flash memory file system containing the files to list, followed 
by a colon. Standard file system keywords for this command 
include flash:, bootflash:, and slotO:. 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

file-url (Optional) URL ofthe file to verify. Generally this consists only 
ofthe filename(s), but you may also specify directories (file 
paths), separated by forward-slashes (/). The files can be o f any 
type. You can use wildcards in the filename. A wildcard 
character (*) matches ali patterns. Strings after a wildcard are 
ignored. 

The current working device is the default device. 

EXEC 

Release Modificalion 

ll.O This command was introduced. 

This command replaces the copy verify and copy verify flash commands. 

Use the verify command to verify the checksum of a file before using it. 

Each software image that is distributed on disk uses a single checksum for the entire image. This 

• 

• 
checksum is displayed only when the image is copied into Flash memory; it is not displayed when the ) 
image file is copied from one disk to another. 

~ .. 

To display the contents ofFlash memory, use the show flash command. The Flash contents listing does 
not include the checksum o f individual files . To recompute and verify the image checksum after the 
image has been copied into Flash memory, use the verify command. 

Note The verify command only perforrns a check on the integrity ofthe file after it has been saved in the file 
system. lt is possible for a corrupt image to be transferred to the router and saved in the file system 
without detection. 
To verify that a Cisco lOS software image was not corrupted while it was transfered to the router, copy 
the image from where it is stored on your router to a Unix server. Also copy the same image from CCO 
(Cisco.com) to the same Unix server. (The name may need to be modified ifyou try to save the image 
in the same directory as the image that you copied from the router.) Then run a Unix diff command on 
tho two Ci.oo lOS 'oftw•re im•g". Ifthore ''no difforenoo thon tho im•g• ""'d on tho mutoc h., .::t i 
b«n oorrupt<d. ~ 
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. ...,_ 

Examples 

Related Commands 

· ·· ·~ verify • 

The following example verifies that the file named c7200-js-mz is on the Flash memory card inserted in 
slot 0: 

Router# dir slotO: 
Directory of slotO :/ 

1 -rw- 4720148 Aug 29 1997 17:49:36 
2 -rw- 4767328 Oct 01 1997 18:42:53 
5 -rw- 639 Oct 02 1997 12:09:32 
7 -rw- 639 Oct 02 1997 12:37 : 13 

20578304 bytes total (3104544 bytes free) 
tw3-7200-1# verify slotO: 
Verify filename []? c7200-js-mz 
Verified slotO: 

hampton/nitro/c7200-j-mz 
c7200-js-mz 
ral1y 
the time -

The following example also verifies that the file named c7200-js-mz is on the Flash memory card 
inserted in slot 0: 

Router# verify slotO:? 
slotO:c7200-js-mz slotO : rally slotO:hampton/nitro/c7200-j-mz slotO:the_time 

Router# verify slot0:c7200-js-mz 
Verified slotO:c7200-js-mz 

Command 

cd 

copy 

di r 

pwd 

show file systems 

Cisco lOS 

Description 

Changes the default directory or file system. 

Copies any file from a source to a destination, use the copy 
EXEC command. 

Displays a list of files on a file system. 

Displays the current setting o f the cd command. 

Lists available file systems. 

CPMI- CORREIOS 
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• write erase 

write erase 
The write erase command is replaced by the erase nvram: command. See the description ofthe erase 
command in this chapter for more information. 
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Cisco lOS File System Commands 

\ . write terminal • 

write terminal 
The more system:running-config command replaces the write terminal command . See the description 
of the more command in this chapter for more information . 
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CHAPTER 5 
Configuring Ethernet VLAN T runks 

This chapter describes how to configure Ethemet VLAN trunks on the Catalyst 6500 series switches. 

~ .. 
Note For complete inforrnation on configuring VLANs, see Chapter li, ' 'Configuring VLANs." 

' Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Command Reference publication. 

This chapter consists o f these sections: 

• Understanding How VLAN Trunks Work, page 5-1 

• Default Trunk Configuration, page 5-5 

• Configuring a Trunk Link, page 5-5 

• Example VLAN Trunk Configurations, page 5-9 

• Disabling VLAN I on Trunks, page 5-23 

Understanding How VLAN Trunks Work 
These sections describe how VLAN trunks work on the Catalyst 6500 series switches: 

• Trunking Overview, page 5-1 

• Trunking Modes and Encapsulation Type, page 5-2 

• 802.1 Q Trunk Configuration Guidelines and Restrictions, page 5-4 

T runking Overview 

78-14924-01 

A trunk is a point-to-point link between one or more Ethemet switch ports and another networking 
device such as a router ora switch . Trunks carry the traffic o f multi pie VLANs l~,~~~~~ê~~:;::J 
allow you to extend VLANs across an entire network. I 

Two trunking encapsulations are available on ali Ethemet ports: 

• Inter-Switch Link (ISL)- ISL is a Cisco-proprietary trunking encapsulation 

IEEE 802 .I Q-802 .I Q is an industry-standard trunking encapsulation 
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You can configure a trunk on a single Ethemet port or on an EtherChannel bundle. For more information 
about EtherChannel , see Chapter 6, "Configuring EtherChannel." 

Ethemet trunk ports support tive different trunking modes (see Table 5-1). In addition , you can specify 
whether the trunk will use ISL encapsulation, 802.1 Q encapsulation, or whether the encapsulation type 
will be autonegotiated. 

For trunking to be autonegotiated, the ports must be in the same VLAN Trunking Protocol (VTP) 
domain. However, you can use the on o r nonegotiate mode to force a port to become a trunk, even i f it 
is in a different domain . For more information on VTP domains, see Chapter I O, "Configuring VTP." 

Trunk negotiation is managed by the Dynamic Trunking Protocol (DTP). DTP supports autonegotiation 
o f both ISL and 802.1 Q trunks . 

T runking Modes and Encapsulation T ype 

~ .. 
Note The 10-Gigabit Ethemet Switching Module does not support ISL encapsulation. 

Table 5-1 lists the trunking modes used with the set trunk command and describes how they function 
on Fast Ethemet, Gigabit Ethemet, and 10-Gigabit Ethemet ports . 

Tãble 5-1 Ethemet úvnking Modes 

Mode Function 

on 

off 

desirable 

auto 

nonegotiate 

Puts the port into permanent trunking mode and negotiates to convert the link into a trunk link. The port 
becomes a trunk port even i f the neighboring port does not agree to the change. 

Puts the port in to permanent nontrunking mode and negotiates to convert the link into a nontrunk link. The 
port becomes a nontrunk port even i f the neighboring port does not agree to the change. 

Makes the port actively attempt to convert the link to a trunk link. The port becomes a trunk port i f the 
neighboring port is set to on, desirable, or auto mode. 

Makes the port wi 11 ing to convert the link to a trunk I ink. The port becomes a trunk port i f the neighboring 
port is set to on or desirable mode. This is the default mode for ali Ethemet ports. 

Puts the port into permanent trunking mode but prevents the port from generating DTP frames . You must 
configure the neighboring port manually as a trunk port to establish a trunk link. 

Table 5-2 lists the encapsulation types used with the set trunk command and describes how they 
function on Ethemet ports . You can use the show port capabilities command to determine which 
encapsulation types a particular port supports. 

Táble 5-2 Ethemet úvnk Encapsulation Types 
I 

Encapsulation Function 

isl Specifies ISL encapsulation on the trunk link. I 
dot1q Specifies 802 .I Q encapsulation on the trunk link. I 

negotiate Specifies that the port negotiate with the neighboring port to become an ISL (preferred) o r 802.1 Q trunk, 
depending on the configuration and capabilities o f the neighboring port. 
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Understanding How VLAN T runks Work 

The trunking mode, the trunk encapsulation type, and the hardware capabilities o f the two connected 
ports determine whether a trunk link comes up and the type o f trunk the link becomes. Table 5-3 shows 
the result of the possible trunking configurations. 

lãble 5-:J Results or Possible Fast Ethemet, Gigabit Ethemet, and 10-Gigabit Ethemet nunk Configurations 

Neighbor Port Local Port Trunk Mode and Trunk Encapsulation 

Trunk Mode off 

and Trunk isl or on desirable auto on desirable auto desirable auto 

Encapsulation dot1q i si i si i si dot1q dot1q dot1q negotiate negotiate 

off Local : Local : Local: Local: Local: Local: Local: Local : Local: 
isl or dot1q Nontrunk ISL trunk Nontrunk Nontrunk lQ trunk Nontrunk Nontrunk Nontrunk Nontrunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
Nontrunk Nontrunk Nontrunk Nontrunk Nontrunk Nontrunk Nontrunk Nontrunk Nontrunk 

on Local: Local: Local: Local: Local : Local: Local: Local: Local: 
i si Nontrunk ISL trunk ISL trunk ISL trunk lQ trunk 1 Nontrunk Nontrunk ISL trunk ISL trunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
ISL trunk ISL trunk ISL trunk ISL trunk ISL trunk 1 ISL trunk ISL trunk ISL trunk ISL trunk 

desirable Local : Local : Local: Local: Local: Local: Local : Local: Local: 
i si Nontrunk ISL trunk ISL trunk ISL trunk lQ trunk Nontrunk Nontrunk ISL trunk ISL trunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
Nontrunk ISL trunk ISL trunk ISL trunk Nontrunk Nontrunk Nontrunk ISL trunk ISL trunk 

auto Local: Local: Local: Local: Local: Local: Local: Local: Local: 
isl Nontrunk ISL trunk ISL trunk Nontrunk lQ trunk Nontrunk Nontrunk ISL trunk Nontrunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
Nontrunk ISL trunk ISL trunk Nontrunk Nontrunk Nontrunk Nontrunk ISL trunk Nontrunk 

on Local : Local: Local: Local: Local: Local: Local: Local : Local: 
dot1q Nontrunk ISL trunk 1 Nontrunk Nontrunk lQ trunk IQ trunk lQ trunk IQ trunk lQ trunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
lQ trunk lQ trunk 1 lQ trunk lQ trunk lQ trunk IQ trunk lQ trunk lQ trunk lQ trunk 

desirable Local: Local : Local: Local: Local : Local : Local: Local: Local: 
dot1q Nontrunk ISL trunk Nontrunk Nontrunk IQ trunk IQ trunk lQ trunk IQ trunk lQ trunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
Nontrunk Nontrunk Nontrunk Nontrunk lQ trunk lQ trunk lQ trunk IQ trunk IQ trunk 

auto Local: Local : Local: Local: Local: Local: Local: Local: Local: 
dot1q Nontrunk ISL trunk Nontrunk Nontrunk lQ trunk lQ trunk Nontrunk IQ trunk Nontrunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
Nontrunk Nontrunk Nontrunk Nontrunk lQ trunk lQ trunk Nontrunk lQ trunk Nontrunk 
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Chapter 5 Configuring Elhemet VLAN T runks 
Understanding How VLAN Trunks Work 

Tãble 5-3 Results of Possible Fast Ethemet, Gigabit Ethemet, and 10-Gigabit Ethemet nvnk Confígurations (continued) 

Neighbor Port Local Port Trunk Mode and Trunk Encapsulation 

Trunk Mode off 
and Trunk isl or on desirable auto on desirable auto desirable auto 
Encapsulation dotlq i si i si i si dot1q dot1q dot1q negotiate negotiate 

desirable Local: Local : Local : Local: Local : Local : Local : Local : Local : 
negotiate Nontrunk ISL trunk ISL trunk ISL trunk IQ trunk IQ trunk IQ trunk ISL trunk ISL trunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
Nontrunk ISL trunk ISL trunk ISL trunk I Q trunk IQ trunk I Q trunk ISL trunk ISL trunk 

auto Local: Local : Local: Local : Local : Local : Local: Local : Local: 
negotiate Nontrunk ISL trunk ISL trunk Nontrunk I Q trunk IQ trunk Nontrunk ISL trunk Nontrunk 

Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: Neighbor: 
Nontrunk ISL trunk ISL trunk Nontrunk IQ trunk IQ trunk Nontrunk ISL trunk Nontrunk 

I. Using thi s configuration can rcsult in spanning tree loops and is not recommended. 

~ .. 
Note DTP is a point-to-point protocol. However, some intemetworking devices might forward DTP frames 

improperly. To avoid this problem, ensure that trunking is tumed off on ports connected to non-switch 
devices ifyou do not intend to trunk across those links. When manually enabling trun king on a link to a 
Cisco router, use the nonegotiate keyword to cause the port' to beco me a trunk but not generate DTP 
frames . 

802.10 Trunk Configuration Guidelines and Restrictions 

The following configuration guidelines and restrictions apply when using 802 .I Q trunks and impose some 
limitations on the trunking strategy for a network: 

When connecting Cisco switches through an 802.1 Q trunk, make sure the na tive VLAN for an 
802.1 Q trunk is the same on both ends o f the trunk link. I f the na tive VLAN on one end o f the trunk 
is different from the native VLAN on the other end, spanning tree loops might result . 

Disabling spanning tree on the na tive VLAN of an 802.1 Q trunk without disabling spanning tree on ' 
every VLAN in the network can cause spanning tree loops. We recommend that you leave spanning 
tree enabled on the na tive VLAN o f an 802 .1 Q trunk. I f this is not possible, disable spanning tree 
on every VLAN in the network . Make sure your network is free o f physical loops before disabling 
spanning tree . 

When you connect two Cisco switches through 802 .1 Q trunks, the switches exchange spanning tree 
BPDUs on each VLAN allowed on the trunks. The BPDUs on the native VLAN ofthe trunk are sent 
untagged to the reserved IEEE 802.1 D spanning tree mu lticast MAC address (O I-80-C2-00-00-00). 
The BPDUs on ali other VLANs on the trunk are sent tagged to the reserved Cisco Shared Spanning 
Tree (SSTP) multicast MAC address (O 1-00-0c-cc-cc-cd) . 

Non-Cisco 802.1 Q switches maintain only a single instance o f spanning tree (the Mono Spanning 
Tree, or MST) that defines the spanning-tree topology for ali VLANs. When you connect a Cisco 
switch to a non-Cisco switch through an 802 .1 Q trunk, the MST o f the non-Cisco switch and the 
na tive VLAN spanning-tree o f the Cisco switch combine to forma single spanning-tree topology 
known as the Common Spanning Tree (CST). 
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Delault Trunk Conliguration 

'·· 

When you connect a Cisco switch to a non-Cisco switch the CST is always on VLAN I . The Cisco 
switch sends an untagged IEEE BDPU (OI-80-C2-00-00-00) on VLAN 1 for the CST and on the 
na tive VLAN the Cisco switch sends an untagged Cisco BPDU (O 1-00-0C-CC-CC-CC) which the 
non-Cisco switch forwards but does not act on (the IEEE BPDU is not forwarded on the native 
VLAN). 

• Because Cisco switches transmit BPDUs to the SSTP multicast MAC address on VLANs other than 
the native VLAN ofthe trunk, non-Cisco switches do not recognize these frames as BPDUs and 
flood them on ali ports in the corresponding VLAN. Other Cisco switches connected to the 
non-Cisco 802.1 Q cloud receive these flooded BPDUs. This allows Cisco switches to maintain a 
per-VLAN spanning tree topology across a cloud o f non-Cisco 802. I Q switches. The non-Cisco 
802. I Q cloud separating the Cisco switches is treated as a single broadcast segment between ali 
switches connected to the non-Cisco 802.1 Q cloud through 802.1 Q trunks. 

• Make certa in that the na tive VLAN is the same on ALL o f the 802 . 1 Q trunks connecting the Cisco 
switches to the non-Cisco 802. I Q cloud. 

• lfyou are connecting mu1tiple Cisco switches to a non-Cisco 802.1 Q cloud, ali o f the connections 
MUST be through 802 .1 Q trunks. You CANNOT connect Cisco switches to a non-Cisco 802.1 Q 
cloud through ISL trunks or through access ports . Doing so will cause the switch to place the ISL 
trunk port or access port into the spanning tree "port inconsistent" state and no traffic will pass 
through the port. 

Default T runk Configuration 
Table 5-4 shows the default Ethemet trunk configuration. 

Tãble 5-4 Default Ethernet Tiunk Confíguration 

Feature Default Configuration 

Trunk mode auto 

Trunk encapsulation negotiate 

Allowed VLAN range VLANs 1-1005, 1025-4094 

Configuring a Trunk Link 

78-14924-01 

These sections describe how to configure a trunk link on Ethernet ports and how to define the allowed 
VLAN range on a trunk : 

• Contiguring an JSL Trunk, page 5-6 

• Configuring an 802 . 1 Q Trunk, page 5-7 

• Contiguring an ISL/802 .1 Q Negotiating Trunk Port, page 5-7 

Defining the Allowed VLANs on a Trunk, page 5-8 

• Disabling a Trunk Port, page 5-9 
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Chapter 5 Configuring Ethernet VLAN Trunks 

Configuring a Trunk link 

etm{~guring an ISL T runk 

·~ 

· .. :~~ ' --..... ___ __ - Step 1 

Step2 

To configure an ISL trunk, perforrn this task in privileged mode: 

Task Command 

Configure an ISL trunk . set trunk modlp ort [ on I desirable I auto I 
nonegotiate] i si 

Verify the trunking configuration. show trunk [mod/port] 

This example shows how to configure aportas a trunk and how to verify the trunk configuration . This 
example assumes that the neighboring port is in auto mode: 

Console> (enable) set trunk 1/1 on 
Port(s) 1/1 trunk mode set to on. 
Console> (enable) 06 / 16 / 1998,22 :16:39 : DTP-5:Port 1/ 1 has become isl trunk 
06 / 16 / 1998,22 : 16:40:PAGP-5 : Port 1/ 1 left bridge port 1/ 1. 
06/16/1998,22:16:40:PAGP-5:Port 1/1 joined bridge port 1/ 1. 
Console> (enable) show trunk 
Port Mede Encapsulation Status 

1/ 1 
Port 

on isl 
Vlans allowed on trunk 

1/1 1 - 1005, 1025-4094 

trunking 

Native vlan 

1 

Port Vlans allowed and active in management domain 

1/ 1 1,521 - 524 
Port Vlans in spanning tree f orwarding state and not p runed 

1/ 1 
Console > (enable) 

This example shows how to place a port in desirable mode and how to verify the trunk configuration. 
This example assumes that the neighboring port is in auto mode: 

Console> (enable) set trunk 1/2 desirab1e 
Port(s) 1 / 2 trunk mode set to desirable. 
Console> (enable) 06/16/1998,22 : 20:16 : DTP-S : Port 1/2 has become isl trunk 
06 / 16 / 1998,22:20:16 : PAGP-S:Por t 1/ 2 left bridge port 1/2 . 
06 / 16 / 1998,22:20:16:PAGP - 5:Port 1/2 joined bridge port 1/ 2. 
Console > (enable) show trunk 1/2 
Port Mode Encapsulat i on Status Native vlan 

1/2 de s irable i s l t r unking 1 
Port Vlans allowed on trunk 

1/2 1 - 10 05 , 1025- 4094 
Port Vlans allowed and active in management domain 

1/2 1,521-524 
Port Vlans i n spanning tree f orwarding state and not pruned 

1 /2 
Console > (enable ) 

78-14924-01 

• 

• 

• 



( 

( 

Chapter 5 Configuring Ethernet VLAN Trunks 
Configuring a Trunk link 

Configuring an 802.10 Trunk 

Step 1 

Step 2 

To configure an 802.1 Q trunk, perform this task in privileged mode: 

Task 

Configure an 802.1 Q trunk. 

Verify the trunking configuration. 

Command 

set trunk modlport [ on I desirable I auto I 
nonegotiate] dotlq 

show trunk [modlport ] 

This example shows how to configure an 802.1 Q trunk and how to verify the trunk configuration: 

Console> (enable) set trunk 2/9 desirable dotlq 
Port(s) 2/9 trunk mode set to desirable. 
Port(s) 2/9 trunk type set to dotlq. 
Console> (enable) 07/02/l998,18 : 22:25:DTP-5:Port 2/9 has become dot1q trunk 

Console> (enable) show trunk 
Port Mode Encapsulation Status Na tive vlan 
--- -- --- ----------- ------------- -------- ---- --------- --
2/9 desirable dot1q trunking l 

Port Vlans allowed on trunk 

2/9 1-1005, 1025-4094 

Port Vlans allowed and active in management domain 

2/9 1,5,10-32,101-120,150,200,250,300,400,500,600,700,800,900,1000 

Port Vlans in spanning tree forwarding state and not pruned 

2/9 5,10-32,101-120,150,200,250,300,400,500,600,700,800,900,1000 
Console> (enable ) 

Configuring an ISU802.1Q Negotiating Trunk Port 

Step 1 

Step2 

78-14924-01 

To configure a trunk port to negotiate the trunk encapsulation type (either ISL or 802.JQ), perform this 
task in privileged mode: 

Task Command 

Configure a port to negotiate the trunk 
encapsulation type . 

set tnink mod/port [on I desirable I auto I 
nonegotiate] negotiate 

Verify the trunking configuration. show trunk [mod/port ] 

Console> (enable) set trunk 4/11 desirable negotiate 
Port(s) 4/11 trunk mode set to desirable. 
Port(s) 4/11 trunk type set to negotiate. 
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Configuring a T runk Link 

Console> (enable) show trunk 4/11 
Port Mode Encapsulation Status Native vlan 

4/11 desirable n-isl trunking 1 

Port Vlans allowed on trunk 

4/11 1-1005 ,1 025-4094 

Port Vlans allowed and active in management domain 

4/11 1,5,10-32,55,101-120,998-1000 

Port Vlans in spanning tree forwarding state and not pruned 

4/11 1,5,10-32,55,101-120,998-1000 
Console > (enable) 

Defining the Allowed VLANs on a T runk 

~ .. 
Note 

Step1 

When you configure a trunk port, ali VLANs are added to the allowed VLANs list for that trunk. 
However, you can remove VLANs from the allowed list to prevent traffic for those VLANs from passing 
over the trunk. 

When you first configure a port as a trunk, entering the set trunk command always adds ali VLANs to 
the allowed VLAN list for the trunk, even ifyou specify a VLAN range (any specified VLAN rangeis 
ignored). To modify the allowed VLANs list, use a combination ofthe clear trunk and set trunk 
commands to specify the allowed VLANs. 

To define the allowed VLAN list for a trunk port, perform this task in privileged mode: 

Task Command 

Remove VLANs from the allowed VLANs list for clear trunk modlport vlans 
a trunk. 

Step 2 (Optional) Add specific VLANs to the allowed 
VLANs list for a trunk. 

set trunk modlport vlans 

Step 3 Verify the allowed VLAN list for the trunk. show trunk [modlport] 

This example shows how to define the allowed VLANs list to allow VLANs 1-100, VLANs 500-1005, 
and VLAN 2500 on trunk port 111 and how to verify the allowed VLAN list for the trunk: 

Console> (enable) c1ear trunk 1/1 101-499 
Removing Vlan(s) 101-499 from allowed list . 
Port 1/1 allowed vlans modified to 1-100,500-1005. 
Console> (enable ) set trunk 1/1 2500 
Adding vlans 2500 to allowed list . 
Port(s) 1/1 allowed v l ans modified to 1-100,500-1005,2500. 
Console> 
Port 

(enable) show trunk 1/1 
Mo de Encapsulation Status Native vlan 

1/1 desirable isl trunking 1 
Port Vlans allowed on trunk 

1/1 1-100, 500-1005,2500 
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Example VLAN Trunk Configurations 

Port Vl ans a l lowed and act i ve in management d omai n 

1 /1 1,521 - 524 
Por t Vl ans in s panning tree f orwa r d i ng state a nd not p runed 

1 / 1 1,521- 524 
Console > (enable ) 

Disabling a Trunk Port 

To tum off trunking on a port, perfonn this task in privileged mode: 

Task 

Step 1 Tum offtrunking on a port. 

Step 2 Verify the trunking configuration. 

Command 

set trunk mod/port off 

show trunk [mod/port] 

To retum a port to the default trunk type and mode for that port type, perfonn this task in privileged 
mode: 

Task 

Step 1 Retum the port to the default trunking type and 
mode for that port type. 

Step 2 Verify the trunking configuration. 

Example VLAN T runk Configurations 

Command 

clear trunk mod/port 

show trunk [modlport] 

This section contains example VLAN trunk configurations: 

• ISL Trunk Configuration Example, page 5-9 

• ISL Trunk Over EtherChannel Link Example, page 5-11 

802 .1 Q Trunk Over EtherChannel Link Example, page 5-13 

• Load-Sharing VLAN Traffic Over Parallel Trunks Example , page 5-17 

ISL T runk Configuration Example 

This example shows how to configure an ISL trunk between two switches and how to limit the allowed 
VLANs on the trunk to VLAN I and VLANs 520-530 . 

In this example, port 111 on Switch I is connected to a Fast Ethemet port on ano her-sw..itch~IJoth ports f'<.j 

4 are in their default state, with the trunk mode set to auto (for more infonnation; ~1\e , 
Configuration" section on page 5-5). CPMI - CORREIOS I 
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Chapter 5 Configuring Ethernet VlAN Trunks 

Example VlAN Trunk Configurations 

Step 1 

Step 2 

Step 3 

Step4 

Configure port I /1 on Switch I as an ISL trunk port by entering the set trunk command. By specifying 
the desirable keyword, the trunk is automatically negotiated with the neighboring port (port 1/2 on 
Switch 2). ISL encapsulation is assumed based on the hardware type. 

Switch1> (enable) set trunk 1/1 desirab1e 
Port(s) 1/1 trunk mode set co desirable. 
Switch1> (enable ) 06/18 /1 998,12:20:23:DTP-5:Port 1/1 has become isl trunk 
06/18/1998,12:20:23:PAGP-5:Port 1/1 l eft bridge port 1/1. 
06/18 / 1998,12:20:23:PAGP-5:Port 1/1 joined bridge port 1/1 . 
Switch1> (enable) 

Check the configuration by entering the show trunk command. The Status field in the screen output 
indicates that port I /1 is trunking. 

Switch1> (enable) show trunk 1/1 
Port Mode Encapsulation Status Native vlan 

1/1 desirable isl trunking 1 
Port Vlans allowed on trunk 

1/1 1-1005, 1025-4094 
Pore Vlans allowed and active in management domain 

1/1 1,521-524 
Port Vlans in spanning tree forwarding state and not pruned 

1/ 1 
Switch1> (enable) 

Define the allowed VLAN list for the trunk by entering the clear trunk command to remove the VLANs 
that should not pass traffic over the trunk link. 

Switch1> (enable) c1ear trunk 1/1 2-519 
Removing Vlan(s) 2-519 from allowed list . 
Port 1/1 allowed vlans modified to 1,520-1005 . 
Switchl> (enable) clear trunk 1/1 531-1005 
Removing Vlan(s) 531-1005 from allowed list . 
Port 1/1 allowed vlans modified to 1,520-530. 
Switch1> (enable) show trunk 1/1 
Port Mode Encapsulation Status Native vlan 

1/1 desirable isl trunking 1 
Port Vlans allowed on trunk 

1/1 1,520-530 
Port Vlans allowed and active in management domain 

1/1 1,521-524 
Port Vlans in spanning tree forwarding state and not pruned 

1/1 1,521-524 
Switch1> (enable) 

Verify connectivity across the trunk by entering the ping command. 

Switch1> (enable) ping switch2 
switch2 is alive 
Switch1 > (enable ) 

êatalyst 6500 Series Software Configuration Guide-Release 7.4 
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Example VLAN Trunk Configurª!.i.!!ll.s • 
. ·-·..., ,, 

r.-.., 

>zl\.\ 
ISl T runk Over EtherChannel link Example . ~. ·~ 

This example shows how to configure an ISL trunk over an EtherChannel link between two switdl_es. , 

Figure 5-l shows two switches connected through two 1 OOBASE-TX Fast Ethernet ports. 

Step 1 

Step2 

78-14924-01 

Figure 5-1 /Sl liunk Over Fast EtherChannellink 

Fast EtherChannel 
ISL trunk link 

This example shows how to configure the switches to forrn a two-port EtherChannel bundle and then 
configure the EtherChannel bundle as an ISL trunk link. 

Confirrn the channeling and trunking status ofthe switches by entering the show port channel and show 
trunk commands. 

Switch_A> (enable) show port channe1 
No ports channelling 
Switch_A> (enable) show trunk 
No ports trunking. 
Switch_A> (enable) 

Switch_B> (enable) show port channe1 
No ports channelling 
Switch_B> (enable) show trunk 
No ports trunking. 
Switch_B> (enable) 

Configure the ports on Switch A to negotiate an EtherChannel bundle with the neighboring switch by 
entering the set port channel command. This example assumes that the neighboring ports on Switch B 
are in EtherChannel auto mode. The system logging messages provide inforrnation about the forrnation 
o f the EtherChannel bundle. 

Switch_A> (enable) set port channel 1/1-2 desirable 
Port(s) 1/1-2 channel mode set to desirable. 
Switch_A> (enable) %PAGP-5-PORTFROMSTP:Port 1/1 left bridge port 1/1 
%PAGP-5-PORTFROMSTP:Port 1/2 left bridge port 1/2 
%PAGP-5-PORTFROMSTP:Port 1/2 left bridge port 1/2 
%PAGP-5-PORTTOSTP:Port 1/1 joined bridge port 1/1-2 
%PAGP-5-PORTTOSTP:Port 1/2 joined bridge port 1/1-2 

bridge port 3 / 1 Switch_B> (enab1e) %PAGP-5-PORTFROMSTP : Port 3/1 left 
%PAGP-5-PORTFROMSTP:Port 3/2 1eft bridge port 3/2 
%PAGP-5-PORTFROMSTP:Port 3/2 left bridge port 3/2 
%PAGP-5-PORTTOSTP:Port 3/1 joined bridge port 3/1-2 
%PAGP-5-PORTTOSTP : Port 3/2 joined bridge port 3 / 1-2 -- -;;83~&~ 
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Example VLAN Trunk Configurations 

. Step 3 

Step 4 

Step 5 

After the EtherChannel bundle is negotiated, verify the configuration by entering the show port channel 
command. 

Switch_ A> (enable) show port channel 
Port Status Channel Channel 

mo de status 

----- ----- --------- -----------
1/1 connected desirable channel 
1/2 connected desirable channel 

--- - ---- -- ---- - -- - - -----------
Switch_ A> (enable) 

Switch B> (enabl e) show port channel 
Port Status Channel Channel 

mo de status 

Neighbor 
device 

------------------ ----- --
ws - c5ooo 00997908 2( Sw 
ws-c5ooo 009979082(Sw 

-------- -- --- ------ ------

Neighbor 
devi c e 

Neighbor 
port 

3/1 
3/2 

Neighbor 
port 

3/1 connected auto 
3/2 connected auto 

channel 
channe l 

ws - c55oo 
ws - C5500 

069003103(Sw 1/1 
069003103(Sw 1/2 

Switch_ B> (enable ) 

Configure one ofthe ports in the EtherChannel bundle to negotiate an ISL trunk by entering the set trunk 
command. 

The configuration is applied to ali ofthe ports in the bundle. This example assumes that the neighboring 
ports on Switch B are configured to use isl or negotiate encapsulation andare in auto trunk mode. The 
system logging messages provi de information about the formation o f the ISL trunk. 

Switch_A> (enable ) set trunk 1/1 desirab1e isl 
Port(s) 1 /1-2 trunk mode set to desirable. 
Port(s) 1/1-2 trunk type set t o isl. 
Switch_A> (enable) %DTP-5-TRUNKPORTON : Port 1/1 has become i sl trunk 
%DTP-5-TRUNKPORTON:Port 1 /2 has become isl trunk 
%PAGP -5- PORTFROMSTP :Port 1 / 1 left bridge port 1/1-2 
%PAGP -5-PORTFROMSTP : Port 1 /2 left bridge port 1 /1 - 2 
%PAGP -5-PORTTOSTP : Port 1/1 joined bridge port 1/1-2 
%PAGP- 5-PORTTOSTP :Port 1/2 joined bridge port 1 / 1-2 

Switch_B> (enable ) %DTP- 5 -TRUNKPORTON :Port 3/1 has become isl trunk 
%DTP- 5-TRUNKPORTON: Port 3/2 has become isl trunk 
%PAGP-5 - PORTFROMSTP : Port 3/1 left bridge port 3/1-2 
%PAGP-5-PORTFROMSTP:Port 3/2 left bridge port 3 /1- 2 
%PAGP-5-PORTTOSTP :Port 3/1 joined bridge port 3/1-2 
%PAG P-5-PORTTOSTP : Port 3/2 joined bridge port 3/1-2 

After the ISL trunk link is negotiated, verify the configuration by entering the show tr unk command. 

Switch A> -
Port 
- -------

1/1 
1/2 

Port 

1/1 
1/2 

Port 

(enable) show trunk 
Mo de Encapsul ation 
------ - ---- ---- ------ ---
desira b le isl 
desirable isl 

Vlans a llowed on trunk 

1-1005' 1025-4094 
1-1005, 1025-4094 

Status Na tive v l a n 
-------- ---- -----------
trunking 1 
trunking 1 

Vlans a l lowed and active in management domain 

1/1 1-5,10,20,50,152, 200,300 , 400 , 500 , 521-524,570,850,917,999 
1/2 1-5, 10,20,50,152,200,300, 400,50 0,521-524, 570,850 ,917 ,999 
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Example VLAN Trunk Configurations 

Port Vlans in spanning tree forwarding state and not pruned .· ' ·" ·· ' · .. ---- -------------- ---- --- --- -- ----- ---- -- --- ---- --- ----- --- ------- -;·-- . z ~q 
1/1 
1/2 

Switch A> 

1-5,10,20,50 ,152,200 ,300,400,500,521 -524,570 ,850,917,999 ?/)~ 
1-5,10,20,50,152,200,300,400,500,521-524,570,850,917,999 
(enable) 

Switch_B > (enable) show trunk 
Port Mode Encapsulation Status 

3/1 auto isl 
3/2 auto isl 

Port Vlans allowed on trunk 

3/1 1-1005, 1025-4094 
3/2 1-1005, 1025-4094 

trunking 
trunking 

Native v lan 

1 

1 

Port Vlans allowed and active in management domain 

3/1 1-5,10,20,50,152,200,300,400,500,521-524,570,850,917,999 
3/2 1-5,10,20,50,152,200,300,400,500,521-524,570,850,917,999 

Port Vlans in spanning tree forwarding state and not pruned 

3/1 1-5,10,20,50,152,200,300,400,500,521-524,570,801,850,917,999 
3/2 1-5,10,20,50,152,200,300,400,500,521-524,570,801,850,917,999 

Switch B> (enable) 

802.1 Q T runk Over EtherChannel Link Example 

This example shows how to configure an 802.1 Q trunk o ver an EtherChannellink between two switches. 

Figure 5-2 shows two switches connected through four IOOOBASE-SX Gigabit Ethemet ports. 

Figure S-2 802. fQ Tivnk Over EtherChannel Link 

Gigabit EtherChannel 

IEEE 802.1 Q trunk link 

This example shows how to configure the switches to form a four-port EtherChannel bundle and then 
configure the EtherChannel bundle as an 802.1 Q trunk link. 
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Chapter 5 Configuring Elhemet VLAN Trunks 
Example VLAN T runk Configurations 

Step 1 

Step 2 

Step 3 

Make sure ali ports on both Switch A and Switch B are assigned to the same VLAN by entering the set 
vlan command. This VLAN is used as the 802 .1 Q na tive VLAN for the trunk. In this example, al i ports 
are configured as members o f VLAN I. 

Switch_A> (enable) set vlan 1 2/3-6 
VLAN Mod/Ports 

1 2/1-6 

Switch_A> (enable) 

Switch B> (enable) set vlan 1 3 / 3-6 
VLAN Mod /Ports 

1 3/1-6 

Switch_B > (enable) 

Confirm the channeling and trunking status ofthe switches by entering the show port channel and show 
trunk commands. 

Switch_A> (enabl e) show port channel 
No ports channel ling 
Swi tch_A> (enable ) show trunk 
No ports trunking . 
Switch A> (enable) 

Switch_B> (enab l e) show port channe1 
No ports channelling 
Switch_B > (enable) show trunk 
No ports trunking. 
Switch_B > (enable ) 

Configure the ports on Switch A to negotiate an EtherChannel bundle with the neighboring switch by 
entering the set port channel command. This example assumes that the neighboring ports on Switch B 
are in EtherChannel auto mode . The system logging messages provide information about the formation 
o f the EtherChannel bundle. 

Switch_A> (enable ) set port channel 2/3-6 desirable 
Port(s) 2/3-6 channel mode s e t to desirable. 
Switch_A> (enab l e) %PAGP-5-PORTFROMSTP: Port 2/3 left bridg e port 2/3 
%PAGP - 5-PORTFROMSTP : Port 2/4 left bridge port 2/4 
%PAGP - 5 - PORTFROMSTP:Port 2/5 lef t bridge port 2/5 
%PAGP - 5-PORTFROMSTP:Por t 2/6 l eft bridge port 2/6 
%PAGP-5 - PORTFROMSTP:Port 2/4 lef t bridge port 2/4 
%PAGP-5-PORTFROMSTP :Port 2/5 le ft bridge port 2/5 
%PAGP - 5-PORTFROMSTP :Port 2/6 l eft bridge port 2/6 
%PAGP - 5-PORTFROMSTP:Port 2/3 lef t bri dge port 2/3 
%PAGP- 5-PORTTOSTP: Port 2/3 joined bridge port 2/3-6 
%PAGP-5-PORTTOSTP :Port 2/4 joined bridge port 2/3-6 
%PAGP-5-PORTTOSTP:Port 2/5 joined bridge port 2/3-6 
%PAGP-5-PORTTOSTP:Port 2/6 joined bridge port 2/3 -6 

Switch_B > (enable ) %PAGP -5- PORTFROMSTP:Port 3/3 l eft bridg e port 3/3 
%PAGP-5-PORTFROMSTP:Port 3/4 le ft bridge port 3/4 
%PAGP - 5-PORTFROMSTP:Port 3/5 left bridge port 3/5 
%PAGP-5-PORTFROMSTP:Port 3/6 left bridge port 3/6 
%PAGP-5 - PORTFROMSTP:Port 3/4 le ft bridge port 3/4 
%PAGP-5-PORTFROMSTP:Port 3/5 left bridge port 3/5 
%PAGP-5-PORTFROMSTP:Port 3/6 left bridge port 3/6 
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Step4 

Step 5 

Example VLAN Trunk Configurations 

%PAGP-5-PORTFROMSTP:Port 3/3 left 
%PAGP - 5-PORTTOSTP:Port 3/3 joined 
%PAGP - 5 - PORTTOSTP:Port 3/4 joined 
%PAGP-5 - PORTTOSTP:Port 3/5 joined 
%PAGP-5-PORTTOSTP:Port 3/6 joined 

bridge 
bridge 
bridge 
bridge 
bridge 

port 3/3 
port 3/3 - 6 
port 3/3-6 
port 3/3-6 
port 3/3-6 

After the EtherChannel bundle is negotiated, verify the configuration by entering the show port channel 
command. 

Switch_ A> (enable) show port channel 
Port Status 

2/3 
2/4 
2/5 
2/6 

connected 
connected 
connected 
connected 

Channel 
mo de 

Channel 
status 

desirable channe l 
desirable channel 
desirable channe l 
desirable channel 

Switch A> (enable ) 

Switch B> - (enable) show port channel 
Port Status Channel Channel 

mo de status 

---------- --------- -----------
3/3 connected auto channel 
3/4 connected auto channel 
3/5 connected auto channel 
3/6 connected auto channel 

Switch_B> (enable) 

Neighbor 
devi c e 

WS - C4003 
WS-C4003 
WS-C4003 
WS - C4003 

Neighbor 
device 

JAB023806(Sw 
JAB023806(Sw 
JAB023806(Sw 
JAB023806(Sw 

-------------------------
WS-C4003 JAB023806(Sw 
WS-C4003 JAB023806(Sw 
WS-C4003 JAB023806(Sw 
WS -C4 003 JAB023806(Sw 

Neighbor 
port 

2/3 
2/4 
2/5 
2/6 

Neighbor 
port 

2/3 
2/4 
2/5 
2/6 

Configure one o f the ports in the EtherChannel bundle to negotiate an 802.1 Q trunk by entering the set 
trunk command. The configuration is applied to ali o f the ports in the bundle . This example assumes 
that the neighboring ports on Switch B are configured to use dotlq or negotiate encapsulation and are 
in auto trunk mode. The system logging messages provide information about the formation ofthe 
802.1 Q trunk. 

Switch_A> (enable ) set trunk 2/3 desirable dotlq 
Port(s) 2/3-6 trunk mode set to desirable. 
Port(s) 2/3 -6 trunk type set to dotlq. 
Switch_A> (enable) %DTP-5 -TRUNKPORTON :Port 2/3 has become dotlq trunk 
%DTP-5- TRUNKPORTON:Port 2/4 has become dotlq trunk 
%PAGP -5-PORTFROMSTP :Port 2/3 left bridge port 2/3 - 6 
%DTP-5-TRUNKPORTON: Port 2/5 has become dotlq trunk 
%PAGP-5-PORTFROMSTP:Port 2/4 left bridge port 2/3-6 
%PAGP -5-PORTFROMSTP :Port 2/5 left bridge port 2/3-6 
%DTP -5-TRUNKPORTON:Port 2/6 has become dotlq trunk 
%PAGP-5-PORTFROMSTP:Port 2/6 left bridge port 2/3-6 
%PAGP-5-PORTFROMSTP :Port 2/3 left bridge port 2/3 
%PAGP-5-PORTTOSTP:Port 2/3 joined bridge port 2/3 - 6 
%PAGP-5-PORTTOSTP : Port 2/4 joined bridge port 2/3 - 6 
%PAGP-5-PORTTOSTP:Port 2/5 joined bridge port 2/3-6 
%PAGP - 5-PORTTOSTP:Port 2/6 joined bridge port 2/3-6 
Switch_B> (enable ) %DTP - 5 -TRUNKPORTON:Port 3/3 has become dotlq trunk 

%DTP -5 -TRUNKPORTON:Port 3/4 has become dotlq trunk 
%PAGP - 5-PORTFROMSTP :Port 3/3 left bridge port 3/3-6 
%PAGP-5 -PORTFROMSTP:Port 3/4 left bridge port 3/3-6 
%PAGP-5-PORTFROMSTP :Port 3/5 left bridge port 3/3-6 
%PAGP-5 -PORTFROMSTP:Port 3/6 left bridge port 3/3 - 6 
%DTP - 5-TRUNKPORTON:Port 3/5 has become dotlq trunk 
%DTP-5-TRUNKPORTON:Port 3/6 has become dotlq trunk 
%PAGP-5-PORTFROMSTP:Port 3/5 left bridge port 3/3 - 6 
%PAGP-5 - PORTFROMSTP:Port 3/6 left bridge port 3/3-6 
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Chapter 5 Configuring Elhernet VlAN Trunks 

Example VLAN T runk Configurations 

%PAGP - 5-PORTTOSTP:Port 3 / 3 joi ned bri dge port 3/ 3 - 6 
%PAGP- 5-PORTTOSTP:Port 3/4 joined b r idge port 3/ 3-6 
%PAG P-5- PORTTOSTP:Port 3 / 5 joined b r idge port 3/ 3- 6 
%PAGP - 5-PORTTOSTP:Por t 3 / 6 joined b r idge por t 3 / 3-6 

Step 6 Afte r the 802. 1 Q trunk link is negotiated, verify the configuration by entering the show trunk command. 

Swi t ch A> (enable) show t runk -
Port 
-- - - ----

2 / 3 
2/ 4 
2/ 5 
2 / 6 

Port 

2/ 3 
2 / 4 
2 / 5 
2/ 6 

Port 

2/ 3 
2/4 
2/ 5 
2 / 6 

Por t 

2/3 
2/ 4 
2 / 5 
2/6 

Mo de Encapsu l ation 
---- - -- - - - - -- ----- ------
desi r ab l e dot1q 
desirabl e dot1q 
d esirable dot:1q 
desirable dot1q 

Vl ans a llowed on trunk 

1-1005, 1025-4094 
1-1005, 1025 - 4094 
1-1005, 1025 - 4094 
1 - 1005, 1025-4094 

Status Na tive vlan 

-- ---- ------ ---- ---- ---
t runking 1 
t runking 1 
trunking 1 
t r unk ing 1 

Vlans al l owed and activ e in management domain 

1-5 , 10,20 , 50,152,200, 3 00, 400 ,500, 521-524,570,850 , 917,999 
1 - 5 , 10 , 20,50, 1 52,200 , 300,400, 500,52 1 -524,570,850,9 17,999 
1 - 5,10,20,50,152,200,300 , 400,500,521-524,570, 850,917 , 999 
1- 5,10,20,50, 1 52,200,300,400 , 500,521 - 524,570 , 850 , 917,999 

Vl a ns in spanning tree forwarding sta te and n o t p runed 

Switch_ A> (ena b le ) 

Switch_ B> (enabl e) show trunk 
Port Mode Encapsula tion Status Na t i ve vlan 
- - - - ---- --- ----- --- ---- --- ------ --- ------ --- -- - - - - - ----

3/ 3 a u to dot 1q trunking 1 
3/4 a uto d ot1q trunking 1 
3/ 5 au t o dot1q trunking 1 
3/ 6 auto dot1q trunking 1 

Port: Vl ans a llowed on trunk 

3/3 1-1005, 1025-4094 
3/4 1-1005 , 1025 - 4094 
3/ 5 1-1005, 1025-4094 
3/6 1-1005, 1025-4094 

Port Vl ans al l owed and active in management domain 

3/3 
3/ 4 
3/ 5 
3/6 

1-5 , 10,20 , 50,152 , 200,300,400,500,521 - 524,570,850,917,999 
1-5, 1 0,20,50,152 , 200,300,400,50 0, 521-524 , 570,850,917,999 
l - 5,10,20,50,152,200,300,400,500,521 - 524,57 0 ,850,917,999 
1-5,10,20,50,152 , 200 , 300,400,500 , 521-524,570,850,917,999 
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Port 

3 / 3 
3 / 4 
3/5 
3 / 6 

Switch_B > 

Example VLAN Trunk Confíguratíons 

·- . -- ~ 

Vlans in spanning tree forwarding state and not pruned 
' •,., 

~~~ ~ ~~ ~ ;~ ~ ~~ ~ ~~; ~;~~~ ;~~ ~ ~~~ ~ ~~~ ~ ~;~~~;~~ ~;~ ~ ~~~ ~ ~~; ~ ;;; ----- --- -.- ~- "-~ 6 )J 
l - 5,10,20,50,152,200,300,400,500,521-524,570,850,917,999 ~ 
1-5,10,20,50,152,200 ,300,400,500,521-524,570,850,9 1 7,999 ' ' 
1-5,10, 2 0,50,152,200,300,400,500,521-524,570,850 , 917,999 \ \ I 
( enable) '\, . ~·-- , 

· ..... , 

Load-Sharing VLAN T raffic Over Parallel T runks Example 

Step 1 

78-14924-01 

Using spanning tree port-VLAN priorities, you can load-share VLAN traffic over parai lei trunk ports so 
that traffic from some VLANs travels over one trunk, while traffic from other VLANs travels over the 
other trunk. This configuration allows traffic to be carried over both trunks simultaneously (instead of 
keeping one trunk in blocking mode), which reduces the total traffic carried over each trunk while still 
maintaining a fault-tolerant configuration. 

Figure 5-3 shows a parallel trunk configuration between two switches, using the Fast Ethemet uplink 
ports on the supervisor engine. 

Figure 5-3 Parai/e/ Tivnk Configuration Before Configuring VLAN-Tralfíc load Sharing 

Trunk 2 
VLANs 10, 20, 30, 40, 50, and 60: port-VLAN priority 32 (blocking) 

Switch 1 j Switch 2 

i 
Trunk 1 ~ 

VLANs 10, 20, 30, 40, 50, and 60: port-VLAN priority 32 (forwarding) ~ 

By default, the port-VLAN priority for both trunks is equal (a value o f 32). STP blocks port 112 
(Trunk 2) for each VLAN on Switch I to prevent forwarding loops. Trunk 2 is not used to forward traffic 
unless Trunk 1 fails . 

This example shows how to configure the switches so that traffic from multiple VLANs is load balanced 
over the parallel trunks. 

Configure a VTP domain on both Switch I and Switch 2 by entering the set vtp command so that the 
VLAN information configured on Switch I is leamed by Switch 2. Make sure Swt~h-+~-s-a-V'F.P serve~-.-1 
You can configure Sw1tch 2 as a VTP chent oras a VTP serveL 1 ~ü$1'l~:t?.Oú5 - e f'\1'" ' 

I. CPNJJ. - <CORREIOS f 
Switch_1> (enable) set vtp domain BigCorp mode server · -- , i 
VTP domain BigCorp modified o 8 0' o [ 
Switch 1> (enable) , [. 

Switch 2> (enable) set vtp domain BigCorp mode server 
VTP domain BigCorp modified 
Switch_2 > (enable) 

f.l ~:~.-M~jj 
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Chapter 5 Configuring Elhernet VLAN Trunks 

Example VLAN Trunk Configurations 

Step2 

Step 3 

Step4 

Create the VLANs on Switch I by entering the set vlan command. In this example , you see VLANs I O, 
20, 30, 40, 50, and 60. 

Switch_l > (enab le) set vlan 10 
Vlan 10 configuration successful 
Swi tch_ l> (enable ) set vlan 20 
Vlan 20 configuration successful 
Switch_l > (enable ) set vlan 30 
Vlan 30 configuration successful 
Switch_l > (enable) set vlan 40 
Vlan 40 configuration successful 
Switch_l> (enable) set vlan 50 
Vlan 50 configuration successful 
Switch_l> (enable) set vlan 60 
Vlan 60 configuration successful 
Switch_l> (enable ) 

Verify the VTP and VLAN configuration on Switch I by entering the show vtp domain and show vlan 
commands. 

Switch_l > (enable) show vtp domain 
Domain Name Domain Index VTP Version Local Mode Passwo rd 

BigCorp 1 2 s erve r 

Vlan - count Max-vlan-storage Config Revision Notifications 

ll 1023 13 disabled 

Last Updater V2 Mode Pruning PruneEligible on Vlans 

172.20.52.10 disabled enabled 2-1000 
Switch_l> (enable) show v1an 
VLAN Name Status Mod/Ports, Vlans 

l default 

lO VLAN0010 
20 VLAN0020 
30 VLAN0030 
40 VLAN0040 
50 VLAN0050 
60 VLAN0060 
1002 fddi-default 
1003 token-ring-defaul t 
1004 fdd i net-default 
1005 trnet-default 

Switch_l > (enable) 

active 

active 
active 
activ e 
active 
active 
active 
active 
active 
active 
active 

l / l-2 
2/l-12 
5/ l-2 

Configure the supervisor engine uplinks on Switch I as ISL trunk ports by entering the set trunk 
command. Specifying the desirable mode on the Switch I ports causes the ports on Switch 2 to nego ti ate 
to become trunk links (assuming that the Switch 2 uplinks are in the default auto mode). 

Switch_l > (enable) set trunk 1/1 desirable 
Port(s ) 1 /1 trunk mede se t to desirable . 
Switch_1 > (enable) 04 /2 1 / 1998,03:05:05 : DISL-5 : Por t 1 / 1 has become isl trunk 
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Step 5 

Step6 

Step 7 

78-14924-01 

Switch_1> (enable ) set trunk 1/2 desirable 
Port(s ) 1/2 trunk mode set to desirable. 

Example VLAN Trunk Configurations 

Swi tch_1> (enable) 04/21/1998,03:05:13:DISL-5:Port 1/2 has become isl trunk 

Verify that the trunk links are up by entering the show trunk command. 

Switch 1> (enable) show trunk 1 -
Port Mode Encapsulation Status Na tive vlan 
-------- ----------- -- ---------- - ---- -------- - --- -------

1 /1 desirable isl trunking 1 
1/2 desirable isl trunking 1 

Port Vlans allowed on trunk 

1/1 1-1005, 1025 -4094 
1/2 1-1005, 1025-4094 

Port Vlans allowed and active in management domain 

1 /1 1,10,20,30,40,50,60 
1/2 1,10,20,30,40,50,60 

Port Vlans in spanning tree forwarding state and not pruned 

1/1 
1/2 

Switch_1> (enable) 

Note that when the trunk links come up, VTP passes the VTP and VLAN configuration to Switch 2. 
Verify that Switch 2 has learned the VLAN configuration by entering the show vlan command on 
Switch 2. 

Switch_2> (enable) show vlan 
VLAN Name 

------- ------- ------------- --- --
1 default 
10 VLAN0010 
20 VLAN0020 
30 VLAN0030 
40 VLAN0040 
50 VLANOOSO 
60 VLAN0060 
1002 fddi-default 
1003 token-ring-default 
1004 fddinet-default 
1005 trnet-de f ault 

< .. . output truncated ... > 

Switch_2> (enable ) 

Status Mod / Ports, Vlans 
---------
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 
active 

Note that spanning tree takes one to two minutes to converge . After the network stabilizes, check the 
spanning tree state o f each trunk port on Switch I by entering the show spantree command. 

Trunk I is forwarding for ali VLANs. Trunk 2 is blocking for ali VLANs. On Switch 2, both trunks are 

· ...... 

forwarding for ali VLANs, but no traffic passes over Trunk 2 because port 1/2 on Sw t o y ---:-·--1, . . éJT-:-eM[ 
CPI'vJI. " CORREIOS J. 
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Step 8 

Step9 

Swi t ch_1 > 
Por t 

1 / 1 
1/1 
1/1 
1/ 1 
1 / 1 
1 / 1 
1 /1 
1/1 
1 /1 

Switch 1 > 
Port 

1/2 
1/2 
1 / 2 
1/2 
1 / 2 
1 / 2 
1 / 2 
1 / 2 
1/2 

Swi tch_1> 

(enable ) show spantree 1/1 
Vlan Port - State Cost 

-- ---- ---- ---
1 forward i ng 19 
10 fo rwarding 19 
20 forwa r ding 19 
30 forwarding 19 
40 forwarding 19 
50 forwarding 19 
60 forwarding 1 9 
1003 not-connected 19 
1005 not-connected 19 
(enable) show spantree 1/2 

Vlan Port-S t ate Cost 

-------- -----
1 blocking 19 
10 blocking 19 
20 blocking 19 
30 blocking 19 
40 blocking 19 
50 blocking 19 
60 blocking 19 
1003 not-connected 19 
1005 not-connected 19 
(enable) 

Priority Fas t- S t ar t Gr oup - rnethod 
----- - -- ------ -- -- -- -- - - ---- --

32 disabled 
32 disabled 
32 disabled 
32 disabled 
32 disabled 
32 di s abled 
32 disabled 
3 2 disab1ed 

4 disabled 

Priori t y Fast - Start Group-rnethod 
-- - --- - - ------ ---- ---------- --

32 disab1ed 
32 disabled 
32 disabled 
32 disab1ed 
32 disabled 
32 disabled 
32 disabled 
32 disabled 

4 disabled 

Divide the configured VLANs in to two groups. You might want traffic from half o f the VLANs to go 
over one trunk link and half over the other, or i fone VLAN has heavier traffic than the others, you can 
forward traffic from that VLAN over one trunk and traffic from the other VLANs over the other trunk 
link. 

~ 
Note In the following steps, VLANs I O, 20, and 30 (Group I) are forwarded over Trunk I, and 

VLANs 40, 50, and 60 (Group 2) are forwarded over Trunk 2. 

On Switch I, change the port-VLAN priority for the Group I VLANs on Trunk I (port I 11) to an integer 
value lower than the default o f 32 by entering the set spantree portvlanpri command. 

Switch_1> (enable) set spantree p ortv1anpri 1 / 1 1 10 
Port 1/1 vlans 1-9,11-1004 using portpri 32 . 
Port 1 / 1 vlans 10 using portpri 1. 
Port 1/1 vlans 1005 using portpri 4. 
Switch_1> (enable) set spantree portv1anpri 1/1 1 20 
Port 1 / 1 vlans 1-9,11 - 19,21-1004 using portpri 32. 
Port 1/1 vlans 10,20 using portpri 1. 
Port 1 / 1 vlans 1005 using portpri 4. 
Switch_1> (enable) set spantree portv1anpri 1/1 1 30 
Port 1 / 1 vlans 1-9 , 11-19,21-29,31-1004 using portpri 32 . 
Port 1/1 vlans 10,20,30 using portpri 1. 
Port 1 / 1 v lans 1005 using portpri 4 . 
Switch_1> (enable) 

Step 10 On Switch I, change the port-VLAN priority for the Group 2 VLANs on Trunk 2 (port I /2) to an integer 
value lower than the default o f 32 by entering the set spantree portvlanpri command. 

Switch_1> (enable) set spantree p o rtv1anpri 1/2 1 40 
Port 1 / 2 vlans 1-39,41-1004 us i ng portpri 32 . 
Port 1 / 2 vlans 40 using portpri 1 . 
Po rt 1/2 vlans 1005 using portpri 4 . 
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Switch_ 1> (enab1e ) set spantree portv1anpri 1/2 1 50 
Port 1 / 2 vlans 1 - 39,41-49,51-1004 using portpri 32. 
Port 1 / 2 v lans 40,50 using portpri 1. 
Por t 1 / 2 v1ans 1005 using portpri 4. 
Switch_1 > (enab l e) set spantree portv1anpri 1/2 1 60 
Port 1 /2 vlans 1 -39,41-49,51-59,61-1004 using portpri 32. 
Port 1 /2 v lans 40 ,50 , 60 using portpri 1 . 
Port 1/2 v lans 1005 using portpri 4. 
Switch_ 1 > (enable ) 

Example VLAN Trunk Configurations 

Step 11 On Switch 2, change the port-VLAN priority for the Group I VLANs on Trunk I (port 111) to the same 
value you configured for those VLANs on Switch I by entering the set spantree portvlanpri command. 

Lt. 
Caution The port-VLAN priority for each VLAN must be equal on both ends o f the link. 

Switch_2> (enable) set spantree portv1anpri 1/1 1 10 
Port 1 / 1 vlans 1-9,11-1004 us ing portpri 32 . 
Por t 1 / 1 v lans 10 using portpri 1. 
Port 1 / 1 v lans 1005 using portpri 4. 
Switch_2 > (enable) set spantree portv1anpri 1/1 1 20 
Port 1 / 1 v1ans 1-9 , 11-19,21- 1004 using portpri 32 . 
Port 1/ 1 v1ans 10,20 using portpri 1. 
Port 1/1 v1ans 1005 using portpri 4 . 
Switch_2> (enable) set spantree portv1anpri 1/1 1 30 
Port 1/1 v lans 1 -9 ,11-19,21-29 ,31- 1004 using portpri 32 . 
Port 1/1 v lans 10,20,30 using portpri 1 . 
Port 1/1 vlans 1005 using portpri 4. 
Switch_2 > (enable) 

Step 12 On Switch 2, change the port-VLAN priority for the Group 2 VLANs on Trunk 2 (port 1/2) to the same 
value you configured for those VLANs on Switch I by entering the set spantree portvlanpri command. 

Switch_2> (enable) set spantree portvlanpri 1/2 1 40 
Port 1/2 vlans 1-39,41-1004 us ing portpri 32. 
Port 1/2 v lans 40 using portpri 1. 
Port 1 /2 v lans 1005 using portpri 4. 
Switch_2> (enable) set spantree portvlanpri 1/2 1 50 
Port 1/2 vlans 1-39,41-49,51-1004 using portpri 32. 
Port 1/2 v lans 40,50 using portpri 1. 
Port 1 /2 vlans 1005 using portpri 4 . 
Switch_2> (enable ) set spantree portvlanpri 1/2 1 60 
Port 1 / 2 vlans 1-39,41 -4 9,51-59,61-1004 using portpri 32. 
Port 1 / 2 vlans 40,50,60 using portpri 1 . 
Port 1 / 2 v lans 1005 us ing portpri 4. 
Swi tch_ 2> (enabl e) 

~ .. 
Note When you have configured the port-VLAN priorities on both ends ofthe link, the spanning tree 

converges to use the new configuration. 

Step 13 Check the spanning tree port states on Switch I by entering the show spantree command. The Group I 
VLANs should forward on Trunk I and block on Trunk 2. The Group 2 VLANs should block on Trunk I 
and forward on Trunk 2. ----- -
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Example VLAN Trunk Configurations 

~~ Switch 1> (enable) show spantree 1/1 
Port Vl an Port-State Cost Priority Fast-Start Group - method 

----- --- - -- -- ---- ----- - ------- ---- ------ ---- - ---- - --

1/1 1 forwarding 19 32 disabled 
1/1 10 forwarding 19 1 disabled 
1/1 20 forwa rdi ng 19 1 disab led 
1/1 30 forwarding 19 1 disabl ed 
1/1 40 blocking 19 32 disabled 
1/1 50 blocking 19 32 disabled 
1/1 60 blocking 19 32 disabled 
1/1 1003 not-connected 19 32 disabled 
1/1 1005 not-connected 19 4 disabled 

Switch - 1> (enable ) show spantree 1/2 
Port Vlan Port -S tate Cost Priority Fast -Start Group-method 

---- --- -- ------- - - - --- ------ -- --- ------ - ------------
1/2 1 blocking 19 32 disabled 
1/2 10 blocking 19 32 disabled 
1/2 20 blockin g 19 32 disabled 
1/2 30 b l ocking 19 32 disabled 
1/2 40 forwarding 19 1 disabled 
1/2 50 forwarding 19 1 disabled 
1/2 60 forwarding 19 1 disabled 
1/2 1003 not - connected 19 32 disabled 
1/2 10 05 not-connected 19 4 d isabled 

Switch 1> (enable ) -

Figure 5-4 shows the network after you configure VLAN traffic load sharing. 

Figure 5-4 Parai/e/ liunk Configuration A !ter Configunng VLAN-Tralfíc load Shanng 

Trunk 2 
VLANs 1 O, 20, and 30: port-VLAN priority 32 (blocking) 

VLANs 40, 50, and 60: port-VLAN priority 1 (forwarding) 

Switch 1 

j 
Switch 2 

t 
Trunk 1 

VLANs 1 O, 20, and 30: port-VLAN priority 1 (forwarding) 
VLANs 40, 50, and 60: port-VLAN priority 32 (blocking) 

Figure 5-4 shows that both trunks are utilized when the network is operating normally; i fone trunk Iink 
fails, the other trunk link acts as an alterna te forwarding path for the traffic previously traveling over the 
failed link. 
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Chapter 5 Configuring Elhemet VLAN Trunks 
Disabling VLAN 1 on Trunks • 

I f Trunk I fails in the network shown in Figure 5-4, STP reconverges to use Trunk 2 to forward traffic 
from ali the VLANs, as shown in this example: ·--:----.,_ 

Switch 1> (enable) 04/21/1998,03:15:40:DISL -S:Port 1/1 has become non-trunk 

Switch 1> (enable) show spantree 1/1 
Port Vlan Port-State Cost 

1/1 1 not-connected 19 
Switch 1> (enable) show spantree 1/2 
Port 

1/2 
1/2 
1/2 
1/2 
1/2 
1/2 
1/2 
1/2 

Vlan 

1 
10 
20 
30 
40 
50 
60 
1003 

Port-State 

-------------
learning 
learning 
learning 
learning 
forwarding 
forwarding 
forwarding 
not-connected 

Cost 

19 
19 
19 
19 
19 
19 
19 
19 

1005 not-connected 1/2 19 
Switch_1> (enable) show spantree 1/2 
Port Vlan Port-State Cost 

1 /2 
1/2 
1 /2 
1/2 
1/2 
1/2 
1/2 
1/2 
1/2 

Switch_1> 

-------------
1 forwarding 
10 forwarding 
20 forwarding 
30 forwarding 
40 forwarding 
50 forwarding 
60 forwarding 
1003 not-connected 
1005 not-connected 
(enable) 

Disabling VLAN 1 on Trunks 

19 
19 
19 
19 
19 
19 
19 
19 
19 

Priority Fast-Start Group-method 
------- - ---------- ------------

32 disabled 

Priority Fast - Start Group-method 
-------- ---- ------ ------------

32 disabled 
32 disabled 
32 disabled 
32 disabled 

1 disabled 
1 disabled 
1 disabled 

32 disabled 
4 disabled 

Priority Fast-Start Group-method 
-------- ---------- ------------

32 disabled 
32 disabled 
32 disabled 
32 disabled 

1 disabled 
1 disabled 
1 disabled 

32 disabled 
4 disabled 

On the Catalyst 6500 series switches, VLAN I is enabled by default to allow contrai protocols to 
transmit and receive packets across the network topology. However, when VLAN 1 is enabled on trunk 
links in a large complex network, the impact o f broadcast storms increases. Beca use spanning tree 
applies to the entire network, spanning tree loops might increase when you enable VLAN 1 on ali trunk 
links. To prevent this scenario, you can disable VLAN I on trunk interfaces. 

When you disable VLAN 1 on a trunk interface, no user traffic is transmitted and received across that 
trunk interface, but the supervisor engine continues to transmit and receive packets from control 
protocols such as Cisco Discovery Protocol (CDP), VTP, Port Aggregation Protocol (PAgP), and DTP. 

When a trunk port with VLAN I disabled becomes a nontrunk port, it is added to the native VLAN. If 
the na tive VLAN is VLAN 1, the port is enabled and added to VLAN I . 
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Chapter 5 Configuring Ethemet VLAN Trunks 
Disabling VLAN 1 on T runks 

Oisabling VLAN 1 on a Trunk Link 

Step 1 

Step2 

To disable VLAN I on a trunk interface, perform this task in privileged mode: 

Task Command 

Disable VLAN I on the trunk interface. ele ar trunk modlport [ vlan-range] 

Verify the allowed VLAN list for the trunk . show trunk [mod/port] 

This example shows how to disable VLAN I on a trunk link and verify the configuration: 

Console> (enable) clear trunk 8/1 1 
Removing Vlan(s) 1 from allowed list. 
Por t 8/1 allowed vlans modified to 2-1005. 
Console> (enable) show trunk 8/1 
Port Mode Encapsulation Status Native vlan 

8/ 1 on isl trunking 1 

Port Vlans allowed on trunk 

8/1 2- 1005, 1025-4094 

Port Vlans allowed and active in management domain 

8/1 2-6,10,20,50,100,152,200,300,400,500,521,524,570 , 776,801-802,850,917,9 
99,1003,1005 

Port Vlans in spanning tree forwarding state and not pruned 

8/1 2-6,10,20,50,100,152,200,300,400,500,521,524,570 , 776,802,850,917,999,1 
003,1005 
Console> (enable) show config 
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Cisco Catalyst 6500 Series 
Gigabit Ethernet Modules 

The Cisco Catalyst® 6500 Series Switch-the premier modular multilayer 

switch-delivers secure converged services from the wiring closet to the core, to the 

data center, to the WAN edge. 

Designed to complement the many roles 

that the Cisco Catalyst 6500 Series plays in 

a network, Cisco Catalyst 6500 Series 

Gigabit Ethemet modules offer the broadest 

selection of media, densities, performance, 

interoperability, and chassis deployments 

for enterprises and service providers. These 

modules are ideal for gigabit to the 

desktop, gigabit uplinks, aggregation of 

high-density 101100 interfaces, Metro 

Ethernet links; and backbone and 

high-speed server farm or data center 

connections. The Cisco Catalyst 6500 

Series Gigabit Ethemet modules offer the 

following features: 

• Flexible configurations for any 

deployment-Provide flexible port 

densities, media choices, and 

performance speeds for any deployment 

requirement 

• Choice of media and connector 

type-Available in multimode fiber or 

single-mode fiber using MT-RJ and 

modular GBIC and SFP optics 

supporting station-to-station distances 

up to 100 km 

Note: For information about 10/100/ 

1000 copper interface modules with 

auto-negotiation, see the Cisco Catalyst 

6500 Series 10/100 and 10/100/1000 

Ethernet Data Sheet 

• High port densities-From 8 up to 16 

ports per module, up to 256 ports per 

system 

• Scalable and predictable performance­

Provide a selection of switch fabric 

connections and throughput: 32 Gbps 

bandwidth/15 Mpps (Classic interface 

modules), 256 Gbps bandwidth/30 

Mpps (CEF256 interface modules), and 

256 Gbps bandwidth/210 Mpps 

(dCEF256 interface modules) 

• Operational consistency-Supported in 

ali Catalyst 6500 3-, 6-, 9-, and 13-slot 

chassis running Cisco lOS® Software 

and Cisco Catalyst Operating System 

Software; interoperable with ali other 

interfaces and services modules; and 

forward-compatible with ali Catalyst 

6500 supervisor engines 

• Maximum network uptime and 

resiliency-Support Cisco enhanced 

Per-Virtual LAN (VLAN) Spanning 

Tree Plus (PVST +) protocol, IEEE 

802.1w Rapid Spanning Tree Protocol 

(RSTP) and IEEE 802.1s Multiple 

Spanning Tree (Msn protocol, 

Per-VLAN Rapid Spanning Tree 

(PVRST) protocor §~~i?JW8~,e~ Cl-
1
--
1 

Protocol (HSRP , Yt!;~M~o~RREIOS I 
Redundancy Pr tocor(VRRP), Cisco , , 

connectivity 

EtherChannel®, and IEEE {1>&6 fjk ~· 
aggregation for awt.:t:ol rant -- .· 
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• Superior traffic management-Available with large per-interface buffers and multiple-priority queues for traffic 

prioritization and policing, allowing for tight service-level agreement (SLA) enforcement 

• Extensive management tools-Support CiscoWorks network management platform, Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3 and four RMON groups (statistics, history, alarms, 

and events) 

Figure 1 

Cisco Catalyst 6500 Series Gigabit Ethernet Interface Modules 

WS-X6816-GBIC 

WS-X6516A-GBIC 
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Gigabit Ethernet Applications 

Gigabit Ethernet interface modules are used in distribution and core layers, and in data-center applications (Table 1) . 

Table 1 Cisco Catalyst 6500 Series Gigabit Interface Module Applications 

Interface Ports/ Queues per Port 
Primary Module Connector/ (Tx = Transmit, 
Applications Product Number Class Interface Rx = Receive) 1 Buffer Size 

Data center and WS-X6816-GBIC dCEF256 16, GBIC Tx-1p2q2t 
server fann Rx-1p1q4t 

Data center and WS-X6516A-GBIC CEF256 16, GBIC Tx-1 p2q2t 
server fann Rx-1 p1 q4t 

Base server fann WS-X6408A-GBIC - Classic 8, GBIC Tx-1p2q2t 
Rx-1p1q4t 

Base server fann WS-X6316-GE-TX Classic 16, RJ-45, 1000 Tx-1p2q2t 
Rx-1p1q4t 

Base server fann WS-X6516-GBIC1 CEF256 16, GBIC Tx-1p2q2t 
Rx-1p1q4t 

Base server fann WS-X6416-GBIC Classic 16, GBIC Tx-1p2q2t 
Rx-1p1q4t 

Base server fann WS-X6416-GE-MT Classic 16, MT-RJ, MM Tx-1p2q2t 
Rx-1p1q4t 

1. Queues Legend: 1 p2q2t = 1 priority queue, 2 round robin queues, 2 thresholds 

. Cisco Systems. Inc. . . J 
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Gigabit Ethernet Interface Modules 

The Cisco Catalyst 6500 Classic, CEF256, and dCEF26 interface modules provide Gigabit Ethernet with a choice of 

speeds and forwarding rates. 

Classic Interface Modules 

Suited for wiring closet applications, Classic interface modules use the supervisor engine for centralized Layer 2 and 

Layer 3 forwarding, and forward packets up to 15 Mpps over a 32-Gbps shared bus. 

Capable of operating in the same chassis with the Cisco Catalyst 6500 Series Supervisor Engine lA, Supervisor 

Engine 2. and Supervisor Engine 720, Catalyst Classic interface modules do not support distributed forwarding and 

cannot be upgraded with a Distributed Forwarding Card (DFC). 

Table 2 provides more information about Catalyst Classic interface modules. 

CEF256 Interface Modules 

Suited for distribution and core layers and for data-center and Web-hosting applications, CEF256 interface modules 

use the centralized CEF englne located on the supervisor engine's policy feature card (PFC) and forward packets up 

to 30 Mpps over a dedicated 8-Gbps full-duplex switch fabric connection. 

Capable of operating In the same chassis wlth the Cisco Catalyst 6500 Series Supervisor Engine lA, Supervisor 

Engine 2, and Supervisor Engine 720, CEF256 interface modules support distributed forwarding when upgraded 

wlth a DFC (Table 2). 

Table 2 CEF256 Interface Module Distributed Forwarding Upgrade Requirements 

Supervisor Engine Switch Fabric Distributed Forwarding Card 

Supervisor Engine 2 Separate switch fabric module (SFM) 
MSFC2/PFC2 

Supervisor Engine 720 Supervisor Engine 720 integrates a 720 Gbps 
switch fabric 
Note: A Supervisor Engine 720 and an SFM 
cannot occupy the same chassis 

dCEF256 Interface Modules 

Requires WS-FSK-DFC upgrade 

Requires WS-F6K-DFC3 upgrade; will 
not interoperate w ith WS-FSK-DFC 

Suited for distribution and core layers, for data-center and Web-hosting applications, and for severa) 

high-performance service provi der applications, the dCEF256 interface modules use the dCEF engine and tables 

located on the interface module to perform ali forwarding. 

dCEF256 interface modules require a Cisco Catalyst 6500 Series Supervisor Engine 720 or a Supervisor Engine 2 

with a Multilayer Switch Feature Card 2 (MFSC2) and SFM. Supervisor Engine 720 requires a WS-F6K-DFC3 

upgrade; and Supervisor Engine 2-MFSC2 operates with the WS-F6K-DFC supplied with the dCEF256 interface 

module. 

Cisco Systems. Inc. 
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Table 3 Interface Module Class Comparison: Classic, CEF256, and dCEF256 

Feature Classic CEF256 dCEF256 

Perfonnance maximum 15 30 210 
(Mpps) 

Forwarding engine/ Centralized CEF Engine; Centralized CEF Engine; Distributed CEF Engine; 
location located on supervisor located on supervisor located on interface 

engine's PFCx engine's PFCx module's DFCx 

( Supervisor engine Supervisor Engine 1A; Supervisor Engine 1A Supervisor Engine 2; 
supported Supervisor Engine 2; (15 Mpps maximum); Supervisor Engine 720 

Supervisor Engine 720 Supervisor Engine 2; 
Supervisor Engine 720 

DFC modules integrated/ Not supported None integrated; upgrade DFC integrated; DFC3 
upgrade requirements with WS-F6K-DFC3 for field upgrade (requires 

Supervisor Engine 720 or Supervisor Engine 720) 
upgrade with WS-F6K-DFC 
for Supervisor Engine 
2-MSFC2 

Fabric connections 32 Gbps shared Single 8-Gbps channel Dual 8-Gbps full-duplex 
bus connection connection to switch fabric serial channel connections 
(on Supervisor Engine 1 A. (on Supervisor Engine 720 to switch fabric 
Supervisor Engine 2, and or Supervisor Engine (on Supervisor Engine 720 
Supervisor Engine 720) 2-MSFC2 with SFM) or Supervisor Engine 

and 32-Gbps shared bus 2-MSFC2 with SFM) 
connection 

Slot requirements Can occupy any slot Can occupy any slot Can occupy any slot in 
in any chassis in any chassis any Cisco Catalyst 6503, 

6506, 6509, 6509-NEB,or 
6509-NEB-A chassis, or any 
Cisco 7603, 7606, 7609, or 
OSR-7609 chassis; can only 
occupy slots 9 through 13 

( 
in a 6513, or 7613 chassis 

Receive queue structure 1 p1 q4t 1 p1 q4t 1p1q4t 

Transmit queue structure 1p2q2t 1 p2q2t 1p2q2t 

Scheduler Weighted Round Robin WRR WRR 
(WRR) 

Buffer size 512 KB 512KBor1 MB 512 KB 
(WS-X6516a) 

Legend: lp2q2t = one strict priority queue. two round-robin queues. and two difterent thresholds 
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Cisco Catalyst Classic Gigabit Ethernet Copper Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst Classic 

copper interface modules provide line-rate Gigabit Ethernet fmwarding with the following operational advantages: 

Forwarding architecture--Use centralized CEF forwarding 

Forwarding performance--Forward packets up to 15 Mpps per system 

Fabric connection-Provide a 32-Gbps shared bus connection 

Supervisor engine--Work with Supervisor Engine lA. Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade--None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-None; can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Table 4 Classic Gigabit Ethernet Copper Interface Modules 

Cisco Systems, Inc. 
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Cisco Catalyst Classic Gigabit Ethernet Optical Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst Classic 

optical interface modules provide line-rate Gigabit Ethernet forwarding with the following operational advantages: 

Forwarding architecture---Use centralized CEF forwarding 

Forwarding performance---Forward packets up to 15 Mpps per system 

Optics-Supports hot-pluggable gigabit interface converters (GBICs) 

-F abri c connection-Provide a 32-Gbps shared bus connection 

Supervisor engine---Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade---None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Table 5 Classic Gigabit Ethernet Opticallnterface Modules 

Transceiver Ports/lnterface/ Port Density/ Maximum Distance/ 
Product Type Connectors Chassis Model Cable Type 

WS-X6408A·GBIC GBIC 8 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6416-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6416-GE-MT MT-RJ 16 ports; 
1000BASE-SX; 
MT-RJ 

Figure 2 

Classic Gigabit Ethernet Optical Interface Modules 
WS-X6416-GE-MT 

96 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
64 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m : 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 
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· -R-05-Nn·{T-'3-t-Wfl~Í 

CPNH - CORR:E!()S [ 
' - ~- ! 

f ~s- -:: ~: , ~~ 
CiSCO Systems, lnc J r:?fjic: - ---::=:--·=· _-_ _ J 

Ali contents are Copyrtght © 1992-2003 Ctsco Systems, lnc Ali rtghts reserved. lmportant Nottces and Prtvacy SHeP~~e~L . -:- - -· ~-

Page 7 of 14 



/ 

Cisco Catalyst CEF256 Gigabit Ethernet Optical Interface Modules 

Designed for data center and server fann applications, Cisco Catalyst CEF256 optical interface modules provide 

line-rate Gigabit Ethernet forwarding with the following operational advantages: 

Forwarding architecture--Uses the central CEF engine located on the supervisor engine 

Forwarding performance--Forwards packets up to 30 Mpps per system and up to 15 Mpps per slot if upgraded to 

support distributed forwarding 

Optics-Supports hot-pluggable GBICs 

Fabric connection-Connects to the switch fabric using one 8-Gbps full-duplex connection and the 32-Gbps 

shared bus 

Supervisor engine--Works with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade--Optional; upgrade is required only to perfonn distributed forwarding; requires a 

WS-F6K-DFC3 upgrade to operate with Supervisor Engine 720; requires a WS-F6K-DFC upgrade and an SFM to 

operate with Supervisor Engine 2-MFSC2 

Slot requirements--Can occupy any slot in any Catalyst 6500 Series chassis 

Port densities--192 ports: Catalyst 6513 chassis; 128 ports: Catalyst 6509 chassis 

Note: Supervisor Engine 720 communlcates wlth a CEF256 Interface module in 256-Gbps mode. Supervisor 

Engine 720 and SFM cannot operate In the same chassis. 

Table 6 CEF256 Gigabit Ethernet Optical Interface Modules 

Transceiver Portsllnterface/ Port Density/ Maximum Distance/ 
Product Type Connectors Chassis Model Cable Type 

WS-X6516-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6516A-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

Figure 3 

CEF256 Gigabit Ethernet Optical lnterface Modules 
WS-X6516A-GBIC 

Cisco Systems. Inc. 

192 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 
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Cisco Catalyst dCEF256 Gigabit Ethernet Optical Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst dCEF256 

optical interface modules provide line-rate Gigabit Ethernet forwarding with the following operational advantages: 

Forwarding architectur~Use the dCEF engine and dCEF tables located on the interface module 

Forwarding performanc~Forward packets up to 24 Mpps per slot when interface modules have dual-fabric 

connections 

Optics-Support hot-pluggable GBICs over single-mode fiber 

Fabric connection-Connect using dual 8-Gbps full-duplex serial channel connections to fabric on a Supervisor 

Engine 720 or a SFM 

Supervisor engin~Work with Supervisor Engine 2 with a SFM or Supervisor Engine 720 

Distributed forwarding--lnclude a DFC when operating with Supervisor Engine 2 or a DFC3 when operating with 

Supervisor Engine 720 

Slot requirements--Can occupy any slot in any Cisco Catalyst 6500 Series chassis except the 6513 chassis where they 

must be installed in slots 9 through 13 (the only slots on the chassis with dual fabric connections) 

Table 7 dCEF256 Gigabit Ethernet Optical Interface Modules 

Transceiver Ports/lnterface/ Port Density/ Maximum Distance/ 
Product Type Connectors Chassis Model Cable Type 

WS-X6816-GBIC 

Figure 4 

GBIC 16 ports; 
1000BASE-SX,­
LX/LH, -ZX; SC 

dCEF256 Gigabit Ethernet Optical Interface Modules 
WS-X6816-GBIC 

Cisco Systems, Inc. 

90 ports (Cisco Catalyst 6513); 
128 ports (Cisco Catalyst 6509) 

550 m : 1000BASE-SX 
10 km: LX/LH 
100 km: ZX 
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Interface Distances 

Table 8 summarizes the interfaces and distances supported by ali the Gigabit Ethernet modules in the Cisco Catalyst 

6500 Series. 

Table 8 Interfaces and Distances Supported by Gigabit Ethernet Modules in the Cisco Catalyst 6500 Series 

62.5um 
umMM MM SOumMM SOumMM 9l10um 

lnterfacelfiber 160/500 200/500 400/400 500/500 Single Dispersion Category 
Module Core 62.5 MHz·km MHz-km MHz·km MHz·km Mo de Shofted 5 UTP 

WS-X6416-GE·MT MT·RJ 220m 275m 500m 550 m 

WS-X6408-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X6408A·GBIC 1000BASE-SX 220m 275m SOOm 550 m 

WS-X6416-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X6516·GBIC 1000BASE·SX 220m 275m 500m 550m 

WS-X6816-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X6408A·GBIC 1 OOOBASE ·LX/L H 550m 550m 550m 550m 10 km 

WS-X6416-GBIC 1000BASE-LX/LH 550m 550m 550m 550m 10km 

WS-X6516·GBIC 1000BASE-LX/LH 550m 550m 550m 550m 10 km 

WS-X6816-GBIC 1000BASE-LX/LH 550m 550m 550 m 550m 10 km 

WS-X6408-GBIC 1000BASE·ZX 70km 100 km 

WS-X6408A-GBIC 1000BASE-ZX 70km 100 km 

WS-X6416·GBIC 1000BASE-ZX 70km 100 km 

WS-X6516·GBIC 1000BASE-ZX 70km 100km 

WS-X6816-GBIC 1000BASE-ZX 70 km 100km 

WS-X6316·GE-TX RJ-45 100m 

Cisco Systems. Inc. 
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Ordering lnformation 

Table 9 provides part number information for Catalyst 6500 Series chassis. 

Table 9 Catalyst 6500 Series Chassis Part Numbers 

Product Number Description 

WS-X6316-GE-TX 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
RJ-45 

WS-X6408-GBIC 8-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 

( 
requires GBICs 

WS-X6408A-GBIC 8-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches 
with enhanced QoS; requires GBICs 

WS-X6416-GBIC 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
requires GBICs 

WS-X6416-GE-MT 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
MT-RJ 

WS-X6516-GBIC 16-port CEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with single fabric channel interface; requires GBICs; upgradable to support distributed 
forwarding through the addition of the distributed forwarding daughter card (WS-F6K-DFC) 

WS-FGK-DFC Distributed forwarding daughter card for CEF26 interface modules 

WS-X6816-GBIC 16-port dCEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with dual fabric channel interfaces and distributed forwarding; requires GBICs 

WS-X6816A-GBIC 16-port dCEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with dual fabric channel interfaces and distributed forwarding; requires GBICs 

GLC-SX-MM 1000BASE-SX SFP (multimode only) Dual LC connector 

GLC-SX-MM= 1000BASE-SX SFP (multimode only) spare Dual LC connector 

GLC-LH-SM 1000BASE-LX SFP (single mode only) Dual LC connector 

( GLC-ZX·SM 1000BASE-ZX SFP (single mode only) Dual LC connector 

WS-G5484 1000BASE-SX SX GBIC (multimode only) 

WS-G5485 10008ASE-LX/LH LH GBIC (single mode or multimode) 

WS-G5487 1000BASE-ZX ZX GBIC (single mode only) 

Specifications 

Standard Protocols 

• IEEE 802.ld, IEEE 802.lp, IEEE 802.lq, IEEE 802.ls, IEEE 802.lw, IEEE 802.3x, IEEE 802.3z, IEEE 802.3ab, 

and IEEE 802.3ad, 

• IOOOBASE-X (GBIC), IOOOBASE-SX, IOOOBASE-LX/LH, IOOOBASE-ZX, CWDM 

Physical Specification 

• Occupies one slot in the Cisco Catalyst 6500 Series chassis 

• Dimensions (H x W x D): 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em) 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy State eô ·oc : 
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Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relative humidity: 10 to 90%, noncondensing 

• Operating altitude: -60 to 4000 m 

• Mean time between failure (MTBF): seven years for system configuration 

Safety Compliance 

Cisco Catalyst 6500 Series Gigabit Ethernet interface modules, when installed in a system, comply with the following 

compliance and safety standards: 

• UL 1950 

• CSA C22.2 No.950 

• EN 60950 

• EN 60825-1 

• IEC 60950 

• IEC 60825-1 

• TS 001 

• CE marldng 

• AS/NZS 3260 

• 21CFR1040 

EMC Compliance 

Cisco Catalyst 6500 Series Gigabit Ethemet modules, when installed in a system, comply with the following 

EMI standards: 

• FCC Part 15 (CFR 47) Class A 

• VCCI 

• EN55022 

• EN55024 

• CISPR 22 

• CE marldng 

• AS/NZS 3548 

Network Management 

• ETHERLIKE-MIB (RFC 1643) 

• IF-MIB (RFC 1573) 

• Bridge MIB (RFC 1493) 

• CISCO-STACK-MIB 

• CISCO-VTP-MIB 

• CISCO-CDP-MIB 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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• RMON MIB (RFC 1757) 

• CISCO-PAGP-MIB 

• CISCO-STP-EXTENSIONS-MIB 

• CISCO-VLAN-BRIDGE-MIB 

• CISCO-VLAN-MEMBERSHIP-MIB 

• ENTITY-MIB (RFC 2037) 

• HC-RMON 

• RFC1213-MIB (MIB-ll) 

• SMON-MIB 

Maximum Station-to-Station Cabling Distance 

• 1000BASE-SX: 62.5 um multimode fiber: up to 275 m 

• IOOOBASE-SX: 50 um multimode fiber: up to 550 m 

• IOOOBASE-LX: 62.5 um multimode fiber: up to 550 m 

• 1000BASE-LX: 50 um multimode fiber: up to 550 m 

• IOOOBASE-LX: 9/10 um single-mode fiber: up to 5 krn1 

• 1000BASE-LH: 62.5 um multimode fiber: up to 550 m 

• IOOOBASE-LH: 50 um multimode fiber: up to 550 m 

• 1000BASE-LH: 9/10 um single-mode fiber: up to 10 krn 

• 1000BASE-ZX: 9/10 um single-mode fiber: up to 70 krn 

• 1000BASE-ZX: disposition shifted fiber: up to 100 km 

• 1000BASE-T: Category 5 cable: up to 100 m 

• 10/100/1000BASE-T: Category 5 cable: up to 100m 

( lndicators and Interfaces 

• Status: green (operational); red (faulty); orange (module booting or running diagnostics) 

• Link good: green (port active): orange (disabled) ; off (not active or not connected); blinking orange 

(failed diagnostic and disabled) 

• IOOOBASE-SX: GBIC (female, mu1timode) 

• 1000BASE-LXILH: GBIC (female, multimode) 

• IOOOBASE-LXILH: GBIC (female, single mode) 

• IOOOBASE-ZX: GBIC (female, single mode) 

• IOOOBASE-ZX: GBIC (female, dispersion shifted) 

• IOOOBASE-SX: MT-R,J (female, multimode) 

• IOOOBASE-T: R,J-45 ----·-- ·-· 
"-T.r-7"<"!--,..,-.,-N R 03/2005 - 6N-l 
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1. Cisco IOOOBASE-LXILH interfaces fully comply with the IEEE 802.3z IOOOBASE-LX standard. However, their h her quality allows them rdch 
10 km over single-mode fiber versus the 5 km specilied in the standard. F 

ls.: -,....----,----- · 

• I0/100/100BASE-T: R,J-45 
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v~T-:_chnical Support Services 

t dWhetfrer your company is a large organization, a commercial 

· buslfless, ora service provider, Cisco is committed to maximizing 

the return on your network investment. Cisco offers a portfolio of 

technical support services to help ensure that your Cisco products 

operate efficiently. remain highly available. and benefit from the 

most up-to-date system software. 

The Cisco Technical Support Services organization offers the 

following features , providing network investment protection and 

mínima] downtime for systems running mission-critical 

applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software 

updates and upgrades as an ongoing integral part of your 

network operations, not merely a remedy when a failure or 

problem occurs 

• Makes Cisco technical knowledge and resources available to you 

on demand 

• Augments the resources of your technical staff to increase 

productivity 

• Complements remote technical support with onsite hardware 

replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnet™ support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software 

Application Support and Software Application Support plus 

Upgrades 

For more infonnation, visit: 

http://www.cisco.com/en/US/products/svcs/ps3034/ 

serv _category _home.html 

Additional C isco Cat alys t 6500 Series lnformation 

Visit this link for to view the following data sheets: 

http ://www.c isco.com/en/US/products/hw/switches/ps708/ 

products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine IA/Supervisor 

Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethemet 

Data Sheet 

• Cisco Catalyst 6500 Series 1 0-Gigabit Ethemet Interface 

Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module (CSM) 

Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module 

(NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module 

Data Sheet 

• Cisco Catalyst 6500 Series IPsecNPN Services Module 

Data Sheet 

• Cisco Catalyst 6500 Series SSL Services M odule Data Sheet 

CISCO SYSTEMS 

Corporate Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
Sanjose, CA 95134 -1706 
USA 
www.cisco.com 
Tel : 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

- ® 
European Headquarters 
Cisco Systems lnternational BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
li O I CH Amsterdam 
The Netherlands 
www-europe.clsco.com 
Tel : 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems. Inc. 
170 West Tasman Drive 
San jose. CA 95134-1706 
USA 
www.cisco.com 
Tel : 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-01 
Singapore 068912 
www.clsco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices In the followlng countries and regions. Addresses, phone numbers, and fax numbers are listed on the 

Cisco Web sile al www.cisco.com/go/offices 

Argentina • Australia • Austrla • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
Czech Republlc • Denmark • Dubai. UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • India • lndonesia • Ireland 
Israel • ltaly • japan • Korea • Luxembourg • Malaysla • Mexlco • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland 
Portugal • Puerto Rico • Romanla • Russia • Saudi Arabla Scotland • Singapore • Slovakia • Slovenla • South Africa • Spain • Sweden 
Swit zerland • Talwan • Thalland • Turkey • Ukralne • United Klngdom • United States • Venezuela • Vietnam • Zimbabwe 

Ali contents are Copyrlght c 1992-2003 Cisco Systems. Inc. Ali rlghts resel"\\ed . Ca ta lys t, Cisco. Cisco lOS. Cisco Sys tems. the Cisco Systems logo , EtherChannel. and SMARTnet are reglstered trademarks o f Cisco Systems . 
lnc andfor lts amllat e~ in the U.S. and cenain other countrles. 

Ali other trademarks mentlonect In thls dacument a r Web slt e are the pra perty a r thelr respectlve owners. The use of lhe word partner does notlmply a partnershlp re latlonshlp between Cisco and any other company. 
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CISCO SYSH MS 
Close Window 

- Feedback 1 Help 

Software Advisor 

HOME SOFTWARE SUPPORT FOR FEATURES SOFTWARE SUPPORT FOR HARDWARE 

Major Release 12.2T 

Product Family j1751 3 .. 
Releases j12.2(15)T 

Feature Set jiP/ADSLNOX/FW/IDS PLUS IPSEC 3DES 

( 
Some features are dependent on product model, interface modules (i. e. Line 
Cards & Port Adapters), and/or require a software feature license. 

Your selections are supported by the following 

lmage Name 

c1700-k9o3sv8y7 -mz.12.2-15. T 

AAA Broadcast Accounting 
AAA DNIS Map for Authorization 
AAA Server Group 
AAA Server GrQI.J.R Deadtim~r 
AAA Server Group Enhancement§ 
AAA Server Groups Based on DNIS 
Abilltl'JQ __ Qj~-ª-b.l~;t.Xau!b . .fQLStatiç..Jp~_ç__fl_E;lªf.~ 
6Q.ÇQlJ.D!lD.Q_Q.f.Y..P_QN_Qj§_ç_QD!!E:l.ÇLÇ_ªJ,J-~ 

ORAM 

96 

ACL Authentication of lncoming RSH and RCP 
ACL SeaU!!l!Ç,E;l Numberin_g 
Additlg_nal Vendor-Proprietary RADIUS Attributes 

( 1dress Resolution Protocol (ARP) 
_ .JSL - As}'mmetric Digital Subscriber Line Support 
Advanced Ençryption Standard (AES) 
Always On Dyn?mic ISDN (AO/DI) 
Analog_QLI2JPirect lnward Diall 
6§l'D.@J.QJlOU§ __ Rotary !,._inet.Q.lJ.~uii).Q 
As}'ncbronQIJ._fi. SerLal Traffic O~er UDP 
AIM~P)<ol 
Av.!bE:lnticatiqn PrQxyAçço_v.ntJng for HTTP 
AvtQinstªJI _IJ.sJog __ OHCP.Jqr..i,ANJnt~.rfªçªs 
~v.to_l11ª!ic_mo.dJlJ!l .. G.O.D.fi9J,Jié!JLon 
ªªn.d.wi9tb.A!!o_çªJlon_.CqntmLE'mtQçoJ..(JiACPJ 
_S_GP 
BGP_4 
BGP__4_Multipatl} Support 
.6.~EA .. P.rªfJ.~_f.lt!ªLª.D.d.Jn~.b.mm.d .. BQJJ!.E:l.MªP§ 
BGP 4 Soft Ç_qnf[g 
.6.~E_Ço.oQ.i!lg.o_ªLR_o.!!tª.lf'!ie:lç_!iQn 
BGP_ Hic!ª-.Loc-ªl:.Autonomous Sy~tem 
BGP H}'brid CLI SuQQQI! 
BGP Link Bandwidth 

Flash 

16 

.S.~P. MIJ!ti.P.ªti:L!,.9_ªQ_S_tlªri!19..fQL~-ott'l_E:l.~G.E' .. ªmtl6.GP _irLÇIJl M PLS.:YE.~ 
BGP..tlªrned Çommunity_!,i_st~ 
E\GE _pgl[cy.AçJ<.Q\.!ntlng 
~.GE. Pr~fi .x.~.!=lª-~~9 .. 0LJ.tQ9.V.OQ.R9.Vt~ .fjJ!~ri_og 

Product Number 

S17C7V8K9-12215T= 
S17C7V8K9-12215T 

Options 

Search For MIBs 
Compare lmages 

- - - 3t2f78-5---=-Bt<l...,( 
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Software Advisor 

B.G!?. .. SoJt8.~J?-~t 
j3RI 0-ºl.Q _ _protocQ! 
Call Admission Control for H.323 VglP._GatewJi...Y.§ 
CallerJP_ Q.!lAI'Jé!log Voice lnte.rf!'l_ç_~_§ 
CEF on Multipoint GRE Tunnels 
CEF/dCEF- Cisco Express Forwardinq 
CEFv6/dCEFv6- Cisco Express Forwardjng 
CE;Jrtificat~_A!,!_iQ_:_I;;_nrollment 

Ç~rtifica.t!'i Enrollment Enhancements 
Ce_difi_çal!2_Sec(Jrity Attr.Lbute-Ba~~d Access_ __ ÇQD_lli>J 
Certification Authority lnteroperabil[ty (CAl 
CGMP - Cisco Group Manaqement Protocol 
Challeqe Handshake Authentication Protocol (CHAP) 
Channelizecj E1 Siqnalinq 
ÇircuJUntwface ldentification Persistence for .S..NMP 
Çj_~Q_Q_is__ç_gy?_ry_E>rotocQL_( CD E) 
Çj_:i_ç_Q __ Qj§ÇQV_~_r:y_p_r:Q!Qç_QL(ÇQt>L:JP..:-l9_Ad_çj_r:!;!_S.!? .. Eªmi.!v...fu!P.PQf.tfQI .. NS!_igJJ.bO.L)_,_,~ 
Çis__çQ __ Q_i§_çQ_Y.~!Y.f?J9JQ_ç_g_[ _ (ÇQf:).QYJKb1M 
Çj_s._ç..QJQS.J.~l!lPb9J"!Y_ Ser:ylçª-_(LIS~Y.~rsiQD.2.,Q 
Cisco lOS Telephony Service (ITSl Version 2.01 
Cisco lOS Telephony Service (ITS) Version 2.02 
Cisco lOS Telephony Service íiTSl Version 2.1 

( :~ss Based Weiqhted Fair Queuinq (CBWFQ) 
">Jrass-Based Packet Markinq 
CLI Strinq Search 
CNS Aqents SSL Security 
CNS Confiquration Aqent 
CNS Event Aqent 
.C..l-!.S..fLQW...:I!Jm.ug!J_.Erovis.ioniD.Q 
Çqmm~nt~9.JP_~ç.ce:i.s._!,._i§!.En!ri?_s. 
Ço_mmjtl~.Q.Aç_ç!;l_§_s Ral!;l__{CAR) 
Compression Control Protocol 
Context-Based Access Control (CBAC) 
CT1/RBS (Robbed Bit Siqnalinql 
CUG Selection Facility Suppress Option 
Custam Queueinq (CQ) 
Customer Profile ldle Timer Enhancements for lnterestinq Traffic 
Default Passive Interface 
DF Bit Override Functionality with IPSec Tunnels 
DHCP Accounting 
DHCP Client 
DHCP Client- Dynamic Subnet Allocation API 
DHCe._Çiient QD.Y\'AN Interfaces 
DHCP ODAP Server Support 

HCP On Demand Address Pool (ODAPl Manaqer for non-MPLS VPN QQQl§ 
LÇ_e._prqX)' __ ÇJL~nt 

yJ:jÇE_8_~L9.Y .. 89ª-11J_.S_l!P.J29_r:!lQL\JD.I').!!_m_ber-ª_ç! __ !nt~_Jfac~ 
DHC~ecured IP Address Assignment 
Qt!ÇE_S.~!Y.'ª-L~ On Demand Address Pool Manaqer 
DHCP ~~rver- Option to Ignore ali BOOTP Requests 
DHCP Server Options- Impor! and Autoconfiquration 
DHCP Server-Easy IP Phase 2 
Qial baç!s_yp 
Dial P~_r: Enh5mcements 
o ia 1-on-.Q!;l_rrum.d 
Qiai~LçtL~_J]m.~J.J.npound~@ffic Cqnfjg_ur@Q_f1 
Dialer_P~r.§isten! 

.O.!ª.!~J.Jl(Qfi J.e.!? 
Q)ÇI!_er.W;:ltch 
.0.!ª-l~LWªtçtl__Ç_O.OfiS!_C! _Q_~j_ªy 
Oiff-ªre.n_tiÇJted Services. 
Diffs-ª!Y_G9moliilll.LWRED 
Distinquished Name Based Crvpto Maps 
DLR Enhancements: PGM RFC-3208 Compliance 
DNS bé!sed_X,~~-fQ!Jling 
QN~-~-Q9J1J.Q~_Q_YªLªO.l.P_YQ_Trªm!QQ.r:! 
Double Authentication 
DTMf_Rel_~_fQI __ SJP_Ç_ÇJIIs Usin_g_N_ª_me_d_:LE:!Jephone Events (NTEJ 
Dynamic M_l).illole Enc@sulation for Dial-in over ISDN 
Dynamic Multipoint VPN (DMVPN) 
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El.8ZSignªllog 
Eª-$y_jp_JI?_h;:l_~e_1J 
Easy VPN B_E;lmote 
E_é!§' VPJ'{ RE)moill. : MultjQ!~liJ~Q_~_ln_t~!ff!Ç_(l_f;l}bi3nC~J:D-ª!1ts 
Easy VPN Remate Enhancements 
Easy VPN Remate: Locai-Address Support 
Easy VPN Remote: Manual T1.1.11nel Controi__Enhçmcement 
Easy VPN Server 
Encrypted Vendor Specific Attributes 
Enhanced IGRP (EIGRP) 
Enhanced IGRP Stub Routing 
Enhanced I TU-T G.168 Echo Cancellation 
Enhanced Local Management Interface (ELMI) 
Enhanced Password Security 
E.o_h_ªo_c:~o_T ré!_ç)slog_fulooo rt 
Expor:tiog_ªD9_lmpg_J1ffi.B.SA..Keyl? 
Eª.§J_fmgm~n!f!.!JQD __ (Ef!st-.SwJ_tç_tlª-<tfm.9m-ªntE!.Q_lE_!?_ç_çk~_t§J 
E~u?1~_s.wJtç_h~c;l __ P.QJJçy.RQ_IJting 
firE:l_wª_ll_A._IJttl~_nJj_çffijg_Q_E'IQ~ 
Firewall F~1!Jre Set 
Firewall lntrusion Detection (lOS) Signature Enhancements 
Firewalllntrusion Detection System 

( ewall N2H2 Support 
, rrewall Stateful lnspection of ICMP 
Firewall Support for SIP 
Firewall Support of SSL Encrypted HTTP Authentication Proxy Sign-on 
Firewall Websense URL Filtering 
Flow-Based WRED 
F rª--rn__e___R~i--ªY 
frÇJm~R~IªY __ E;nçªp~1JlÇJJJQD 
ErameJ3.~J.ay Enc;l_::-19_-End K~epalill!-2 
Frame ReJªY Fragmentation (FRF.12) 
Frame Relay FRF.9 Payload Compression 
Frame Relay PVC Interface Priority Queueing 
Frame Relay Router ForeSight 
Frame Relay SVC Support (DIE.} 
Frame Relay Switching 
Frame Relay Switching Diagnostics and Troubleshooting 
Frame R~S_witc_hing Enhancements: Shaping and Policing 
Frame Relay Traffic Shaping (FRTS) 
Frame Relay Voice Adaptive Traffic Shaping 
FXO Answer and Disconnect Supervision 
_ÇJ.Sl:f_QS.!.,_.S_ym_l!l_e.!Iic DSL_..SJJQPQ.tl 
Gatekeeper Ecosystem lnteroperability 
(::~gtew----ª_y_ Enhancements to Enable v4-v2 lnterworking 

D~J.i.ç_Ro IJ.Ii ng_!;DÇ.-ªQIDJlf!JLQ.n _ _(Q_R_J;J 
G~O-ªIiG.BQ1JJ!llil .. Enç_ªPJ?.IJ!ª!i.Q!J_( G 8.ELLv.no.eJK~-ªR.ª li v e 
Generic Traffic Shaping (GTS) 
GLBP:__Qf!tewayJ,Q.-ª.9 Bala!]_Çjng Protocol 
H.323 Call Redirection Enhancements 
H.323 Scalability and lnteroperability Enhancements for Gateways 
Half bridge/half router for CPP and PPP 
Hoot and Holler over IP 
HSRP - Hot Standby Router Protocol 
HS_RP_::J]g_t Standby Router Protocol and IPSec 
t:tSBl? __ ª!JP---º9J:Lf.QLL CI\II.EJ3 edi r_~ç.!~ 
HTIP Ll Web _Server 
ttiiP..s _ ~_J:UTP..wlth_SS_i, __ ;?_._Q 
iJlGP Multioé3Jb_i,QçcJ _Shª.rJog 
LE__EJ; __ BQ2~1Q __ S!J.R.RQrt 
J.!;EEJ~Q2JQ \(L6N .SlJ.RP-ºrt 
IGMP . 'L~L$1Q.IJ_3 
IGMP Versio_o_;i- ExQiicit Tracking of Hosts, GrouQs, and Channels 
IKE- lnitiate __ Aggressive ModE) 
!15_E__Ç~j~_n_Q_(?.Q_6_1,!1h?l11i_çé3JJQlli X a ut__h} 
Ll5f._MQc;l_~_ÇgnfJ.gJ!IªJJQn 
IKE S!-2_ç_u_rlty_B:Q!pcol 
1Kt;_.S_bªr.~ct_S~.ç_r~1lJ.§.i_ng_AAA_Server 
lntegr;:~ted routing and bridging__í_l_B_ill 
lnteractive Voice ResQonse (IVR) Version 2.0 

l 
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lDJ~ IT<'l.ç.~ .AHª~ .l,..ongJ':-.J.ª.m~ .S.t,JRP.Qrt 
l.o1!2.1ÍÇI_ç12_ _LI19~1<_Pi.®lªY 
Interface .Range SpecificatiQIJ. 
IP Enhanceq IGRP Route Authentiç_(!tion 
IP Header Compression Enhancement- PPPoATM and PPPoFR Sum~ort 
IP Multicast Load Splitting across Equai-Cost Paths 
!P NameQl\cç_ess Çontrol List 
IP Precedence for GRE Tunnels 
IP Routing 
lP RTP Priority 
IP Summarv Address for RIPv2 
IP to ATM CoS. per-VC WFQ and CBWFQ 
IP-to-ATM CoS 
IPSec MIB Support for Cisco IPSec VPN Manaqement 
]Psec t'JAI.Iransparel}9' 
JP_Sec N~tw...9.Ik Security 
IP_S.fli:. I.tlJOJJo.tt.Netw..QL~ AcJ9J~.~~ImllslatiQI1_S_t,JRP.o.r! 
JESªç_.Jr.iRJ.!'l .. !d.J;Â._E.O.Q!YPti.on...(3Q.J;_S) 
lE.S.~.c. . Y.E'NJ:ijq.tLA'LªJlli.b.i!i!Y.J;D.h.ª-f.lÇ.~_m®t.~ 
J.E'Y.Q..Extend(l_!::I_E>.cce~_Çontrol Li§! 
1Pv6 for Cisco lOS Software 
ISDN 

( 1N Advice of Charge (AOC) 
,...,ON Caller ID Callback 
ISDN Cause Code Override 
ISDN Leased Line at 128kbQ§ 
JSDN Proqress_lndicator support for SIP !,!SirmJ83 Session Proqress 
L2TP Diai-Out 
!,..2TP Layer .. Z..IY.r:melim.PrQiQçQI 
h.2TP __ S_~_Ç_L!ILty 
),_2TP Tunn~_ll'rªsery_çllioiJ..Pl.lE'_I.Q~ 
Layer 2 Forwarding-Fast Switchinq 
Lock and Key 
Low Latency Queueinq (LLQ) 
Low Latency Queueinq (LLQ) for Frame Relay 
Low Latency Queueinq (LLQ) with Priority Percentaqe Support 
Manual certificate enrollment (TFTP and cut-and-paste) 
MD5 File Validation 
Messaqe Banners for AAA Authentication 
MGCP - Media Gateway Contrai Protocol 
MGCP 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 
MGCP Based Fax (T.38) and DTMF Relay 
.M.G.C.P~.il-~lç __ ç~_S_S._ç~_nQ_QQ.ª.rntQLS?rviçª§ 
MGCf'_ç_~.S PBX and AAL2 PVC 

( 
11.4GC.P_VoiP _ÇaJJ Admi~jon CQo!rol 

!..CE.V.o!.E'_.S.ign.aJLrJo 
Ml.Ç[Q§Qft_f>giffi-!Q~J?.QLIJ.t.CQmor.~~~ion...(MJ:P_Ç) 
MLPPP with Link Fragmentation lnterleavei.Lfll 
MPd~t.rn.P.ªJ?.§I.tl.rmm!:L9.Y.?..LV.Qi.çª··º-Yer_tE 
Modem User lnt~rface Option 
Modular QoS CU (MQC) 
Modular QoS CU (MQC)- Based Frame Relay Traffic Shaping 
Modular QoS CU (MQC) Three-Level Hierarchical Policer 
MPLS VPN support for EIGRP between Provider Edqe (PE) and Customer Edge (CE ... 
MS Callback 
MS-Cfi6P_V.~..L§ion 1 
Multicast NAT 
M.t,JI1[çª§t.$ot,~rçª_Qi§ÇQ'J~IY . .Pmtg_çQ]_(.M.S.Qf') 
M\.lltillr:*-.PP.P 
MJJ!ti.RJSl .. B$h..~.~YiliÜf..S!JRRQ.r:! 
t[am!W Mª1bQQ. ),_jsts for .MA Auth.9.r[zatio.o_ª.!l<i_Accounting 
NA T Default.ln§ide S~JYer Enhancement 
NAT Stateful F:ail-over of Network Address Translation 
NAT-Network Address Translation 
NAJ...:-i?JJQR.QILf.or N.~J.M.eetingj2irectory_(lnternet Locator Service- ILS) 

t!AI:.S.!JI1P9.!1.fgx_SJf'. 
N~.J..:fu!P.Q.ort .Q.f..ti_,_~2~.2 RA.S. 
~E>..J..:.S.~RP9.!1 . .9J..!P...E'hQ11.!2..tQ_Çisc;g __ ç_ªlLM9n~r 
NBAR_:.t'JetwQJ..!s.:..b9se_c;lh.Qplic;:Jtion Recoqnition 
NBAR.B.~al-time lrn!l§J2ort Protocol Payload Classification 
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N~.!flo.w 
_NetF!ow_Aoorem~J)Qr:l 
!'jetflow MJJJ1)Q.!e ExQort DestinatiQn§ 
tJ_etFigw _E'gl[çy_Bg_\J!Ln_g __ (t-l_f'_8) 
NetFiow ToS-Based Router Aggregation 
Network Time Protocol (NTP) 
Nextl:i.QQ_Resolution Protocol (NHR~} 
On Demand Routing_(ODR) 
OSPF 
OSPF ABR !yQe 3 LSA Filtering 
OSPF Flooding Reduction 
OSPF Not-So-Stubby Areas (NSSA) 
OSPF On Demand Circuit (RFC 1793) 
OSPF Packet Pacing 
QSPF Sharn-Link SuQQortJor MPLS VPN 
OSPé_Stub _8Quter Advertisefl1ent 
Q-º_Ef__~J,JPQQ!:!J9LM!!!ti_-_VBLQr:l __ ÇÇ__l3Q!Jle.r:ll 
fAQ__Sqt>_ªçj.Qm_~§lr!fl 
p_a_r.§f) _ _Boo~!Il--ª!ls.§ 
Parser Caç_l}~ 
Password Authentication Protocol (PAE.} 
Per-User Configuration 

( 1rcentage-Based Policing and ShaQing 
,siM Rquter Assist 
PIM Dense Mode State Refresh 
PIM MIE? Extension for IP Multicast 
PIM Multicast Scalability 
PIM Version 1 
ElM.Ve_r~[9JL2 
pgJiçy_:_!;lª_§~d_ 8!llitlo_g_(~SBJ 

p_g_r:Uº-®..P.Ji.c.ªJi9JJ--.MªRP.lQfl_(E_A.M1 
ppp 
PPP overAIM 
PPP over ATM (IETF-ComQiiant) 
PPP over Frame Relay 
PPPoE Client 
PPPo_.E._on Ethe_rnet 
Pre-fragmentation For IQsec VPNs 
PRI QS[g_Qrotocol 
Priority Queueinq (PQ) 
Privileqe Command Enhancement 
PSTN Fallback 
Q_g__S_Q_evi~_M--ª_o_ªg!;1L(QP__M} 
QoS for Virtual Private Networks 
QQs__Pa_çkel_M-ªrkinq 

( L~_ErLqr_i!y _ _E_es_ç_entªg_e __ Ç_L_LS_\,H2P-ºD 
~AQJ!J.$ 
RAQIUS Att_ribute 44 (AççQuntiog Session IQ)jn Acces§Beque_s_lli 
J3.6..QLW_$_6_M_bJ,J!.e . .B2_;_.I!J.on.e!_A§_§i.g_m:mmU<;! 
RADIUS Centralized Filter Manaqement 
RADIUS for Multiple User Dataqram Protocol Ports 
RADIUS Route Download 
RADIUS Tunnel Preference for Load Balancinq and Fail-over 
Random Early Detection (RED) 
R ate QueuesJQI SVC'§...per sub-interface 
Reflexive Access List~ 
Response Time Reporter (RTR) 
He_§QP.O_§e _ILme .. Repg_rrerJBT8_} __ e_r:~hª.oçemen!§ 
8.e'.(_êf§_e __ ~ªth_fQrw_aJc;l_lruL:..S_Q!!LÇe __ ç~[§!§ __ g_ojy 
Re:~.er_§.e J3_pute.J.oleç!Lq_o__(BRD 
RIP 
RMON events and alarms 
Rotating Throuqh Dial Strings 
RSVP - Resource Reservation Protocol 
8_$VP L_Qºª)__Eg_[Lcy_~Qr:t 
R$_\P __ $!,J_p_pQtlJ9r.E.U3_rn.e_B~JªY 
B_SVP_~_ypQortjgi_LLQ 

RTI?_!:i_eª.Q.er--ºº!TIP!g§l>lQI! 
Secure_çQQY._(SCP) 
Secure St:Jell SSH SuQPort over 1Pv6 
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s~_çy[~ __ Sh~J! .. ~StLI~rmin.~J:Jin~- ªºº~l?-~ 
S_~_ç_w_<LSlJ.~!LS_SH_'{êi§.[Q[1_1 __ !I!1~gr~te_Q_ÇlL~n! 
S-ªcur~_ Shel! SSH Version 1 Server S!!QQQ[t 
SilCY.içe_A§.§hlJ_a_o_ç_ª-69ent (S__AA)_.6P_M_A..QQU_c.ªti9D .. P.ilrfQrm.ªo_çg_M9ni!Qf 
Service Assurance Agent (SAAl DHCP Operation 
Service Assurance Agent (SAA) Distribution of Data 
_Serviç_f:)_[>._?su_r;:mc_(J_Agent (SAA) DLSW Operª!LQI! 
Servj_ç_~_f\§_?_YI-ª1JC..~-6~!lLl~&\j __ O_N S _Q_g_~gtioo 
Service Assurance AgentjSAA) Frame Relay Operation 
$.!;lrviç~ A§.?_IJ[ÇIDce Agent (SAA)_EJP Operati911 
Service Assurance Agent (SAA) History Statistic~ 
Service Assurance Agent (SAA) HTTP Operation 
Service Assurance Agent (SAA) ICMP Echo Operation 
Service Assurance Agent (SAA) ICMP Path Echo Operation 
Service __ AS.!?!l_moçe AgellL(SA6)_..!itter OperatiQ!l 
Servic;g_['.?suranç!;)_Ag_~ntl.S_M}_MP_LS_\LPN _Operation 

.SêiYLc.~./~,§_$.hlJ.~ç~_6g!;!_o!JS_MJ_Q_Qe_WªY__,!Ltt_Eli 
S.lli:YlC:ª.A.SJ?!.Jran_ç!;)_6genL(S.8NJ'.ª!h Jittªr 
Seryice_['.§§..Ll_filD..c:!l.6illl.OtLSM.LBililction Thsªshold 
S.iJrvice 6.§§.~_rªnce Agent (SAA) Scheduling Operation 
Service Assurance Agent (SAA) SNA LU2 Echo 
Service Assurance Agent (SAA) SNMP Support 

( ' ervice Assurance Agent (SAA) TCP Connect Operation 
_,ervice A$_surance Agent (SAA) UDP Echo Operation 
Show Command Redirect 
Sirool~L!'-Le.tyvork Time ProtocoL(SNTP) 
Single Rale 3-Color Marker for Traff[ç_Eglicing 
SIP - Call Transfer Enhancements Using Reter Method 
S.!P.:: . .C-ªILir-ªD.§f!;!rJ)_$.ingB.~ferMe!b.9_d 
S!P..::_Çonfig\JIªl>lê_.P.S.TN .. Çª!L~ª-_çg_g_e_ .Mªppi.og 
SlE..:J2NS_SBY..B_E_C2782 __ ç_p_ro.Qiiaoçª 
SIP - Session lnitiation Protocol for VoiF' 
.S!P__:_Se§§j_gnloitialion Protq_çQ.Lf_qr VolE__Çnhan_ç_emf:)nts 
SIP Diversion Header lmplementation for Redirecting Number 
SIP Enhanced 180 Provisional Response Handling 
SiP Extensions for Caller identity and Privacy 
SiEl?atewa_y_S_\.!QP.QL! for the Bind Command 
SIP Gateway support for Third Party Call Contrai 
.SlP_Gateway Support of 'tei' URL 
SIP Gateway Support of RSVP 
SiP intra-gateway Hairpinning 
SIP iNViTE Regues! with Malformed Via Header 
.S!E_Re_Qir_e_c;l_P_r_q_çessl!Jg Enh_ª_ncemeJI! 
SiP T .38 Fax Rei~ 
SiP: ÇQLEi.SIF'IªçtmoJQgy_Enl)an_~_l'!lents 

( \P__:__I_SJ)J~LSu_g~ªnd/Resume SuQP._Qd 
,>OªP.§_tJQtJQLJ!i_og 
S_NME'._(Si!DPlel'JetwruJ Manªgement Protocol) 
SNMP..!DJQI!!l_Bª_a.uest 
S_NMP M-ªnager 
SNMP Support for lOS vLAN Subinterfaces 
SNMP Support for vLAN (ISL, DOT1Q) SubiD!erface.§. 
SNMP Su_QRort over VPN 
SNMPv2C 
S_our@..]nterf_g_ç_e Sªiª-ction__fg_r:__Q_!JJ99lo.9~L~Jtiç_with Certificat~_t\lJ!I}_QI[ty_,_,, 
SQ~_IJlli!lg_.Ir~~rotocol (STP) 
.Spanning Tree F'roto_coL(;?JE.)J;xtension 
SBS.LSLJ.1YlYªbieR.~m9t~L$j~~-T13l13P.b911Y.VE:lr~iQil LO 
SBSI: __ $1,J_!YiY_élb!<:1 . .8E:lOJQIE:l S..!t<=1.T~J~P.b.OI!Y . 'l<=1r§i.9n . 2,_Q 
SR$.L_$._l]!Y_i_'{_qQi_~ __ R~mQ~I3. SJ!~ .I13.1~_p.b9JIY-'\!'~r.?.iQ_n_:W2 
SRS_I:__Survj_vable F5_~_mote Site TeleQhony Version 2.1 
Standard iP Access List LQgglo.g 
Static Cache Entry for iPv6 Neighbor Discovery 
Stub iP Muiticast Routing 
SubnetwQr!s__Bandwidth Manager {SBM) 
Swl!çb-ª~LM\.lltimf3.9ÇJJ>JtDatª__$-ª!}'j_ç_~ _ _illMO..Sl 
LJLSJQf_~o.Q.E..orw_ilrd F a.lÇ 

L~JiEmU3.<:1!.ªyJg_r:_V_gJPJ:L~.2J 
IH~hél.QIJªJ['.§§Q_çjrued_Sjgnaiing (CA..$.1 
T1/E1 Voic_e PBLQ.931 
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J_j:!_çª_ç§_~ ÇNQ6_1,..J]:_t:t_f_t,m_çt!º-11 
Lªcac~_Sing_I~_Ço_r:m_~_1i_QD 
TACACS+ 
Tcr:__w.Lo_QQW_~caliQg 
Time-Based Access Lists Using Time Ranges 
Timer and Retry Enhancements for L2TP and L2F 
Traffic F:_olicing 
Transparent Bricjqjng 
Triggered RIP 
Trusteq_Root Certification AJ)thorl!y 
Trustpoint CU 
Tunnel EnJliLointDiscovery 
Tunnel T_yJJe of Service (TOS) 
Turbo Flooding of UDP_ Datag@lJl~ 
UQ_LR_Iunnel ARP and IGMP Prw 
J)j)P_fQrwarding~__p__grt of IP Regundancy Virtual Router Group (VRG) 
Uni-D_ir~_ç_tiQr:lliU,_i_n k R o utiQ_g__(l,l_Q_I,.B) 
U_o_i_ç:ª~_t_R_~_y_~r__~~_E_a_1b_forw_ç_r_cjir:m_í!L~E) 
!,J.§__E!r___Max[m_ym_1ln!s_!? 
VirtuaiiQterface Template Service 
Virtual Private Dial-up Network (VPDN) 
Virtual Profiles 

( ·'rtual Router Redundancy Protocol (VRRP) 
_ oice Call Tuning 
Voice DSP Contrai Message Logger 
Voice over Frame Relay (FRF.11) 
Voice Over IP 
VoiP Call Admission Contrai using RSVP 
VoJE__Q_y~fl.9lo.Q _Ir.!!!l_k GrQ!J.P __ LctE!rillfLçJüi9.D.-ªO.O __ Çªrr~rJ_Q__for G-ª1E2.\0Cill§ 
'iE'.Q~Gr.9_l,!p__S_~~sjQn__i,imltiD9 
Y'.E'J~LQe_'!.ice}yl_i!nager _(VDMl 
VPN Tunnel Management 
WCCP Redir__ection on lnbound Interface~ 
WCCP Version 1 
WCCP Version 2 
Weighted Fair Queueing (WFQ) 
Weighted R_ED (WRED) 
Wildcard Pre-Shared Key 
YYBJ;Jd Enl]ancement :.__E_xplicit Ç_Q_IJ.fJ..ê_g_iQn__tiQtification (ECN) 
x Digital Subscriber Line (xDSL) Bridge Support 
X.25 
X.25 Closed User Group 
X,~Eªi!Qy_~ 
X.25 Load Balancing 
X.25 on ISDN D-Channel 

( 2~ OV§J_f_I_çm~ __ Relay TAnnex GJ 
,~_,__ZQ _ _g_v_es..IC.E..((Ç_QD 
X.25 Over TCP Profiles 
X .2_Q__~m_Q.í.!LE~llur~_~j~ction 
X.25 SlJP.Pression of Security Signaling Facilities 
X.25 Switch Local Acknowledgement 
X.25 Switching between PVCs and SVCs 
X.25 T~rminal Lin~ Security for PAD Connections 
X.28 Emulation 

To find out more about your selected release, you can use the _Bug Toolkit 
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!P_S_~_G _VPN_H[g_l] _6yÇ!i_l_ªbility __ f;n!Jªru;;~ment~ 
IJ:>y§_E;xtl:lnd~g __ 8_çç_~~-Çg_nJ[Q_I __ I:il?t 
1Pv6 foL_Cil)co l_Ç)S ~Qftware 
LS_QN 
ISDN Advice of Charge (AOC) 
ISDN Caller ID Callback 
1~12~-Cau_§ª_.Çg_@__Q_\{~rrid~ 
ISDN .LEli!_~eq_Jlo~- atJ2a~t>J2§ 
L2TP Diª!::9u! 
L2Tl'_Li3-Y~L2_J:!Jll[lellog ProtQ__çQI 
.l2I!?_~E)_curitt 
L2TP Tunnel Preservation of IP TOS 
iller 2 Forwarding-Fast Switching 
!,._q_ç.!s__and_ Ket 
!,_pw_L_at~D-ºY. Q!,l~ueinq (LLQ) 
Low Lª!Elnct_Q!J~J,Jeir}fL{LLQ) fQLfJ-ª-!Jle Fi~ 
!,.QWJ,;;tJªnçy _Q_lJ~\.t~log_(L!,.Ql_wjttlPriQrffit_PEliç~n!illlª-~ort 
MªoJr_ª_l __ ç_t;ltljf[ç_ª1El_~_omll!:YNnUIEIP_ª-11_d _ _ç_lJ!:_é;~_[ld-Qª~~~J 
MDQ_FiiE)_\'ªIiçl_pJl9JJ 
Messaqe Banners for AAA Authentication 
Microsoft Point-to-Point Comoression (MPPC) 

( 
\1LPPP with Link Fragmentation lnterleave (LFI) 
llodem User Interface Option 

Modular QoS CLI IMQCl 
Modular QoS CLI (MQC)- Based Frame Relat Traffic Shaping 
Modular QoS CLI (MQC) Three-Level Hierarchical Policer 
MPLS VPN SilllPOrt for EIGRP between Provider Edqe (PE) and Customer Edge (CE .. . 
MS Callback 
M_S_:.CH_AP_Y.ElL~!o.o_l 
M!JJ.ti!;:_ª_§L~AI 
M.IJ!liçª_§!_$_Ql,![Çª__Oj$CQ.Y.El!Y.J?.[QJQ_C.QL(MS_QP) 
Mult!lin!s__PEP 
Multiple RSA Keypair Support 
Named Method Lists for AAA Authorization and Accounting 
NAT Default lnside Server Enhancement 
NAT Stateful Fail-over of Network Address Translation 
NAT-Network Address Translation 
NAT-Support for NetMeeting Directorv (Internet Locator Service- ILS) 
NAT -S..!!Qport of H .323v2 RAS 
NAT-Support of IP Phone to Cisco Call Manager 
NBAR - Network-based Application Recognition 
NBAR Real-time Transport Protocol Payload Classification 
Netflow 
NetFiow Aggregation 

( 1\letflow Multiple~ort Destinations 
L'-WtFio_w P_pj[ç_y_Bou.t!ng (NP~) 
NEl_tf!QWJoÂ~_eª_§_El~LRo.!J1~cAggr_ElQ.Ç!!LQO 
Network Time Protocol (NTE) 
-~_El-~t H_QQ_~§9JJJ!iQ!}_f.'_[QJ9CQlJ~.t!!3PJ 
On D~mand Ro__ytiruL(QQ.Bl 
OSPF 
OSPF ABR tvpe 3 LSA Filtering 
OSPF FIQpdingB~dy_ç_tjQD 
OSPEJ-.Jot-_s_o-St_ubbt Areas IN.S.~J 

· OSPF _Q_n_pemand Circuit (RFC 1791) 
Q_$EE.P.ª_ç_!s_~.t_J?.ª-çjl19 
Q_S_PF Sb-ªDJ.:.biDJLSuppprt for MEL.S Vl'.N 
Q$.Pf __ $.t!J p_B_Q lJ!~r..A9YEl_rtl§ªm~n! 
QS.Pf $_lJ_p__port.fo.r.M!JJ!l:VRE Q!I __ çt; .Bo_lJJ~r1> 
P..AO._Â_lJI:>ª_cl9JJl1i§_i_n.g 
Parse Bookro_ªrks 
Parser Cache 
Password Authentication Protocol (PAP) 
Per-User Confiquration 
Perc~nlliQ.~_:flasªQ_E_ç)Jj_ç_[_ng anctÂlliJJlli!q 
P~M_B_gJ,r_ter __ ~l?_§i_$_! 
PIM Dense Mode State Refresh 
.E!M_Mill __ !;_~_~n§_i_gn.fQL!PlY1 ultj_çª_§_t 
PIM MuJ!jç_ª_$1 Scalability 
PIM Ve~sion_j_ 
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E'!.MY~r~iQD _2 
_E>plicy::B_él!?_~_dRQJJUng_(p_f!_R) 
ppp 
ef'J:..Qy_er AIM 
PPP over ATM fiETF-Compliant) 
PPP over Frame Relay 
PPPoÇ_Çjient 
PPPoE on Ethernet 
_E>re-fragmentation For lpsec VPNs 
PRI QSIG protocol 
Priority_ QueueinqJEQl 
Privilege Command Enhancement 
QoS Device Manager {QDM) 
QoS fo_r_ Virtual Private Networks 
Qg_S_Eq_c:JseLMar_k_iD_q 
Qo~YI_i_g_rjty __ ~~_ç__e_n_mg_e_ç_L)_S_t,Jp_ppJ:! 

R.f'.QJJl$ 
BAQ!VS __ A_ttri_t;:JJA~..44 _.(6çc:oYDting ___ $_e_~ªj_Qn _J.Q) __ i.o_6ç_ç_el'!!?_.8.~_g_y~~-tª 
R8_QJ_US _Atlr.ib\.1!~ _13_2_~_I_ynn~I_A~ªjq!JmªDl_l_g 
RA.D I L.Ls_ç_'ª--.ll!r.élJj_zed Filllir__Manaq(illlenJ 
RADIUS for Multiple User Datagram Protocol Ports 

( 
'.ADIUS Route Download 

~ADIUS Tunnel Preference for Load Balancing and Fail-over 
Random Early Detection (RED) 
Rale Queues for SVC's per sub-interface 
Reflexiye Acces.§ Lists 
Response Time Reporter (RTR) 
Response Time Reporter {RTR) enhancements 
Re~ªr-ª~_p_él1b___f9_r:Y\1él_r_ç!.iQg_=..S.Q!!Iº-e __ ç_~_$J$_ 9JJ.Iy 
B~Y.ei!?~ __ Rqut~JDle.c:!j.QD_(BBJJ 
BlE' 
RMON events and alarms 
Rotating_IhrOJm_h Dial Strin9§ 
RSVP - Resource Reservation Protocol 
RSVP Local Policy Support 
RSVP S_!.l..QQO[i for Frame Relay 
_BSVP sup_Q9rl fQI LLQ 
RTP Header Compression 
Secure Copy {SCP) 
Secure Shell SSH Support over 1Pv6 
Secure Shell SSH Terminal-line access 
Secure Shell SSH Version 1 lntegrated Client 
.S..Elç_yrn__S_heU_SSH V.!lrsio_r_!J_~erve_r:_ Sl!QilllJ:! 
Service Assurance Aqent (SAAl APM Application Performance Monitor 

( ' -ervice Assurance Agent {SAAl DHCP Operation 
_,;jJlrviç_~.6.~JJ.rnnç~_8q_~oUSMJ DisJdbutioo___Qf..Palli 
S---ª!YlC:l:l .. A~!?.\.lmJJ_ç'ª-.Ag?nUS.MU2LSW_Q.Jllir.éltiQo 
Service Assurance Aqent (SAA) DNS Operation 
_s_~r:yic'ª--.Assurªnc~t6qent (_S_Ml_Frame Re@y_QQ.eratio___n 
Service Assurance Agent (SAA) FTP Operation 
Service Assurance Agent (SAA) Histor_y Statistics 
Service Assurance Agent (SAA) HTTP Operation 
Service_A~§UréJ.~e_P,genL(SAA) I.CMP Echo Op_eration 
Serviç_e___Assurao_ç_e Agent (SAA) ICMP Path Echo_Qp_eratio_o 
.Se_ryice __ 8~!?_l)_r:a_o_ç_e_8g_'ª--.l!USA8Ul!!?r Oper.a1i.Oll 
S---ª_r:y_i_ç~_8_!?_:?_\.l.r:ª~e .f.\_g~nU$.AALMEL..S.Y.EN __ Qp_e.Jªti.ºn 
Servi@_.8§.~JJ.r.ançe_8g_'ª--.ll! {SAA) One Way Jl!te.I 
Serv.ic'ª- A.~suréJoce Afl~DL(_$_MLP.atb . ..J.i.tter 
Sªryic:_e_A!?.~IJ.r.élnçe _8mm1 .íSMJ.R.eélc:_t!Qn_Ihresb_gJ_d 
$_e!Y_i_ce _A~§uréJ_Oce_ AfleDJ.l$.M) _$c:hed.YJj_og _Qp~m1i.9n 
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Sery_ice _Ass!Jrançe_Ag~nt_(S_MJ SNAJ-U2. Ec:b9 r; - ~~...__ 
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SNMP. .. Mªo-ªg~r 
-º.I'JMP S.iJQJ?.9r:ti<lLLO_S_y.!-..6.t'l_S!Jb.iO!ill:fª_ç~§ 
SNM_.P_SUQQ..Ort for l.'bAt':IJl.S.LQQT1 _Q)_S.IJ_bjnter:f-ªç~..§ 
~~MP S.lJ.RQ..QI\ over_vEN 
SNMPv2C 
Source Interface Selection for Outqoing Traffic with Certificate Authority .. . 
Spanr1imLi r.ee f:rotocol ISTP) 
SpanaLr1~ee_!?.r_otocoj_§.TELI;;,~llinsi.Q!1 
Standard IP Access List Logglng 
Static_ç-ªçbe E11try_for IPvQ__t:-Jei_gbbor Ql~ç_QY.~IY 
Stub IP Multicast Routing 
Subnetwork Bandwidth Manaqer {SBM) 
Switched Multimegabit Data Service {SMDSl 
L.Jª-Fa~R~ for VoiP H.323 
I.tÇ1Jafl_o_eLA~§_Qgat~d.Sl9Jlé!lin91C..A._$) 
IJJÇJ_ ~Q]ç_~_E.RLQ_,_~J 

Iª_çªc.:? . .Si;;NQAUIHJ.!Jnç!iQo 
Iªç-ªç§ .Singi!LC9I1D.~.cJ.i.9D 
IAC.6C.S~ 
TCP Window Scallnq 
Time-Based Access Lists Using Time Ranges 

( 
~imer and Retrv Enhancements for L2TP and L2F 
. raffic Policing 
Transparent Bridging 
Triqqered RIP 
Trusted Root Certification Authority 
Trustpoint CLI 
Tunnel Endpoint Discovery 
I.unn_~LlYQe_9LS.ª[Vj_ç~.liO_$) 
ThiQ9.EJQQ9ii'!.9 .. QfJlQ.P_Q.ªtag rªm$ 
U DLFLT!!D n~J.AR.P_ª.nd.J.G_MP__E_r.Qy,y 
UDP forwarding support of IP Redundancy V_i[tual Router Gro.!JQ{VRGl 
Uni-Dire_ç,tiQ!lª'. Link Routing_L@LR) 
Unicast Reverse Path Forwardinq {uRPF) 
User Maximum Links 
Virtual Interface Template Service 
Virtuª-.f_Ij_vate Dié!l:!m_Network {VPDN) 
Virtual Profiles 
Virtual RQ!!.L~LBª-dundançy Protocol {VRRPJ 
Voice Call Tuninq 
Voice DSP Control Message Loqqer 
Voice o ver Frame Relay (FRF .11 l 
Yoi@_QY..~.JE 
VoiP_Cª1LAd111ission Control usin_g RSVP 

'QJ.P O_ytqging_Trunk GrotJQJQ_~.rilifLçatiQ!J and Carrier 10 for Gate.'!@Y~ 
/ EQN.GfQ11P.SE3.$§iQDJ.,irrütiJ19 
Y.P.I'J .. OE3V.ice MªDª9E3L(Y.P_M) 
'LPN Tunn~Manaqement 
\NG_ÇP Redire_ction on tnbound lnte.r:fª-ç§.~ 
WCCP Version 1 
WCCP Version 2 
Weighted Fair Queueinq {WFQ) 
Weiqhted RED (WREDl 
Wildcard Pre-Shared Key 
WRED _Ç.o_hancement - Expliçit Congestion Notification {ECN) 
~Pigitª.!..S.Y.b§g:LQªLI.,jD.-ªJ~O~Ll Br!Qgª-.. S.iJ1212Prt 
X~25 
x.2;?. CJQ.$~c:J .. L.J~~r. .Gm~.,~J? 
.X,2~ fé3i1Qyer 
X.-2!5. LO.élcl .6é31ªnc_iog 
)(:_2_ti_ pn _ISDN D-Cbª_n@l 
~,2P_Q.\Iill:.E!9.me..Relay iáiJ_ne.LG) 
X.25 QY-ªI TCP (XOTl 
X.25 Over_ICP l?rofiles 
X_,_Z_ti.Ber:n.Qrn.Ea ilu.LE;LP.-ª!~_tiQ!J 
2L2.ti.-.S.IJQPrª-~-!?lQn __ Qf_S~_ç!!.dt'i_Sjgn_~_og_E_é3_çi!Hlª-~ 
X.2Q._SwitçbJ,.QçªLAcknQwlª-d..Qe!Tient 
X.25_,S_wj!çJJii}Q..Q@veen_fVC§..ªnd SVC~ 
X.25 L~rmio9l Line Securitylor PAD Connections 
X.28 Emulation 
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HOME SOFTWARE SUPPORT FOR FEATURES SOFTWARE SUPPORT FOR HARDWARE 

Major Release 12.2T 

Product Family 11751 :if,•,; 
- -~· 

Releases j12.2(15)T 

Feature Set jiP/ADSLNOICE PLUS IPSEC 3DES 

( 
Some features are dependent on product model, interface modules (i.e. Line 
Cards & Por! Adapters), and/or require a software feature license. 

Your selections are supported by the following 

lmage Name 

c1700-k9sv3y 7 -mz. 12.2-15. T 

AAA Broadcast Accountinq 
AAA DNIS Map for Authorization 
AAA Server Group 
AAA S~J:Y~LG_r::.QYQ DeadJimer 
8AA Se[Ver Group Enhancements 
8AA_S_~IY.~LGmw~ Ba~ed __ g.o_QN!S 

ORAM 

96 

AQJJ.i.ty __ tQ __ Oi!?.ª_QJ.~ .. .?.<ª_u.ih .. f9r. .S.tª.tiç.JE~ªç __ f?._~ªr.ª 
Aç_ç:Q\ .. J!'!~i.!'!.9 .. 9.f.YPP.N .. 0i§c9nn!'l.<;:t .CªIJ~.~ 
ACL_Authentication of lncomioq RSH and RC~ 
ACL Sgguence Numberin_,g 

( ' dditional Vendor-Proprietary RADIUS Attributes 
.ddress Resolution Protocol (ARP) 

ADSL - Asymmetric Digital Subscriber Line SupQQI! 
Advanced EncryQ1ign Standard (AI;_S} 
Always On Dynamic ISDN (AO/DI) 
Analog DID (Direct lnward Dia!) 
Aª-Y.flCh!:Q.!JQ],JJ>_B_gJm:Y.....l,.inELQueujoq 
Asynchronous Serial Traffic Over UDP 
AIM=!:)XI 
Au.IglnstÇJII V..ªing _Q_HÇPJ9r.1.ANJot.~_r:faq~-ª 
A!JJQm~_tiç: _mQQ(l_m _ç_gnJlo.u.rªt~n 
aam:twic;l_th AUQg~J[q..o_Ç_gJltr9..LEmto_ç_q_ti~ÇE) 
SGP 
BGP4_ 
BGP 4 Multipath Support 
BGP 4 .. Prefix Filter a_o...<iJD.:.Qound RoJJiELM..aP...~ 
6GP 1,..S_gfj __ Çpnfiq 
BGf?._C_qng..illQDal Route lnje_ç!Lcm 
BGP_t:UQ.~_l,._g_çªU\-.\!ill.0.9rnQ1JJLSY.§t~m 
BGPJ:!y_!:l_rid Ck.!....S..Y.JmQ..rt 
6_Ç)P Lin~ __ e.ªn_çJ):!'..iQ1t:l 

Flash 

16 

BGP Ml.lJ1[path Load ShruiD.fÚQLBoth eBGP and iBGP in an MPLS-VPN 
SGP Nameq CPrnmunity _l,i§ts 
SG.E.I?oliçy_AccQl,JOtJnq 
aGP P.r:etix.: :ªa §_(lçl_Q.u.ti:J.Q.LID.9 .. R..o.ute .. F..!tl~ILIJ.fl 
S<3P.Sott RE:)sE;!t 

Product Number 

S17C7VK9-12215T= 
S17C7VK9-12215T 

Options 

Search For MIBs 
Compare lmaqes 
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!28LO.SJG.P.mto<:<oJ 
Call &Jml~~lQD_.C.Qn\rol.fo.r.tt.3.2.-3VP.J.E .. G.ª!?.YVi'l..Yl? 
CaU~LJQ onAIJªLcmYoice lo!~rfª_çe~ 
CEE_QD_MvJt.[QQ.int GB._E;_ Tunn...-ªl$. 
CEF/dCEF - Cisco Express Forwarding 
CEFv6/dCEFv6 - Cisco Express Forwarding 
Ç&_ctlfj_çate_~uto-EQrollment 
Certificéi!ª_EJJJQIIment En_hª-fl_ç_~_rnents 
Certifica_!!=! Security Attribute-Based Access Contrai 
Çª!1jflç_él@_r:! _ .A!Jih_p__d!y_Lnterop~_ÇJj)jjl.ty_iÇ6) 
CGIYI.P_: Cisco Group Management ProtqmJ 
Çhallege Handshake Authentication Protocol (CHAP) 
Channelized E1 Siqnaling 
Ç[!:cuit l_r:~terface ldentification Persistence for SNMP 
Ç.§_ç_o_Q[~çQy_~JY.E.[QJ.ocol (CO~) 
Çl~ço_Qls..!<Q.\L~f.Y_Emtocoi _{ÇD~_ :_ J.E.v.!LA.QQ.r_es~_f_mnl!Y..SJJP.1>QrtLQC_~~hbo.rL, 
Çj~çQ __ Qi_$.ç_ove_ry __ E.r:9.tQçpL_(Ç_Qf>) __ QY?IAIM 
.Gla.~s .. !2.ª~-!'1.c1 __ W.E;!iob.tE;!d_fªiLQ!,Jl'1.\Jino.(Ç_!2WEQJ 
Cla~.::.!29~...-ª9.E.ª-ç_ls_ill..MarKino 
CU Str.Lr1fL~arch 
CNS Aqents SSL Security 

( 1\JS Confiquration Aqent 
JNS Event Aqent 
CNS Flow-Through Provisioninq 
Commented IP Access List Entries 
Committed Access Rate (CAR) 
Compression Contrai Protoco! 
CT1/RBS (Robbed Bit Siqnalinq) 
C.U.G_S~!ê_ç!lon_Eª_çjji!y_S_tmPJ:~~s .. OoliP.n 
(d!§_tQ.m_Qq~\J-~ing_.(Ç.QJ 
ÇystomªLf'mfll.~.!dt~Ii.1J1--ªIJ;_!lbª-1J_ç?J!l_E;l_l}!s_fQr:Jo.tê.restinq Tra_fflç 
Default Passive Interface 
DF JJ!t Ov~rri_Qª-functionality_wltbJPS.~JJJJlQ?Is 
DHCP Accountinq 
DHCP Client 
DHCP Çlient - Dynamic Subnet Allocation API 
DHCP Cli~nt on WAN Interfaces 
DHCP ODAP Server Support 
DHCP On Demand Address Pool (ODAP) Manaqer for non-MPLS VPN..Q9.QL~ 
DHCP Proxv Client 
DHCP Relay Agent Support for Unnumbered Interfaces 
DHCP Secured IP Address Assiqnment 
QHC.P_ Sef!ffir_-__Q_o_Q_eman_Q_8dQ_res_s_P..QQ).M_q_l")_ªfW! 
DHC.E Server- Option to lqnor~-ªU_BOOTP ReillJ?Sts 

( j_Çf'__$.?JY~[_O..QtiQns - lmport_ªo_cj Autoconftquration 
.d.tl.CP . S.!'11Y.!'1r:~E;asy _ lf'_P.hé!s.!'1. 2 
.O.iaJ..J:>açKYP 
Qial PeEte.Ellbii_Q_ç_?_ments 
Qjai-Qll~Qª-.ITIª-HQ 
Dialer_lç!ffi_ Timer lnbound Traffic ConfiQill.f!JioJJ 
Dialer F:_~_u;istent 
Dialer profiles 
Diai~Wª-tçb 
Dialer Watch Cormect Delay 
Oiffer~n_t_jated Services 
Diffse[Y_çQ!!!Ql@nt WRED 
Distin~hed Name Based Crvpto Maps 
QJ..B _E;nhé!oç_~m.e.nt_~ F:.G.MBEC:.JZOJLC.o_mpiJ.é!oç_e. 
P.NS . .bªl?.!'1.c1_X,2º-.r:o.\Jtirm 
Q.~S .. loo_~!,Jp.§ _QY_!'1Lª-1J .. I.~y_g __ lr.é!Ol?PQ.r:! 
Doubl-ª_fulthentication 
_Qy_namic_Multiple_En_ç-ªJ).J;ulation for Dial-iQ_over ISDN 
Dynamic Multipoint VPN (DMVPN) 
E1 R2 Siqnalinq 
~ª-~_!P.__(f:_I]_ª-~~J_) 
.Eª~_y__\tf>!'i.Bei'TIQ~ 
~éi~Y..f'.~_B.flJILQ_lli_;__M_ultipl~_lnside Interface Enhancements 
ÇE.§Y_Y.P~ _ _B_E;l_ITI.Q!e Enhancem~nlli 
Ç-ª~-Y.f:N_R.êmQ!~ : Locai-Address Support 
Easy VPN Remate: Manual Tunnel Contrai Enhancement 
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Çª_§y_VPN. $~!Yer 
.E.Dk.IY.R.!e9.V.enGo.r. SJ?.~ç!fi.ç_Attr!o!l.t.e~ 
I;_n.lli!.Di:g.Q.KJRf'j_f;J.GB..E1 
Enb.ªoç~<:f .!.GR.P..S.!!J.R..R.o!l1i.og 
Enhanced ITU-T G.168 Echo Cançellation 
Enhanced Local Management Interface (ELMI) 
t.O.b..<;Jnc.E;J_Q_.f:Ç!.~§.Woc.çLS.~cusity 
E..ll.tlliD_Ç~_çf_T_@_ÇJsjng__S_Y.QQO rt , 
Ç~porti_o.g_~nd lmporting RSA Key..§ 
F a.§lf..mg mentation (F ast -Switche!tffl'I...9!Tl~.Ot!l..QJP. __ ~cket~ 
.E_ast:...S..witçhe_Q__p_glicy Routin.g 
fj_ow-8<;JJ1..~_Q __ ~RÇQ 
F ra..m.ª_Re.@v 
Erª_me __ R~Y...E.fl__ç-ªJl-~_l!@_ti9_11 
Erarne R!:!!ay En_d_-.to.:- En.d. KeeR<;lli'Le 
frê.ITI~ . R~I?y_ f_r;;~_gm~.o.t?.!!o_n..(f.REJ.21 
F.r.ªme.Rel;;~yfBf .. 9 .. P.9.Y.l9.ª·º · Çompr«;')~§i.QD 
fmm~ . .R-~JªY.PYC .. Int.~rtªç~LPr.io.rJ.t.Y. .O.u_«:'l!l~ing 
f_r_ªme.Rel;;~y_ _BQ!Jter:_fgrg.S.!Qb.t 
F rq_m.ê.B.~J?_y_S.\LC__$.!1J?QQ.r:UQ_IE1 
Fram~_B_elay Switching 
-rame Relay Switching Diagnostics and Troubleshooting 

rame Relay Switching Enhancements: Shaping and Policing 
Frame Rei-ªY Traffic Shaping (FRJS) 
Frame Relay Voice Adaptive Traffic Shapirm 
FXO Answer and Disconnect Su.Q.e.rvisiQIJ. 
G.SJ:i_QSL Symmetric DSL....fumpg_tl 
Gatekeeper Ecosvstem lnt~.JJra_l;llU1v 
Geo.e.r!ç _ R.P.uti.n_gJ~n.çªp§_UIªtJq.o __ (G.R.!;) 
G.ªoer_iç __ Boki.!J.og_.E.oçª-Q~!!1.ª-!ton.(G.R.El . .Tu.one! .. t5~~pªJ!Ye 
GJ!D.~.r!ç _ Ir.fl.ffi_ç_.S.b-ªPl11fL(Q_I_S} 
GJ,..BP:_ Gª1ªw..ay Load Balançi[1_g_E[9..1_Qçol 
!:J...~-~-:>-__ çªu.Be9_lrgç.1JQILI;.nhé!..1J_çt;:_rrte.nt§ 
H.323 Scalability and lnteroperability Enhancements for Gateways 
Halt...Qd.Qge/half router for CPP and PPP 
.f:iQQ_Lªo_g __ lj_gjJ.~..LQY5!..IJE 
.tl..S_RP __ :...!::I.Q!..S.t;;~_mti?~.9JJter f'.mt.o_çQJ. 
HS__8.E__: __ t!Q!~ª-n.Pby Router P__r.Q_tQ.çol anQJ.ES_eç 
.t!_SRP._ SUQP-..Q_[t_.f_Qr_lç_Mf'_Rªdir~çt§ 
HTTP_L.L~@_l?_erver 
HTTPS....:_HTI..E._with SSL 3,_Q 
iBGP Multipath Load Sharinq 
LI;.I;_Ç_.§QZ_J_p_ Support 
l.E.EEJW2.1Q.'\LI.,._AN Su..Qport 

( ""1.M.P_Y_~_rsio.o_;3 
__ ,áMP. .V.~r~iQD. .~ .. :. E~P.Iiç!t_IrªçkJn.g_Qf.H_Q~!.s, .. Gro.!.J.Q~._ilJJ..<tÇb_ª.o.o~Ll'? 
I.K!;. :.!ni!iªt~_ Aggr«:'l!?.§iV~ .. M9.9~ 
!KE..Exten.Q~iL8!.JtheQ1ikªtiºll-~.u!..b) 
JKÇ_Mº-º"ª--ºº-DJigkl_r_ÇI_ti.Q_o 
IKE S.ecurit.Y_P..IQ1Q.Ç_Q! 
j_KE Shared Secret Using AAA Server 
lntegrated roL.Jting and bridging (18..12.) 
lo1ªrfaç_~_Aiia~_I,.Q.D.QJ-@me __ ful.Qpprt 
J..o!.erfªçª-1.!1-ºª-~-0__llip!ill' 
lnterfª_ç_e.Ban_g_~Sp~cificatio_.n 
i.P_Eo_bªnç~g.JG.8P._.8_o_tJte __ ®Jb.~.o.tlç_ª1i.Q.n 
lf.'. _li~@;t~r..Compr:e.~.$JQnJ;nhan_gJ_r:rle.I1!..:..EEPo6IM ª-DQ PPPo_ER.S.lJP__QQr.:! 
IP M.l.llticª§t_l.,QÇJ<j$.p1J.t.t!ng ªÇf9.1iS . E_qu;;~}_Çm?!..P.ªtb_§ 
IP _Nélr:n~dAçç~_§1> Ç.Qntro.!.Li.!?t 
I.P P.reçeÇ~rw~tor.GRJ:; TL.Jorwl!? 
.IP __ R_QL!ting 
li?...BIP_.Pr.Lor:tty 
IP Summarv Address for RIPv2 
!E. to_8.IM CoS, per-VC WFQ and CBWFQ 
JP-tQ:AIM __ ÇQ.$. 
lE.S_~_ç__MJ6_.S.ki.R.Q9J:tJQLCj§_ço_!P..S_~ç.Y..P..t:Lf0_ªn_ª_g_~m~n! 
I Psec _N8 T T r-ª-ll$Rªr.~_.nçy 
lE.S-ª_ç_N..JJ.twq.rLSeç!JrL!Y 
IPSeç_IbiQ!J.g.tU~_«:'l.twor~qdress Iranslatior1 Support 
IPSec Tr!Qle DES Encryption (30ES) 
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IPSe.cVPNJHghAvªH-ª_oili_ty_ Enbªnc~ments 
IP\L9__E;_~l~_ng~g_ 8çç~~l? __ Cº-Iltr:9L Li!:?t 
1E_v6 fo r:_ÇisçQJQS~Qftware 

lSQN 
ISDN Advice of Charge IAOC) 
ISDN Caller ID Callback 
ISDN Cause Code Override 
ISDI'·tLeasEillJ,__ine-ªU28kl;>Q§ 
L2TP DiaJ=Out 
1,_2TP wer 2 Tuno_eling ProtocQI 
L2TP SJ~curltY 
L2TP Tunnel Preservation of IP TOS 
Layer 2 Forwarding-Fast Switching 
Lock ªo_Q_Key 
Low _ _Lat~n_çy_Qy_EHJeing (LLQ) 
],__g_w_Lª-~-'lcY.QIJ~y_!llilQ_(~!-_Q)_ for Er~mJLB~lill' 
L_Qw_ __ L.é3_t~nc;y _Q!Je.IJ_eirm.{1-10Lwittl_Priq_ri!Y.Pe_r_çe_o1illJ~ _ _S!JQPQr1 
Mé3!1!Jat_çer:tiflc_é31e __ eo[Q_!!mªnt_JifiE-ªo9. .. c.Yt:é3nd_:J:@:!1~) 
MQ_Q_fUe Vé3ÜQé3ti.o.o 
Me~-ª9-~--S-ªflners for AAA A\.l_lber)tication 
Microsoft Point-to-Point Compression IMPPC) 
' 1LPPP with Link Fragmentation lnterleave (LFI) 

10dem User Interface Option 
Modular QoS CLI (MQC) 
Modular QoS CLI (MQC)- Based Frame Relay Traffic Shaping 
Modular QoS CLI (MQC) Three-Level Hierarchical Policer 
MPLS VPN support for EIGRP between Proy_[çl_!ll_Ç®e (PE) and Customer Edge (CE ... 
MS Callback 
MS:..CH.AP..Ye.r:.~!Qn _ :l _ 
MJJ1!Lcé3.$.LNAI 
Multic~tS.o..YI~_ Discol@.ry_Pro1Q_ç_gl_(MSDP) 
Multilink PPP 
Ml!lliRl~BSA.!S.l'lY.R-ªir SYQp_ort 
Named Method Lists for AAA Authorization and Accounting 
NAT Default lnside Server Enhancement 
NAT _Stateful Fail-over of Network Address Translation 
NAT -Network Address Translation 
NAT-SuRport for NetMeeting Directory (Internet Locator Service -ILS) 
NAT-S__yQPort of H.323v2 RAS 
NAT-Support of IP Phone to Cisco Call Manager 
NBAR- Network-based Application Recognition 
NBAR Real-time Transpor! Protocol Payload Classification 
N_eJf!ow 
N_e_tf]Q..W.Â99I~lli1Uon 

( 'etfiQW_M.\JJiiR.le __ E_><Qort .DestiD_é3U9J:l_~ 
__ .~tfi.9W .P.QI.[çy_RQ_LJ!l!1..9 .. (Nf.'B) 
Ne_tfJQw __ TP.S~_eaJ>_e.Q __ B.oJJJeL_Aw-ªºª.tio.o 
Network Time Protocol (NTP) 
.N_ext H_QpJ~esoluJlQD..PI9J.o~ol (NHRP) 
On Demand Routing (ODR} 
OSPF 
OSPF ABR type 3 LSA Filtering 
OSPF Floodinq Reduction 
OSPF Not-So-StuJmy Areas (NSSA) 
OSPF On Demand Circuit (RFC 1 TI)J} 
QS.P F _E_ç:~~~m .. Pé3ç_i_o_g 
QSPF Sham.:.ldnK.fumport for MPLS VPN 
Q$_Pf_S_t!.JP .. R.OLJt~r.A_dv.e.rH$._emªnt 
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Cisco 17 51 Modular Access Router 

( 

( 

Figure 1 

The Cisco 1751 
Router delivers a 
versatile 
e-Business WAN 
access solution. 

Cisco 1751 Modular Access Router is 

ideally suited to help you evolve your 

organization in to an e-Business. It supports 

e-Business features such as VPNs; secure 

Internet, intranet, and extranet access with 

optional firewall technology; broadband 

DSL and cable connectivity; and 

multiservice voice/video/data/fax 

integration. The Cisco 1751 Modular 

Access Router offers: 

• Flexibility to adapt to changing 

requirements 

• Modularity that allows you to 

individually configure the system to 

meet specific business needs 

• lnvestment protection with features and 

performance to support new WAN 

services such as broadband DSL and 

cable access. multiservice voice/data 

integration, and VPNs 

• lntegration of multi pie network 

functions, including an optional firewall 

VPN, and data service unit/channel 

service unit (DSU/CSU) to simplify 

deployment and management 

The Cisco 1751 Router delivers these 

capabilities with the power o f Cisco lOS 

Software in a modular integrated access 

solution. The Cisco 1751 Router provides a 

cost -effective solution to support e-Business 

applications through a comprehensive 

feature set including support for: 

• Multiservice voice/fax/data integration 

• Secure Internet, intranet, and extranet 

access with VPN and firewall 

• lntegrated broadband DSL connectivity 

• VLAN support (IEEE 802.1Q) 

The Cisco 1751 Router, a member of the 

Cisco 1700 Family, features a modular 

architecture that enables cost-effective 

upgrades and additions of WAN and voice 

interfaces. lntegrated network services and 

functions, such as optlonal firewall, DSUI 

CSU, and VPN features, reduce the 

complexity of deploying and managing 

e-Business solutions. The Cisco 1751 

Router offers investment protection when 

your business needs it, with a RISC 

architecture and features to support new 

technologies and applications such as voice/ 

vídeo/data/fax integration and VPNs. 

See Figure 2. 
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Figure 2 
Cisco 1751 Routers provide ali necessary capabilities to connect to the Internet and communicate with vendors. customers. and other employees 
and offices. 

Agents 

E-Business 

Application and 

Web Servers 

Cisco 1751 

Router with 

Cisco lOS Firewall 

Cisco 1751 
Routerwith 

Cisco lOS Firewall 

Internet Service 

Provider with 

Hosted E-Mail 

Telecommuter/ 
Branch Office 

Supplier 

The Cisco 1751 Router is available in two models that enable you to easily tailor an access solution to suit your 

e-Business requirements today and in the future. See Table 1. 

Table 1 The Cisco 1751 Modular Access Router 

Cisco 1751 

Base Model 

Cisco 1751-V 

Multiservice Model 

lncludes everything an otfice needs for data networking now (16MB 
Flash, 32 MB ORAM, and Cisco lOS IP software feature set), with a simple 
upgrade path to fui I voice functionality. WAN interface cards are available 
separately. 

lncludes ali the features needed for immediate integration of data and 
voice services with support for up to two voice channels (32 MB Flash and 
64 MB DRAM, one DSP (PVDM-256K-4), and Cisco lOS IP Plus Voice 
feature set) . Voice and WAN interface cards are availab le separately. 

Ali Cisco 1751 models offer three modular slots for voice and data interface cards, an autosensing 10/lOOBaseT Fast 

Ethernet LAN port supporting standards-based IEEE 802.1Q VLAN. a console port, and an auxiliary port. The 

Cisco 1751 Router supports the same WAN interface cards as the Cisco 1600, 1700, 2600, and 3600 Series routers, 

and the same voice interface cards and voice-over-IP (VolP) technology as the Cisco 1700, 2600, and 3600 Series 

routers. This simplifies support requirements. The WAN interface cards support a wide range of services, including 

synchronous and asynchronous serial, Integrated Services Digital Network Basic Rate Interface (ISDN BRI), ADSL, 

Cisco Systems, Inc. 
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and serial with DSU/CSU options for primary and backup WAN connectivity. The voice interface cards support 

Foreign Exchange Office (FXO), Foreign Exchange Station (FXS), Network and User Side Voice BRI (ISDN BRI NT/ 

TE), Ear & Mouth (E&M), direct inward dia! (DID), and T1/E1 Multiflex VWICs. Additionally, an Ethernet 

interface card provides the Cisco 1751 Router with dual-Ethernet capability to support the externai broadband 

modem devices. See Figure 3. 

Figure 3 

Cisco 1751 Router lncorporating Ethernet WAN Interface Card (WIC) Deployed with Broadband Modem 

In addition, duai-Ethernet capability on the Cisco 1751 Router enables the creation of perimeter/DMZ (demilitarized 

zone) LANs to enhance security by physically separating private and public data. See Figure 4. 

Figure4 

Cisco 1751 Router lncorporating Ethernet WIC to Deploy Perimeter/DMZ LAN 

LAN Segment 

Internet 

~~~ Cisco 1751 Router with 
Cisco lOS Firewall 
and Duai-Ethernet 

Private Web 

~N ~ 
Combined, these interfaces support a comprehensive set of applications, including multiserJ~;:~re~à~o[àa~a/fax ~ 
integration, Frame Relay, ISDN BRI, SMDS, X.25, broadband DSL and cable services, an~.-N Q..,,í{.Q05---&N( 
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Key Benefits 

The Cisco 1700 Series routers support the value of end-to-end Cisco network solutions with the following benefits: 

Flexibllity-The modular Cisco 1751 Router adapts easily to fit the needs of growing businesses. Interchangeable 

WAN interface cards enable easy additions or changes in WAN technologies without requiring a forklift upgrade o f 

the entire platform. Modular data and voice slots enable users to tailor data and voice services as needed. With the 

ability to use the same field-upgradable WAN and voice interface cards across multiple Cisco access router platforms, 

the Cisco 1751 Router reduces requirements for spare parts inventory and support training. 

Multiservice Access--For businesses that want to become e-Businesses and incorporate applications that integrate 

multiservice voice/video/data/fax capabilities now or in the future, the Cisco 1751 Router offers a flexible, 

• 

cost-effective answer. The Cisco 1751 Router enables network managers to save on long-distance interoffice billing ) 

costs. It also interoperates with next-generation volce-enabled applications such as integrated messaging and 

Web-based call centers. The Cisco 1751 Router works with the existing telephone infrastructure-phones, fax 

machines, key telephone systems (KTS) units, and PBX (including digital PBXs)-minimizing capital costs. 

See Figure 5. 

Figure 5 

Voice/video/data/fax integration. The Cisco 1751 Router integrates data and voice capabilities. significantly lowering toll charges for small· and 
medium.sized businesses and enterprise small branch offices. 

Small Branch Office Branch Office 

IP Phone 

Lower Cost o f Ownership---The Cisco 1751 Router provides a complete solution for integrated v o ice and data access 

in a single product, eliminating the need to install and maintain a large number of separate devices. You can combine 

optlomli fon<tlon.-lncloding 'mico g"•w•y. dyn=i< fit~•ll. VPN tonnel '""'"· DSUICSU, ISDN n•:J 
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termination-1 (NT1) device, and more-to reduce deployment and management costs. This solution can be managed 

remotely using network management applications such as CiscoWorks2000 and CiscoView or any SNMP-based 

management tool. 

Investment Protection-The Cisco 1751 Router RISC architecture, Cisco lOS Software, and modular slots provide 

solid investment protection. The Cisco 1751 incorporares services such as multiservice voice/video/data/fax 

integration, VPNs, and broadband DSL and cable communications to enable today's successful e-Business. An 

internai expansion slot on the mother- board offers the ability to support hardware-assisted IPSec data encryption at 

Tl/El speeds. 

For a complete list of Cisco 1751 Router features and benefits, see Table 2. 

Table 2 Key Features and Benefits 

Features Benefits 

Flexibility 

Full Cisco lOS Software support, including Provides the industry's most robust, scalable, and feature-rich 
multiprotocol routing (IP. IPX, Apple Talk, IBM/ internetworking software support using the de facto standard 
SNA) and bridging networking software for the Internet and private WANs 

Part of the Cisco end-to-end network solution 

lntegrated Voice and Data Networking 

Cisco 1751 router chassis accepts both WAN • Reduces long-distance toll charges by allowing the data 
and voice interface cards network to carry interoffice voice and fax traffic 

• Works with existing handsets, key units, and PBXs, eliminating 
_the need for a costly phone-equipment upgrade 

Modular Architecture 

Accepts an array of WAN and voice interface • Adds flexibility and investment protection 
cards 

WAN interface cards and voice interface cards Reduce cost of maintaining inventory 
are shared with Cisco 1600, 1700, 2600, and Lower training costs for support personnel 
3600 routers Protect investments through re-use on various platforms 

Autosensing 10/100 Fast Ethernet Simplifies migration to Fast Ethernet performance in the office 

Expansion Slot on Motherboard Allows expandability to support hardware-assisted encryption 
at T1/E 1 speeds 

Allows support for future technologies 

Dual DSP Slots Allow expandability to support additional voice channels 

Security 

The Cisco lOS Firewall Feature Set includes Allows internai users to access the Internet with secure, 
context-based access control for dynamic per-application-based, dynamic acces~le 

firewall filtering, denial-of-service detection and preventing unauthorized Internet use -f«'J'31~~ig~~~-
prevention, Java blocking, real-time alerts, Internai LAN CPM_ ' _O-
lntrusion Detection System (lOS), and .1·- c;· RREIO ~ 

encryption ' 
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I 
r 

Fls.: 
U~:J6 

Cisco Systems. Inc. I 
tdmi!HP. ; 37 'O 1 contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy St. 

Page 5 of 19 
/t 



• 
Table 2 Key Features and Benefits (Continued) 

Features Benefits 

IPSec DES and 3DES Enable creation of VPNs by providing industry-standard data 
privacy, integrity, and authenticity as data t raverses the 
Internet or a shared pu blic network 

Supports up to 168-bit encryption 

Hardware-Based Encryption Using Optional Supports wire-speed encryption up to T1/E1 speeds 
VPN Module 

Device Authentication and Key Management 

IKE. X.509v3 digital certification, and support for Ensure proper identity and authenticity of d evices and data ) 
certificate enrollment protocol (CEP) with Enable scalability to very large IPSec netwo rks through 
certification authorities (CAs) such as Verisign automated key management 
and Entrust 

User Authentication 

PAP/CHAP. RADIUS, TACACS+ • Support ali leading user identity verification schemes 

VPN Tunneling 

IPSec. GRE, L2TP. LZF Offer choice of standards-based tunneling methods to create 
VPNs for IP and non-IP traffic 

Allow standards-based IPSec ar L2TP client to interoperate with 
Cisco lOS tunneling technologies • Fully interoperable with public certificate authorities and IPSec 
standards-based products 

Part of the scalable Cisco end-to-end VPN solution portfolio 

Cisco Easy VPN client Allows the router to act as remate VPN client and have VPN 
policies pushed down from the VPN concentrator 

Cisco Unified VPN Access Server Allows the router to terminate remate access VPNs initiated by 
mobile and remate w orkers running Cisco VPN client software 
on PCs; and allows the router to terminate site-site VPNs 
initiated by lOS routers using the Cisco Easy CPN client feature ) 

Management 

IEEE 802.10 VLAN Support VLANs enable efficient traffic separation, provide better 
bandwidth utilization, and alleviate scaling issues by logically 
segmenting the physica l LAN infrastructure into different 
subnets 

Manageable via SNMP (CiscoView, Allow central monitoring, configuration, and diagnostics for ali 
CiscoWorks2000), Telnet, and console port functions integrated in the Cisco 1751 router, reducing 

management time and costs 

Cisco SOM Simplifies router and security configuration through smart 
wizards to enable customers to quickly and easily deploy, 
configure and monitor a Cisco access router without requiring 
knowledge of Cisco lOS Command Une Interface (CU) 

• Cisco Systems. Inc. 
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Table 2 Key Features and Benefits (Continued) 

Features Benefits 

Ease of Use and lnstallation 

Cisco ConfigMaker, SETUP configuration utility, • Simplifies and reduces deployment time and costs with 
Autolnstall, color-coded ports/cables, and LED graphical LANNPN policy configurator; command-line, 
status indicators context-sensitive configuration questions; and straightforward 

cabling 

LEDs allows quick diagnostics and troubleshooting 

Networl< Address Translation (NAn and Easy IP . Simplifies deployment and reduces Internet access costs 

QoS 

CAR. Policy Routing, WFQ, PQ/CBWFQ, GTS, Allocates WAN bandwidth to priority applications for improved 
RSVP. DSCP. cRTP. MLPPP and LFI performance 

Reliability and Scalability 

Cisco lOS Software, dial-on-demand routing, • lmproves network reliability and enables scalability to large 
dual-bank flash memory, scalable routing networks 
protocols such as OSPF. EIGRP. and HSRP 

Broadband Connectivity Options 

ADSL and cable connectivity deliver • Leverage broadband access technologies like cable and DSL to 
business-class broadband access increase WAN connectivity speeds and reduce WAN access 

costs 
. The Cisco 1751 supports ADSL connectivity with ADSL WIC 

• Cable connectivity with the Cisco 1751 and optional integrated 
Cisco uBR910 Series Cable DSU deliver business-class 
broadband access 

Device lntegration 

lntegrated router, voice gateway, firewall, • Reduce costs and simplifies management 
encryption, VPN tunnel server, DSUICSU, and 
NT1 in a single device 

Cisco lOS Technology 

Internet and Intranet Access 

Cisco lOS Software provides an extensive set of features that make the Cisco 1751 Router ideal for flexible, 

high-performance communications across both intranets and the Internet: 

• Multiprotocol routing (IP, IPX, and AppleTalk), IBMISNA, and transparent bridging over ISDN, asynchronous \ 

serial, and synchronous serial such as leased lines, Frame Relay, SMDS, Switched 56, X.25, and X.25 over ~ 
~~D ~ 

• WAN optimization-including dial-on-demand routing (DDR). bandwidth-on-demand ~~~ -- _. - -:, 

and OSPF-on-demand circuit, Snapshot routing. compression, filtering, and spoofing t re~ANéll'~~ 
- ~,. ElOS f 
083 7 i 
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Security 

Cisco lOS Software supports an extensive set of basic and advanced network security features, including access 

controllists (ACLs); user authentication, authorization, and accounting (such as PAP/CHAP, TACACS+, and 

RADIUS) ; and data encryption. To increase security, the integrated Cisco lOS Firewall Feature Set protects internai 

LANs from attacks with context-based access control (CBAC) and Intrusion Detection (IDS), while IPSec tunneling 

with data encryption standard DES and 3DES encryption provide standards-based data privacy, integrity, and 

authenticity as data travels through a public network. Additionally, remote management applications, such as Cisco 

Security Device Manager (SOM), make it easier than ever to deploy and monitor security applications on your Cisco 

router. 

The Cisco 1700 Series routers support the Cisco Easy VPN client feature that allows the routers to act as remote 

VPN clients. As such, these devices can receive predefined security policies from the headquarters' VPN head-end, 

thus minimizing configuration o f VPN parameters at the remote locations. This solution makes deploying VPN 

simpler for remote offices with little IT support or for large deployments where it is impractical to individually 

configure multiple remote devices. While customers wishing to deploy and manage site-to-site VPN would benefit 

from Cisco Easy VPN client because ofits simplification ofVPN deployment and management, managed VPN service 

providers and enterprises who must deploy and manage numerous remote sites and branch offices with lOS routers 

for VPN will realize the greatest benefit. 

The Cisco 1700 Series routers also support the Cisco Unified VPN Access Server feature that allows a Cisco 1700 

router to act as a VPN head-end device. In site-to-slte VPN environments, the Cisco 1700 router can terminate VPN 

tunnels initiated by the remo te office routers using the Cisco Easy VPN client. Security policies can be pushed down 

to the remote office routers from the Cisco 1700 Series routers. In addition to tenninating site-to-site VPNs, a Cisco 

1700 Series router running the Unified VPN Access Server can tenninate remate access VPNs initiated by mobile and 

remote workers running Cisco VPN client software on PCs. This flexibility makes it possible for mobile and remote 

workers, such as sales people on the road, to access company Intranet where criticai data and applications exist. 

For remote access, VPNs, Layer 2 Forwarding (L2F) , and Layer 2 Tunneling Protocol (L2TP) combine with IPSec 

encryption to provide a secure multiprotocol solution for IP, IPX, and AppleTalk traffic, and more. Mobile users can 

dia! in to a service provider's local point o f presence (POP) and data is "tunneled" (or encapsulated inside a second ) 

protocol such as IPSec or L2TP) back to the Cisco 1751 router to securely access the corporate network via 

the Internet. 

Cisco lOS Software QoS Features 

Through Cisco lOS Software, the Cisco 17 51 Router delivers quality o f service (QoS) capabilities, including Resource 

ReSerVation Protocol (RSVP) , Weighted Fair Queuing (WFQ) , Committed Access Rate (CAR), and IP Precedence. 

Thes~ features enable businesses to prioritize traffic on their networks by user, application, traffic type, and other 

parameters, to ensure that business-critical data and delay-sensitive voice are appropriately prioritized. 

Beca use the Cisco 17 51 Router provides robust v o ice compression, up to 8 v o ice calls can occupy a single 64K data 

channel simultaneously, without compromising data performance. Cisco lOS voice compression technology 

integrates data and voice traffic to enable efficient use of existing data networks. 

Cisco Systems. Inc. 
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High·Performance Architecture for VPNs and Broadband Service 

A robust RISC architecture and Cisco lOS features enable the Cisco 1751 Router to support VPN applications with 

tunneling and security, as well as DSL, cable, and other broadband access technologies. An internai slot on the Cisco 

1751 motherboard supports an optional VPN module that provides hardware-assisted IPSec DES and 3DES 

encryption at Tl/E1 speeds. The Cisco 1751 Router equipped with the WIC-1ADSL supports VPN over ADSL 

service. See Figure 6. The Cisco 1751 Router with the uBR910 series cable DSU supports business-class broadband 

cable access. The Ethernet WIC (WIC-1 ENET) provides an alterna te method o f deploying DSUcable Internet access 

with the use of an externai modem. In some cases, the ISP provides the broadband modem. 

Figure 6 

The Cisco 1751 Router. deployed in conjunction w ith the ADSL WIC. enables SMB and small branch customers to reap the beneflts of ADSL. 

Small Branch 
Office Cisco 6000 

(DSLAM) 

Network M anagement and Ease of lnstallation 

Headquarters 

Cisco 72XX 

The Cisco 1751 Router supports a range of network-management and ease-of-installation tools: 

• The Cisco Security Device Manager (SDM) is an intuitive, web-based device management tool embedded within 

the Cisco lOS access routers. SDM simplifies router and security configuration through smart wizards to enable 

customers to quickly and easily deploy, configure and monitor a Cisco access router without requiring knowledge 

of Cisco lOS Command Line Interface (CLI) . For more information visit www.Cisco.com/go/sdm. 

• Cisco ConfigMaker is a Windows wizard-based tool designed to configure a small network of Cisco routers , 

switches, hubs, and other network devices from a single PC. This tool makes it easy to configure value-add 

security features such as the Cisco lOS Firewall Feature Set, IPSec encryption, and network address translation 

(NAT); establish VPN policies (including QoS and security) ; and configure the Dynamic Host Configuration 

Protocol (DHCP) server. 

• CiscoWorks for Windows, a comprehensive network management solution for small to medium sized networks 

that provides Web-based network monitoring and device configuration management. ~etsi~ . _ 
CiscoWorks2000, the industry-leading Web-based network management suíte from Cisco, sriTfPI\,W,!s ~~~~·t:IOS. 

as network inventory management and device change, rapid software image deploymen , and troubleshooting. · , t, 
I. 

• For service providers, Cisco Service Management (CSM) provides an extensive suíte of ervice m1rnagement f 
solutions to enable planning, provisioning, monitoring, and billing. ~~ Fls : ___ O 8 3 8 f, 

''"' ,,.~ ... '"· r . . 3 7 ~--I 
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Extending Cisco End·to-End Solutions 

As part o f the comprehensive Cisco end-to-end networking solution, the Cisco 1700 Series routers enable businesses 

to extend a cost-effective, seamless network infrastructure to the small branch office. The Cisco 1700 Family of 

access routers includes the Cisco 1751 Router and Cisco 1721 Router-a modular device optimized for data-only 

connections. WAN cards work with both devlces, as well as with Cisco 1600, 2600, and 3600 Series routers. They 

are powered by Cisco lOS Software for robust WAN service between branches and central offices in organizations 

with multi pie sites. Both feature RISC-based processors to provide performance for encryption and support for 

emerging broadband technologies. 

The Cisco 1751 Router also shares VoiP technology and analog voice interface cards with Cisco 2600 and 3600 

Series routers. This feature provides an end-to-end solution for multiservices communications between offices, 

simplifying inventory needs and leveraging IT expertise across more devices in an organizatlon. 

For a complete list of physical interfaces, see Tables 3, 4, 5, and 6. 

Table 3 Physical lnterfaces/Architecture 

One 10/100 BaseT Fast Ethemet Port Automatic speed detection; automatic duplex negotiation; VLAN support 
(RJ45) 

One Voice Interface Card Slot Supports a single voice interface card with two ports per card 

Two WAN Interface Card!Voice Supports any combination of up to two WAN interface cards or voice 
Interface Card Slots interface cards 

Ethemet WAN Interface Cards Supports PPP and PPPoE; operates in full and half-duplex modes 

One Auxiliary (AUX) Port RJ-45jack with RS232 interface (plug compatible with Cisco 2500 Series 
AUX port); asynchronous serial DTE with full modem controls (CD, DSR, 
RTS, CTS); asynchronous serial data rates up to 115.2 kbps 

One Console Port RJ-45jack with RS232 interface (plug compatible with Cisco 1000/1600/ 
2500 series console ports); asynchronous serial DTE; transmitlreceive 
rates up to 115.2 kbps (default 9600 bps, nota network data port); no 
hardware handshaking such as RTS/CTS 

One Internai Expansion Slot Supports hardware-assisted services such as encryption (up to T1/E1) 

RISC Processar Motorola MPC860P PowerQUICC at 4BMHz 

Table 4 WAN Support 

Asynchronous Serial Interfaces on Interface speed: up to 115.2 Kbps; asynchronous serial protocols : 
Serial WAN Interface Cards Point-to-Point Protocol (PPP), Serial Line Internet Protocol (SLIP); 

asynchronous interface; EIA!TIA-232 

ISDN WAN Interface Cards ISDN dialup and ISDN leased line (IDSL) at 64 and 128 Kbps; 
encapsulation over ISDN leased line; Frame Relay and PPP 

ADSL WAN Interface Cards Supports ATP adaption Layer 5 (AAL5) services and applications; 
interoperates with Alcatel DSLAM with Alcatel chipset and Cisco 6130/ 
6260 DSLAM with Globespan chipset; ANSI T1.413 issue 2 and ITU 992.1 
(G.DMn compliant 
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Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 10 of 19 

• 

• 

• 



Table 5 WAN Interface Cards for the Cisco 1751 Router 

Module Description 

WIC-1T One serial, async, and sync (T1/E1) 

WIC-2T Two serial, async, and sync (T1/E1) 

WIC-2A/S Two low-speed serial (up to 128 kbps), async, and sync 

WIC-18-S/T One ISDN BRI S/T 

WIC-18-U One ISDN BUI U with integrated NT1 

WIC-1DSU-56K4 One integrated 56/64-kbps. four-wire DSU/CSU 

WIC-1DSU-T1 One integrated T1/fractional T1 DSUICSU 

WIC-1ADSL One-port ADSL interface 

WIC-1ENET One-port 10BaseT Ethernet Interface 

WIC-1SHDSL One-port G.SHDSL interface 

WIC-1AM One-port V.90 analog modem WIC 

WIC-2AM Two-portV.90 analog modem WIC 

Table 6 Voice Interface Cards for the Cisco 17 51 

VIC-2FXS Two-port FXS voice/fax interface card for voice/fax network module 

VIC-2010 Two-port DID (direct inward dial) voice/fax interface card 

VIC-2FXO Two-port FXO voice/fax interface card for voice/fax network module 

VIC-2FXO-EU Two-port FXO voice/fax interface card for Europe 

( VIC-2FXO-MI Two-port FXO voice/fax interface card with battery reversal detection and 
Caller lO support (for US, Canada, and others) [enhanced version of the 
VIC-2FXO) 

VIC-2FXO-M2 Two-port FXO voice/fax interface card with battery reversal detection and 
Caller lO support (for Europe) [enhanced version of the VIC-2FXO-EU) 

VIC-2FXO-M3 Two-port FXO voice/fax interface card for Austral ia 

VIC-2E/M Two-port E&M voice/fax interface card for voice/fax network module 

VIC-2BRI-NT /TE Two-port network Side ISDN BRI interface 

VIC-4FXS/DID 1 Four-port FXS and DIO voice/fax interface card 

VWIC-1MFT-T1 One-port RJ -48 multiflex trunk - T1 

VWIC-2MFT-T1 Two-port RJ-48 multiflex trunk - T1 
~QS_ />..f,Q.( \ r , .-,,.., {'\ - . ~ . 1 

VWIC-2MFT-T1-DI Two-port RJ-48 multiflex trunk - T1 with drop ndGfRMI - CORREIOS 

i VWIC-1 MFT-E1 One-port RJ-48 multiflex trunk- E1 H Q· '). frl· 
. 

f VWIC-2MFT-E1 Two-port RJ-48 multiflex trunk - E1 
I":' I -

v f...)' e}J i] 
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Table 6 Voice Interface Cards for the Cisco 1751 

VWIC-2MFT-E1 -DI Two-port RJ-48 multiflex trunk - E1 with drop and insert 

VWIC-1 MFT-G703 One-port RJ-48 multiflex trunk- E1 G.703 

VWIC-2MFT-G703 Two-port RJ-48 multiflex trunk- E1 G.703 

1. The Cisco 1751 can support three VIC-4FXS/OID cards with a maximum offour ports in DID mode 

Voice lmplementation Requirements 

The Cisco 1751 Modular Access Router supports FXO, FXS, E&M, ISDN BRI VICs, and Tl/E1 multiflex V/WICs. 

The FXO interface allows an analog connection to the central office of the Public Switched Telephone Network 

(PSTN). The FXS interface connects basic telephone service phones (home phones), fax machines, key sets, and PBXs 

through ring voltage and dial tone. The E&M interface allows connection for PBX trunk lines (tie lines). The 

ISDN-BRI NTffE VlC is used to connect to the PSTN ora PBX/KTS, whereas the Tl/E1 multiflex VIWIC (multiflex 

VIWIC) supports both data and voice services. The multiservice-ready Cisco 1751-V router version includes ali the 

features needed for immediate integration of data and volce services: 

• One DSP-(PVDM-256K-4) 

• 32-MB Flash memory 

• 64-MBDRAM 

• Cisco lOS IPNOX Plus feature set 

VICs and WICs are available separately. 

The Cisco 17 51 and Cisco 1751-V routers h ave two DSP module slots on the motherboard and a maximum o f eight 

DSPs are supported per router. 

DSP Requirements 

Cisco 17 51 routers support 3 types o f DSP images: high complexity (H C) , medi um complexity (MC) and Flexi-6. r I 

HC and MC are used for analog1 and BRI (VIC-2BRI-NTffE) VICs; Flexi-6 is used for Tl/E1 VWICs2 and BRI VIC. 

MC is introduced in Cisco 1751 starting from Cisco lOS 12.2(8)YN release, which will merge into 12.3(1)T. 

Therefore, please make sure to use Cisco 12.2(8) YN or )ater releases when using MC. In addition, starting from 

12.2(8)YN release, the default DSP image for BRI VIC is changed from HC to Flexi-6. Table 7Iists the default images 

for each type of VlCs; Table 8 Iists lOS support for each DSP image. Table 9 lists the number of channels supported 

by one DSP (PVDM-256K-4) for each codec type. 

Please use the following rules for calculating DSP requirements on the Cisco 1751: 

1. For the Early Deployment (ED) releases: Cisco lOS 12.2(2)XK. 12.2(4)XW, 12.2(4)XL, 12.2(4)XM, 12.2(4)YA, 

12.2(4)YB, 12.2(8)YL, 12.2(8)YM and 12.2(11)YT, or T train releases prior to 12.3(1)T: 

I. Analog VICs lnclude VIC-2FXS, VIC-2FXO, VIC-2FXO-MI. VIC-2FXO-M2, VIC-2FXO-M3. VIC-2FXO-EU, VIC-2E!M, VIC-2DID,VIC-4FXS/ 
DID 
2. TI/E! VWICs include VWIC-!MFT-TI , VWIC-2MIT-TI . VWIC-2MIT-Tl-DI , VWIC-IMFT-EI , VWIC-2MFT-EI, VWIC-2MIT-El -DI. 
VWIC- IMIT-G703. VWIC-2MFT-G703 
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- a. Each 2-port analog VIC requires 1 DSP (PVDM-256K-4) 

- b. Each VIC-2BRI-NTffE requires 2 DSPs (PVDM-256K-8) 

- c. For VWICs, refer to Table 9. For example. 12 G. 711 digital Tl/E1 voice calls require two DSPs; 12 G. 729 

calls require four DSPs 

- d. Total DSP requirement is the sum of a , b and c. The DSP resources can not be shared between analog VICs, 

BRI VIC and VWICs. 

2 . For the Early Deployment (ED) releases: Cisco lOS 12.2(8)YN or !ater (Note: not including 12.2(11)YT) or T 

train releases 12.3(l)T or !ater. please always refer to the DSP Calculator in the following link: 

http://www.cisco.cornlcgi-bin/Support/DSP/cisco_prodsel.pl 

The DSP calculator optimizes the DSP resources for your configuration and suggests CU configurations. 

Table 7 DSP Firmware for each type of VICs 

VICType Firmware Support 

2-port Analog VICs HC (default) , MC ( starting from 12.2(8)YN) 

4-port Analog VIC HC. MC (default, starting from 12.2(8)YN) 

VIC-2BRI-NT !TE HC (default for ED releases prior to 12.2(8)YN or T train releases prior to 12.3(1 )T); 
MC; Flexi-6 (default for ED releases 12.2(8)YN or later or T train releases 12.3(1)T or 
!ater); 

T1/E1 VWICs Flexi-6 (default) 

Table 8 Cisco lOS support for DSP firmware 

Firmware Support lOS Release Support 

HC 

MC 

Flexi-6 

In ali orderable lOS Releases 

ED Releases: Cisco lOS 12.2(8)YN or !ater 1 

T Train Releases: Cisco lOS 12.3(1)T or !ater 

For T1/E1 VWICs: 
• ED Releases: Cisco lOS 12.2(4)YB or later 2 

• T Train Releases: 6th releases of 12.2T or later 
For VIC-2BRI-NT!TE: 
• ED Releases: Cisco lOS 12.2(8)YN or later 3 

• T Train Releases: Cisco lOS 12.3(1)T or later 

1. lt doesn't include Cisco 12.2(11)YT. 12.2(11)YT doesn't support MC. 
2. lt doesn't include Cisco 12.2(11)YT. 12.2(11)YT doesn't support Flexi-6. 
3. lt doesn't include Cisco 12.2(11)YT. 12.2(11)YT doesn't support Flexi-6. 

' r, c]$ ~J~~.>?õ;;s:;:er ~ \ 
C!.JM I · C O r~RE IOS ~ 

Table 9 The number of channels supported by one DSP (PVDM-256K-4) per codec ' ~ 
f 
f 
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Table 9 The number of channels supported by one DSP (PVDM-256K-4) per codec type 

Firmware 

G.711 2 4 6 

G.729ab 2 /G.729a 2 4 3 

G.726 2 4 3 

G.723 2 - 2 

G.728 2 - 2 

Fax Relay 2 4 3 

1. BRI VIC support in Flexi-6 starts from 12.2(B)YN or 12.3(1)T. 
2. G.729 and G.729b is not supported in MC or Flexi-6 images. 

Table 10 DSP Modules Available on Cisco 1751 

Modules DSPs 

PVDM-256K-4 1 DSP Module 

PVDM-256K-8 2 DSP Modules 

PVDM-256K-12 3 DSP Modules 

PVDM-256K-16HD 4 DSP Modules 

PVDM-256K-20HD 5 DSP Modules 

Cisco lOS Software Feature Sets 

The Cisco 1751 Router supports a choice of Cisco lOS Software feature sets. Each feature set requires specific 

amounts of Flash and ORAM memory in the product. For default memory configurations. please see Table 11. 

Table 11 Cisco 1751 Router Memory Defaults and Maximums 

Model Number Default FLASH/Maximum FLASH Default DRAM/Maximum ORAM 

Cisco 1751 16MB/16MB 32MB/96MB 

Cisco 1751-V Multiservice Model 32MB/32MB 64MB/128MB 

The Cisco 1751 Router supports a choice of Cisco lOS Software feature sets with rich data features as well as data/ 

voice features (Table 12). Each feature set requires specific amounts of RAM and Flash memory in the product. 

• Cisco lOS IP base feature sets include: NAT, OSPF, RADIUS. and NHRP. 

• Plus feature sets contain L2TP, L2F. the Border Gateway Protocol (BGP) , IP Muliticast, Frame Relay SVC, RSVP. 

the NetWare Link Services Protocol (NLSP). AppleTalk SMRP. the Web Cache Contrai Protocol (WCCP) . and 

the Network Timing Protocol (NTP) . 
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• Encryption is offered in special encryption feature sets (Plus IPSec 56, and Plus IPSec 3DES) . Ttie VPN encryption 

module requires an lOS IP Plus IPSec image. 

• DSL support is only in the Plus feature sets. 

Cisco Systems. Inc. . . l 
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• 
Table 12 Cisco lOS Features 

Cisco 1751 Router Data Software Feature Sets for Cisco lOS Release 12.1.(5)VB 

Feature Name Product Code CD Number 

IP S17C-12105YB CD17-C-12.1.5= 

IPADSL S17C7-1 2105YB CD17-C-1 2.1.5= 

IP Plus ADSL S17C7P-12105YB CD17-C7P-1 2.1.5= 

IP Plus IPSec 56 (DES) ADSL S 1 7C71: 1 2105YB CD17-C71: 12.1 .5= 

IP Plus IPSec 3DES ADSL S17C7K2-12105YB CD1 7-C7K2-12.1.5= \· 
IP/FW/IDS S 17CH-1 2105YB CD17-CH-12.1.5= 

IP/FW/IDS Plus IPSec 56 (DES) ADSL S17C7HI:12105YB CD1 7-C7HI: 12.1.5= 

IPIIPX S17B-12105YB CD17-B-1 2.1.5= 

IP/IPX/FW/IDS Plus ADSL S17B7HP-1 2105YB CD17-B7HP-12 .1.5= 

IP/FW/IDS Pius IPSec 3DES ADSL 51 7C7HK2-12105YB CD17-C7HK2-12.1.5= 

IPIIPX/AT/IBM S17Q-12105YB CD17-Q-12.1.5= 

IP/IPX/AT/IBM Plus ADSL S17Q7P-12105YB CD1 7-Q7P-12.1.5= 

IP/IPX/AT/IBM/FW/IDS Plus IPSec 56 (DES) ADSL S17Q7HI: 12105YB CD1 7-Q7HI: 12.1.5= • IP/IPX/AT/IBM/FW/IDS Plus IPSec 3DES ADSL S17Q7HK2-12105YB CD1 7-Q7HK2-12.1.5= 

Cisco 1751 Router DataNoice Software Feature Packs for Cisco lOS Release 12.1.(5)VB 

Feature Name Product Code CD Number 

IPNoice Plus S17CVP-12105YB CD1 7-C7VP-12.1.5= 

IPNoice Plus ADSL S17C7VP-1 21 05YB CD1 7-C7VP-12.1.5= 

IPNoice Plus IPSec 56 (DES) ADSL S17C7VL-1 2105YB CD1 7-C7VL-12.1 .5= . 'I 

IPNoice/FW/IDS Plus ADSL S17C7HV-12105YB CD1 7-C7HV-12 .1.5= 
·-

IPNoice/FW/IDS Plus IPSec 56 ADSL S 17C7HVI: 12105YB CD1 7-C7HVI: 12.1.5= 

IPNoice Plus IPSec 3DES ADSL S 17C7VK2-12105YB CD17-C7VK2-12.1.5= 

IPNoice/FW/IDS Pius IPSec 3DES ADSL S 17C7HVK2-12105YB CD17-C7HVK2-12.1.5= 

f 

\ 
IP/IPXNoice/FW/IDS Plus ADSL S17B7HPV-12105YB CD17-B7HPV-12 .1.5= 

IP/IPX/ATIIBM/FW/IDS Voice Plus IPSec 56 (DES) ADSL S 17Q7HVI: 12105YB CD17-Q7HVI: 12.1.5= 

IP/IPX/AT/IBM/FW/IDSNoice Plus IPSec 3DES ADSL S17Q7HVK2-12105YB CD17-Q7HVK2-12.1 .5= 
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Other lOS Features lnclude: 

QoS Features 

• Frarne Relay Fragmentation (FRF.l2) 

• IP Precedence 

• Generic Traffic Shaping (GTS) 

• Frarne Relay Traffic Shaping (FRTS) 

• Weighted Random Early Detection (WRED) 

• DSCP Marking 

• Compressed RTP 

• Multiple Link PPP & Link Fragmentation and Interleaving 

• Resourse Reservation Protocol (RSVP) 

• Queuing Techniques: Weighted Fair Queuing (WFQ), Priority Queuing (PQ), Low Laterey Queuing (LLQ) and 

Custom Queuing (CQ) 

• Preclassification for IPSec Tunneling 

Voice Support 

• VoiP 

• VoFR 

• VoATM 

• Fax Pass Through 

• Fax Relay 

• Modem Pass Through 

VoiP Protocol Support 

• H.323 V2 

Media Gateway Control Protocol 1.0 

• Session lnitiation Protocol 2.0 

Codec Support 

• G.711 

• G.729 

• G.729a 

• G.723.1 

• G.726 

• G.728 (jf:J.J·•U .- .GQRRE;.IOS I 

: ' ~ 
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• 
Technical Specifications 

Oimensions 

• Width: 11.2 in. (28.4 em) 

• Height: 4.0 in . (10.0 em) 

• Depth: 8. 7 in. (22 .1 em) 

• Weight (minimum) : 3.0 lb (1.36 kg) 

• Weight (maximum): 3.5 lb (1.59 kg) 

Power 

• Loeking eonneetor on power soeket 
) 

• Externai Power Briek 

• AC Input Voltage: 100 to 240 VAC 

• Frequency: 50 - 60 Hz 

• AC Input Current: rated 1 A. measured 0.5 A 

• Power Dissipation: 20W (maximum) 

Environmental 

• Operating Temperature: 32 to 104 F (O to 40 C) 

• Nonoperating Temperature: -4 to 149 F (-20 to 65 C) • • Relative Humidity: 10 to 85% noncondensing operating; 5 to 95% noneondensing, nonoperating 

Safety 

• Regulatory Approvals 

- UL 1950, 3rd Edition 

- CSA 22.2 No 950-95, 3rd Edition 

- EN60950 with Al through A4 and All 

- EN41003 

- TCA TSOOl-1997 J 
- AS/NZS 3260 with Al through A4 

• IEC 60950 with Al through A4 and ali country deviations 

• NOM-019-SCFI 

• GB4943 

ETSI 300-04 7 

- BS 6301 (power supply) EMI 

- AS/NRZ 3548 Class B 

• CNS-13438 

- FCC Part 15 Class B 

- EN60555-2 Class B • Cisco Systems, Inc. 
Ali contents are Copyright <tl 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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EN55022 Class B 

- VCCI Class li 

- CISPR-22 Class B 

• EN55024 comprised of: 

- IEC 1000-4-2 (EN61000-4-2) 

- IEC 1000-4-3 (ENV50140) 

- IEC 1000-4-4 (EN61000-4-4) 

- IEC 1000-4-5 (EN61000-4-5) 

- IEC 1000-4-6 (ENV50141) 

- IEC 1000-4-11 

- IEC 1000-3-2 Network Homologation 

• Europe: CTR2, CTR3, TBR21 

/ '::anada: CS-03 

i.Tnited States: FCC Part 68 

• Japan: ]ate NTT 

• Australia/New Zealand: TS013rTS-031, TS002, TS003 

• Hong Kong: CR22 

Corporate Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

European Headquarters 
Cisco Systems Europe 
I i Rue Camille Desmoulins 
927!s2 lssy-les-Moulineaux 
Cedex 9 
F rance 
www-europe.cisco.com 
Tel: 33 I 58 04 60 00 
Fax: 33 I 58 04 61 00 

3D l=rc 
Service and Support ~ 

Leading-edge technology deserves leading-edge suf>port. Service and 

support for the Cisco 1751 is available on a one-ti~'e- or an anJ]Ual 

contract basis. Support options range from help desk assistance to 

proactive, onsite consultation. Ali support contracts include: 

• Major Cisco lOS Software updates in protocol, security, 

bandwidth, and feature improvements 

• Full access to Cisco.com for technical assistance, electronic 

commerce, and product information 

• 24-hour-a-day access to the industry's largest dedicated technical 

support staff 

A support contract maximizes the value of your technology 

investment throughout its lifecycle, ensuring optimum performance 

and availability. Augment your internai statf's capabilities by taking 

full advantage of Cisco expertise. 

Contact your local sales office for further information. 

CISCO SYSTEMS - ® 
Americas Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacilic Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-01 
Singapore 068912 
www.cisco.com 
Tel: +65 317 7777 
Fax: +65 317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numb rs are_listed on the 

Cisco Web site at www.cisco.com/go/offices RQS t..J O-Gsf2ées~ 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombi ,Ccf?&la - RU:â>R~9ê1~ i' 
Czech Republic • Denmark • Dubai, UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • India • Indonesia • Ireland f 
Israel • ltaly • japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • PhilippipfSj\:) _P,.f l~d' r 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia • Scotland • Singapore • Slovakia • Slovenia • Sou h A f rica • Sp.A_~ (:) s>J:ea n f 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • Venezuel ~Js~ietnam • Zimbabwe : 

Ali contents are Copyrlght C> 1992- 2003, Cisco Systems. lnc. Ali rtghts r""'rved . Cisco, Cisco lOS, Cisco Systems. and the Cisco Systems logo are reglstered trademarks off lsco ystems. lnc. an3 r ?moes I~ the Os-- f ~ 
and c~rLain other countrles. f 
Ali other trademarks mentloned In thls document or Web slte are the property of thelr respectlve owners. The use or the word partner does not lmply a partnershlp relallo hlrle.twet:!n Cisco and any other ompany. . 
(0203R) u uc . ETMG 202903_0!103 I 
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CISCO SYSHMS 
Close Window 

- Feedback I Help 

Software Advisor 

HOME SOFTWARE SUPPORT FOR FEATURES SOFTWARE SUPPORT FOR HARDWARE 

Search By Features 1 Search By Release 1 Compare Releases 

Major Release 12.2T 

Product Family j2600 ~ 
Releases j12.2(15)T t!i 
Feature Set jiP PLUS 

Some features are dependent on product model, interface modules (i. e. Line 
Cards & Por! Adapters), and/or require a software feature license. c· 
Your selections are supported by the following 

lmage Name 

c2600-is-mz.12.2-15.T 

AAA Broadcast Accounting 
AAA DNIS MaR for Authorization 
AAA Server Grou12 
AAA Server Grou12 Deadtimer 
AAA Server Group Enhancements 
AAA Server GrouiJS Based on DNIS 
AAA-PPP-VPDN Non-Biocking 
Accounting of VPDN Disconnect Cause 

ORAM 

64 

ACL Authentication of lncoming RSH and RCP 
ACL Segl,Jence Numbering 

Flash 

32 

Adaptive Frame Relay Traffic Shaping for Interface Congestion 
Additional Vendor-Proprietary RADIUS Attributes 
Address Resolution Protocol (ARPl 
ADSL - Asymmetric Digital Subscriber Line Support 

rd nced Voice Busyout (AVBOl 
'oice-30, AIM-ATM-Voice-30 

e Product Set (ALPSl 
Airline Product Set Enhancements (MATIP) 
A!w.y§_Qo..Dym~.miçJ.SP_tj_..(6QLQD 
6!1.ª1Qg_ç~_o_t.rªJl~~.!tAlJ!9mmJ_ç __ M.~.§~ª9-!LAççQlJ!l!ing __ ç_~J1.Inmk 
Answer Supervision Reportin_g 
6syncbm_no!J§_Ç-ª.1LOu-ª.ueil'}g_by Rolt;! 
~nchrg_nous Line Monitoring 
Asynchronous Rotary Line Queuing 
~nchronous Serial Traffic Over UDP 
ATM Cell Loss Priority (CLP) Setting 
ATM Multilink PPP Sup~Jort on Multiple VCs 
ATM Software Segmentation and Reassembly (SAR) 
ATM S.JJ..Pinterface.ML6[frap_§ 
8JM.JJ_YC_lm!Lt?J.t2§_hootio_gJ;o_b_Ç!_I'}çemen!§ 
ATM-DXI 
Auditing Raw Buffers on a Channel Associated Signaling Interface 
AlJ1Ql!l.stªJL!J..§jngJ2t!CP fgs__l .. ~_tj.JDJerfaç~_§ 
Automatic modem configuration 
AutoQQS- VoiP 
Band~Q.th.6)JQÇf3tio_l'} Contrai Prq_tpcolJBACEJ 

liâ 

Product Number 

S26CP-12215T= 
S26CP-12215T 

Options 

Search For MIBs 
Compare lmages 

Fls: 
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BGP 
BGP4 
BGP 4 Multipath Support 
BGP 4 Prefix Filter and ln-bound Route Maps 
BGP 4 Soft Confia 
BGP Conditional Route lnjection 
BGP Hide Locai-Autonomous System 
BGP Hybrid CLI Support 
BGP lncreased Support of Numbered as-path Access Lists 
BGP Link Bandwidth 
BGP Multipath Load Sharinq for 8oth eBGP and iBGP in an MPLS-VPN 
BGP Named Community Lists 
BGP Policy Accountinq 
BGP Prefix-Based Outbound Route Filterinq 
BGP Route-MaR Policy List SuQQQtl 
BGP Soft Reset 
Bidirectional PIM 
BIP- BSC to IP Conversion for Automated Teller Machines 
Bisync (BSC) 
Bridqinq between IEEE 802 .10 vLANs 
BroadcastJMulticast Suppression 
BSTUN (Biock Serial Tunneling) 
Busyout Monitor ~ 
Call Admission Contrai for H.323 VoiP Gateways 
Call Release Source Reportinq in Gateway-Generated Accountinq Records 
C:all Status Tracking Optimization 

er ID 
.::F on Multipoint GRE Tunnels 

CEF Support for IP Routinq between IEEE 802.1 Q vLANs 
CEF/dCEF - Cisco Express Forwarding 
CEFv6/dCEFv6 - Cisco Exoress Forwardinq 
CGMA - Cisco Gateway Management Aqent 
CGMP - Cisco Group Management Protocol 
Challege Handshake Authentication Protocol (CHAP) 
Channelized E1 Siqnalinq 
Circuit Interface ldentification Persistence for SNMP 
Cisco Discovery Protocol (CDP) 
Cisco Discovery Protocol (CDP)- 1Pv6 Address Family Support for Neiqhbor 1 ... 
Cisco Discovery Protocol (CDP) over ATM 
Cisco lOS Telephony Service (ITS) Version 2.0 
Cisco lOS Telephony Service (ITS) Version 2.01 
Cisco lOS Telephony Service (ITS) Version 2.1 
Class Based Ethernet CoS Matchinq & Markinq (802.1 p & ISL Co,S) 
Class Based Weiqhted Fair Queuinq (CBWFQ) 
Class-Based Frame-Relay DE-Bit Matching and Markinq 
Class-Based Packet Markinq 
Class-Based Packet Shapinq 
Class-Based RTP & TCP Header Compression 

Cssless lnterDomain Routinq (CIDR) IP Default Gateway 
Jr Channel T3/E3 with lntegrated CSU/DSU 
Strinq Search ' · 

ClickStart 
CNS Confiquration Aqent 

- CNS Event Agent 
CNS Flow-Throuqh Provisio'ninq 
Commented IP Access List Entries 
Committed Access Rate (CAR) 
Çol'!lQression C9ntrol P_rotoco[ 
Conferencinq and Transcodinq for Voice Gateway Routers 
Configurable per ATM-VC Hold Queue size 
Confiqurable Timers in H.225 
Contact Closure Network Module 
Content Engine Network Module for Cachinq and Content Delivery 
Contrai Plane DSCP SURROrt for RSVP 
COPS for RSVP 
ÇT1/RBS (Robbed Bit Signalinq) 
CUG Selection Facility Suppress Option 
Custam QueueiogjCQ) 
Custom~r Profile ldle Timer Enhancements for lnteresting Traffic 
Default Passive Interface 

mhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\662562c" ... 21 
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Default VPDN Group Template 
DHCP Accounting 
DHCP Client 
DHCP Client - Dynamic Subnet Allocation API 
DHCP Client on WAN Interfaces 
DHCP ODAP Server Support 
DHCP On Demand Address Pool (ODAP) Manager for non-MPLS VPN oools 
DHCP Proxy Client 
DHCP Relay - MPLS VPN Support 
DHCP Relay Agent Support for Unnumbered Interfaces 
DHCP Secured IP Address Assignment 
DHCP Server- On Demand Address Pool Manager 
DHCP Server Options - lmoort and Autoconfiguration 
DHCP Server-Easy IP Phase 2 
Dial backup 
Dial on Demand Authentication Enhancements 
Dial Peer Enhancements 
Dial-on-demand 
DialerCEF 
Dialer ldle Timer lnbound Traffic Configuration 
Dialer Persistent 
Dialer profiles 
Dia ler Watch 
Dialer Watch Connect Delay 
Diffserv Compliant WRED 

t. 'tal J1 Voice Support 
' lnward Dial (010) 
Enhancements: PGM RFC-3208 Compliance 

DLSw (RFC 17~ 
DLS'.V CQl_~_!ure..§ 
DLSwV2 
DLSw+ 
DLSw+ Asynchronous TCP Enhancements 
DLSw+ Backup Peer Extensions for Encapsulation Types 
DLSw+ Border Peer Caching 
DLSw+ Enhanced Load Balancing 
DLSw+ Ethernet Redundancy 
DLSw+ Peer Group Clusters 
DLSw+ RSVP Bandwidth Reservation 
DLSw+ SNA Type of Service 
DLSw+ Supoort For Transoorting LLC1 UI Traffic 
DNS based X.25 routing 
DNS Lookups over an 1Pv6 Transport 
Double Authentication 
Down Stream Physical Unit (DSPU) over DLSw+ 
Downstream PU concentration (DSPU) 
DRP Seryer ['._gent 
DTMF Events Through SIP Signaling 
D Rela for SIP Calls Usin Named Tele hone Events 

nic Multiple Encapsulation for Dial-in over ISDN 
E 2 Signaling 
Easy IP (Phase 1) 
EIGRP Nonstop Forwarding (NSF) Awareness 
Encry_pted Vendar Specific Attributes 
Enhanced Call and IVR Contrai for Rotary Call Set Ups 
Enhanced Codec support for SIP using Dynamic Payloads 
Enhanced Debug Capabilities for Cisco Voice Gateways 
Enhanced G.168 Echo CanceiiÇJtion 
Enhanced IGRP (EIGRP) 
Enhanced IGRP Stub Routing 
Enhanced I TU-T G.168 Echo Cancellation 
Enhanced Local Management Interface (ELMI) 
Enhanced Packet Marking 
Enhanced Password Security 
Enhanced Tracking Support. 
Express RTP and TCP Header Compression 
Fast Fragmentation (Fast-Switched Fragmented IP Packets) 
Fast-Switched Compressed RTP 
Fast-Switched Policy Routing 
Fast-Switched SRTLB 
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Ee..ature_ Group D Support 
Flow-Based WRED 
Forced Callinq Une ldentifier 
Frame Relay 
Frame Relay - Multilink (MLFR-FRF .16) 
Frame Relay Access Supoort (FRAS) Border Access Nade (BAN) 
Frame Relay Access Supoort (FRAS) Boundary Network Nade (BNNl 
Frame Relay Access Supoort (FRASl Dial Backup over DLSW+ 
Frame Relay Access Support (FRASl DLCI Backup 
Frame Relay Access Support (FRAS) Host 
Frame Relay ELMI Address Registration 
Frame Relay Encapsulation 
Frame Relay End-to-End Keepalive 
Frame R~ Fraqmentation (FRF.12) 
Frame Relay Fragmentation with Hardware Compression 
Frame Relay FRF.9 Payload Compression 
Frame Relay IP RTP Priority 
fram~ Re_illy PVC Bundles withJf'._QoS SupQor\ 
Frame Relay PVC Bundles with MPLS oos_S!J_p..Qort 
Frame Relay PVC Interface Priority Oueueinq 
Frame Relay Oueuinq and Fraqmentation at the Interface 
Frame Relay Router ForeSight 
Frame Relay Switching 11 

Frame Relay Switchinq.Oiaqnostics and Troubleshooting 
Frame Relay Switching Enhancements: Shaping and Policing 
Frame Relay Traffic Shapinq (FRTS) 

C ne Relay Tunnel Switchinq 
""'me Relay Voice Adaptive Traffic Shaping 

FXO Answer and Disc.o11nect_Su12.~rvisl9..n 
G.SHDS'=-ºY.mmetriç__DSL SuQport 
Gat~;L~er (::cosystem lnteroperability 
Gateway Enhancements to Enable v4-v2 lnterworkinq 
Gateway SuQport for Advanced Busy Out for Gatekeeper Req~trÇ~tion 
Generic Routinq Encapsulation CGRE) 
Generic Routing Encapsulation (GREl Tunnel Keepalive 
Generic Traffic Shapinq (GTS) 
GLBP: Gateway Load Balancinq Protocol 
Globalized Cadence and Tone for Cisco lOS Gateways 
H.323 Call Redirection Enhancements 
H.323 Dual Tone Multifreguency (DTMF) Relay Usina Named Telephone Events 
H.323 Redundant Zone Support 
H.323 Scalability and lnteroperability Enhancements for Gateways 
H.323 Support for Virtual Interfaces 
H.323v4- Enhanced Call Usage Reportinq 
H.323V4 Gateway Zone Prefix Registration Enhancements 
H450 .z_~_H450.3 Support In lOS 
Half .b..rLo.a_e/h-ª.)f router for C.EP and PPE 
Hoot and Holler over IP 

CRP - Hot Standby Router Protocol 
1P over ISL 

RP support for ICMP Redirects 
HTTP 1 .1 Web Server 
iBGP Ml!ltipath Load Sharinq 
IEEE 802.10 ISL VLAN Mapplog 
IEEE 802.10 Tunneling · 
IEEE 802.1 O VLAN Support 
IEEE 802.1 O VLAN Trunkinq 
IEÇ_E_jl_QZ_ . .J_~_.ElQw...Control 
~M.P..fi_gJ,.~avJ;J. 
IGMP MIB Support Enhancements for SNMP 
IGMP Snoopinq 
IGMP Version 3 
IGMP Version 3 - Explicit Trackinq of Hosts. Groups. and Channels 
lntegrated routing and bridqlo.q_(IRB) 
lnter-Domain Gateway Security Enhancement 
Interface Alias Long Name SuQport 
Interface lndex Display 
Interface lndex Persistence 
lnter:.t:acª-.Ranqe Specification 
Internai Cause Code Consistency between SIP and H.323 
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lnverse Multiplexing over ATM (LMAl 
IP DSCP markinq for Frame-R~ PVC 
IP Enhanced IGRP Route Authentication 
IP Header Compression Enhancement- PPPoATM and PPPoFR Support 
IP Multicast Load Splitting across Eguai-Cost Paths 
IP Named Access Control List 
IP Precedence for GRE Tunnels 
IP Routinq 
IP RTP Prioritv 
IP Summary Address for RIPv2 
IP-to-ATM CoS 
IPSec Through Network Address Translation Suooort 
1Pv6 ADSL and Dial DeRioyment Support 
1Pv6 Extended Access Control List 
1Pv6 for Cisco lOS Software 
1Pv61SATAP Tunnel Support 
1Pv6 Quality_gf Servi~ 
ISDN 
ISDN Advice of Charge (AOCj 
ISDN Caller ID Callback 
ISDN Cause Code Override 
ISDN Generic Transparency Descriptor (GTD) for Setup Message 
ISDN Leased Line at 128kbps 
ISDN Network Side for ETSI Net5 PRI 
ISDN NFAS 
ISDN Progress lndicator support for SIP using 183 Session Progress r 'LAN 
~- Enhanced Multilanquaqe Support 
L2TP Diai-O!,JJ 
L2TP Extended Failover 
L2TP Layer 2 Tunnelinq Protocol 
L2TP Tunnel Preservation of IP TOS 
LAN Network Manaqer over DLSw+ 
Large Scale Dialout (LSDO) 
Layer 2 Forwardinq-Fast Switchinq 
Une Printer Daemon (LPD) 
Link Fragmentation and lnterleavir:!9....(ill) for Frame Relay and ATM Virtual C ... 
Local V o ice Busyout (L VBO) 
Lock and Key 
Low Latency Queueing (LLQ) 
Low Latency Queueing (LLQ) for Frame Relay 
Low Latency Queueinq (LLQ) with Priority Percentaqe Support 
LSDO: L2TP Larqe-Scale Diai-Out 
MAC Address Filterinq 
Malicious Caller ldentification (MCID) lnvocation Support for Enterprise Ne ... 
MD5 File Validation 
Measurement-Based Call Admission Control for SIP 
Message Banners for AAA Authentication 

r p - Media Gateway Control Protocol 
0 1.0 lncluding NCS 1.0 and TGCP 1.0 Profiles 
P Basic CLASS and Operator Services 

MGCP CAS PBX and AAL2 PVC 
MGCP Generic Configuration Support for Call Manager (IP-PBX) 
MGCP PRI backhaul and T1-CAS support for Call Manager (IP-PBX) 
MGCP Standalone Remote Office Support for Call Manager (IP-PBX) 
MGCP -ª.IJRQOrt for CaiiMana_ggr_(IP-PBX.) 
MGCP VoiP Call Admission Control 
Miçro.§QftPoinHQ.~Point ,Ç_ompmssion (M'=-EÇ} 
Mo bit~ 
Mobile IP- Challenqe/Response Extestions 
Mobile IP- Dynamic DNS and Multiple DHCP Support 
Mobile IP- Fastswitching Support on FA 
Mobile IP - Generic NAI Support and Home Address Allocation 
Mobile IP- HA Accountinq 
Mobile IP - HA Policy Routinq 
Mobile IP- HMAC-MD5 support 
Mobile IP - IPSec for HA-FA Tunnel 
Mobile IP- Mobile Networks 
Mobile IP- Mobile Networks Asymmetric Link and Dynamic Network 
Mobile IP - Mobile Networks Prioritv HA Assignment 
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MobiiEL!P_~ Mobile Networks Static Collocated Care of Address 
Mobile IP- Mobile Networks Tunnel Templates for Multicast 
Mobile IP- NAT Detect 
Mobile IP - Private Addressing Support 
Mobile IP - Proxy Mobile IP and Proxy CHAP 
Mobile IP- Sinqle IDB Tunnel SuoROrt 
Mobile IP- Supoort for FA Reverse Tunnelling 
Mobile IP - Support NAI Based MNs that are serviced by many HAs 
Mobile IP Home Agent (HA) Redundancy 
Modem over BRI 
Modem PassThrough over Voice over IP 
Modem Relay Support on VoiP Platforms 
Modem Script and System Script Support in LSDO 
Modem User Interface Option 
Modular QoS CLI (MQC) 
Modular QoS CLI (MQC)- Based Frame Relay Traffic Shapinq 
Mog!]_]il_r__Qg_S Cl,l_{MQÇ) Thre~-Level Hierarchical Policer 
.Mo_Q!,l_@c__QoS_Q_!,.L(!'v1QÇHLIJÇQQQjU_Qnal Pac!s.!'1t Discard 
MS _C_çllbç_ç_ls_ 
MS-CHAP Version 1 
MS-CHAP Version 2 
Multi-Chassis Huntinq for Voice over Frame Relav 
Multicast BGP CMBGP) • 
Multicast Music on Hold support for Call Manager (IP-PBX) 
Multicast NAT 

C
lticast Routing Monitor (MRM) 
':icast Source Discovery Protocol (MSDP) 

ltichassis Multilink PPP (MMP) 
Multiclass Multilink PP~ 
Multihop VPDN 
Multilink PPP 
Named Method Lists for AAA Authorization and Accounting 
NAT- Static MaRRlrul Support with HSRP for Hiqh-Availability 
NAT Default lnside Server Enhancement 
NAT lntegration with MPLS VPNs 
NAT Stateful Fail-over of Network Address Translation 
NAT-Ability to use Routes Maps with Static Translations 
NAT-Enhanced H.225/H.245 Forwardinq Enqine 
NAT-Network Address Translation 
NAT-Support for NetMeeting Directory (Internet Locator Service- ILS) 
NAT-Support for SIP 
NAT-Support of H.323v2 Call Siqnalinq (FastConnect) 
NAT-Sup_Qort of H.323v2 RAS 
NAT-Support of IP Phone to Cisco Call Manqgm: 
NAT-Translation of externaiiP Addresses only 
N_ª1[Q!!ªUSQJ::LSwitJ:h TYQes__f_QIJ3RI anc:LPB_U_o.t~Ifi!Ç_e__~ 
Native Client Interface Architecture (NCIA) Server 
Native Service Point over DLSW+ 

CAR - Network-based Application Recognition 
1R Real-time Transport Protocol Parload Classification 

tflow · 
NetFiow Aggregation 
Netflow Multiple Export Destinations 

' NetFiow Policy Routing (NPR) 
NetFiow ToS-Based Router 'Aggregation 
N~twork Side ISDN PRI Signaling , Trunking .__and Switching 
Network Time Protocol (NTP) 
N~lÇ!_!:i_QoJs~§ºly~J_QI!EI.Q!Q_çQ.L1NJ:Lf3_P_) 
NFA_SJ;_nhançements 
.On _Qemand RQ_tillngjODR) 
Optimized PPP Negotiation 
OSPF 
OSPF ABR type 3 LSA Filtering 
OSPF Flooding Reduction 
OSPF for 1Pv6 
OSPF Forwarding Address fumpression in Translated Type-5 LSAs 
OSPF lnbound Filtering using Route Maps with a Distribute List 
OSPF Noo_~!QR Forwarding Awareness 
OSPF Not-So-Stl!!mv Areas (NSSA) 
OSPF On Demand Circuit (RFC 1793) 
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Ç)SPF ~ª-çkelP._!:Icing 
OSPF Sham-Link Support for MPLS VPN 
OSPF Shortest Paths First Throttling 
OSPF Stub Router Advertisement 
OSPF Support for Fast Hellos 
OSPF Support for Multi-VRF on CE Routers 
OSPF Update Packet-Pacing Configurable Timers 
Packet Classification Based on Layer3 Packet-Length 
Packet Classification using Frame-Relay DLCI Number 
PAD Subaddressing 
Parse Bookmarks 
Parser Cache 
Password Authentication Protocol (PAP) 
Per-User Configuration 
Percentage-Based Policing and Shaping 
PIM Dense Mode State Refresh 
PIM MIB Ext~nsion for IP Multicast 
PIM Versig_o_j_ 
PIM Version 2 
Policer Enhancement - Multiple Actions 
Policy-Based Routing (PBR) 
ppp 
PPP over ATM 
PPP Over Fast Ethernet 802.1 Q 
PPP over Frame Relay 
PPPoE Client 
f(" 1.931 Signaling Backhaul for Call Agent Applications 
~._ jty Queueing (PQ) 
Privilege Commçmd EnhancemenJ 
PSTN Fallback 
QoS Device Manager (QDM) 
QoS for Virtual Private Networks 
QoS Packet Marking 
QoS Priority Percentage CLI Support 
QSIG Backhaul (TCP based) for Cisco lOS Gateways 
QSIG Protocol Support 
Qualified Logical Link Control (QLLC) 
RADIUS 
RADIUS Attribute 44 (Accounting Session 10) in Access Reguests 
RADIUS Attribute 82: Tunnel Assignment ld 
RADIUS Centralized Filter Management 
RADIUS EAP Support 
RADIUS for Multiple User Datagram Protocol Port:?. 
RADIUS lnterim Update at Call Connect 
RADIUS Route Download 
RADIUS Tunnel Preference for Load Balançl09-ª.IJ51 Fail-gver 
Random Çarly Detection (RED) 
Redial Enhancements rexive Access Lists 

:mse Time Reporter (RTR) 
f!Onse Time Reporter (RTR) enhancements 

Reverse Path Forwarding - Source Exists only 
RGMP - Router-Port Group Management Protocol 
RIP 
RMON events and alarms 
Rotating Through Dial Strings 
RSVP - Resource Reservation Protocol 
RSVP LocaJEgJiçy_S.JJ.QQ.ort 
RSVP Message Authentication 
RSVP Refresh Reduction and Reliable Messaging 
RSVP Scalability Enhancements 
RSVP Support for Frame Relay 
RSVP support for LLQ 
RSVP fu!p_Rort for RTP Header CQIDQression 
RTP Header Compression 
SDLC SNRM Timer and Window Size Enhancements 
SDLC-to-LAN conversion (SDLLCJ 
Selective Packet Discard (SPO) 
Selective Virtuai-Access Interface Creation 
Service Assurance Agent (SAA) APM Application Performance Monitor r:J 
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Software Advisor 

_S_erv_içe Assurance Agent (SAALDI:LCP 0...Q_E;m~1[º-.n 
Service Assurance Aqent (SAA) DLSW Ooeration 
Service Assurance Aqent (SAA) DNS Operation 
Service Assurance Agent (SAA)_ for ATM Interfaces 
Service Assurance Agent (SAA) Frame Relay Operation 
Service Assurance Agent (SAAl FTP Operation 
Service Assurance Agent (SAA) HTIP Operation 
Service Assurance Aqent (SAA) Jitter Operation 
Service Assurance Agent (SAA) MPLS VPN Operation 
Service Assurance Agent (SAA) One Way Jitter 
Service Assurance Aqent CSAA) Path Jitter 
Service Assurance Agent (SAA) SNMP Support 
Session Limit Per VRF 
SGCP RSIP and AUEP Enhancements 
Sheii-Based Authentication of VPDN Users 
Show Command Redirect 
Single Rate 3-Color Marker for Traffic Policing 
SIP- Call Transfer Enhancements Using Reter Method 
SIP- Call Transf~r Using Reter Method 
SIP - Configurable PSTN Cause Code Mapping 
SIP - DNS SRV RFC2782 Compliance 
SIP - Enhanced Billing Support for Gateways 
SIP- Session lnitiation P~otocol for VoiP 
SIP - Session lnitiation Protocol for VoiP Enhancements 
SIP and H.323 Fax Enhancements 
SIP Carrier ldentification Code 

Diversion Header lmplementation for Redirecting Number 
,-' Enhanced 180 Provisional Response Handling 

SIP Extensions for Caller ldentity and Privacy 
SIP Gateway__fu!Qport for the Bind Command 
SIP Gateway su~mort for Third Party Call Contrai 
SIP INFO Method for DTMF Tone Generation 
SIP lntra-gateway Hairpinning 
SIP INVITE Reguest with Malformed Via Header 
SIP Multiple 18x Responses 
SIP Redirect Processing Enhancement 
SIP Session Timer Support 
SIP Support for Media Forking 
SIP T.37 and Cisco Fax 
SIP T.38 Fax Relay 
SIP Transfer Using the Reter Method and Call Forwarding 
SIP: Core SIP Technology Enhancements 
SIP: ISDN Suspend/Resume Support 
Snapshot routing 
SNMP (Simple Network Management Protocol) 
SNMP JD1Qrm_B_eguest 
S N MP _M_Çl_nªg~_r 
SNMP Support for lOS vLAN Subinterfaces 

CMP Support for vLAN (ISL. DOT1Q) Subinterfaces 
~P Support over VPN 

MP Version 3 ' · 
SNMPv2C 
SQurce Sm~cifj_ç MulticasL(SSM) 
Source Specific Multicast (SSM)- IGMPv3.1GMP v31ite. and URD 
Spanning Tree Protocol (STP) 
Sp-ª_nning Tree Protocol (STP) - Backbone Fast Convergence 
fu]anning Tree Protocol (STP)- Portfast Guard 
ful.11nr:ünq Tree_p_rptocQLíSTPj___:__UQ)ii!k Fast Converg~ll@ 
Spanning Tree Protocol (STP) Extension 
SRB - Source-Route bridging 
SRB over Frame Relay 
SRST: Survivable Remate Site Telephony Version 1.0 
SRST: Survivable Remate Site Telephony Version 2.0 
SRST: Survivable Remate Site Telephony Version 2.02 
SRST: Survivable Remate Site Telephony Version 2.1 
Stack Group Bidding Protocol (SGBP) 
Standard IP Access List Logging 
Static Cache Entry for 1Pv6 Neighbor Discovery 
Stut>JE'_ Multicast Routinq 
STUN (Serial Tunnel) 
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Software Advisor 

Subnetwork Bandwidth Manaqer (SBM) 
Subscriber Service Switch 
Switch Port Analyzer (SPANl 
Switch Port Analyzer (SPANl- Disable Receive Traffic Destination Port 
Switch Port Am:ll~er (SPANl- Multiple Source Port Selection_ 
Switched Multimeqabit Data Service (SMDS) 
T.37 Store and Forward Fax 
T.38 Fax Relay for VoiP H.323 
Tacac..§_.SENDAUTH function 
Tacacs Sinqle Connection 
TACACS+ 
TCL IVR 2.0 Calllnitiation and Callback 
I_Ç_I,._l_\i'ELOlscgn_nect Caus~_:Co@ Ma_r:ljQ__ulatioo_ 
TCP Window Scaling 
Time-Based Access Lists Using Time Ranges 
Timer and Retry Enhancements for L2TP and L2F 
Token Ring ISL 
Traffic Policing 
Transmit Ring Tuning Enhancements 
Transparent Bridging 
Transparent CCS and Frame Forwarding Enhancements 
Transparent Common Channel Signaling (T-CCS) 
Trunk Conditioning for FRF.11 and Cisco Trunks 
Tunnel Type of Service (TOS) 
Tunni;)JiillLQf Asynchronous Sec_l,!fj!y Protocols 

t '"'o Flooding of UDP Datagrams 
~ate Policer 

U LR Tunnel ARP and IGMP Proxy 
UDP forwarding support of IP Redundancy Virtual Router Group (VRG) 
Uni-Directional Link Routing (UDLR) 
Unicast Reverse Path Forwarding (uRPF) 
Unspecified Bit Rate Plus (uBR+) and ATM Enhancements 
User Maximum Links 
Using 31-bit Prefixes on 1Pv4 Point-to-Point Links 
V.120 Support 
Virtual Interface Template Service 
Virtual Private Dial-up Network (VPDM 
Virtual Profile CEF Switched 
Virtual Profiles 
Virtual Router Redundancy Protocol (VRRPl 
Voice Busyout Enhancements 
Voice Call Tuning 
Voice DSP Control Message Logger 
V o ice o ver Frame Relay (FRF .11 l 
Voice over Frame Relay Configuration Updates 
Voice Over IP 
VoiceXML Voice Store and Forward 
VoiP and Cisco Express Forwarding (CEFl lnteroperability 
V and Policy Based Routing (PBR) lnteroperability 

.:;ali Admission Control usin RSVP 
Vo Gateway Trunk and Carrier Based Routing Enhancements 
VoiP OutQQir!g Trunk GrouQ ldentification and Carrier ID for Gateways 
VoiP Trunk GrolJR Label Routing Enhancement 
'LE.D__N __ Gm.YR__S_~~§j_QDJ-lmltim 
VPDN Multihop by DNIS 
VP~~~nnei_M-ªrmgement 
WCCP Redirection on lnbound Interface~ 
WCCP Version 1 
WCCP Version 2 
Weighted Fair Queueing (WFQ) 
Weighted RED (WRED) 
WRED Enhancement- Explicit Congestion Notification (ECN) 
x Digital S4bscriber Line (xDSL) Bridge Sl,!Qport 
X.25 
X.25 Annex G Session Status Change Reporting 
~,Zl)_Q_Q_S_~çl_!Jser GrouQ 
X.4º_f_Çlj)_qve_I 
~_._2_[J,,_Qfi_Q___aal~n_cing 
~_,2_º-._q_rüS_DN_Q~Channe] 
X,_2_Q __ Q_y_~_r_f_r_Ç!!!!?_Belay (Ao_o_e_~_G) 
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Software Advisor 

X.2;i_gyer ICP (XOU 
X.25 Over TCP Profiles 
X.25 Remote Failure Detection 
X.25 Suppression of Security Signallog Facilities 
X.25 Switch Local Acknowledgement 
X.25 Switching between PVCs and SVCs 
X.25 Terminal Line Security for PAD Connections 
X.28 Emulation 
XGCP Bind Command for Control and Media Packets 

To find out more about your selected release, you can use the 6.!JQ_IQ9JM 

Close Window 

© 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmoortant Notices, Privacy Statement, and Trademarks of Cisco Systems, Inc. 
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Features 

c 

78-6460-04 

Overview 

The GigaStack GBIC (model WS-X3500-XL) adds port density and 
high-performance connectivity to supporting switches. When installed in a 
supporting switch, the GigaStack GBIC supports Gigabit connections in a 
cascaded stack or point-to-point configuration. The GigaStack GBIC 
autonegotiates the duplex setting o f each port to maximize the bandwidth for your 
configuration. 

This section describes the GigaStack GBIC features: 

• Half-duplex stacking using only one GBIC slot for each switch 

Stack up to nine switches to form an independent backbone that can be 
managed with a single IP address. This stack gives the appearance o f a single 
large switch for network management purposes. For this kind of connectivity, 
see the "Example I : Cascaded Stack Connection" section on page 1-9. 

• Full-duplex connectivity between two switches 

You can also forma point-to-point link between two switches. The GigaStack 
GBIC suppôrts one full-duplex link (in a point-to-point configuration) or up 
to eight half-duplex links (in a stack configuration) to other Gigabit Ethernet 
devices. For this kind of connectivity, see the "Example 2: Point-to-Point 
Connection" section on page 1-1 O. 

Fls : ------
r 3 7 o 1 

Doe: 

o 

o 



GigaStack GBIC LEDs 
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Chapter 1 Overview 

' r ,., -. . .......,___ __ ... 

Support for redundant 1oop configurations in a GigaSt~ck GBIC stack 

For more information, see the "Minimum lOS Re1ease for Redundant Loop 
Configurations" section on page 1-7 and the "Cascaded Stack Connections 
with a Redundant Link" section on page 2-12 

Support for lOS Release 12.0(5)XU or later for Catalyst 2900 XL and 
3500 XL switches, support for Release 12.1(6)EA2 or later for Catalyst 2950 
switches, and support for Re1ease 12.1(4)EA1 or later for Catalyst 3550 
multi1ayer switches 

• Management through the Cisco lOS command-line interface (CLI) or the 
web-based Cluster Management Suíte (CMS) 

• Field-replaceable 

GigaStack GBIC LEDs 

c 

Figure 1-1 shows the LED locations on the GigaStack GBIC, and Tab1e 1-1 
describes the LED colors and their meanings. 

Figure 1-1 GigaStack GB/C lEOs and Ports 

l__-'----,-L- Two GigaStack GBIC 
ports 

bit Interface Converter Hardware lnstallation Guide 
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Chapter 1 Overview 
GBIC Module Slot LEDs 

lãble 1-1 GigaStack GBIC lEOs 

Color Meaning 

Off No link. 

Green Link present. This link occurs if there is connectivity with 
another network device and the GigaStack GBIC port. 

Amber Power-on self-test (POST) failure or use of an incorrect 
cable. 

Flashing amber Loop detection activated. 

cf_;lc Module Slot LEDs 

c 

78-6460-04 

Figure I -2 shows the GBIC module slot LED on the front o f a supporting switch, 
and Figure 1-3 shows the GBIC LED location when the GigaStack GBIC is 
installed in the IOOOBASE-X module. 

Figure 1-2 GBIC Module S!ot LEO Location on a Switch 

GBIC module slot LED 

Cisco Srmu 

[."111". .~~~~~~ .. I 

GBIC module slot 

Catalyst GigaStack Gigabit Interface Converter Hardware 

[ Doe: 

OS 59_ 

3701 

o 

·o 



Cabling Guidelines 

c 
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' - -------·- · . .. · 
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Figure 1-3 GBIC LEO location on a 1000BASE-X Module 

llghten 
Sc<ews 
ToActlvate ~ 
~-r 

GigaStack GBIC 

· Table 1-2 describes the switch and 1 OOOBASE-X module GBIC slot LED colors 
and port status. 

lãble 1-2 Switch and 1000BASE-X Module GBIC Slot lEOs 

Color Meaning 

Off No link, or port was administratively shut down. 

Green Link present. 

Flashing green Activity. Port is transmitting or receiving data. 

Alternating Link fault. Error frames can affect connectivity, and errors 
green-amber such as excessive collisions, cyclic redundancy check 

(CRC) errors, and alignment and jabber errors are 
monitored for a link-fault indication. 

Solid amber Port is blocked by Spanning Tree Protocol (STP) and is not 
forwarding data. 

Note After a port is reconfigured, the port LED can 

o 

c o remain amber for up to 30 seconds as STP checks 
·, the switch for possible loops. 

Flashing amber Port is blocked by STP and is sending or receiving packets. 

Cabling Guidelines . 
The GigaStack GBIC uses the following Cisco proprietary cables. See Figure 1-~ 
and Table 1-3 for more information. 

Interface Converter Hardware lnstallation Guide 
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Chapter 1 Overview 

Caution 

c 
Caution 

78-6460-04 

Cabling Guidelines • 

The maximum distance for a GBIC-to-GBIC connection is 1 meter. The 
GigaStack GBIC requires Cisco proprietary signaling and cabling. For more 
information about cabling, see Appendix B, "Connectors and Cables." 

Figure 1-4 GigaStack GB/C Cables 

50-cm GigaStack cable 

lãb!e 1-3 GigaStack GBIC Cable Part Numbers 

Part Number Cable Length 

CAB-GS-50CM 50 em 

CAB-GS-lM lm 

The 50-cm cable comes with the GigaStack GBIC. You can order additional 
cables. 

Do not use standard IEEE 1394 cables with the GigaStack GBIC. You must use 
one ofthe Cisco proprietary cables (CAB-GS-50CM or CAB-GS-lM). Ifyou use 
any other cable, you will not have connectivity. 

Do not use the GigaStack GBIC with standard IEEE 1394 equipment. You might 
damage the equipment or Jose data. 

Cata 

GS61 
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• Switches Supporting the GBIC 

Switches Supporting the GBIC 

Chapter 1 Overview I 

~--~ / ';;_ .. ~:...--............... \ 

' ~ 'ói\. ' 
(\~:~. ~ -···- · ' (' .·' . ' / 

Refer to the online GigaStack Gigabit Interface Converter Switch CompalibilitY 
Matrix listed with the OBIC documentation on www.cisco.com for the most 
current list of products supporting the OBIC. 

Caution Installing the OBIC in or connecting it to an unauthorized device might cause 
damage to the OBIC, the other device, or both. 

•Table 1-4 lists the switches and the module supporting the OigaStack OBIC. 

[ ·,re 1-4 Switches and Module Supporting the GigaStack GB/C 

Switch Series or Module Model Number Description 

WS-X2931-XL module for WS-X2931-XL 1 1000BASE-X port1 

Catalyst 2900 series XL 
switches 

Catalyst 2900 XL switches Catalyst 2912MF XL 12 100BASE-FX ports and 
2 module slots 

Catalyst 2924M XL 24 autosensing 10/100 Ethemet 
ports and 2 module slots 

Catalyst 2950 switches Catalyst 29500-12-EI 12 autosensing 10/100 Ethemet 
ports and 2 OBIC module slots 

Catalyst 29500-24-EI 24 autosensing 10/100 Ethemet 
ports and 2 OBIC module slots 

Catalyst 29500-24-EI-DC 24 autosensing 10/100 Ethemet 

c ports and 2 OBIC module slots 
·, with DC-input power 

Catalyst 29500-48-EI 48 autosensing 101100 Ethemet 
ports and 2 OBIC module slots 

bit Interface Converter Hardware lnstallation Guide 
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Chapter 1 Overview 

Minimum lOS Release for Redundant Loop Configurations 

Switch Series or Module Model Number Description 

Catalyst 3500 XL switches Catalyst 3508G XL 8 GBIC module slots 

Catalyst 3512 XL 12 autosensing 10/100 Ethernet 
ports and 2 GBIC module slots 

Catalyst 3524 XL 24 autosensing 10/100 Ethernet 
ports and 2 GBIC module slots 

Catalyst 3524 PWR XL 24 autosensing 10/100 
inline-power Ethernet ports and 
2 GBIC module slots 

Catalyst 3548 XL 48 autosensing 10/100 Ethernet 
ports and 2 GBIC module slots 

c(_ .yst 3550 switches Catalyst 3550-12G 2 autosensing 10/100/1000 
Ethernet ports and 10 GBIC 
module s1ots 

Catalyst 3550-12T 1 O autosensing 10/100/1000 
Ethernet ports and 2 GBIC 
module slots 

Catalyst 3550-24-SMI 24 autosensing 10/100 Ethernet 
Catalyst 3550-24-EMI ports and 2 GBIC module slots 

Catalyst 3550-48-SMI 48 autosensing 10/100 Ethernet 
Catalyst 3550-48-EMI ports and 2 GBIC module slots 

I. The I OOOBASE-X module provides one switched I 000-Mbps port in half-duplex, full-duplex, o r autonegotiation mode for a 
GigaStack GBIC. The port supports the IEEE 802.3Z I OOOBASE-X standard. 

1\P-ijnimum lOS Release for Redundant Loop 
Cunfigurations 

78-6460-04 

To ensure support for redundant loop configurations when using the GigaStack 
GBIC in a cascaded stack configuration, make sure that every switch in the stack 
is running at least the minimum lOS Release listed in Table 1-5. 

----·. 
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o 
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Chapter 1 
Minimum lOS Release for Redundant Loop Configurations 

lãble 1-5 Minimum /OS Release For Redundant loop Configurations 

Supported Switch Minimum lOS Release 

Modular 2900 XL switches 12.0(5)XU (April 2000) 

2950 switches 12.1(6)EA2 (December 2000) 

3500 XL switches 12.0(5)XU (April 2000) 

3550 multilayer switches 12.1(4)EA1 (May 2001) 

'"' Note Ali switches in a series must run the same software version. For example, if the 
stack includes only Catalyst 2900 series XL and 3500 series XL switches, they 
must run Release 12.0(5)XU or !ater. If the stack includes a mixture o f Catalyst 
2900 series XL, 3500 series XL, 2950, and 3550 switches, all the 2900 XL and 
3500 XL switches must run Release 12.0(5)XW or later, ali the Catalyst 2950 
switches must run Release 12.1(6)EA2 or later, and all the Catalyst 3550 switches 
must run Release 12.1(4)EA1 or later. 

For more information, see the "Cascaded Stack Connections with a Redundant 
Link" section on page 2-12. For switch software upgrade information, refer to the 
release notes for your switch. 

bit Interface Converter Hardware lnstallation Guide 
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Chapter 1 Overview 

Deployment Examples 
This section contains examples that use the GigaStack GBIC as a Gigabit uplink 
to aggregate traffic in a switched and shared network. 

Example 1: Cascaded Stack Connection 

c 

c 

78-6460-04 

Figure 1-5 shows the GigaStack GBIC cascaded in a half-duplex stack 
configuration. 

Figure 1-5 Cascaded Stack Connection 

Catalyst 3550 
switch 

10/100 
switched links 

Gigabit EtherChannel 
o r 1 OOOBASE-X link 

Catalyst 2900 XL, 
Catalyst 3500 XL, 

, - -, o r Catalyst 3550 
switches 

; Half-duplex 
: GigaStack GBIC links 

10/100 attached workstations 

CXl 

"' .... 
CXl 
'<t 
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Chapter 1 
Deployment Examples 

Example 2: Point-to-Point Connection 

c 

Figure 1-6 shows the 3500 XL switch aggregating traffic by using a GigaStack 
GBIC as a full-duplex, point-to-point uplink connection. 

Figure 1-6 Point-to-Point Connection 

Catalyst 3508G XL switch 

Full-duplex 
GigaStack GBIC ,---­

~ o r 1 OOOBASE-X links ', 

"' "' ..... co ... 
Catalyst 2900 XL, Catalyst 3500 XL, or Catalyst 3550 switches 
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lnstallation 
1"9""" ..... :• • .. •. ~ ..... r"~~· · •. , ·-· • - • • ~ 

This chapter describes how to install your switch, interpret the power-on sei f-test Q 
(POST), and connect the switch to other devices. Read these topics, and perform 
the procedures in this order: 

• Preparing for Installation, page 3-2 

• Verifying Switch Operation, page 3-10 

• Installing the Switch in a Rack, page 3-1 O 

• Installing the Switch on a Table, Shelf, or Desk, page 3-22 

• Installing the Switch on a Wall, page 3-23 

• Installing the GBIC Modules, page 3-26 

• Installing and Removing SFP Modules, page 3-28 

• Connecting to 10/ 100 a~d lO/IOÓ/1000 Ports, page 3-32 

• Connecting to I OOBASE-FX and 1 OOOBASE-SX Ports, page 3-36 

• Connecting to an LRE Port, page 3-38 

• Connecting to GBIC Module Ports, page 3-44 o 
• Connecting to an SFP Module , page 3-49 

· • Where to Go Next, page 3-50 

Switch Hardware lnstall 
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Chapter 3 lnstallation 

Preparing for lnstallation 

Warnings 

o 
A 

Warning 

A 
Warning 

A 
Warning 

o A 
Warning 

A 
Warning 

This section provides information about these topics: 

Warnings, page 3-2 

• EMC Regulatory Statements, page 3-4 

Installation Guidelines, page 3-7 

Verifying Package Contents, page 3-8 

These warnings are translated into severallanguages in Appendix D, "Translated 
Safety Warnings." 

This equipment isto be installed and maintained by service personnel only as 
defined by AS/NZS 3260 Clause 1.2.14.3 Service Personnel. 

This unit is intended for installation in restricted access areas. A restricted 
access area can be accessed only through the use of a special tool, lock and 
key, or other means of security. 

Only trained and qualified personnel should be allowed to insta li or replace this 
equipment. 

Read lhe installàtion instructions before you connect the system to its power 
source. 

Unplug the power cord before you work on a system that does not have an on/off 
switch. 

2950 Desktop Switch Hardware lnstallation Guide 
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Chapter 3 lnstallation 

A 
Warning 

A 
Warning 

A 
Warning 

c A 
Warning 

A 
Warning 

A 
Warning 

c A 
Warning 

A 
Warning 

78·11157-05 

Do not stack the chassis on any other equipment. lf the chassis falls, it can 
cause severe bodily injury and equipment damage. 

To comply with safety regulations, mount switches on a wall with the front 
panel facing up. 

~ lf a redundant power system (RPS) is not connected to the switch, insta li an RPS 
connector cover on the back of the switch. 

lhe plug-socket combination must be accessible at ali times because it serves 
as the main disconnecting device. 

To prevent the switch from overheating, do not operate it in an area that 
exceeds the maximum recommended ambient temperature of 113°F (45°C). To 
prevent airflow restriction, allow at least 3 inches (7.6 em) of clearance around 
the ventilation openings. 

When installing the unit, always make the ground connection first and 
disconnect it last. 

This equipment, is intended to be grounded. Ensure that the hostis connected to 
earth ground during normal use. 

Before working on equipment that is connected to power lines, removejewelry 
(including rings, necklaces, and watches). Metal objects will heat up when 
connected to power and ground and can cause serious burns or weld the metal 
object to the terminais. 

Switch Hardware lnstallation Guide 
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A 
Warning 

A 
Warning 

A 
Warning 

o A 
Warning 

A 
Warning 

A 
Warning 

Chapter 3 lnstallation 

Do not work on the system or connect or disconnect cables during periods of 
lightning activity. 

Ultimate disposal of this product should be handled according to ali national 
laws and regulations. 

Attach only the Cisco RPS (model PWR300-AC-RPS-N1) to the RPS receptacle. 
·--------------------------------------------------------------

lnvisible laser radiation may be emitted from disconnected fibers or 
connectors. Do not stare into beams or view directly with optical instruments. 

Class 1 laser product 

Avoid direct exposure to the laser beam 

EMC Regulatory Statements 

Q.A. 

This section includes specific regulatory statements about the Catalyst 2950 
switches. 

U.S. regulatory information for this product is in the front matter of this manual. 

Switch Hardware lnstallation Guide 
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Taiwan 

A 
Warning This is a Class A lnformation Product, when used in residential environment, 

it may cause radio frequency interference, under such circumstances, the 
user may be requested to take appropriate countermeasures. 

•* ~~~~~m~~·Q@tt~~~~m~·~R~~~~~~~· 
~~~~~~~·~m•~•~*~~-~~~~~•0 

c o 
Japan 

This is a Class A product based on the standard ofthe Voluntary Control Council 
for Interference by Information Technology Equipment (VCCI). Ifthis equipment 
is used in a domestic environment, radio disturbance may arise. When such 
trouble occurs, the user may be required to take corrective actions . 

.::O)~I!fl;i:, 'llli*tit~~~~~~-~lli'W~.=l:.mf!;IJW,ã'ã~ (V c c I) O)~~ 
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Preparing for lnstallation 
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Korea 

o 
Hungary 

A 
Warning This is a Class A Device and is registered for EMC requirements for industrial 

use. lhe seller or buyer should be aware of this. lf this type was sold or 
purchased by mistake, it should be replaced with a residential-use type. 

2f.~l A-8- 71/l OI 7171:: ~.!f-~ 0 ~ ~Ã~li~ ~~ ~~~ ~ 717101 

A 
Warning 

.2.LI E!-DHA~ ~:: A~~A~:: 01 ~ ~ 2f.~lo~AI71 l:l~2.~o~ ~ºf 

· ~~ BoH ~:: -=t-~-o~~~ rrHOfl:: 7~~~ 0 ~ :ll!.~o~AI7II:l~~Liq. 

This equipment is a class A product and should be used and installed properly 
according to the Hungarian EMC Class A requirements (MSZEN55022). Class A 
equipment is designed for typical commercial establishments for which 
special conditions of installation and protection distance are used. 

Figyelmeztetés Figyelmeztetés a felhasználói kézikõnyv számára: Ez a berendezés "A" 
osztályú termék, felhasználására és Ozembe helyezésére a magyar EMC "A" 
osztályú kõvetelményeknek (MSZ EN 55022) megfeleloen kerülhet sor, illetve 
ezen "A" osztályú berendezések csak megfelelo kereskedelmi forrásból 
származhatnak, amelyek biztosrlják a megfelelo speciális Ozembe helyezési 
kõrOimény~ket és biztonságos Ozemelési távolságok alkalmazását. o 
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lnstallation Guidelines 

c 

c 

78-11157-05 

When determining where to place the switch, observe these guidelines. 

• Before installing the switch, first verify that the switch is operational by 
powering it on and running POST. Follow the procedures in the "Verifying 
Switch Operation" section on page 3-1 O. 

• For 10/100 ports and 10/100/1000 ports, the cable length from a switch to an 
attached device cannot exceed 328 feet (100 meters). 

• For 100BASE-FX ports, the cable length from a switch to an attached device 
cannot exceed 6562 feet (2 kilometers). 

• For 1 OOOBASE-SX ports and 1 OOOBASE-SX Gigabit Interface Converter 
(GBIC) module ports, the cable length from a switch to an attached device O 
cannot exceed 1804 feet (550 meters). 

• For 1000BASE-LX/LH GBIC module ports, the cable length from a switch 
to an attached device cannot exceed 32,810 feet (10 kilometers). 

• For 1000BASE-ZX GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 328,100 feet (100 kilometers). 

• For 1 OOOBASE-T GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 328 feet (100 meters). 

• For Coarse Wave Division Multiplexing (CWDM) GBIC module ports, the 
cable length from a switch to an attached device cannot exceed 393,719 feet 
(120 kilometers). For specific cable lengths, refer to the CWDM GBIC 
module documentation. 

• For GigaStack GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 3 feet (1 meter). 

• For Long-Reach Ethernet (LRE) ports, cable-length specifications vary. See O 
the "I.:,RE P.ort" section on page 2-12. 

• Operating environment is within the ranges listed in Appendix A, "Technical 
Speci fications ." 

• Clearance to front and rear panels meet these conditions: 

- Front-panel LEDs can be easily read. 

- Access to ports is sufficient for unrestricted cabling. 

- Rear-panel AC power connector on switches other than the LRE switche~ 
is within reach ?f an _AC power outlet. . . . . . . . ~ 
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Preparing for lnstallation 

- Rear-panel direct current (DC) power connector on the 
Catalyst 29500-24-EI-DC switch is within reach of a circuit breaker. 

- Front-panel AC power connector on the LRE switches is within reach of 
an AC power outlet. 

- Front-panel DC power connector on the Catalyst 2950ST-24 LRE 997 
switch is within reach o f a circuit breaker. 

• Airflow around the switch and through the vents is unrestricted. 

• Temperature around the unit does not exceed 113°F (45°C). 

~ .. 
Note If the switch is installed in a closed or multirack assembly, the 

temperature around it might be greater than normal room 
~ t _e_m_p_e_r_a_tu_r_e_. ________________________________________ ___ 

• Cabling is away from sources o f electrical noise, such as radios, power lines, 
and fluorescent lighting fixtures. 

Verifying Package Contents 

~ 

~. 
Note Carefully remove the contents from the shipping container, and check each item 

for damage. If any item is missing or damaged, contact your Cisco representative 
or reseller for support. Return all packing materiais to the shipping container and 
save them. 

The switch is shipped with these items: 

• This Catalyst 2950 Df!sktop Switch Hardware Configuration Guide 

• About the Catalyst 2950 and Catalyst 2955 Documentation 

• AC power cord (not shipped with the Catalyst 29500-24-EI-DC switch or the 
Catalyst 2950ST-24 LRE 997 switch) 

• Mounting kit containing these items: 

- Four rubber feet for mounting the switch on a table, shelf, or desk 

- Two 19-inch or 24-inch rack-mounting brackets 

Switch Hardware lnstallation Guide 
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Preparing for lnstallation 

- Six number-8 Phillips flat-head screws for attaching the brackets to the 
switch 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Four number-12 Phillips machine screws for attaching the brackets to a 
rack 

- One cable guide and one black Phillips machine screw for attaching the 
cable guide to one o f the mounting brackets 

- One RPS connector cover and two number-4 pan-head screws 

• DC-switch kit containing these items: 

- One DC terminal block plug (also called a terminal block header) 

- One ground lug 

- Two number-1 0-32 screws for attaching the ground lug to the switch 

- Two 23-inch rack-mounting brackets (with 1-inch spacing for telco 
racks) 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Two number-12 Phillips machine screws for attaching the brackets to a 
rack 

~ .. 
Note The DC-switch kit ships only with the Catalyst 29500-24-EI-DC or 

Catalyst 2950ST-24 LRE 997 switch. 

• One RJ-45-to-DB-9 adapter cable 

• Produ.ct owpership registration card 

I f you want to connect a terminal to the switch console port, you need to provide 
an RJ-45-to-DB-25 female DTE adapter. You can arder a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco. 

Switch Hardware lnstallation 
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Verifying Switch Operation 

o 

Before installing the switch in a rack, on a wall, or on a table or shelf, you should 
power on the switch and verify that the switch passes POST. See Chapter 1, 
"Quick Installation," for the steps required to connect a PC to the switch console 
port and to power on the switch. 

After a successful POST, follow these steps: 

Step 1 Turn off power to the switch. 

Step 2 • Disconnect the cables. 

Step 3 Determine where you want to install the switch. 

lnstalling the Switch in a Rack 

o 

A 
Warning 

~ .. 

To prevent bodily injury when mounting or servicing this unit in a rack, you must 
take special precautions to ensure that the system remains stable. The 
following guidelines are provided to ensure your safety: 

• This unit should be mounted at the bottom o f the rack if it is the 
only unit in the rack. 

• When mounting this unit in a partially filled rack, load the rack 
from the bottom to the top with the heaviest component at the 
bottom o f the rack. 

• If the r'ack is provided with stabilizing devices, install the 
stabilizers before mounting or servicing the unit in the rack. 

o 

Note Figure 3-1 to Figure 3-20 show the Catalyst 2950-24, 2950G-24-EI-DC, and ~ 
2950G-48-EI switches as examples. You can install other Catalyst 2950 switches ~ 

in a rack as shown in these illustrations. ""-

\ 
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lnstalling the Switch in a Rack :~'· --;--

To install the switch in a 19-, 23-, or 24-inch rack, follow. these steps: 

1. Attaching the Brackets to the Switch, page 3-11 

2. Mounting the Switch in a Rack, page 3-21 

3. Attaching the Optional Cable Guide, page 3-22 

~ .. 
Note Installing the Catalyst 29500-48-EI switch in a 23-inch or 24-inch rack requires 

an optional bracket kit not included with the switch. You can order a kit 
containing the 23-inch or 24-inch rack-mounting brackets and hardware from 

-~ Cisco (part number RCKMNT-1RU=). 

-- --

~ttaching the Brackets to the Switch o 

·05 

The bracket orientation and the screws that you use depencl on whether you are 
attaching the brackets to a 19-, 23-, or 24-inch rack. Follow these guidelines: 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
19-inch rack, use two Phillips flat-head screws to attach the long side o f the 
19- or 24-inch bracket to the switch. See Figure 3-1, Figure 3-2, and 
Figure 3-3. 

• When mounting a Catalyst 2950G-48-EI switch in a 19-inch rack, use three 
Phillips flat-head screws to attach the 1ong si de o f the 19- o r 24-inch bracket 
to the switch. See Figure 3-4, Figure 3-5, and Figure 3-6. 

• When mounting a Catalyst 29500-24-EI-DC or Catalyst 2950ST-24 
LRE 997 switch in a 23-inch rack, use two Phillips truss-head screws to 
attach the 23-inch bracket to the switch. See Figure 3-7, Figure 3-8, and 
Figure 3-9. O 

• When'·mounting a switch other than a Catalyst 29500-48-EI switch in a 
24-inch rack, use two Phillips truss-head screws to attach the 19- or 24-inch 
bracket to the switch. See Figure 3-1 O, Figure 3-11, and Figure 3-12. 

• When mounting a Catalyst 29500-48-EI switch in a 24-inch rack, use three 
Phillips flat-head screws to attach the 24-inch bracket (part number 
RCKMNT-1RU=) to the switch. See Figure 3-13, Figure 3-14, and 

Figure 3-15. ~ 
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lnstalling the Switch in a Rack 

o 

o 

Figure 3-1 to Figure 3-15 show how to attach a bracket to one si de o f the switch. 
Follow the same steps to attach the second bracket to the opposite side of the 

switch. 

Figure 3-1 Attaching Brackets on the Switch in a 19-/nch Rack {Front Pane/ 
Forward) 

S--

Number-8 
Phillips flat-head 

screws 
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Figure 3-2 Attaching Brackets on the Switch in a 19-/nch Rack (Rear Pane/ 
Forward) · 

Number-8 
Phillips flat-head 

Figure 3-3 Attaching Brackets on the Switch in a 19-/nch Télco Rack 

Number-8 
Phillips flat-head 

o 

o 
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Figure 3-4 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch 
Rack (Front Pane/ Forward) 

Figure 3-5 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch Rack (Rear Pane/ 
Forward) 

o 

screws 
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Figure 3-6 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-lnch Télco Rack 

c 

78-11157-05 

Figure 3-7 Attaching Brackets on the Catalyst 2950G-24-EI-DC or 2950ST-24 
lRE 997 Switch in a 23-/nch Té!co Rack (Front Pane/ Forward} 
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Figure 3-8 Attaching Brackets on the Catalyst 29506-24-E/-DC or 2950ST-24lRE 997 Switch in a 
23-/nch lélco Rack (Rear Pane/ Forward) 

o 

o 
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lnstalling the S i te h ' in :a Râck / 
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Figure 3-9 Attaching Brackets on the Catalyst 29SOG-24-E/-DC or 29SOST-24 tRE 997 Switch in 
a 23-/nch Te/co Rack 

c 
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Figure 3-10 Attaching Brackets on the Switch in a 24-/nch Rack (Front Pane/ 
Forward) 
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Figure 3-11 Attaching Brackets on the Switch in a 24-/nch Rack (Rear Pane/ 
Forward) 
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FíguNJ :J~ 12 AttAching Brackets on lhe Switch in a 24-/nch lélco Nack 
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Figure 3-13 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Rack (Front Pane/ Forward) 
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Mounting the Switch in a Rack 

After attaching lhe brackets, use the four Phillips machine screws to securely 
attach lhe brackets to the rack, as shown in Figure 3-I 6. 

When installing a switch other than an LRE switch, to preveni lhe cables from 
obscuring lhe switch and other devices in the rack, you can also attach the cable 
guide to the rack. See the"AIIaching the Optional Cable Guide" section for 
instructions. 

Figuf'8 3·16 Mounlif1!1 lhe Switch in 11 Roçk 

c 

o 

Number-12 
Phíllips machíne 

screws 

After mounting the switch in the rack, start lhe terminal-emulation software, and 
provide power to lhe switch. See Chapter I, "Quíck lnstallation" for instructions. 

o 

o 
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Attaching the Optional Cable Guide 

' 

We recommend auaching the cable guide to prevent lhe cables from obscuring the 
front panets of lhe swilch and other devices installed in tbe rack. Use lhe supplied 
black Phillips machine screw to attach the cable guide to the Jeft or right bracket, 
as shown in Figure 3-I 7. 

Note You cannot use lhe cable guide with Catalyst 2950 LRE swílches. 

Figure 3· 17 Atl4t:hlrlp th9 C8b/e Guide 

o 

Cable guide screw 

lnstalling the Switch on a Table, Shelf, or Desk 

O· Before placing the switch on a table, shelf, or desk, locate the adhesive strip wilh 
rubber feet•in the mounting-kit envelope, and attach four rubber feet to the 
recessed areas on the switch bottom. Place the switch on a table, shelf, or desk 
near an AC power source or DC-input power source. 

Start the terminal~mulation software and provide power to lhe switch. Se~ 
Chapter I, "Quick lnstallation," for instructions. ~ 
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lnstalling the Switch on a Wall 
A 

o 

Waming To comply wilh safely regulations, mount switches on a wall wilh lhe front 
penei facing up. 

A 
Waming I f a redundant power system (RPS) fs not connected lo lhe swilch, fnslall an RPS 

connector cover on the back of the swilch. 
' ----------------------------------

You can mounl lhe Calalyst 2950 swítch 10 a wall in a fuce-up configuration. To 
attach the switch to a wall, follow the procedures in lhís sectíon. Q 
1. Attaching the Brackets to the Switch, page 3-23 

2. AUaching the RPS Connector Cover, page 3-24 

3. Mounting the Switch to a Wall, page 3-25 

Auaching the Brackets to the Switch 

o 

Use the supplied Phillips tlat-head screws to attach a bracket to lhe swítch. 
Figure 3-18 shows how to attach lhe bracket to one side ofthe swítch. Follow the 
same steps to attach the second bracket to the opposite side o f the switch. 

2950 Swltch Hardware lnslallalion 
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Chapter 3 IMI.allollon 
lllng lhe Swllch on a Wall 

Figtll'e .1-18 Attaen;ng 6raekets for Waii-Mountlng for thl1 C8talyst .2950 Swltch 

Qaching the RPS Connector Cover 

Philllps 
tru$$-head ~ 
screws .. 

I f you are not using a redundant powcr system {RPS} with your switch, use two 
number-4 Phillips pan-head screws to install an RPS connector cover to the back 

., 

o 

o f lhe switch. (See Figure 3- 19.) The pan-head screws are included in lhe 'j 
accessory kit. 

o 

A 
Wamtng lf an RPS is not conneeled to the switch, install an RPS connector cover on lhe 

back of the switch. 

Figure 3· 18 Attaen;ng the RPS Connector CDver 

... ;.r:y: -. ·:.--. 
RPS 

connector cover connector 
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Mounting the Switch to a Wall 

A 
Wamlng To comply wllh safety regulalions, mount swilches on ~ wall with lhe front 

panel facing up. 

• 

For the best support o f the switch and cables, make sure the switch is attached 
securely to a wall stud or to a firmly attached plywood mouming backboard, as 
shown in Figure 3-20 . 

Figure 3·20 Mounling a Catalyst 2!150 Switt;h to a Wall 

Ü Vertical 

User-supplied 
screws 

o 

wall stud 

~ Vertical 

~~--~------------~~~w~al~ls~tud~ 

01""' •• 

{11f"' • • 

Faoeup 
wall mounting ccnfiguration 

After the switch is mouoted on the wall, power lhe swilch as described in 
Chaptcr I, "Quick Installation." 
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Ch"'llar 3 lnstollaUan 
tlle GIIIC Modules 

lnstalling the GBIC Modules 

o 

O· 

Figure 3-21, Figure 3-22, and Figure 3-23 show how to inserta OBIC module in 
a GBIC module slol on the switch. For instructions on how lo install a CWDM 
GBIC module in a GBJC module slot, refer to the documentation that carne with 
that GBIC module. 

For detailed instructíons on installing, removing, and cabling the OBIC module 
(the JOOOBASE-X module, the IOOOBASE-T module, lhe CWDM GBIC module, 
or the GigaStack module), refer to your GBIC documentation. 

~ ·~--~--~~~~~----~~----­
Cautkln · To prevent electrostatic-discharge (ESD) damage when installing GBIC modules, 

follow your normal boatd and component handling procedures. 

Flgun9 3-21 lnst11lling 11 TOOOBASE-X GBIC Module in 11 Swítm 

Metal flap door 

GBIC module slot 
GBIC module 
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RgunJ 3·Z2 /nsul/ing 11 TOOOBASE-T GB/C Modulq in 11 Switch 

Metal flap door 

1000BASE-T 
GBICmodule 

GBIC module slot 

Figure 3-23 /nsulling s G/g8Stilt:k GBIC Module in e SW/tch 

Metal flap door 

GBIC module slot 
module 
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lllng and RemOVI"'f SFP MGcllles 

lnstalling and Removing SFP Modules 

o 

These sections describe how to install and remove small-form-factor pluggable 
(SFP) modules. SFP modules are inserted into SFP module slots on the front o f 
the Catalyst 2950 LRE switcbes. These lield-replaceable modules provide the 
uplin.k optica! interfaces, laser send (TX) and laser receive (RX). 

Vou can use any combinalion o f SFP modules. Refer to thc Catalyst 2950 LRE 
release notes for the listo f SFP modules that the Catalyst 2950 LRE switch 
supports. Eacb port must match the wave-length specifications on the other end of 
the cable, and the cable must not exceed the stipulated cable length for reliable 

. ' communications. Refer to Table 2-2 for cable stipulations for SFP connections. 

Use only Cisco SFP modules on tbe Catalyst 2950 LRE swítch. Eacb SFP module 
has an internai serial EEPROM that is encoded with security information. This 
encoding provides a way for Cisco to identify and vali date that the SFP module 
meets the requirements for the switch. 

For detailed instructions on installing, removing, and cabling the SFP module, 
refer to your SFP module documentation. 

lnstalling SFP Modules into SFP Module Slots 

o ~ 

SFP modules use different types o f latches for their installation and extraction. 
Determine wbicb type of latch your SFP module uses before following the 
installation procedure: 

• Figure 3-24 shows an SFP module wíth a Mylar tab latch. 

• Figure J-25 sbows an SFP module with an actuator button latch. 

• Figure 3-26 shows an SFP module that bas a bale-clasp latch. 

Caution We strongly recommend that you do not install o r remove tbe SFP module with 
fiber-optic cables attached to it because ofthe potential damage to the cab!cs, lhe 
cábie connector, or the optical interfaces in thc SFP module. Disconnect all cables 
before removing or installing an SFP module. 

Removing and installing an SFP module can shorten its usefullife. Do not remove 
and insert SFP modules more often than !s absolutely necessary. 

• tatalyst 2!150 Oesktop Swltdl H.-dw•e lnstatlallon Gulde 
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Step1 

Figunt :J-24 SFP Modu/8 w lth 11 Mytu Tab Latch 

. ' Figunt :J-2S SFP Modu/s w llh an Açtuator Button Últch 

Flgum.1-2G SFP Modu/8 with a Bale-Ciasp latdl 

To insert an SFP module in to lhe SFP module slot, follow these steps: 

Attach an ·EsO~preventive wrist strap to your wrist and to a bare metal surface on 
the chassis. 

Step 2 Find the send (TX) and receive (RX) markings that identify the top side ofthe SFP 
module. 

' Nate On some SFP modules, the send and receive (TX and RX) marldngs might 
be replaced by arrows that show tbe direction o f the connection, either 
send or receive (TX or RX). 
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~nSlaUing and Removlng SFP Modules 
~/ 

Cl!apter 3 lnsraii•Uon 

Step 3 Align the SFP module in front o f the slot opening. 

Step 4 lnsert the SFP module into lhe slot until you feel the connector on lhe module snap 
in lo place in the rear o f the slot. 

Figure 3-27 lnstllling 1m SFP Module intD sn SFP Modul~ Slot 

o o 
Step 5 Remove the dust plugs from the SFP module optical ports and store them for !ater 

use . 

~ 
Caution Do not remove tbe dust plugs from the SFP module port or the rubber caps from -~ 

the fiber-optic cable until you are ready to connecl the cable. The plugs and caps : 
protect the SFP module ports and cables from contamination and ambient light. 

Step 6 Inseri the LC into the SFP module. 

Removing SFP Modules from SFP Module Slots 

o To remove an SFP module from a module receptacle, follow these steps: 

Step 1 Attach an ESD-preventive wrist strap to your wrist and to a bare metal surface on 
lhe chassis. 

Step 2 Disconnect lhe LC from the SFP module. 

p 
Tip For reattachment, note which cable coMeclor plug ís send (TX) and which is 

recei v e (RX). 
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Step 3 Insert a dust plug in to tbc optical ports o f the SFP module to keep the optical 
interfaces clean. 

Step 4 Unlock and remove the SFP module, as shown in figure 3-28, Figure 3-29, and 
Figure 3-30. 

• Ifthe module ha.s a Mylar tab latch, pull the tab straight out so that you 
remove the SFP module from the port in a parallel direction. Do not twist or 
pull the tab because you could disconnect it from the SFP module. 

Rgurt1 3-28 Using the M_yl11r Tilb l.atch to Remove ;m SFP Modu/11 from" Slot 

• lfthe module has an actuator button latch, use your thumb to push inward on 
the wedge to free the locking pin, and "use your index finger to grip the ridge 
on top ofthe SFP module. Pull straigbt out to remove the module. 

Figunt 3-29 Uslng ths Actuiltor Button útch to RllmDVIIII/1 SFP Modul/J from 1111 

SFP Modul• Slot 

• Ifthe module has a bale-clasp latch, pull the bale out and down to eject the 
module. lf the bale-clasp latch is obstructed and you cannot use your index 
finger to open it, use a small, flat-blade screwdriver or other long, narrow 

o 

o 

'"""m~< <o'"'"' b•I~I•'P '""'· \ 

~~~~~--------------------_J~~~~~~S~M~Iç~h~H~••!dw~a~r!e~~~~~~~~~i;t;;~ 
18-11U7.CJS 

- -0883 1 

L-.-::::::--v-,3 71-Jil-1_ - , 



o 
• 

Cllaptar 3 ln51llllall001 

Rguro 3..10 Rt~mDving a BRI...Ciasp latch SFP Module by l/sing a Fl11t-Biade 
Screwdrlver 

Bale clasp 

Step 5 · Orasp the SFP module between your thumb and index finger, and carefully 
remove it from tbe module slot. 

Step 6 Place the removed SFP module in an antistatic bag or other protectíve 
environment. 

Connecting to 10/100 and 10/100/1000 Ports 

o 

The I 0/100 ports configure thcmselves to operate at the speed and duplex settings 
o f attached devices.Tbey opcrate at lO or 100 Mbps in balf- or full -duplex mode. 
I f tbe attached devices do no! support autonegotiation, you can explícítly set the 
speed and duplex parameters. 

The 10/100/1000 ports configure themselves to operate at the speed setting of 
attacbed devices. These ports on Catalyst 2950T-24 switches opera te at lO, I 00, 
o r 1000 Mbps in full-duplex mode. The 10/10011000 ports on Catalyst 2950 LRE 
swilches opera te at I O or I 00 Mbps in either half- or full-<luplex mode and 
at l 000 Mbps only in full-duplex mo de. I f the attached devíces do not support 
autonegotiation, you can set the speed. 
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Figure 3-14 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Rack (Rear Pane/ Forward) 

,.... . _Cpnnecting to 10/100 and 10/100/1000 Ports 
~ 
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Figure 3-30 Removing a Bale-C/asp latch SFP Module by Using a Flat-Biade 
Screwdriver 

Bale clasp 

Step 5 · · Grasp the SFP module between your thumb and index finger, and carefully 
remove it from the module slot. 

Step 6 Place the removed SFP module in an antistatic bag or other protective 
environment. 

Connecting to 10/100 and 10/100/1000 Ports 
The 1 0/ 1 00 ports configure themsel ves to opera te at the speed and duplex settings 
o f attached devices. They opera te at 1 O or 100 Mbps in half- or full-duplex mode. 
I f the attached devices do not support autonegotiation, you can exp1icitly set the 
speed and duplex parameters. 

The 1 0/1 00/1 000 ports configure themsel ves to opera te at the speed setting o f 
attached devices. These ports on Cata1yst 2950T-24 switches operate at 10, 100, 
or 1000 Mbps in full-duplex mode. The 10/100/1000 ports on Catalyst 2950 LRE 
switches operate at 10 or 100 Mbps in either half- or full-duplex mode and 
at 1000 Mbps only in full-duplex mode. Ifthe attached devices do not support 
autonegotiation, you can set the speed. 
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~ .. 
Note On the Catalyst 2950 LRE switches, the four input uplink ports are bundled as two 

logical ports, each consisting o f a copper 10/100/1000 port anda fiber-optic SFP 
module slot, respectively. 

6 

Within each logical port, you can use only the copper or the fiber-optic port at one 
time. lfthe Catalyst 2950 LRE switch senses more than two connections for both 
logical ports, by default, the switch chooses the fiber-optic connections over the 
copper connections . 

.lo 

. · See the "SFP Module Slots" section on page 2-14 for more information on LRE 
uplink logical ports. 

Connecting devices that do not autonegotiate or devices with manually set speed 
and duplex parameters can reduce performance or result in link failures between 
the devices. To maximize performance, choose one o f these methods for 
configuring the ports: 

• Let the 10/100 ports autonegotiate both speed and duplex, let the 10/100/1000 
ports on the LRE switches autonegotiate both speed and duplex, and let 
the 10/100/1000 ports on the Catalyst 2950G-24-EI-DC switch only 
autonegotiate speed. 

• Set the speed and duplex parameters on both ends o f the connection. 

When connecting the ports on the Catalyst 2950G-24-EI-DC and 
Catalyst 2950ST-24 LRE 997 switches to other devices, follow these guidelines: 

o 

Caution To comply with the intrabuilding lightning surge requirements, intrabuilding 

6 

wiring must be shielded, and the shield for the wiring must be grounded at both u 
ends. 

Caution The Catalyst 2950G-24-EI-DC or Catalyst 2950ST-24 LRE 997 switch is suitable 
only for intrabuilding or nonexposed wiring connections. 

Cata 
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"'C,onhecting to 10/100 and 10/100/1000 Ports 
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6 

Follow these steps to connect the switch to 1 O BASE-T, 1 OOBASE-TX, or 
1 OOOBASE-T devices: 

Caution To prevent electrostatic-discharge (ESD) damage, follow your normal board and 
component handling procedures. 

Step 1 When connecting to servers, workstations, and routers, insert a twisted-pair 
straight-through cable in a front-panel RJ-45 connector, as shown in Figure 3-31 , 
Figure 3-32, and Figure 3-33. When connecting to switches or repeaters, inserta 

• twisted-pair crossover cable. (See the "Cable and Adapter Specifications" section 
· .· on page B-8 for cable-pinout descriptions.) 

~ .. 
Note When connecting to 1 OOOBASE-T devices, be sure to use a four twisted-pair, 

Category 5 cable. 

Figure :J-31 Connecting to a Port on Catalyst 2950-12,2950-24, 2950C-24, 
2950SX-24, and 2950T-24 Switches 

<O .... 
LO 
LO .... 

78-11157-05 

o 



Chapter 3 \osta\\a\iOO 

o 

figllre 3-3Z con,ectin9 to a Port on cata/yst zgS()G-1Z·EI, zgs()G·Z4-El and 

2950G-24-EI-OC Switches 

o 

0885 
f \s:~ 

ooc. 3 7 Q 1 ----=--



Chapter 3 lnstallation 

~~':e~t.ing to 100BASE-FX and 1000BASE-SX Ports 

- ~ 

o 

Step 2 

Step 3 

Insert the other cable end in an RJ-45 connector on the target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while Spanning Tree Protocol (STP) discovers the network 
topology and searches for loops. This process takes about 30 seconds, and then 
the LED turns green. 

Ifthe LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 

• device. See Chapter 4, "Troubleshooting," for solutions to cabling problems. 

Step 4 Reconfigure and restart the target device i f necessary. 

Step 5 Repeat Steps 1 through 4 to connect each port. 

Connecting to 100BASE-FX and 1000BASE-SX Ports 
The lOOBASE-FX and lOOOBASE-SX ports operate only in full-duplex mode. 

You can connect a lOOBASE-FX or lOOOBASE-SX port to an SC or ST port on a 
target device by using one ofthe MT-RJ fiber-optic patch cables listed in 
Table 3-1. Use the Cisco part numbers in Table 3-1 to arder the patch cables that 
you need. 

lãble 3-1 MT-IV Patch Cables for fOOBASE-FX and fOOOBASE-SX Connections 

o o Type Cisco Part Number 

l-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-lM 

3-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-3M 

5-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-5M 

l-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-lM 

3-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-3M 

5-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-5M 
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Connecting to 100BASE-FX and 1000BASE-SX Ports 

& 
Caution Do not remove the dust plugs from the fiber-optic ports or the rubber caps from 

the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the fiber-optic ports and cables from contamination and ambient light. 

Follow these steps to connect the switch to a lOOBASE-FX or lOOOBASE-SX 
device: 

Step 1 Remove the dust plugs from the lOOBASE-FX or IOOOBASE-SX port and the 
.~ rubber caps from the MT-RJ patch cable. Store them for future use. 

Step 2 Insert the cable in a lOOBASE-FX or lOOOBASE-SX port. (See Figure 3-34.) o 
Figure 3-34 Connecting to a 100BASE-FX ar 1000BASE-SX Port 

c 

78-11157-05 

Step 3 

Step4 

MT-RJ 
patch cable 

Dust plug 

;:: 
"' "' '<t 

Insert the other cable end in an SC or ST port on the target device. 

Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED tums green. 

If the LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 

device. See Chapter 4~:rou::s:~::::::;::,H:::::::.: cabling proble~ 
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.... 0º 96 
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Step 5 Reconfigure and restart the target device i f necessary. 

Step 6 Repeat Steps 1 through 5 to connect each port. 

Connecting to an LRE Port 

o ~ .. 

Depending on the switch rnodel, you can connect the LRE port to up to 8 or up 
to 24 LRE custorner prernises equiprnent (CPE) devices through a patch panel. 

• For information about which LRE CPE devices are supported by the LRE 
· switches, see Table 2-1 on page 2-4. 

Note You can connect both Cisco 575 LRE CPE and Cisco 585 LRE CPE devices to 
your Catalyst 2950ST-8 LRE or Catalyst 2950ST-24 LRE switch. 

You can connect only the Cisco 576 LRE CPE 997 device to LRE ports on a 
Catalyst 2950ST-24 LRE 997 switch. 

You can hot swap the CPE devices without powering down the switch or 
disrupting the other switch ports. 

Connection Guidelines 

o 
If telephone services, such as voice or Integrated Services Digital Network 
(ISDN), use the sarne cabling as the LRE traffic, you rnust connect the LRE to a 
plain old telephone service (POTS) splitter. The splitter routes LRE data 
(high-frequency) and voice (low-frequency) traffic frorn the telephone line to the 
switch and 'priva te branch exchange (PBX) switch or public switched telephone 
network (PSTN). 

I f the other telephone services are connected through a PBX switch, you can use 
a Cisco LRE 48 POTS Splitter. The PBX routes voice traffic to private telephone 
networks and the PSTN. For more inforrnation about the Cisco LRE 48 POTS 
Splitter (PS-1 M-LRE-48), refer to the Installation and Warranty Notes for the 
Cisco LRE 48 POTS Splitter. 

Switch Hardware lnstallation Guide 
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I f the installation does not have a PBX, you need to use a homologated POTS 
splitter to connect to the PSTN. For more information about homologated POTS 
splitters, contact your Cisco sales representative. 

If a connection to a telephone network is not required, you do not need a splitter, 
and you can connect the switch to the patch panel. 

Limitations and Restrictions with POTS Splitters 

c 

o 

78-11157-05 

• These limitations and restrictions apply when you use a POTS splitter with 
Catalyst 2950 LRE switches and Cisco LRE CPE devices: 

• The Catalyst 2950ST-8 LRE switch, Catalyst 2950ST-24 LRE switch, 
Cisco 575 LRE CPE, and Cisco 585 LRE CPE are designed to share !ines 
with analog, ISDN, and digital PBX switch telephones that use the O 
to 700kHz frequency range. 

Digital telephones connected to digital PBX switches that use frequencies 
above 700kHz do not work when sharing a line with LRE signals. Due to the 
proprietary nature of digital PBX switches, some digital PBX switch services 
use frequencies above 700 kHz. 

• You can use a Cisco LRE 48 POTS Splitter with a Catalyst 2950ST-8 LRE 
switch, Catalyst 2950ST-24 LRE switch, Cisco 575 LRE CPE, and Cisco 585 
LRE CPE. For installation instructions, refer to the Installation and Warranty 
Notes for the Cisco LRE 48 POTS Splitter. 

• The Catalyst 2950ST-24 LRE 997 switch and Cisco 576 LRE 997 CPE are 
designed to share !ines with analog and ISDN telephones that use the O 
to 120kHz frequency range . 

• We recommend that you do not use a Cisco LRE 48 POTS Splitter with a 
Catalyst 2950ST-24 LRE 997 switch anda Cisco 576 LRE 997 CPE as shown 
in Figure 3 ~35 . Only traffic in a specific frequency range can be sent to and 
from the devices attached to the CPE. 

In Figure 3-35, only traffic from O to 120kHz can pass from a device attached 
to the CPE, such as a computer or telephone, to the CPE, a splitter, and a 
switch. In the reverse direction, traffic from O to 700 kHz can pass through 
the switch and splitter to the CPE, but only traffic from O to 120 kHz can pass 
through the CPE to a computer or a telephone. 

For more information, refer to the Installation and Warranty Note~or the 
Cisco LRE 48 POTS Splitter. ~ 
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~.rrécting to an LRE Port 

o 

Figure 3-35 Limitations Using a Cisco LHE 48 POTS Splitter with a 
Catalyst 2950ST-24 LHE 997 Switch anda Cisco 576 LRE 997 CPE 
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997 CPE 

Traffic from O to 700 kHz o 
<O 
(() 
Ol 
(() 

Required Cables 

o 

Connecting the LRE port to a patch panel or a POTS splitter requires a 
male-to-male RJ-21 cable, Category 3 or above. You can order RJ-21 cables from 
your cable vendar, or you can order these cables from your Cisco sales 
representative: 

• CAB-5-M120M120-5= (Category 5 cable with 90-degree, male-to-male 
RJ-21 connectors) 

• CAB-5-M180M120-5= (Category 5 cable with 120-degree, male-to-male 
RJ-21 connectors) 

The screws that you need to secure the cable to the switch are shipped with the 
cable. Contact your Cisco sales representative for more information. 
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Connecting to a Patch Panel or POTS Splitter 

c 

To connect the LRE port to a patch panel or POTS splitter, follow these steps: 

Step 1 Connect one end of a cable connected to the wiring trunk to the RJ-21 connector 
(the LRE port) on the switch. (See Figure 3-36 and Figure 3-37.) 

Step 2 Referring to Figure 3-36 and Figure 3-37, secure the cable to the switch: 

• For a 90-degree connector, see the top ofFigure 3-36 and Figure 3-37. 

• • For a 12-degree connector, see the bottom ofFigure 3-36 and Figure 3-37. 

~ .. 
Note The cable tie is not included with the connector and cable assembly. 

Step 3 Connect the other end o f the cable to the patch panel or POTS splitter. 

o 

o o 
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Figure 3-36 Connecting to an lRE Port on a Catalyst 2950ST-8lRE or 2950ST-24 lRE Switch 
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Connecting to an 

Figure .1-.17 Connecting to an LHE Port on a Catalyst 2950ST-24LRE 997 Switt;h 
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Connecting to GBIC Module Ports 

Each LRE port status LED turns on when it establishes a link with a Cisco LRE 
CPE device. For more information about the LRE link between the switch LRE 
port and the CPE and about the configuration and management o f CPE devices, 
refer to the switch software configuration guide. 

For more information about the Cisco LRE CPE devices, refer to the 
Cisco LRE CPE Hardware Installation Guide. 

Connecting to GBIC Module Ports 

o 

o 

.~ These sections describe how to connect to a GBIC module port. 

• Connecting to 1 OOOBASE-X GBIC Module Ports, page 3-45 

• Connecting to 1 OOOBASE-T GBIC Module Ports, page 3-4 7 

• Connecting to GigaStack GBIC Module Ports, page 3-48 

For instructions about how to connect to the CWDM GBIC module ports, refer to 
the documentation that carne with that GBIC module . 

For detailed instructions about installing, removing, and connecting to the GBIC 
module (the lOOOBASE-X module, the lOOOBASE-T module, the CWDM GBIC 
module, or the GigaStack module), refer to the GBIC module documentation. 
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o 

J 



-- ...- ' 
Chapter 3 lnstallation /~\ : '~ 

c 

Connecting to GBIC Mo~ú e Ports 

.. UJQC3f/J 1 · 

\.:::>~- '::!(~/ 
When connecting the ports on the Catalyst 29500-24-EI-DC and -.... _____ ;. __ ~/ 
Catalyst 2950ST-24 LRE 997 switches to other devices, follow these guidelines: 

6 
Caution To comply with the intrabuilding lightning surge requirements, intrabuilding 

wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

6 
Caution The Catalyst 29500-24-EI-DC or Catalyst 2950ST-24 LRE 997 switch is suitable 

~ 

· -· only for intrabuilding or nonexposed wiring connections. 

o 
Connecting to 1000BASE-X GBIC Module Ports 

o 

78-11157-05 

6 
Caution Do not remove the rubber plugs from the GBIC module port or the rubber caps 

from the fiber-optic cable until you are ready to connect the cable. The plugs and 
caps protect the GBIC module ports and cables from contamination and ambient 
light. 

After installing the lOOOBASE-X GBIC in the GBIC module slot, follow these 
steps: 

Step 1 Remove the rubber plugs from the GBIC module port, and store them for future 
use. 

Step2 Insert the SC connector in the fiber-optic receptacle (see Figure 3-38). 

- -
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ecting to GBIC Module Ports 

Figure 3-38 Connecting to a 1000 BASE-X GBIC Port 

o 

Step 3 

Step 4 

Step 5 

Insert the other cable end in a fiber-optic receptacle on a target device. 

Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED tums green. 

I f the LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target device if necessary. 
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Connecting to GBIC Module 

Connecting to 1000BASE-T GBIC Module Ports 

Lt 

After installing the 1 OOOBASE-T GBIC in the GBIC module slot, follow these 
steps: 

Caution To prevent ESD damage, follow your normal board and component handling 
procedures. 

Step 1 . :· When connecting to servers, workstations, and routers, insert a four twisted-pair, 
straight-through cable in the RJ-45 connector. When connecting to switches or 

c repeaters, inserta four twisted-pair, crossover cable (see Figure 3-39). ~ 

~ .. 
Note When connecting to a 1 OOOBASE-T device, be sure to use a four twisted-pair, 

Category 5 cable. 

Figure 3-39 Connecting to a fOOOBASE-T GBIC Port 
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Step 2 

Step 3 

Insert the other cable end in an RJ-45 connector on a target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link . 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the LED turns green. 

I f the LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device . See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Step 4 • Reconfigure and restart the switch or target device, if necessary. 

Connecting to GigaStack GBIC Module Ports 

After installing the GigaStack GBIC in the GBIC module slot, follow these steps: 

Step 1 Insert the GigaStack cable connector in the GBIC (see Figure 3-40). 

Figure 3-40 Connecting to a GigaStack GB/C Port 

o 
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Step 2 

Step 3 

Insert the other cable end in a port on a target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green. 

lfthe LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 4, "Troubleshooting," for solutions to cabling problems. 

Step 4 · · Reconfigure and restart the switch or target device, i f necessary. 

o 
Connecting to an SFP Module 

o 
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6 

This section describes how to connect to an SFP module. For instructions about 
how to install or remove an SFP module, see the "lnstalling and Removing SFP 
Modules" section on page 3-28. 

Caution Do not remove the rubber plugs from the SFP module port or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the SFP module ports and cables from contamination and ambient light. 

Before connecting to an SFP module, be sure that you understand the port and 
cabling stipulations in Table 2-2 on page 2-16 and in the "SFP Module Slots" 
section on page 2-14. See Appendix B, "Connectors and Cables," for information Q 
about the LC on the SFP module. 

~ .. 
Note Refer to the Catalyst 2950 LRE release notes for the list of supported SFP 

modules. 
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Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Chapter 3 lnstallation 

Follow these steps to connect a fiber-optic cable to an SFP module: 

Remove the rubber plugs from the module port and fiber-optic cable, and store 
them for future use. 

Insert one end o f the fiber-optic cable in to the SFP module port (see Figure 3-41 ). 

Figure :J-41 Connecting to an SFP Module Port 

Insert the other cable end in a fiber-optic receptacle on a target device. 

Observe the port status LED. 

The LED turns green when the switch and the target device have an established 
link. 

The LED turns amber while the STP discovers the network topology and searches 
for loops. This process takes about 30 seconds, and then the port LED turns green. 

lfthe LED is off, the target device might not be turned on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

If necessary, reconfigure and restart the switch or target device. 

, Where to Go Next 
For information about starting up the switch, see Chapter l, "Quick Installation." 

For information about configuring the switch, refer to the switch soft~: are 
configuration guide. . 

~ 
Catalyst 2950 Desktop Switch Hardware lnstallation Guide 
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Cisco Catalyst 2950 Series Switches 
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with Cisco Enhanced lmage Software 

Product Overview 

Cisco® Catalyst® 2950 Series switches are fixed-configuration, stackable models 

that provide wire-speed Fast Ethemet and Gigabit Ethemet connectivity for small 

and medium-sized networks. The Cisco Catalyst 2950 Series is an affordable product 

line that brings intelligent services, such as enhanced security, high availability and o 
advanced quality of service (QoS), to the network edge-while maintaining the 

simplicity of traditional LAN switching. When a Cisco Catalyst 2950 Series Switch is 

combined with a Cisco Catalyst 3550 Series Switch, the solution can enable IP 

routing from the edge to the core of the network. Embedded in Cisco Catalyst 2950 

Series switches is Cisco Cluster Management Suite (CMS) Software, which allows 

users to simultaneously configure and troubleshoot multi pie Cisco Catalyst desktop 

switches using a standard Web browser. In addition to Çisco CMS Software, Cisco 

Catalyst 2950 Series switches provide extensive management tools using Simple 

Network Management Protocol (SNMP) network management platforms such as 

CiscoWorks. 

This product line offers two distinct sets of 

software features and severa! 

configurations to allow small, 

medium-sized, and enterprise branch offices 

to select the right combination for the 

network edge. Cisco Standard lmage (SI) 

Software offers Cisco lOS® Software 

functioning for basic data, vídeo, and voice 

se~ices. For networks with requirements 

for additional security, advanced QoS, and 

high availability, the Cisco Enhanced Image 

(EI) Software delivers intelligent services 

such as rate limiting and security filtering 

for deployment at the network edge. 

The Cisco Catalyst 2950 Series switches 

consists of the following devices-which 

are only available with Cisco EI Software 

for the Cisco Catalyst 2950 Series. 

• Catalyst 2950G-48-48 10/100 ports 

• Catalyst 2950G-24-24 10/100 ports 

and 2 GBIC ports 

• Catalyst 2950G-24-DC-24 10/100 

ports, 2 GBIC ports, and DC power 

• Catalyst 2950G-12-12 10/100 ports 

and 2 GBIC ports 

• Catalyst 2950T-24-24 10/100 ports 

and 2 fixed 10/1 00/1 OOOBASE-T uplink 

ports 

• Catalyst 2950C-24-24 10/100 

ports and 2 fixed 100BASE-FX uplink 

ports 

This complete set of switches offers 

network managers flexibility when selecting 

a migration path to Gigabit Ethernet. The 

two built-in Gigabit Ethernet ports on the 

o 

~ 
and 2 Gigabit Interface Converter 

(GBIC)-based Gigabit Ethemet ports 

Cisco Catalyst 2950G-12, 2950G-24, and 

2950G-48 accommodate a range of GBIC 

transceivers, including the Cisco 

GigaStack® GB C as.well <!S ~ 
1000BASE-SX. "tfflfilij;_W--fOO~ü[, Cf'<i 1 v\ 
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1000BASE-ZX, 1000BASE-T, and coarse-wave division multiplexing (CWDM) GBICs. The dual GBIC-based 

Gigabit Ethernet implementation provides customers with tremendous deployment flexibility-allowing customers 

increased availability with the redundant uplinks. In sum, the configuration permits customers to implement one type 

of stacking and uplink configuration today, while preserving the option to migrate to another configuration in the 

future . High leveis of stack resiliency can also be implemented by deploying dual-redundant Gigabit Ethernet 

uplinks, a redundant GigaStack GBIC loopback cable, Cisco UplinkFast and CrossStack UplinkFast technologies for 

high-speed uplink and stack interconnection failover, and Per-VLAN Spanning Tree Plus (PVST +) for uplink load 

balancing. 

The Cisco Catalyst 2950T-24 Switch offers small and medium-sized enterprises server connectivity and an easy 

migration path to Gigabit by using the existing copper cabling infrastructure. Implementing Gigabit Ethernet over 

copper allows network managers to boost network performance and maximize infrastructure investments in 

Category 5 copper cabling. 

Maximum power availability for a converged voice and data network is attainable when a Cisco Catalyst 2950 Series 

Switch is combined with the Cisco Redundant Power System (RPS) 300 or RPS 675 for protection against internai 

power supply failures and an uninterruptable power supply (UPS) system to safeguard against power outages. 

Other Cisco Catalyst 2950 Series Switches 

Cisco Catalyst 2950 Series with Cisco SI Software 

The Cisco Catalyst 2950SX-24, 2950-24, and 2950-12 switches are also members ofthe Cisco Catalyst 2950 Series. 

They are standalone, fixed-configuration, and managed 10/100 switches providing basic workgroup connectivity for 

small to medium-sized companies. These wire-speed desktop switches come with Cisco SI Software features and offer 

Cisco lOS Software functioning for basic data, video, and voice services at the edge of the network. 

Cisco Catalyst 2950 Series Long-Reach Ethernet Switches 

• Cisco Catalyst 2950ST-24-LRE-24 long-reach Ethernet (LRE) ports, 2 fixed 10/100/1000BASE-T ports, and 

two small form factor pluggable (SFP) ports (2 o f the 4 uplinks active at one time) 

• Cisco Catalyst 2950ST-8-LRE-Eight LRE ports, 2 fixed 10/100/lOOOBASE-T ports, and two SFP ports (two of 

the four uplinks active at one time) 

The Cisco Catalyst 2950 Sedes LRE switch solution delivers cost-effective, high-performance broadband access over 

existing phone wiring in enterprise campus environments and multitenant buildings (hotels, apartment buildings, and 

office buildings, for example). Cisco Catalyst 2950 Series LRE switches come with Cisco EI Software features, 

enabling enterprise and service provider customers to extend intelligent services over legacy wiring (Category 1, 2, 

and 3) to distances up to 5000 feet. Cisco is the only company with technologies that allow customers to deliver 

intelligent network services across any combination ofwired and wireless infrastructures. Refer to the Cisco Catalyst 

2950 Series LRE Data Sheet for more information. 

Cisco Systems. Inc. 
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lntelligence in the Network 

Networks are evolving to address four new developments at the network edge: 

• Increase in desktop computing power 

• Introduction of bandwidth-intensive applications 

• Expansion of highly sensitive data on the network 

• Presence of multi pie device types, such as IP phones and wireless LAN (WLAN) access points 

These new demands are contending for resources with many existing mission-critical applications. As a result, IT 

professionals must view the edge of the network as criticai to the effective management of the delivery o f information 

and applications. 

As companies increasingly rely on networks as the strategic business infrastructure, it is more important than ever to o 
ensure high availability, security, scalability, and contrai. By adding Cisco intelligent functioning to the wiring closet, 

customers can now deploy network-wide intelligent services that address these requirements in a consistent way, 

from the desktop to the core and thraugh the WAN. 

With Cisco Catalyst switches, Cisco enables companies to fully realize the benefits of adding intelligent services in to 

their networks. Making the network infrastructure highly available to accommodate time-criticai needs, scalable to 

accommodate growth, secure enough to pratect confidential information, and capable of differentiating and 

controlling traffic flows is criticai to further optimizing network operations. 

Network Security Through Advanced Security Features 

Cisco Catalyst 2950 Series switches offer enhanced data security thraugh numeraus security features. These features 

allow customers to enhance LAN security with capabilities to secure network management traffic through the 

protection of passwords and configuration information; to provide options for network security based on users, 

ports, and Media Access Contrai (MAC) addresses; and to enable more immediate reactions to intruder and hacker 

detection. These security enhancements are available free of charge by downloading the latest software release for 

the Cisco Catalyst 3550 and 2950 series switches. 

Secure Shell (SSH) and SNMPv3 protect information from tampering or eavesdrapping by encrypting information 

being passed along the network, guarding administrative information. Priva te VLAN Edge isolates ports on a switch, 

ensuring that traffic travels ~irectly from the entry point to the aggregation device through a virtual path and that it 

cannot be directed to another port. Local Praxy Address Resolution Pratocol (ARP) works in conjunction with 

Private VLAN Edge to minimize broadcasts and maximize available bandwidth. 

Port-based access control parameters (ACPs) restrict sensitive portions of the network by denying packets based on 

source and destination MAC addresses, IP addresses, or Transmission Contrai Pratocoi/User Datagram Protocol 

(TCP/UDP) ports. ACP lookups are performed in hardware; therefore, forwarding performance is not compramised 

when implementing this type of security in the network. In addition, time-based access contrallists (ACLs) allow 

configuration of differentiated services based on time periods. ACLs can also be applied to filter traffic based on 

Differentiated Services Code Point (DSCP) values. Port security pravides another means to ensure the appropriate 

user is on the network by limiting access based on MAC addresses. 

o 

For authentication of users with a Terminal Access Contraller Access Contrai System (TACACS+) or Remate 

Authentication Diai-In User Service (RAD.IUS) server, 802.lx pravi~es ~ort-lev~l security. ~onjun.ç_tip:~w-ith a_ J 
RADIUS server, 802 .lx allows for dynamtc port-based user authentlcatton , whtch can be i(t~i:-dfdj'l)AOOOOI:Y--6-N-; 
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assign a virtual LAN (VLAN) based on a specific user, regardless of where they connect on the network. This 

intelligent adaptability allows IT departments to offer greater flexibility and mobility to their stratified user 

populations. By combining access control and user profiles with secure network connectivity, services, and 

applications, enterprises can more effectively manage user mobility and drastically reduce the overhead associated 

with granting and managing access to network resources. 

With multilayer Cisco Catalyst 2950 Series switches, network managers can implement high leveis of console 

security. Multilevel access security on the switch console and the Web-based management interface prevent 

unauthorized users from accessing or altering switch configuration. TACACS+ or RADIUS authentication enables 

centralized access control of the switch and restricts unauthorized users from altering the configuration. Deploying 

security can be done through Cisco CMS Software security wizards, which ease the deployment of security features 

that restrict user access to a server, a portion of the network, or the entire network. 

Network Control Through Advanced QoS and Rate Limiting 

Cisco Catalyst 2950 Series switches offer superior and highly granular QoS based on Layer 2-4 information to ensure 

that network traffic is classified and prioritized, and that congestion is avoided in the best possible manner. 

Configuration o f QoS is greatly simplified through automatic QoS (auto-QoS), a feature that detects Cisco IP phones 

and automatically configures switches for the appropriate classification and egress queuing. This optimizes traffic 

prioritization and network availability without the challenge of a complex configuration. 

Cisco Catalyst 2950 Series switches can classify. reclassify, police (determine if the packet is in or out of 

predetermined pro files and affect actions on the packet) , and mark o r drop the incoming packets before the packet 

is placed in the shared buffer. Packet classification allows the network elements to discriminate between various 

traffic flows and enforce policies based on Layer 2 and Layer 3 QoS fields. 

To implement QoS, these switches first identify traffic flows (or packet groups) and classify or reclassify these groups 

using the DSCP field in the IP packet or the 802.1 p class of service (CoS) field in the Ethemet packet. Classification 

and reclassification can also be based on criteria as specific as the source/destination IP address, source/destination 

MAC address, or the Layer 4 TCPIUDP ports. At the ingress (incoming port) levei, the Cisco Catalyst switches will 

also perform policing and marking of the packet. 

After the packet goes through classification, policing, and marking, it is assigned to the appropriate queue before 

exiting the switch. Cisco Catalyst 2950 Series switches support four egress (outgoing port) queues per port, which 

allows the network administrator to be more discriminating and specific in assigning priorities for the various 

applications on the LAN. At the egress levei, the switch performs scheduling, which is a process that determines the 

order irt which the queues are processed. The switches support Weighted Round Robin (WRR) scheduling or strict 

priority scheduling. The WRR scheduling algorithm ensures that lower priority packets are not entirely starved for 

bandwidth andare serviced without compromising the priority settings administered by the network manager. Strict 

priority scheduling ensures that the highest priority packets will always get serviced first, ahead of ali other traffic, 

and that the other three queues will be serviced using WRR best effort. 

These features allow network administrators to prioritize mission-critical or bandwidth-intensive traffic, such as 

enterprise resource planning (ERP) (Oracle, SAP, and so on), voice (IP telephony traffic), and CAD/CAM over less 

time-sensitive applications such as File Transfer Protocol (FTP) or e-mail (SMTP). For example, it would be highly 

Ali'~~~~:~~:~~:,:~~~~~~::·~:~~~:~~~;;;;;;;;~~;~:~~ ~~:~~~~:~~~::~~~~~:~.-~:1~~:1q"'Hcy lmp~:'· 

) 

o 



c 

o 

· .·· ·. 

such as increased latency in voice traffic, destined to another port on this switch. This condition is avoided by 

ensuring that voice traffic is properly classified and prioritized throughout the network. Other applications, such as 

Web browsing, can be treated as low priority and handled on a best-effort basis. 

Cisco Catalyst 2950 Series switches are capable of allocating bandwidth based on severa! cri teria, including MAC 

source address, MAC destination address, IP source address, IP destination address, and TCPIUDP port number. 

Bandwidth allocation is essential in network environments that require service-Ievel agreements, or when it is 

necessary for the network manager to control the bandwidth given to certain users. Cisco Catalyst 2950 Series 

switches support up to 6 policers per Fast Ethernet port and up to 60 policers on a Gigabit Ethernet port, giving the 

network administrator granular control of LAN bandwidth. 

Network Availability 

To provide efficient use of resources for bandwidth-hungry applications like multicasts, Cisco Catalyst 2950 Series 

switches support Internet Group Management Protocol (IGMP) snooping in hardware. Through the support and 

configuration of IGMP snooping via Cisco CMS Software, Cisco Catalyst 2950 Series switches deliver outstanding 

performance and ease o f use in administering and managing multicast applications on the LAN. 

The IGMP snooping feature allows the switch to "listen in on" the IGMP conversation between hosts and routers. 

When a switch hears an "IGMP join" request from a host for a given multicast group, the switch adds the host's port 

number to the group destination address (GDA) list for that group. When the switch hears an "IGMP leave" request, 

it removes the host's port from the content-addressable memory (CAM) ICAM ACRONYM IS USED TWICE IN 

DIFFERENT CONTEXTSI table entry. 

PVST + allows users to implement redundant uplinks while distributing traffic loads across multi pie links. This is not 

possible with standard Spanning-Tree Protocol implementations. Cisco UplinkFast technology helps ensure 

immediate transfer to the secondary uplink, an improvement over the traditional 30-to-60 second convergence time. 

An additional feature that enhances performance is Voice VLAN, which allows network administrators to assign 

voice traffic to a VLAN dedicated to IP telephony-simplif)'ing phone installations and providing easier network 

traffic administration and troubleshooting. 

Multicast VLAN Registration (MVR) is designed for applications that use wide-scale deployment of multicast traffic 

across an Ethernet-ring-based service provider network (for example, the broadcast of multiple television channels 

over a service-provider network). MVR allows a subscriber on a port to subscribe and unsubscribe to a multicast 

stream on the network-wide multicast VLAN. 

Network Management 

Cisco CMS Software is Web-based and embedded in Cisco Catalyst 3550, 2950, 3500 XL, 2900 XL, and 2900 LRE 

XL series switches. Through Cisco switch clustering technology, users can access Cisco CMS Software with any 

standard Web browser to manage up to 16 of these switches at once, regardless o f their geographic proximity-with 

the option of using a single IP address for the entire cluster if desired. With the addition of the Cisco Catalyst 3550 

Series switches, Cisco CMS Software can now extend beyond routed boundaries for even more flexibility in 

managing a Cisco cluster. 

o 
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Cisco CMS Software provides an integrated management interface for delivering intelligent services, such as 

multilayer switching, QoS, multicast, and security ACLs. Cisco CMS Software allows administrators to take 

advantage o f benefits formerly reserved for only the most advanced networks without having to learn the 

command-line interface (CLI) or even the details of the technology. 

The new Guide Mode in Cisco CMS Software leads the user step-by-step through the configuration of advanced 

features and provides enhanced online help for context-sensitive assistance. In addition, Cisco AVVID (Architecture 

for Voice, Vídeo and Integrated Data) wizards provide automated configuration of the switch to optimally support 

vídeo streaming or videoconferencing, voice over IP (VoiP), and mission-critical applications. These wizards can save 

hours o f time for network administrators, elimina te human errors, and help ensure that the configuration of the 

switch is optimized for these applications. 

Cisco CMS Software supports standards-based connectivity options such as Ethernet, Fast Ethernet, Fast 

EtherChannel, Gigabit Ethernet, and Gigabit EtherChannel connectivity. Because Cisco switch clustering technology 

is not limited to a single stack of switches, Cisco CMS Software expands the traditional cluster domain beyond a 

single wiring closet and saves time and effort for network administrators. 

Cisco Catalyst 2950 Series switches can be configured either as command or member switches in a Cisco switch 

cluster. Cisco CMS Software also allows the network administrator to designate a standby or redundant command 

switch, which takes the commander duties should the primary command switch fail. Other features include the 

ability to configure multiple ports and switches simultaneously, to perform software updates across the entire cluster 

at once, and to clone configurations to other clustered switches for rapid network deployment. Bandwidth graphs 

and link reports provide useful diagnostic information, and the topology map gives network administrators a quick 

view of the network status. 

In addition to Cisco CMS Software, Cisco Catalyst 2950 Series switches provide extensive management tools using 

SNMP network management platforms such as CiscoWorks for switched internetworks. 

Cisco Catalyst 2950 Series switches deliver a comprehensive set of management tools to provide the required 

visibility and control in the network (Figure 1) . Managed with CiscoWorks, Cisco Catalyst switches can be 

configured and managed to deliver end-to-end device, VLAN, traffic, and policy management. Coupled with 

CiscoWorks, Cisco Resource Manager Essentials, a Web-based management tool, offers automated inventory 

collection, software deployment, easy tracking of network changes, views in to device availability, and quick isolation 

of error conditions. 

Figure 1 

Cisco Catalyst 2950 Series Switches 
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Product Features and Benefits 

Table I lists the features and benefits of the Cisco Catalyst 2950 Series switches. 

Table 1 Features and Benefits 

Feature Benefit 

Availability 

Superior redundancy 
for fault backup 

lntegrated Cisco lOS 
Software features for 
bandwidth 
optimization 

IEEE 802.10 Spanning-Tree Protocol support for redundam backbone connections and 
loop-free networks simplifies network configuration and improves fault tolerance. 

Support for Cisco Spanning-Tree Protocol enhancements such as UplinkFast, 
BackboneFast, and PortFast technologies ensure quick failover recovery, enhancing 
overall network stability and availability. 

IEEE 802.1w Rapid Spanning-Tree Protocol (RSTP) provides rapid convergence of the 
spanning tree independent of spanning-tree timers. 

Cisco CrossStack UplinkFast technology extends UplinkFast to a stack to ensure quick 
failover recovery, enhancing network stability and availability. 

Support for the optional 300-watt or 675-watt redundam Cisco AC power system provides 
a backup power source for up to 4 or 6 units, respectively, for improved fault tolerance 
and network uptime. 

Redundant stacking connections provi de support for a redundam loopback connection for 
top and bottom switches in an independem stack backplane cascaded configuration. 

Command switch redundancy enabled in Cisco CMS Software allows customers to 
designate a backup command switch that takes over cluster management functions i f the 
primary command switch fails. 

Unidirectional link detection (UDLD) and aggressive UDLD features detect and disable 
unidirectional links on fiber-optic interfaces caused by incorrect fiber-optic wiring or port 
faults. 

Bandwidth ag~regation of up to 4 Gbps (2 ports full duplex) through Cisco Gigabit 
EtherChannel technology and up to 16 Gbps (8 ports fui I duplex) through Fast 
EtherChannel technology enhances fault tolerance and offers higher-speed aggregated 
bandwidth between switches, to routers and individual servers. Port Aggregation Protocol 
(PAgP) is available to simplify configuration. 

Per-port broadcast, multicast, and unicast storm control prevents faulty end stations from 
degrading overall systems performance. 

PVST + allows for Layer 2 load sharing on redundam links to efficiently use the extra 
c~pacity inherent in a redundam design. 

IEEE 802.1s Multiple Spanning-Tree Protocol (MSTP) allows a spanning tree instance per 
VLAN, enabling Layer 2 load sharing on redundant links. 

VLAN Trunking Protocol (VTP) pruning limits bandwidth consumption on VTP trunks by 
flooding broadcast traffic only on trunk links required to reach the destination devices. 
Dynamic Trunking Protocol (DTP) enables dynamic trunk configuration across ali ports in 
the switch. 

IGMP snooping provides for fast clientjoins and leaves of multicast streams and limits 
bandwidth-intensive vídeo traffic to only the requestors. MVR, IGMP filtering, fast:.ioin, 
and immediate leave are available as enhancements. 

MVR continuously sends multicast streams in a multicast VLAN while isolating the 
streams f.rom subscriber VLANs for bandwidth and security reasons. 

Supports additional frame formats : Ethernet 11 (tagged and untagged), 802 .3 (sequence 
number protection [SNAP) encapsulated tagged and untagged frames) 
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Feature Benefit 

Security 

Network-wide 
security features 

Filtering of incoming traffic flows based on Layer 2-4 ACPs prevents unauthorized data flows. 

- The following Layer 2 ACPs (or a combination) can be used for security classification of 
incoming packets: source MAC address, destination MAC address, and 16-bit Ethertype. 

- The following Layer 3 and Layer 4 fields (ora combination) can be used for security 
classification of incoming packets: source IP address, destination IP address, TCP source or 
destination port number, UDP source, or destination port number. ACLs can also be applied 
to filter based on DSCP values. 

- Time-based ACLs allow configuration of differentiated services based on time periods. 

A private VLAN edge provides security and isolation between ports on a switch, helping to 
ensure that voice traffic travels directly from its entry point to the aggregation device through 
a virtual path and that it cannot be directed to a different port. 

Support for the 802.1 x standard allows users to be authenticated, regardless of which LAN 
port they are accessing, and provides unique benefits to customers who have a large base of 
mobile (wireless) users accessing the network . 

. 802.1x with VLAN assignment allows a dynamic VLAN assignment for a specific user, 
regardless of where the user is connected . 

. 802 .1 x with an ACL assignment allows for specific security policies based on a user, 
regardless of where the user is connected . 

. 802.1 x with Voice VLAN gives an IP phone access to the Voice VLAN regardless of the 
authorized or unauthorized state of the port. 

802.1 x with port security enables authenticating the port and managing network access for ali 
MAC addresses, including that of the client. 

SSH and SNMPv3 provides network security by encrypt ing administrator traffic during Telnet 
and SNMP sessions. SSH and the crypto version of SNMPv3 require a specia l crypto software 
image dueto U.S. export restrictions. 

Port Security secures the access to a port based on the MAC address of a user's device. The 
aging feature removes the MAC address from the switch after a specific timeframe to allow 
another device to connect to the same port. 

MAC Address Notification allows administrators to be notified of new users added or 
removed from the network. 

Spanning-tree root guard (STRG) prevents edge devices not in the network administrator 's 
control from becoming Spanning-Tree Protocol root nodes. 

The Spanning-Tree Protocol PortFast/bridge protocol d ata unit (BPDU) guard feature disables 
access ports with Spanning-Tree Protocol PortFast-enabled upon reception o f a BPDU, and 
increases network reliability, manageability, and security . 

Multilevel security on console access prevents unauthorized users from altering the switch 
configuration. 

TACACS+ and RADIUS authentication enables centralized control of the switch and restricts 
unauthorized users from altering the configuration. 

The user-selectable address-learning mode simplifies configuration and enhances security. 

Trusted Boundary provides the ability to trust the QoS priority settings if an IP phone is 
present and to disable the trust setting in the event that the IP phone is removed, preventing a 
rogue user from overriding prioritization policies in the network. 

IGMP Filtering provides multicast authentication by filtering out nonsubscribers and limiting 
the number of concurrent multicast streams available per port. 

Support for dynamic VLAN assignment through implementation o f the VLAN Membership 
Policy Server (VMPS) client function provides flexibility in assigning ports to VLANs. Dynamic 
YLAN enables fast assignment of IP addresses. 

Cisco CMS Software security wizards ease the deployment of security features for restricting 
user access to a server, a portion of the network, or the entire network. 
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Feature Benefit 

QoS 

Overview 

Qos classification 
support at ingress 

Qos metering/ 
policing at ingress 

Qos marking at 
ingress 

QoS scheduling 
support at egress 

Sophisticated traffic 
management 

• The switches support the aggregate QoS model by enabling classification, policing/ 
metering, and marking functions on a per-port basis at ingress and the queuing/ 
scheduling function at egress. 

The switches support configuring QoS ACPs on ali ports to ensure proper policing and 
marking on a per-packet basis using ACPs. Up to 4 ACPs per switch are supported in 
configuring either QoS ACPs or security filters. 

• Auto-QoS greatly simplifies the configuration of QoS in VoiP networks by issuing 
interface and global switch commands that allow the detection of Cisco IP phones, the 
classification of traffic, and egress queue configuration. 

• The switches support QoS classification of incoming packets for QoS flows based on 
Layer 2-4 fields . 

The following Layer 2 fields (ora combination) can be used for classifying incoming 
packets to define QoS flows: source MAC address, destination MAC address, and 16-bit 
Ethertype. 

The switches support identification of traffic based on Layer 3 type of service (ToS) field 
and DSCP values. 

• The following Layer 3 and 4 fields (ora combination) can be used to classify incoming 
packets to define QoS flows: source IP address, destination IP a_ddress, TCP source or 
destination port number, and UDP source or destination port number. 

• Support for metering/policing of incoming packets restricts incoming traffic flows to a 
certain rate. 

• The switches support up to 6 policers per Fast Ethernet port, and 60 policers on a Gigabit 
Ethernet port. 

The switches offer granularity of traffic flows at 1 Mbps on Fast Ethernet ports, and 
8 Mbps on Gigabit Ethernet ports. 

• The switches support marking/remarking packets based on state of policers/meters. 

The switches support marking/remarking based on the following mappings: from DSCP to 
802.1p, and from 802.1p to DSCP. 

• The switches support 14 widely used DSCP values. 

The switches support classifying or reclassifying packets based on default DSCP per port. 
They also support classification based on DSCP values in the ACL. 

• The switches support classifying or reclassifying frames based on the default 802.1 p value 

P,er port. 

• The switches support 802.1 p override at ingress. 

4 queues per egress port are supported in hardware. 

• The WRR queuing algorithm ensures that low-priority queues are not starved. 

• Strict-priority queue configuration via Strict Priority Scheduling ensures that 
time-sensitive applications such as voice always follow an expedited path through the 
switch fabric. 

The switch supports up to 6 policers per Fast Ethernet port and up to 60 policers on a 
Gigabit Ethernet port. 

• The switch offers granularity of traffic flows at 1 Mbps on Fast Ethernet ports and 8 Mbps 
on Gigabit Ethernet ports. 

• The switch offers the ability to limit data flows based on MAC source/destination address, 
IP source/destination address, TCP/UDP port numbers, or any combination of these fields. 

The switch offers the ability to manage data flows asynchronously upstream and 
downstream from the end station or on the uplink. 

o 

o 
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Feature Benefit 

Management 

Superior 
manageability 

Management 

An embedded Remote Monitoring (RMON) software agent supports 4 RMON groups (history. 
statistics, alarms, and events) for enhanced traffic management, monitoring. and analysis. 

The switch supports ali 9 RMON groups through the use of a Cisco SwitchProbe® A nalyzer 
(Switched Port Analyzer [SPAN]) port, permitting traffic monitoring of a single port, a group of 
ports, or the entire switch from a single network analyzer or RMON probe. 

A SPAN port monitors traffic of a single port from a single network analyzer or RMON probe. 

Remote Switch Port Analyzer (RSPAN) allows network administrators to locally mon itor ports in a 
Layer 2 switch network from any other switch in the same network. 

The Domain Na me System (DNS) provides IP address resolut ion with user-defined device names. 

Trivial File Transfer Protocol (TFTP) reduces the cost of administering software upgrades by 
downloading from a centralized location . 

Network Timing Protocol (NTP) provides an accurate and consistent timestamp to ali switches 
within the intranet. 

Layer 2 Traceroute eases troubleshooting by identifying the physical path that a packet takes 
from the source device to a destination device. 

Crash lnformation Support enables a switch to generate a crash file for improved 
troubleshooting. 

Show-interface-capabilities provides information on configuration capabiliti es of any interface. 

The RTIMON [EXPAND?] Management lnformation Base (MIB) allows users to m onitor network 
performance between a Cisco Catalyst switch and a remote device. 

Multifunction LEDs per port for port status, half-duplex/full-duplex, 10BASE-T/100BASE-TX/ 
1000BASE-T indication, as well as switch-level status LEDs for system, redundant power supply. 
and bandwidth utilization, provide a comprehensive and convenient visual management system. 

Cisco Systems. Inc. 
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Feature Benefit 

Cisco CMS 
Software 

Support for 
CiscoWorks 

Management 

Cisco CMS Software allows the user to manage up to 16 interconnected Cisco Catalyst 3550, 
2950, 3500 XL, 2900 XL, and 2900 LRE XL series switches without the limitation of being 
physically located in the same wiring closet, and with the option of using a single IP address for 
the entire cluster if desired. Full backward compatibility helps ensure that any combination of the 
above switches can be managed with a Cisco Catalyst 2950 Series switch. 

Cisco AVVID wizards usejust a few user inputs to automatically configure the switch to optimally 
handle different types of traffic-voice, video, multicast, or high-priority data. 

A security wizard is provided to restrict unauthorized access to servers and networks, and to 
restrict certa in applications on the network. 

One-click software upgrades can be performed across the entire cluster simultaneously, and 
configuration cloning enables rapid deployment of networks. 

Cisco CMS Software has been extended to include multilayer feature configurations such as 
ACPs and QoS parameters. 

Cisco CMS Software Guide Mode assists users in the configuration of powerful advanced 
features by providing step-by-step instructions. 

Cisco CMS Software provides enhanced online help for context-sensitive assistance. 

An easy-to-use graphical interface provides both a topology map and a front-panel view of the 
cluster. 

Multidevice and multiport configuration capabilities allow network administrators to save time 
by configuring features across multiple switches and ports simultaneously. 

Ability to launch the Web-based management for a Cisco Aironet® Wireless Access Point by 
simply clicking on its icon in the topology map. 

A user-personalized interface allows users to modify polling intervals, table views, and other 
settings within Cisco CMS Software and to reta in these settings the next time they use the 
software. 

Alarm notification provides automated e-mail notification of network errors and alarm 
thresholds. 

Manageable through CiscoWorks network management software on a per-port and per-switch 
basis provides a common management interface for Cisco routers. switches, and hubs. 

SNMP v1, v2, and v3 (non-crypto) and Telnet interface support delivers comprehensive in-band 
management, anda CLI-based management console provides detailed out-of-band 
management. 

Cisco Discovery Protocol Versions 1 and 2 enable a CiscoWorks network management station to 
automatically discover the switch in a network topology. 

Supported by the CiscoWorks LAN Management Solution. 

Cisco Systems. Inc. 
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Feature Benefit 

Ease of use 
and ease of 
deployment 

The Cisco GigaStack® GBIC delivers a hardware-based, independent stacking bus with up to a 
2-Gbps forwarding rate in a point-to-point configuration, or 1 Gbps of forwarding bandwidth 
when daisy-chained [OKAV TERM?) with up to 9 switches. 

Autoconfiguration eases the deployment of switches in the network by automatically configuring 
multiple switches across a network via a boot [P?) server. 

Auto-QoS greatly simplifies the configuration of QoS in VoiP networks by issuing interface and 
global switch commands that allow the detection of Cisco IP phones, the classification of traffic, 
and egress queue configuration. 

Autosensing on each non-GBIC port detects the speed of the attached device and automatically 
configures the port for 10-, 100-, or 1000-Mbps operation, easing the deployment of the switch in 
mixed 10, 100, and 1000BASE-T environments. 

Autonegotiating on ali ports automatically selects half- or full-duplex transmiss ion mode to 
optimize bandwidth . 

Cisco VTP supports dynamic VLANs and dynamic trunk configuration across ali switches. 

Voice VLAN simplifies telephony installations by keeping voice traffic on a separate VLAN for 
easier network administration and troubleshooting. 

DTP enables dynamic trunk configuration across ali ports in a switch. 

PAgP automates the creation o f Cisco Fast EtherChannel or Gigabit EtherChannel groups, 
enabling linking to another switch, router, or server. 

Link Aggregation Control Protocol (LACP) allows the creation of Ethernet channeling with devices 
that conform to IEEE 802.3ad. This is similar to Cisco EtherChannel and PAgP. 

IEEE 802.3z-compliant 1000BASE-SX, 1000BASE-LX/LH, 1000BASE-ZX, and 1000BASE-T physical 
interface support through a field-replaceable GBIC module provides customers unprecedented 
flexibility in switch deployment. 

The default configuration stored in Flash memory ensures that the switch can be quickly 
connected to the network and can pass traffic with minimal user intervention. 

The switches support nonstandard Ethernet frame sizes (mini-giants) up to 1542 bytes 
(configurations with GBIC ports only). 

Cisco Systems. Inc. 
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Product Specifications 

Feature Description 

Performance 

Management 

• 13.6-Gbps switching fabric 

• Cisco Catalyst 2950G-48: 13.6 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-24 : 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-24-DC: 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-12: 6.4 Gbps maximum forwarding bandwidth 

Cisco Catalyst 2950T-24: 8.8 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950C-24 : 5.2 Gbps maximum forwarding bandwidth (Forwarding rates 
based on 64-byte packets) 

• Cisco Catalyst 2950G-48: 10.1-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24-DC: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-12: 4.8-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950T-24: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950C-24: 3.9-Mpps wire-speed forwarding rate 

• 8 MB memory architecture shared by ali ports 

• Up to 16MB SDRAM and 8MB Flash memory 

• Configurable up to 8000 MAC addresses 

• Configurable maximum transmission unit (MTU) o f up to 1530 bytes (Cisco Catalyst 
2950G switches only) 

• [CISCO?] BRIDGE-MIB 

• CISCO-BULK-FILE-MIB 

• CISC0-2900-MIB 

• CISCO-CDP-MIB 

• CISCO-CLASS-BASED-QOS-MIB 

• CISCO-CLUSTER-MIB 

• CISCO-CONFIG-COPY-MIB 

• CISCO-CONFIG-MAN-MIB 

• CISCO-ENVMON-MIB 

• CISCO-FLASH-MIB 

• CISCO-FTP-CLIENT-MIB 

• CISCO-IMAGE-MIB 

• CISCO-IPMROUTE-MIB 

• CISCO-MAC-NOTIFICATION-MIB 

• CISCO-MEMORY-POOL-MIB 

CISCO-PAGP-MIB 

CISCO-PING-MIB 

CISCO-PROCESS-MIB 

CISCO-PRODUCTS-MIB 

CISCO-RTTMON-MIB 

CISCO-SMI 

CISCO-STACKMAKER-MIB 

CISCO-STP-EXTENSIONS-MIB 

CISCO-SYSLOG-MIB 

CISCO-TC 

CISCO-TCP-MIB 

Cisco Systems. Inc. 
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Feature Description 

Management 

Standards 

• CISCO-VLAN-MEMBERSHIP-MIB 

• CISCO-VTP-MIB 

• ENTITY-MIB 

• IANAiffype-MIB 

• IF-MIB (RFC 1573) 

• OLD-CISCO-CHASSIS-MIB 

• OLD-CISCO-CPU-MIB 

• OLD-CISCO-INTERFACES-MIB 

• OLD-CISCO-IP-MIB 

• OLD-CISCO-MEMORY-MIB 

• OLD-CISCO-SYSTEM-MIB 

• OLD-CISCO-TCP-MIB 

• OLD-CISCO-TS-MIB 

• RFC1213-MIB (MIB-11) 

• RFC1398-MIB (ETHERNET-MIB) 

• RMON-MIB (RFC 1757) 

• RS-232-MIB 

• SNMPv2-MIB 

• SNMPv2-SMI 

• SNMPv2-TC 

• TCP-MIB 

• UDP-MIB 

• IEEE 802.1x support 

• IEEE 802.1 w 

IEEE 802.1s 

IEEE 802.3x full duplex on 10BASE-T, 100BASE-TX, and 1000BASE-T ports 

IEEE 802.10 Spanning-Tree Protocol 

IEEE 802.1p CoS prioritization 

• IEEE 802.10 VLAN 

• IEEE 802.3 10BASE-T specification 

• IEEE 802.3u 100BASE-TX specification 

• IEEE 802.3ab 1000BASE-T specification 

• IEEE 802.3ad 

• IEEE 802.3z 1000BASE-X specification 

• 1000BASE-X (GBIC) 

1000BASE-T (GBIC) 

1000BASE-SX 

1000BASE-LX/LH 

1000BASE-ZX 

• 1000BASE-CWDM GBIC 1470 nm 

1000BASE-CWDM GBIC 1490 nm 

1000BAS.E-CWDM GBIC 1510 nm 

1000BASE-CWDM GBIC 1530 nm 

1000BASE-CWDM GBIC 1550 nm 

1000BASE-CWDM GBIC 1570 nm 

1000BASE-CWDM GBIC 1590 nm 

1000BASE-CWDM GBIC 1610 nm 

Cisco Systems, Inc. 
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Feature Description 

Standards 

V2K 

Connectors and 
cabling 

MT·RJ patch cables 
for Cisco Catalyst 
2950C-24 Switch 

Power connectors 

RMON I and 11 standards 

• SNMPv1, v2c, and v3 (planned future support for v3) 

• Y2K compliant 

108ASE-T ports: RJ-45 connectors; two-pair Category 3, 4, or 5 unshielded twisted-pair 
(UTP) cabling 

1008ASE-TX ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 10008ASE-T ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 1008ASE-FX ports: MT-RJ connectors, 50/125 or 62 .5/125 micron multimode fiber-optic 
cabling 

• 10008ASE-T. 10008ASE-SX, -LX/LH, -ZX G81C-based ports: SC fiber connectors, 
single-mode or multimode fiber 

• Cisco GigaStack G81C ports: copper-based Cisco GigaStack cabling 

• Management console port: 8-pin RJ-45 connector, RJ-45-to-RJ-45 rollover cable with 
RJ-45-to-089 adapter for PC connections; for terminal connections, use RJ-45-to-0825 
female data-terminal-equipment (OTE) adapter (can be ordered separately from Cisco, 
part number ACS-DS8UASYN=) 

Type of cable, Cisco pan number 

• 1-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-1 M 

• 3-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-3M 

• 5-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-5M 

• 1-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-1 M 

• 3-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-3M 

• 5-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-5M 

Customers can provide power to a switch by using either the internai power supply or the 
Cisco RPS 300. The connectors are located at the back of the switch. 

Internai power supply c:onnector 

• The internai power supply is an autoranging unit. 

The internai power supply supports input voltages between 100 and 240 VAC. 

• The supplied AC power cord should be used to connect the AC power connector to an AC 
power outlet. 

Cisco RPS 675 Connector 

• The connector offers connection for an optional Cisco RPS 675 that uses AC input and 
supplies OC output to the switch. 

The connector offers a 675-watt redundant power system that can support six externai 
network devices and provides power to one failed device ata time. 

• The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, preventing loss of network traffic. 

Attach only the Cisco RPS 675 (model PWR675-AC-RPS-NI=) to the RPS receptacle with 
this connector. 

Cisco RPS 300 Connector 

• The connector offers connection for an optional Cisco RPS 300 that uses AC input and 
supplies OC output to the switch. 

The connector offers a 300-watt redundant power system that can support six externai 
network devices and provides power to one failed device ata time. 

The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, preventing loss of network traffic. 

Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the RPS receptacle with 
this connector. _ r-;-·:~--·-· .. 
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Feature Description 

lndicators Per-port status LEDs: link integrity, disabled, activity, speed, and full-dup lex indicat ions. 
. System status LEDs: system, RPS, and bandwidth util ization indications . 

Dimensions . 1.72 x 17.5 x 9.52 in . (4.36 x 44.5 x 24 .18 em) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, 
(H xWx D) and 2950G-24) 
and weight 1.72 x 17.5 x 13 in. (4.36 x 44.5 x 33.02 em) (Cisco Catalyst 2950G-48) 

1.0 rack-unit (RU) high 

6.5 lb (3.0 kg) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 
. 10 lb (4.5 kg) (Cisco Catalyst 2950G-48) 

Environmenta I Operating temperature: 32 to 113 F (O to 45 C) 

o ranges . Storage temperature: -13 to õ8 F (-25 to 70 C) 
. Operating relative humidity: 10 to 85 percent (noncondensing) 
. Operating altitude: Up to 10,000 ft (3000 m) 
. Storage altitude: Up to 15,000 ft (4500 m) 
. Not intended for use on top of desktops or in open office environments 

Power requirements . Power consumption: 30W maximum, 102 BTUs per hour 
(Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 

Power consumption: 45W maximum, 154 BTUs per hour (Cisco Catalyst 2950G-48) 

AC input voltage/frequency: 100 to 127/200 to 240 VAC (autoranging); 50 to 60Hz 

DC input voltages for Cisco RPS 300: + 12V @ 4.5A 

Acoustic noise ISO 7770. bystander position-operating to an ambient temperature of 30 C: 

- WS-C2950-24, WS-C2950-12, WS-C2950C-24, W S-C2950T-24: 46 dBa 

- WS-C2950G-12, WS-C2950G-24: 46 dBa 

- WS-C2950G-48: 48 dBa 

Predicted mean time . 482,776 hours (Cisco Catalyst 2950G-12) 
between failure . 468,884 hours (Cisco Catalyst 2950G-24) 
(MTBF) . 479,086 hours (Cisco Catalyst 2950G-24-DC) 

. 159,026 hours (Cisco Catalyst 2950G-48) . 297,144 hours (Cisco Catalyst 2950T-24) 

o 
. 268,292 hours (Cisco Catalyst 2950C-24) 

Fiber-port Fiber-port power leveis: o 
specifications for . Óptical transmitter wavelength: 1300 nm 
Cisco Catalyst . Optical receiver sensibility: -14 dBm2 
2950C-24 Switch . Optical transmitter power: -19 to -14 dBm 

. Transmit: -19 to -14 dBm 

Cisco Systems. Inc. 
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Feature Description 

Regulatory Agency Approvals 

Safety certifications . UL 1950/CSA 22.2 No. 950 
. IEC 950-EN 60950 

AS/NZS 3260, TS001 
. CE Marking 

Electromagnetic emissions FCC Part 15 Class A 
certifications . EN 55022: 1998 Class A (CISPR22 Class A) 

EN 55024 : 1998 (CISPR24) . VCCI ClassA 

AS/NZS 3548 Class A 
. CE Marking 
. CNS 13438 
. BSMI Class A 
. MIC 

Network Equipment Building . Bellcore 
Standards (NEBS) (For . GR-1089-CORE 
WS-C2950G-24-EI-DC only) 

GR-63-CORE 
. SR-3580 Levei 3 

Warranty . Limited lifetime warranty 

Service and Support 

The services and support programs described in Table 2 are available as part of the Cisco Desktop Switching Service 

and Support solution. and are available directly from Cisco and through resellers. 

Table 2 Service and Support Programs 

Service and Support Features Benefits 

Advanced ServH:es 

Totallmplementation Solutions 
(T/S)-available direct fro~ Cisco 

Packaged T/S-available through 
resellers 

Tec:hnical Support Services 

Cisco SMARTnet® and Cisco 
SMARTnet Onsite 
services-available direct from 
Cisco 

Project management 

Site survey and configuration 
deployment 

lnstallation, text, and cutover 

Training 

Major moves, adds, and changes 

Design review and product staging 

24x7 access to software updates 

Web access to technical repositories 

Telephone support through the Cisco 
Technical Assistance Center (TAC) 

Advance replacement of hardware parts 

Supplements existing staff 

Ensures that functions meet 
customer needs 

Mitigates risk 

Enables proactive or expedited 
issue resolution 

o 

o 

Packaged Cisco SMARTnet 
service-available through 
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lnformation For More lnformation 

~ • United States and Canada: 800 553-NETS (6387) 
Mo~el Numbers Configuration 

• Europe: 32 2 778 4242 
WS-C2950G-48-EI 

WS-C2950G-24-EI 

WS-C2950G-24-EJ-DC 

WS-C2950G-12-EI 

WS-C2950T-24 

WS-C2950C-24 

0 2950ST-24-lRE 

WS-C2950ST-8-lRE 

o 
Corporate Headquarters 
Cisco Systems, Inc. 

. 

. 

. 

. 

o 

48 10/100 ports and 2 1000BASE-X ports • Australia: 612 9935 4107 
Cisco El Software image installed 

• Other: 408 526-7209 
24 10/100 ports and 2 1000BASE-X ports 

Cisco El Software image installed 
• http://www.cisco.com 

24 10/100 ports and 2 1000BASE-X 
ports; DC power 

Cisco El Software image installed 

12 10/100 ports and 21000BASE-X ports 

Cisco El Software image installed 

24 10/100 ports and 2 1000BASE-T ports 

Cisco El Software image installed 

24 10/100 ports and 2 100BASE-FX ports 

Cisco El Software image installed 

24 LRE ports, 2 fixed 10/100/1000BASE-T 
ports, and 2 SFP ports 

Cisco El Software image installed 

8 LRE ports, 2 fixed 10/100/1000BASE-T 
ports, and 2 SFP ports 

Cisco El Software image installed 

CISCO SYSTEMS 

European Headquarters 
- ® 

Americas Headquarters 
Cisco Systems, Inc. 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 

o 
I 70 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

Cisco Systems International BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

I 70 West Tasman Drive 
San Jose, CA 95134- 1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

168 Robinson Road 
1122-01 to 1129-0 1 
Singapore 0689 12 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 ~J 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the \ 

Cisco Web site at www.cisco.com/go/offices 

Argentina • Australia • Austria • Belgium • · Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • C roa tia 
Czech Republic • Denmark • Dubai , UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hung·ary • India • lndonesia • Ireland 
Israel • Italy • Japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Po land .) 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia • Scotland • Singapore • Slovakia • Slovenia • South Africa • Spain • Sweden _J 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • Venezue la • Vietnam • Zimbabwe 

Ali contcnts are Copyright V 1992-2003 Cisco Systems, Inc. Ali righu reserved. Aironet, Ca ta lyst, Cisco, Cisco lOS, Cisco Systems, the Cisco Systems logo . .EtherChannel. CigaS tack, SMAH.Tnet, a nd SwitchProbe are 
reglstered tradema rks or Cisco Systems, Inc. ancVor lU affiliates In the U.S. and cer ta in other countries. 

Ali ot her trademarks mentloned in this documenl or Web slle a re the property ar lheir res pective owne rs . The use ar the word panner dof's not imply a partnershlp relationship betwetn Cisco and any other company. 
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Cisco Catalyst 2950 Series Switches 

( 

o 

with Cisco Standard lmage Software 

Product Overview 

The Cisco® Catalyst® 2950SX-24, 2950-24, and 2950-12 switches are members of the 

Cisco Catalyst 2950 Series andare standalone, fixed-configuration, managed 10/ 

100 switches that provide basic workgroup connectivity for small to medium-sized 

networks. These wire-speed desktop switches come with Cisco Standard lmage (SI) 

Software features and offer Cisco lOS® functioning for basic data, video, and voice 

services at the edge of the network. Embedded in ali Cisco Catalyst 2950 Series 

switches is Cisco Cluster Management Suite ICMS) Software, which allows users 

to simultaneously configure and troubleshoot multiple Cisco Catalyst desktop 

switches using a standard Web browser. 

This product line offers two distinct sets of 

software features and severa! configurations 

to allow small, medium-sized, and 

enterprise branch offices to select the righ t 

combination for the network edge. Cisco SI 

Software offers Cisco lOS Software 

functioning for basic data, video, and voice 

services. For networks that require 

additional security, advanced quality of 

service (QoS), and high availability, Cisco 

Enhanced Image (El) Software delivers 

intelligent services such as rate limiting and 

security filtering for deployment ar the 

netw.ork edge. The Cisco Catalyst 

2950SX-24, 2950-24, and 2950-12 

swirches are only available with Cisco SI 

Software for the Cisco Catalyst 2950 Series. 

• Cisco Catalyst 2950SX-24 Switch-

24 10/100 ports with 2 fixed 

1000BASE-SX uplinks 

• Cisco Catalyst 2950-24 Switch-

24 10/100 ports 

• Cisco Catalyst 2950-12 Switch-

12 10/100 porrs 

These switches pro_vide customers with a 

choice of connectiviry options. While Cisco 

Catalyst 2950-12 and 2950-24 switches 

provide 12 and 24 10/100 ports for edge 

connectiviry, respectively, Cisco Catalyst 

2950SX-24 switches provide 24 10/100 

ports and 2 integrated 1000BASE-SX ports 

for gigabit uplink connectivity over fiber. 

With these integrated ports, customers get 

an extremely cost-effective solution for 

delivering gigabit speeds using fiber. Dual 

ports also provide redundancy and 

increased availability-and a cost-effective 

means for cascading switches and managing 

them as a cluster. This switch is ideal for 

education and government segments, where 

fiber uplinks are a requirement. 

Cisco Catalyst 2950 Series intelligent 

Ethernet switches with Cisco EI Software 

are also part of the Cisco Catalyst 2590 

Series. These fixed-configuration, stackable 

models bring intelligent services, such as 

advanced QoS, enhanced security, and high 

availability, to the network edge-while 

maintaining rhe simplicity of tradicional 
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2950 Series Intelligent Ethernet Switch is combined with a Cisco Catalyst 3550 Series Switch, the solution enables IP 

routing from the edge to the core of the network. Refer to the Cisco Catalyst 2950 Series Switches with Cisco 

Enhanced Image Software data sheet for more information. 

Network Availability with Wire-Speed Performance in Connecting End Stations to 

the LAN 

With a switching fabrico f 8.8 Gbps and a maximum forwarding bandwidth o f 4.4 Gbps, Cisco Catalyst 2950 Series 

switches deliver wire-speed performance on ali ports in connecting end stations and users to the company LAN. With 

basic services, these switches support performance-boosting features such as Fase EtherChannel®- offering up 

high-performance bandwidth between Cisco Catalyst switches, routers, and servers. 

Network Security 

Cisco Catalyst 2950 Series switches offer enhanced data security through numerous security features. These features 

allow customers to provide network security based on users o r Media Access Contrai (MA C) addresses. The security 

enhancements are available free of charge by downloading the latest software release for Cisco Catalyst 2950 Series 

switches. 

The Privare VLAN Edge feature isolares pores on a switch, helping to ensure that traffic craveis directly from the entry 

point to the aggregation device through a virtual path and that ir cannot be directed to another port. In addition, for 

authentication of users with a Terminal Access Controller Access Control System (TACACS+) ora Remote 

Authentication Dial-In User Service (RADIUS) server, 802.lx provides port-level security. Simple Network 

Management Protocol Version 3 (SNMPv3) (non-crypto) monitors and controls network devices and manages 

configurations, performance, collection of statistics, and security. 

With the Cisco Catalyst 2950SX-24, 2950-24, and 2950-12 swirches, network managers can implement high leveis 

of port and console security. MAC-address-based port-level security prevents unauthorized stations from accessing 

the switch. Multilevel access security on the switch console and the Web-based management interface prevent 

unauthorized users from accessing or altering switch configuration, and can be implemented using an internai user 

data base on each switch, o r a centrally administra teci TACACS+ o r RADIUS server. 802.1x, in conjunction with a 

RADIUS server, allows for dynamic port-based user authentication. In addition, 802.lx can coexist with port security 

on a per-port basis. Deploying security can be clone through Cisco CMS Sofrware security wizards, which ease the 

deployment of security fearures that restrict user access to a server or portion of the network, or restrict the 

applicarions used in certain areas of the network. 

Network Control 

The Cisco Catalyst 2950SX-24, 2950-24, and 2950-12 switches deliver LAN-edge QoS, supporting two modes of 

reclassification. One mode-based on the IEEE 802.lp standard-honors the class-of-service (CoS) value ar the 

ingress point and assigns the packet to the appropriate queue. In rhe second mode, packets can be reclassified based 

on a default CoS value assigned to the ingress port by rhe network administrator. In the case of frames thar arrive 

without a CoS value (such as untagged frames), these switches support classification based on a default CoS value 

per port assigned by the network administrator. Once the frames have been classified or reclassified using one of the 

above modes, they are assigned to the appropriate queue ar the egress port. These switches suppon four egress 

o 
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applications on the LAN. Strict Priority Scheduling configuration helps ensure that time-sensitive applications 

{such as voice) always follow an expedited path through the switch fabric. Weighted Round Robin (WRR) 

scheduling, another significam enhancement, ensures that lower-priority traffic receives attention without comprising 

the priority settings administered by a network manager. These features allow network administrators to prioritize 

mission-critical, time-sensitive traffic, such as voice (IP telephony traffic), enterprise resource planning (ERP) 

(Oracle, SAP, and so on), and CAD/CAM over less time-sensitive applications such as File Transfer Protocol (FTP) 

or e-mail (SMTP). 

Network Availability 

To provide efficient use of resources for bandwidth-hungry applications like multicasts, Cisco Catalyst 2950 Series 

switches suppon Internet Group Management Protocol (IGMP) snooping in hardware. Through the support and 

configuration of IGMP snooping via Cisco CMS Software, these switches deliver outstanding performance and ease 

of use in administering and managing multicast applications on the LAN. 

The IGMP snooping feature allows the switch to "listen in on" the IGMP conversation between hosts and routers. 

When a switch hears an "IGMP join" request from a host for a given multicast group, the switch adds the host's port 

number to the group destination address (GDA) list for that group. When the switch hears an "IGMP leave" request, 

it removes the host's port from the content-addressable memory (CAM) table entry. 

Mulricast VLAN Registration (MVR) is designed for applications that use wide-scale deployment of multicast traffic 

across an Ethernet-ring-based service provider network (for example, the broadcast of multiple television channels 

over a service-provider network). MVR allows a subscriber on a port to subscribe and unsubscribe to a multicast 

stream on the network-wide multicast virtual LAN (VLAN). 

Per VLAN Spanning-Tree Plus (PVST +) allows users to implement redundam uplinks while distributing traffic loads 

across multiple links. This is not possible with standard Spanning-Tree Protocol implementations. Cisco UplinkFast 

technology helps ensure immediate transfer to the secondary uplink, an improvement over the tradicional 30-to-60 

second convergence time. An additional feature that enhances performance is Voice VLAN, which allows network 

administrators to assign voice traffic to a VLAN dedicated to IP telephony- simplifying phone installations and 

providing easier network traffic administration and troubleshooting. 

Network Managemen' 

Cisco CMS Software is Web-based and embedded in Cisco Catalyst 3550, 2950, 3500 XL, 2900 XL, and 2900 LRE 

XL series switches. Through Cisco switch clustering technology, users can access Cisco CMS Software with any 

standard.Web browser to manage up to 16 of these switches ar once, regardless of rheir geographic proximity-with 

the option of using a single IP address for the entire cluster if desired . With rhe addition of the Cisco Catalyst 3550 

Series switches, Cisco CMS Software can now extend beyond routed boundaries for even more flexibility in 

managing a Cisco cluster. 

Cisco CMS Software supports standards-based connectivity options such as Ethernet, Fast Ethernet, Fast 

EtherChannel, Gigabit Ethernet, and .Gigabit EtherChannel connectivity. Beca use Cisco switch clustering technology 

is not limited to a single stack of switches, Cisco CMS Software expands the tradicional cluster domain beyond a 

single wiring closet and saves time and effort for network administrators. 
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Cisco Catalyst 2950 Series switches can be configured either as command or member switches in a Cisco switch 

cluster. Cisco CMS Software also allows the network administra ror to designare a standby or redundam command 

switch, which takes the commander duties should rhe primary command switch fail. Orher features include the 

abiliry to configure multi pie ports and switches simultaneously, to perform software updares across the enrire cluster 

at once, and to clone configurations to orher clustered switches for rapid network deployment. Bandwidth graphs 

and link reports provide useful diagnostic informarion, and the topology map gives network administrarors a quick 

view of the network status. 

In addition to Cisco CMS Software, Cisco Catalyst 2950 Series switches provide extensive management tools using 

SNMP network management platforms such as CiscoWorks for switched internetworks. 

Cisco Catalyst 2950 Series switches deliver a comprehensive ser of managemenr tools ro provide the required 

visibility and control in the network. Managed with CiscoWorks, Cisco Catalyst switches can be configured and 

managed to deliver end-to-end device, VLAN, traffic, and policy management. Coupled with CiscoWorks, Cisco 

Resource Manager Essentials, a Web-based management tool, offers automated inventory collection, software 

deploymenr, easy tracking of network changes, views in to device availability, and quick isolation of error conditions. 

Figures 1-3 show Cisco Catalyst 2950 Series switches. 

Figure 1 

Cisco Catalyst 2950-1 2 Switch 

Figure 2 

Cisco Catalyst 2950-24 Switch 

Figure 3 

Cisco Catalyst 2950SX-24 Switch 
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Product Features and Benefits 

Table 1 lists the features and benefits of Cisco Catalyst 2950 Series switches. 

Table 1 Features and Benefits 

Feature Benefit 

Availability 

Superior redundancy 
for fault backup 

lntegrated Cisco lOS 
Software features for 
bandwidth 
optimization 

• IEEE 802.10 Spanning-Tree Protocol support for redundant backbone connections and 
loop-free networks simplifies network configuration and improves fault tolerance. 

Support for Cisco Spanning-Tree Protocol enhancements such as UplinkFast, 
BackboneFast, and PortFast technologies ensure quick failover recovery, enhancing 
overall network stability and availability. 

• Support for the optional300-watt o r 675-watt redundant Cisco AC power system providas 
a backup power source for up to 4 or 6 units, respectively, for improved fault tolerance 
and network uptime. 

• Unidirectional link detection (UDLD) and aggressive UDLD features detect and disable 
unidirectional links on fiber-optic interfaces caused by incorrect fiber-optic wiring o r port 
faults. 

• Bandwidth aggregation through Cisco EtherChannel technology enhances fault tolerance 
and offers higher-speed aggregated bandwidth between switches, to routers and 
individual servers. Port Aggregation Protocol (PAgP) is available to simplify configuration . 

Per-port broadcast, multicast, and unicast storm control prevents faulty end stations from 
degrading overall systems performance. 

PVST + allows for Layer 2 load sharing on redundant links to efficiently use the extra 
capacity inherent in a redundant design. 

• VLAN Trunking Protocol (VTP) pruning limits bandwidth consumption on VTP trunks by 
flooding broadcast traffic only on trunk links required to reach the destination devices. 
Dynamic Trunking Protocol (DTP) enables dynamic trunk configuration across ali ports in 
the switch. 

• IGMP snooping providas for fast client joins and leaves of multicast streams and limits 
bandwidth-intensive vídeo traffic to only the requestors. MVR, IGMP filtering, and 
fast-join and immediate leave are avai lable as enhancements. 

o 
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Feature Benefit 

Security 

Network-wide • A private VLAN edge providas security and isolation between ports on a switch, ensuring that 
security features vo ice traffic travels directly from its entry point to the aggregation device through a virtual 

path and cannot be directed to a different port. 

Support for the 802.1x standard allows users to be authenticated regardless of which LAN port 
they are accessing. lt providas unique benefits to customers who have a large base of mobile 
(wireless) users accessing the network, including: 

. 802.1x with Voice VLAN to give a Cisco IP Phone access to the voice VLAN regardless of the 
authorized o r unauthorized state of the port. 

802.1x with port security for authenticating the port and managing network access for ali 
MAC addresses, including that of the client. c Port Security secures the access to a port based on the MAC address of a user's device. The 

aging feature removes the MAC address from the switch after a specific timeframe to allow o 
another device to connect to the same port. 

• MAC Address Notification allows administrators to be notified of new users added or removed 
from the network. "' 

• Multilevel security on console access prevents unauthorized users from altering the switch 
configuration. . Trusted Boundary providas the ability to trust the OoS priority settings if<en IP phone is present 
and disable the trust setting in the event that the IP phone is removed, thereby preventing a 
rogue use r from overriding prioritization policies in the network. 

O oS 

Layer 2 OoS • Support for reclassifying frames based either on 802.1p CoS value or default CoS value per 
port assigned by network manager. 

• 4 queues per egress port supported in hardware. 

• The WRR scheduling algorithm ensures that low-priority queues are not starved . 

• Strict priority queue configuration via Strict Priority Scheduling ensures that time-sensitiva 
applications such as voice always follow an expedited path through the switch fabric. 

o o 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992- 2003 Cisco Systems,lnc. Ali rights re served. lmportant Notices and Priva cy Statement. 

Page 6 of 13 

l 



c 

o 

Feature Benefit 

Management 

Superior 
manageability 

Cisco CMS 
Software 

• SNMP and Telnet interface support deliver comprehensive in-band management, anda 
command-line interface (CLI)-based management console provides detailed out-of-band 
management. 

• An embedded Remote Monitoring (RMON) software agent supports 4 RMON groups (history, 
statistics, alarms, and events) for enhanced traffic management, monitoring, and analysis. 

• A Switched Port Analyzer (SPAN) port can mirro r traffic from 1 or many ports to another port for 
monitoring ali 9 RMON groups with an RMON probe or network analyzer. 

Trivial File Transfer Protocol (TFTP) reduces the cost of administering software upgrades by 
downloading from a centralized location . 

Network Timing Protocol (NTP) provides an accurate and consistent timestamp to ali switches 
within the intranet. 

Layer 2 traceroute eases troubleshooting by identifying the physical path that a packet takes from 
the source device to a destination device. 

• Multifunction LEDs per port for port status, half-duplex/full-duplex, 10BASE-T/100BASE-TX/ 
1000BASE-T indication, as well as switch-level status LEDs for system, redundant power supply, 
and bandwidth utilization, provide a comprehensive and convenient visual management system. 

Crash lnformation support enables the switch to generate a crash file for improved 
troubleshooting. 

Show Interface Capabilities providas information on the configuration capabilities of any 
interface. 

The RTTMON Management lnformation Base (MIB) allows users to monitor network 
performance between a Cisco Catalyst switch and a remote device. 

Cisco CMS Software allows the user to manage up to 16 interconnected Cisco Catalyst 3550, 
2950, 3500 XL, 2900 XL, and 2900 LRE XL series switches, without the limitation of being 
physically located in the same wiring closet, and with the option of using a single IP address for 
the entire cluster if desired. Fui I backward compatibility ensures that any combination of the 
above switches can be managed with a Cisco Catalyst 2950 Series switch . 

Cisco AVVID (Architecture for Voice, Vídeo and lntegrated Data) wizards use justa few use r inputs 
to automatically configure the switch to optimally handle different types of traffic (voice, vídeo, 
multicast, or high-priority data). 

1-click software upgrades can be performed across the entire cluster simultaneously, and 
configuration cloning enables rapid deployment of networks. 

Cisco CMS Software Guide Mode assists users in the configuration of powerful advanced 
features by providing step-by-step instructions. 

Cisco CMS Software providas enhanced online help for context-sensitive assistance. 

• An easy-to-use graphical interface provides both a topology map and front-panel view of the 
cluster. 

Multidevice and multiport configuration capabilities allow network administrators to save time 
by configuring features across multiple switches and ports simultaneously. 

Ability to launch the Web-based management for a Cisco Aironet® Wireless Access Point by 
simply clicking on its icon in the topology map. 

A user-personalized interface allows users to modify polling intervals, table views, and other 
settings within Cisco CMS Software and to retain these settings the next time they use the 
software. 

Alarm notification providas automated e-mail notification of network errors and alarm 
thresholds. 

-------
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Feature Benefit 

Support for 
CiscoWorks 

Ease of use 
and ease of 
deployment 

Manageable through CiscoWorks network management software on a per-port and per-switch 
basis providing a common management interface for Cisco routers, switches, and hubs. 

SNMP v1, v2, and v3 (non-crypto) and Telnet interface support delivers comprehensive in-band 
management, and a CLI-based management console providas detailed out-of-band 
management. 

Cisco Discovery Protocol versions 1 and 2 enable a CiscoWorks network management station to 
automatically discover the switch in a network topology. 

Supported by the CiscoWorks LAN Management Solution . 

Autoconfiguration eases deployment of switches in the network by automatically configuring 
multi pie switches across a network via a bootp server. 

Autosensing on each port detects the speed of the attached device and automatically configures 
the port for 10- o r 100- operation, easing the deployment of the switch in mixed 10BASET and 
100BASET environments. 

• Autonegotiating on ali ports automatically selects half- o r full -duplex transmission mode to 
optimize bandwidth . 

Link Aggregation Control Protocol (LACP) allows the creation of Ethernet channeling with 
devices that conform to IEEE 802.3ad. This is similar to Cisco EtherChannel and PAgP. 

Cisco Discovery Protocol versions 1 and 2 enable a CiscoWorks network management station to . 
automatically discover the switch in a network topology. 

Cisco VTP supports dynamic VLANs and dynamic trunk configuration across ali switches. 

Support for dynamic VLAN assignment through the implementation of the VLAN Membership 
Policy Server (VMPS) client function providas flexibility in assigning ports to VLANs. 

• Voice VLAN simplifies telephony installations by keeping voice traffic on a separata VLAN for 
easier network administration and troubleshooting. 

The default configuration stored in Flash memory helps ensure that the switch can be quickly 
connected to the network and can pass traffic with minimal user intervention. 

Product Specifications 

Feature Description 

Performance • 8.8-Gbps switching fabric 

Cisco Catalyst 2950-12: 2.4 Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950-24: 4.8 Gbps maximum forwarding bandwidth 

Cisco Catalyst 2950SX-24: 8.8 Gbps maximum forwarding bandwidth 
(Forwarding rates based on 64-byte packets) 

Cisco Catalyst 2950-12: 1.8-Mpps wire-speed forwarding rate 

Cisco Catalyst 2950-24: 3.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950SX-24: 6.6-Mpps wire-speed forwarding rate 

8-MB packet buffer memory architecture shared by ali ports 

16MB DRAM and 8MB Flash memory 

Configurable up to 8000 MAC addresses 
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Feature Description 

Management • BRIDGE-MIB 

• CISC0-2900-MIB 

• CISCO-BULK-FILE-MIB 

• CISCO-CDP-MIB 

• CISCO-CLASS-BASED-005-MIB 

• CISCO-CLUSTER-MIB 

• CISCO-CONFIG-COPY-MIB 

• CISCO-CONFIG-MAN-MIB 

• CISCO-ENVMON-MIB 

• CISCO-FLASH-MIB 

c • CISCO-FTP-CLIENT-MIB 

• CISCO-IMAGE-MIB o 
• CISCO-IPMROUTE-MIB 

• CISCO-MAC-NOTIFICATION-MIB 

• CISCO-MEMORY-POOL-MIB 

• CISCO-PAGP-MIB 

• CISCO-PING-MIB 

• CISCO-PROCESS-MIB 

• CISCO-PRODUCTS-MIB 

• CISCO-RTTMON-MIB 

• CISCO-SMI 

• CISCO-STACKMAKER-MIB 

• CISCO-STP-EXTENSIONS-MIB 

• CISCO-SYSLOG-MIB 

• CISCO-TC 

• CISCO-TCP-MIB 

• CISCO-VLAN-MEMBERSHIP-MIB 

• CISCO-VTP-MIB 

• ENTITY-MIB 

• IANAifType-MIB 

• IF-MIB (RFC 1573) 

o • OLD-CISCO-CHASSIS-MIB 

• OLD-CISCO-CPU-MIB o 
• OLD-CISCO-INTERFACES-MIB 

• OLD-CISCO-IP-MIB 

• OLD-CISCO-MEMORY-MIB 

• OLD-CISCO-SYSTEM-MIB 

• OLD-CISCO-TCP-MIB 

• OLD-CISCO-TS-MIB 

• RFC1213-MIB (MIB-11) 

• RFC1398-MIB (ETHERNET-MIB) 

• RMON-MIB (RFC 1757) 

• RS-232-MIB 

• SNMPv2-MIB 

• SNMPv2-SMI 

• SNMPv2-TC 

• TCP-MIB 

• UDP-MIB 
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Feature Description 
I 

Standards • IEEE 802.1x support 

• IEEE 802.3x full duplex on 108ASE-T and 1008ASE-TX ports 

• IEEE 802.10 Spanning-Tree Protocol 

• IEEE 802.1 p CoS prioritization 

IEEE 802.10 VLAN 

• IEEE 802.3 108ASE-T specification 

• IEEE 802.3u 1008ASE-TX specification 

• IEEE 802.3ad 

• IEEE 802.3z 10008ASE-X specification 

V2K • Y2K compliant 

Connectors and . 108ASE-T ports: RJ-45 connectors, two-pair Category 3, 4, or 5 unshielded twisted-pair 
cabling (UTP) cabling 

o 
1008ASE-TX ports: RJ-45 connectors, two-pair Category 5 UTP cabling . 10008ASE-SX ports: MT-RJ connectors, up to 550 meters of cable distance for 50/125 
m icron, or up to 275 meters of cable distance for 62.5/125 micron multimode fiber-optic 
cabling 

• Management console port: 8-pin RJ-45 connector, RJ-45-to-089 adapte r cable for PC 
connections; for terminal connections, use RJ-45-to-0825 female 
data-terminal-equipment (OTE) adapter (can be ordered separately from Cisco, part 
number ACS-OS8UASYN=) 

MT-RJ patch cables Type of cable, Cisco part number 
for Cisco Catalyst • 1-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-1M 
2950SX-24 Switch 

• 3-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-3M 

• 5-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-5M 

• 1-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-1M 

• 3-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-3M 

• 5-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-5M 

o 
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Feature Description 

Power connectors 

lndicators 

Dimensions 
(H X W X 0) 
and weight 

Environmental 
ranges 

Customers can provi de power to a switch by using either the internai power supply o r the 
Cisco Redundant Power System (RPS) 300. The connectors are located at the back of the 
switch . 

Internai power supply connector 

• The internai power supply is an autoranging unit. 

• The internai power supply supports input voltages between 100 and 240 VAC. 

• The supplied AC power cord connects the AC power connector to an AC power outlet. 

Cisco RPS 675 Connector 

• The connector offers connection for an optional Cisco RPS 675 that uses AC input and 
supplies DC output to the switch. 

• The connector offers a 675-watt redundant power system that can support six externai 
network devices and provides power to one failed device ata time. 

• The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, preventing loss of network traffic. 

• Attach only the Cisco RPS 675 (model PWR675-AC-RPS-NI~) to the redundant power 
supply receptacle with this connector. 

Cisco RPS 300 Connector 

• The connector offers connection for an optional Cisco RPS 300 that uses AC input and 
supplies DC output to the switch . 

• The connector offers a 300-watt redundant power system that can support six externai 
network devices and provides power to one failed device ata time. 

The connector automatically senses when the internai power supply of a connected 
device fails and provides power to the failed device, preventing loss of network traffic . 

• Only the Cisco RPS 300 (model PWR300-AC-RPS-N1) should be attached to the redundant 
power supply receptacle. 

• Per-port status LEDs: link integrity, disabled, activity, speed, and full -duplex indications 

• System status LEDs: system, RPS, and bandwidth utilization indications 

• 1.72 X 17.5 X 9.52 in. (4.36 X 44.45 X 24.18 em) 

• One rack-unit (RU) high (1 .72 in./4.36 em) 

6.5 lb (3.0 kg) 

• Operating temperatura: 32 to 113°F (0 to 45°C) 

Storage temperatura: -13 to 158•F (-25 to 7o•c) 

• Operating relative humidity: 10 to 85 percent (noncondensing) 

• Operating altitude: Up to 10,000 ft (3000 m) 

Storage altitude: Up to 15,000 ft (4500 m) 

o 

o 
Power requirements • Power consumption : 30W (maximum), 102 BTUs per hour 

Acoustic noise 

• AC input voltage/frequency: 100 to 127 or 200 to 240 VAC (autoranging), 50 to 60Hz 

DC input voltages for Cisco RPS 300: + 12V@ 4.5A 

ISO 7770, bystander position-operating to an ambient temperatura of 3o•c 

- WS-C2950-24, WS-C2950-12, WS-C2950C-24, WS-C2950T-24: 46 dBa 

- WS-C2950G-12, WS-C2950G-24: 46 dBa 

- WS-C2950G-48: 48 dBa 

Predicted mean time • 268,292 hours (Cisco Catalyst 2950-24) 
between failure 
(MTBF) 

318,440 hours (Cisco Catalyst 2950-12) 

• 403,214 hours (Cisco Catalyst 2950SX-24) 
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Feature Description 

Regulatory Agency Approvals 

Safety certifications • UL 60950/CSA 22.2 No. 950 

• IEC 60950/EN 60950 

• AS/NZS 3260, TS001 . CE Marking 

Electromagnetic . FCC Part 15 Class A 
emissions . EN 55022: 1998 (CISPR 22) Class A 
certifications . EN 55022: 1998 (CISPR 22) 

VCCI Class A 

• AS/NZS 3548 Class A 

• CE Marking 

CNS 13438 Class A . CLEICode . MIC 

Warranty . Lifetime limited warranty 

Service and Support 

The services and support programs described in Table 2 are available as part of the Cisco Desktop Switching Service 

and Support solution, andare available directly from Cisco and through resellers. 

Table 2 Service and Support Programs 

Service and 
Support Features Benefits 

Advanced Services 

Totallmplementation Project management . Supplements existing staff 
Solutions (TIS)- . Site survey and configuration deployment . Ensures that functions meet 
available direct from lnstallation, text, and cutover customer needs 
Cisco . M itigates risk • Training 
Packaged TIS- . Major moves, adds, and changes available through 
resellers . Design review and product staging 

Technical Support Services 

Cisco SMARTne~ and • 24x7 access to software updates . Enables proactive o r expedited issue 
Cisco SMARTnet • Web access to technical repositories resolution 
Onsite services- Telephone support through the Cisco Technical . Lowers cost of ownership by using 
available direct from Assistance Center (TAC) Cisco expertise and knowledge 
Cisco 

Advance replacement of hardware parts • Minimizes network downtime 
Packaged Cisco 
SMARTnet service-
available through 
resellers 

Cisco Systems, Inc. 
Ali contents are Copyright © 1992- 2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 12 of 13 

l 

o 

o 



Ordering lnformation For More lnformation 

Model Numbers Configuration 
• United States and Canada: 800 553-NETS (6387) 

WS-C2950-12 

WS-C2950-24 

WS-C2950SX-24 

c 

o 
' Corporate Headquarters 

Cisco Sysrems, Inc. 
170 Wesr Tasman Drive 
Sanjose, CA 95134-1706 
USA 
www.cisco.com 
Te!: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

• 12 10/100 ports 

1 RU standalone, fixed-configuration, 
managed 10/100 switch 

Cisco SI Software 

24 10/100 ports 

1 RU standalone, fixed-configuration, 
managed 10/100 switch 

Cisco SI Software 

24 10/100 ports with 2 fixed 1000BASE-SX 
uplinks 

1 RU standalone, fixed-configuration, 
managed 10/100 switch 

Cisco SI Software 

• Europe: 32 2 778 4242 

• Australia: 612 9935 4107 

• Other: 408 526-7209 

http://www.cisco.com 

Crsco SVSTEMS -® 
European Headquarters 
Cisco Systems lnternational BV 
Haarlerbergpark 
Haa rlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquaners 
Cisco Systems, Inc. 
170 Wesr Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-01 
Singapore 068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systcms has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the 

Cisco Web site at www . cisco.com/go/offices 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
Czech Republic • Denmark • Dubai, UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • lndia • lndonesia • lreland 

o 

o 

Israel • lraly • Ja pan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • P ilimJ:i'lfs-·• Poland ·- ·-· 
Portugal • Puerro RICo • Roman1a • Russ1a • Saud1 Arab1a • Scotland • S1ngapore • Slovakia • Slovenia • South Africa • 1"S~~WOJ~05 _ GN-·~ 
Swl!zerland • Ta1wan • Thadand • Turkey • Ukra1ne • Un1ted K1ngdom • Unned States • Venezuel a • V1et a mCf>J~I'flllbe;lo'RREJ O.._ I 
Ali"'"""''"' Cop'""h' O ,.Y2-2UOJ CIS<O Sysrem>, Inc. Ali ""h" '"'""I A""'"'· Cm lysr , C~><n, C.sco lOS, CIS<O Symms, lhe C1sco Symms lu.o, E1he~Chonnel, •nd SMARTn<! m r ""'"'d lrod<morks of CIScu )1) 
SyUf'na, In~; ;~.ndlur us alllhatt'S 111 rhc U S. a nd c:cnam urht'r c:ounrncs A 
Ali mhC'r tr:adt"mark~ mc:•u iuned in this Ju..:umc:nt or Web site are' thC' prupC'rly uf their rC"spc:ctivc: nwncrs. The use uf thC' wunJ p01rtnc:r dues 1101 imply a parlnC' ship lationship hctwcen 
(0.10-IH.) 
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Software Advisor Page 1 of 11 

Ctsco SvsnMs Glose Window 

- Feedback 1 Help 

Software Advisor 

HOME SOFTWARE SUPPORT FOR FEA TURES SOFTWARE SUPPORTFORHARDWARE 

Search By_Features 1 Search By Release 1 ComQare Releases 

Major Release 

Product Family 

Releases 

Feature Set 

I ~?_4_5 __ [EJ 
@.2(1_5]!__ Jil . 
~~~ _PLU~_ IPSEC ~~E~ __ 

C ne features are dependent on product model, interface modules (i. e. Une 
ards & Port Adapters), and/or require a software feature license. 

Your selections are supported by the following 

lmage Name 

c3745-ik9s-mz.12.2-15.T 

AAA Broadcast Accoun!log 
AAA DNIS MaR for Authorization 
AAA Resource Accounting 
AAA Server GroYQ 
AAA Server Group Deadtimer 
AAA Server GrouR Enhancements 
8AA Server GrOL!PS Based on DNIS 
~-P~-VPDN Npn-Bioc.!slog 
Ability to Disable Xauth for Static IPsec Peers 
6,cco_unting_of VPDN Disconnect Cause 

ORAM 

128 

ACL Authentication of lncomiog RSH and RCP 
ACL Default Direction 

Se uence Numbering 

Flash 

32 

tive Frame Relay Traffic ShaRing for Interface Congestion 
Ctitional Vendor-Proprietary RADIUS Attributes 

Address Resolution Protocol (ARP) 
~DSL~.§ymrn~tric Q[gital SuR_~ç_r:[Q.~.rJJne __ ~\J.RRQ!:! 
Advanced Encryption Standard ffiES} 
M.'@Jlç_~_c;l_Y'Qiç!l __ !2_y.§yQ_Yli~Y'.!2.Q.) 
Air.!io.~.Em<JJ!çL~~-L(8J,,E_S_) 
8ldl!:!~ Prqdug SeJ Enhancemf:!01!i.(MATJJ:.1 
A!w.ªy§..Qo..P..Ynam1ç.J12Q~_ (~O/QJ) 
Ané!l_Q9_ç_~Qtra!i~J~d Automatic M!l.1>J?ª9e Accounting E911 Tru_o~ 
Answer Supervision Reporting 
6.§ynchronous Line Monitoring 
Asyr)chronous Rotary Line Queuing 
A TM_Çm!_J,pss Prio...rtly_(Ç_lJ:'J Settir:m 

Product Number 

S374CK9-12215T= 
S374CK9-12215T 

ATM LANÇ Fast_Simple Server Redundancy ProtoÇQ!J.LANE Fast SSRP) 
ATM Multilink PPP Supoort on Ml!)!jp..le VC.J?. 
ATM Subinterface MIB/Traps 
ATM SVC Troubleshooting_Çrlhanc!:1ment~ 
ATM-DXI 
AYJQif.l§.laJl_l)_$l09JlHCPJQü8N__I.o.t~rfaceJ? 
Automatic modem configuration 
AY1Q.Q.QS_:_'{_Q]f 
.!?.a.o.<Jw.i9Jtl .. Al!oçªtjp_r} _ _ç_Qo!mLEroJQç9L@.AC.E'l f 

Options 

Search For MIBs 
Compare lmages 

o 

o 

HID~~"R-1'9flfTô-i--ll..__ .. , .. 
ÇPMI -CORRE!_ S l 
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Software Advisor 

BG~ 
BGP4 
BGP 4 Multipath Support 
BGP 4 Prefix Filter and ln-bound Route Ma_p-ª 
BGP 4 Soft Config 
BGP Conditional Route lnjection 
BGP Hide Locai-Autonomous System 
BGP Hybrid CLI Support 
BGP Link Bandwidth 
BGP Multipath Load Sharing for 8oth eBGP and iBGP in an MPLS-VPN 
BGP Named Community Lists 
BGP Nonstop Forwarding (NSF) Awareness Support 
BGP Policy Accounting 
BGP Prefix-Based Outbound Route Filtering 
l3J?P RQ!J.le.:.M-ªIJ Polic_y_l,i§_LS_\JpQort 
BGP Soft Reset 
SJgJr~ç!Lq_nª-l__ElM 
.61P- BSC to IP Conver~ion for_A\!tom~teq_ Te[[ill:_Mªç_tljne~ 
Bisync_@SC) 
Bridging between IEEE 802.10 vLANs 
BroadcasUMulticast Suppression 
BSTUN (Biock Serial Tunneling) 
Busyout Monitor 

[

1 Admission Control for H.323 VoiP Gateways 
lelease Source Reporting in Gateway-Generated Accounting Records 

1er ID 
CEF on Multipoint GRE Tunnels 
CEF Support for IP Routing between IEEE 802.1 Q vLANs 
CI;:F/dCEF- Cisco ExQress Forwardjng 
Ç_EFv6/d_CEFv6 - Ciscp Ex_Qre~§__E_OJYL~.r9ing 
C?rtifjç-ª~-Ay_tQ=_Ç_rlrollment 
Certificate Enrollment Enhancements 
Certificate Security Attribute-Baseq Access Control 
Certification Authority lnteroperability (CAl 
CGMA - Cisco Gateway Management Agent 
CGMP - Cisco Group Management Protocol 
Challege Handshake Authentication Protocol (CHAP) 
Channelized E1 Signaling 
Circuit Interface ldentification Persistence for SNMP 

. Cisco Discoverv Protocol (CDPl 
Cisco Discovery Protocol (CDP)- 1Pv6 Address Family Support for Neighbor 1 .. . 
Cisco lOS Telephony Service (ITS) Version 2.0 
Cisco lOS Telephony Service (ITS) Version 2.01 
Cisco lOS Telephony Service (ITS) Version 2.02 
Cisco lOS Telephony Service (ITS) Version 2.1 
Class Based Ethernet CoS Matchin_g & Marki[1...9_{802.1 p & ISL CQlli 

-ªª~e_d WEll9_hted_Fair QueJ,J_i@_LGaWFQ) 
-Based Frame-Rela DE-Bit Matchin and Marking 

C a§-ª:-Bé;ll)ed Packet Marking 
Class-Based Packet Shaping 
Class-Based RTP & TCP Header Compression 
Classless lnterDomain Routing (CIDR) IP Default Gateway 
Clear Channel T3/E3 with lntegrated CSU/DSU 
ç_u Str:ing Search 
ClickStal! 
CNS Agents SSL Security 
CNS Configuration_Ment 
Ç_f'-J_S __ E; ve.nLA9.!~Jlt 
ÇgmmJ!JJ!e.ctJE' . .Aç_ç~§.§_Li§1 _E;.n\rle_§ 
ÇQmmitte_o_6_çce$l>_Rate_(ÇARJ 
Compression Control Protocol 
Çonfe_r:ençjng and Transcoding for Voice Gateway Routers 
Configurable per ATM-VC Hold Queue size 
Configurable Timers in H.225 
Çon_r:tect.:]nfo RADIUS Attriqill_e 77 
ÇQo_~nU:_ngjne N~twork ModJJ-'ª-for Caching and Content DeJive_ry 
Control Plane__Q_SCP Su_p_port_fQ_r R.SV'= 
COPS for RSVP 
Crash[lfo __S.1!PPQit 
CT1/RBS (Robbed Bit Signaling) 

[ 
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Software Advisor 

CU~i.S.e.Le.cli.oJJ.f_Ç!_çW!J' . .S.!!P.P.re.~~-QptiQ!l 
Çu~tQJ!l_Q!J~!!.elngj CQ} 
Customer Profile ldle Timer EnhancE_lments for lnteresting Traffic 
Default Passive Interface 
DF Bit Override Functionality with IPSec Tunnels 
DHCP Client 
DHCP Client - Dynamic Subnet Allocation API 
DHCP Client on WAN Interfaces 
DHCP ODAP Server Support 

·.· ·~• , r.· .~ ·· . • 

PHÇE_Qo__Demand Address Pool (ODAP) MaiJ_Çl_g_er for non:_MPt,._s VPN pools 
DHCP Option 82 Support for Routed Bridge EncapsulatioJJ 
DHCP Proxy Client 
DHCP Relay- MPLS VPN Support 
DHCP Relay_8mmt SJJ.Qport for Unnumbered Interface& 
PHC_E'_s_.e_ç_yLE_ld.IP Ad_QrftSS As_~jgnrn~nj 
PHÇE_SeQL~L0JlJlQil.$_:..JIDQQ[t_Çlnd_~\JJQ.QQflfig!J.rP.!i_QQ 
Q_f:j_ÇP. __ S..eiY.eL:!;:;_Ç!.§Y .. !P. .. E'JJ-ª.~-E_l - 2 
QJP.Lt@;:_k!JP 
QlªLQfl_O~mªnd.A_\Jlb~nU_çf!Ji.Qtl_l'l_tlf!Jlcermml$ 
Qiª!EeeLÇ[l.b9JJCements 
Dial::.Qn::.Qemand 
Dialer CEF 
Dialer ldle Timer lnbound Traffic Configuration 
Dialer Persistent 

·9r profiles 
____&L W_atch 
Dia ler Watch Connect Delay 
Diffie-Hellman Group 5 
Diff.:?.e.IY._CompJj_Ç!_ffi WfiÇD 
Digital J1 Voie<e Supp..Q.!! 
Direct lnwÇlrd Dié!UDID) 
Disabling LANE Flush Process 
Distinguisheq Name Based Crypto MaR.§ 
Distributed Management Event MIB Persistence 
Distributed Management ExQression MIB persistence 
DL.B_EniJf!D-º.E.l.!DJ~DiS~ PG M_Bf.Q:;i2__Q_{LQQ.mplia_n_ç.e 
Ql_Sw (RFÇ 179~ 
DLSw CO featurE_l§ 
DLSwV2 
DLSw+ 
DLSw+ Asynchronous TCP Enhancements 
DLSw+ BackuQ Peer Extensions for EncaQsulation Ty_Qes 
QLSw...±....!iQf.9_E.lL Pe_E.lLCaç_t:lin_g 
Dl..S.w:t:_l;nb.ªn__çe_!tl-oé!Q._Balªm::ill9 
DLS.w..±...E.tb-ªIneJ_Redundª!l.GY 
Q_lS...w....± __ P.~E.l_C.QLQ!J[LÇJustE_ll§ 

Ü
w+ RSVF?....aancjy.tjg!h Reservé!.tLon 
~± . .S_~~JYRe_qf.S.erv[.ç_E?. 
w+ Support For Transporting LLC1 UI Traffic 

DNS based X.25 routing 
DNS Lookups over an 1Pv6 Transport 

, Double Authentication_ 
Down Stream r=_l]ysical Unit"(DSPW) over DLSw+ 
Pownstream PU concentration (DSPU) 
D I3.P__.Sft!YE.ll.A.Q_~n! 
DTMF Event§ ThrQJ.!Qh SIP Sjgnaling 
Qynarnic Multiole Encagsulation for Dial-in over ISDN 
Qyn_Ç!m.i_ç _ _MyJ.tipo.lnLY.P.~_J.QMYP.N) 
E.1 .R2 __ S_igo_Ç!IJng 
E;_ª_§Y .. LP.. . (E'_Ila_s_~J_) 
.Efi_~_YP.N_f3!l.mole_!::n1J.ª!l..C-ª_rn.~nt~ 
çª_§y_VP..N.S..e.rve.r 
EIGRP Nonstop Forwarding (NSF) Awareness 
En~d Vendor Specific Attributes 
.Enb.ªnç_E_l_q_Çª!J..ªnd.JYR _Çon1mLf.qJ..R.9JÇl_ry_Ç.JlJL$~LUP.:?. 
EJJhanc_E2._q_ç_odE?.Ç_§!J_p..Qort for SIP using Dynamiç Payloads 
.Ert~_oç_e__d _jgRE'JElGRP) 
_ l;nlli!nç.e9..LGBP___s.tlJ.I;>_Bou![D.g 
Enb9_1l.C_~_ll:!)..:J G.19Jl....E.cho Çanc_E_l!!ÇltiQ.Q 
Enhanced Local Management Interface (.ÇLMI) 
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Software Advisor 

Enl:!_anced___Eª~sword Secud!y 
.Eohanc_!;!d T est Ç_Qmm-ªnc:l 
Enhanced Tracking Support. 
Exporting and lmporting RSA K~y§ 
J;.mress RTP and TCP Header Compression 
Fast Fragmentation (Fast-Switched Fragmented IP Packets) 
Fast-Switched Compressed RTP 
Fast-Switched Policy Routing 
Fast-Switched SRTLB 
Fax Relay Packet Loss Concealment 
Feature Group D Suoport 
Flow-Based WRED 
Frame Relay 
Frame Relay- Multilink (MLFR-FRF.16) 
Frame Re_illy 64-bit Counters 
Frame RJ;l_@_y Acç_~§..§~~JlQOrt (fRAS) Border ~cce..§..§_tiQ.9JL(fl6_f\.U 
f@n~R~Jªy Açç;e~§-.S_uJ?.RQ.r1_(fJ3.t\.SJ__f!Q.unç!ª_!Y_ti.(lM9rk _ _NQ<;!_E;l_(6NNJ 
fiª!!I-ª_8_~!ª-Y. Aç_çess_SJJRRPJ11EBA12LQlªlª_ÇI_ç_ls_lJILQ.'@r:_Q!,.12W~ 
Emm~-B~Iay Acç_E;l~s Su_gQQ!i.(EB_6_Sl.Q1-.CL6_ª_ç_~lJR 
Frame Relay Access SupQort (FRAS) Host 
Frame Relay ELMI Address Reqistration 
Frame Relay Encapsulation 
Frame Relay End-to-End Keepalive 
Frame R ela Fraqmentation (FRF .12) 

e Relay Fraqmentation with Hardware Compression 
.. 1e Reiª-Y. FRF.9 Payload Compression 

Frame Relay IP RTP Priority 
Frame Relay Point-Multipoint Wireless 
Framil_.Bfllª-Y PV_C lnt!'lrfa__ç!'J Prig[[ty_ 0!cJ.~U-ªÍJJ.9 
frame R~lay__Que~jJJQ._ÇlJJQ Fraqm_~nta_![Q_n at the lnterfaç_!;! 
Frame R~ Router ForeSiqb! 
Frame Relay Switching 
Frame Relay Switchinq Diaqnostics and Troubleshootinq 
Frame Relay Switchinq Enhancements: Shapinq and Policinq 
Frame Relay Traffic Shapinq (FRTS) 
Frame Relay Tunnel Switching 
Frame Relay Voice Adaptive Traffic Shalli!lg 
FUNI Support for Routers 
FXO Answer and Disconnect Supervision 
Gatekeeper Ecosystem lnteroperability 
Gateway Enhancements to Enable v4-v2 lnterworking 
Generic Routing Encapsulation (GRE) 
Ç3eneric Routlo.q Encapsulati_oJJJ~RE) Tunn_!;!LI\.eepaljy_e_ 
Generic Traffic Sh;minqJGTS) 
GLBP: Gateway Load Balancinq Protocol 
H.323 Call Redirection Enhancements 

rn
_ªLI.on~_IY.Iultjfr_illj!)ency_(Q_TMF) R~.!ª-Y Usinq Na!Jied Telª-Qhone Events 

edundant Zone Support 
alability and lnteroperability Enhancements for Gateways 

H.323 SupJlort for Virtual Interfaces 
H.323V4 Gateway Zone Prefix Reqistration Enhancements 
H450.2 & H450.3 Surmort In lOS 
Half bridge/half router for CPP and PPP 
Hoot and Holler over IP 
HSRP - Hot StanQ_Qy Router Protocol 
HSRP- Hot Standby Router Protocol and IPSec 
HSRP over ISL 
HSRI~_§_lJQQOrt fgr:JCMP -'3.ª-direçTI? 
!::I.SR.f:l. __ §!J_pp_Qrt.fgr_M.f:l.J,S_YE.til? 
HTIP. __ U __ .YY_(l.Q._S§IY_~[ 
HTIPS- HTIP with SSL 3.0 
i6.GE_M.uJ.tiR-ª.t!:tL9.ª-0 __ $ha..dnq 
IEEE 802.1 Q ISL VLAN Mapping 
IEEE 802.1 Q Tunnelinq 
! EÇE_B_Q2_j_Q_\{_LAt'U>.l!PP-ºrt 
IEEE;_e.0.2_,_1__Q_YL..W_ Truo_l®g 
li;:EEJl_Q2.3x Flow Control 
K?_MP_fª.§.tl-_~avg 
J..Ç3MP IY.I.l6 SuQport Enhancemen!§_f_Qr_~NMP. 
IGMP Snogpj!}g 
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Software Advisor Page 5 ofll 

~-Mf'_.S!ªJ~_I,.j_mj_t 
IGMP Version 3 
IGMP Version 3 - Explicit Tracking_gf Host§., Groups_. and __ Channels 
IKE - Lo.i!Jate_~ggresªive Mog~ 
IKE Extended Authentication (Xauth) 
IKE Mode Configuration 
l!_q; _ _s~_ç!!d!Y. ProtocoJ 
IKE_.S.b-ªred Secret Using AAA Server 
lntegrated routing and bridglD_g (IRB) 
lnter-Qgmain Gªtewqy SecurttyJ;nhancem_e_Ilt 
l.!lteractiy_e Voice Response (IVR) Version 4,_0 
Interface Alias Long Name Support 
Interface lndex Disp_@y 
Interface lndex Persistence 
lnterfac~ Rang~_S_pecifi~tion 
1Dternal_ç.1l_l!.~_ç-ºQ_~ CQDsist~!!0' be!w~~o__SIP and_j-1.3ZJ_ 
lllt~IV.'QLis.lo_g __ $jgnªlLI'J.9_!;n!lªJJc~m-~DlªJº-r_tl_,_3_23_ÇI_r:u;J....SJE __ Y'gJE 
!!1VE;l[~ª --M!Jitio.Le_l<_ir19._ Q-'L~r_ALMJLMAJ 
!E_QSÇE_rnª.r:!s.ingJQLf.rªm~--R~J_Ç!_y __ E~Ç 
IP EQ_hanced IGRP Route Authentication 
IP Heª-®r Comnression Enhancement - PPPoATM and PPPoFR SuQQQ.[! 
IP Multicast Load Splitting across Equai-Cost Paths 
IP Multicast Mult_i_@yer Switching_(_MLS) 
IP Multilayer Switching (IP MLS) 
fiamed Access Control List 
"'- .-'recedence Accounting 
IP Precedence for GRE Tunnels 
IP Routing 
1EJ3JP E!loslty 
!P_S_IJ!DJJl_é!_~.Q_QlE;l.$_:? __ for 8lPx2 
lEJQ._[\T[Yl_Çp_S,_p_llr-VÇ_\NFQ.é!_O_Q __ Ç_a\'Y_FQ 
IP-to-ATM CoS 
I PSec _M)-ª-SJJQport fo_r__Ci:?.Ç_QJPSE2_ç __ y_p~__M-ª_!lª@m~o_t 
IPsec NAT TransQarency 
IPSec Network Security 
IPSec Through Network Addre?s Translation SUQRQrt 
IPSec TriQie DES Encrvption (3DE._S} 
IPSec VPN Accounting 
IPSec VPN High Availability Enhancements 
1Pv6 ADSL and Dial Deployment Support 
1Pv6 Extended Access Control List 
1Pv6 for Cisco lOS Software 
!EY.2J.SA T AE_D!nne.LS_!IJ!P_QI1 
!Ey§ __ QtJaJj_ty_g_LS.!tr:YJ_ç_E;l 
!S.PN 
lS..Qf:iAQ_yk;~_ of_Çb_ª_rgeJAQÇJ 

R{~c~~'gü~~J~~~~ride 
~--~Ç?eneric Tran.§.Q.ªreo_çyJ;lesçrlptouÇiiill fo.r_SetiJP Me:?.§..é!.9_E;l 
!.S_Q_t,U,APB:JA 
l_$_DN Le-ª§ed Line at 128kbps 

, ISD_N_ti~t!Y.Qr~_Sl.9-ª_fQ!'_E..1Sl.~et5_pRI 
ISDN_t:iFAS 
LS_DN Emgress lndicél_!Qf..§!!QQ.Q[t for:__SIP usin_g 183 Session Prog!1!J?.-ª 
LSQN.::~ F 1\..S_.w.i!.túL Ch_Ç~_IJ_Il~ _ _!?_ªçl<JJP 
ISL VLAN 
IVR: Enhanced Multilang!Jillle Support 
~IE.PJªI-Out 
1,2.IP. __ Ç?Ç1!tnctªº-.E;:ü!g_yªr 
l2J.f'_l,ªy-~_2_l!JJJ.n_E;l]jng_f'IQt.9cQJ 
L2TP_.S_ecurity 
bZ.TP_l!JDO~l Pre.§..Eill'-ª_ti_on .QUP l:QS 
LAN Network Manager over DLSw+ 

LANE dCEF ·• · 0 9 2 
_LÇI_yJ~LZ_fg_rwa_r.Qjng.:f.Jl..§L!iwitc_bj_ng fl 11 
Lln~ __ Erin!§'_ Dé!_~_ffiQD._í!,.PQ) ,. "" 'J ! 

o 

o 
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Local Vojçe By~J,Ji(L VB_Q) 
Lock and Key 
Low Latency Queueing (LLQ) 
Low Latency Queueing (LLQ) for Frame Relay 
Low Latency Queueing (LLQ) with Priority Percentage Sup...Qort 
Low Latency Queuing (LLQ) for IPSEC Encryption Engines 
LSDO: L2TP Large-Scale Diai-Out 
MAC Address Filtering 

. -· - -. ~. - -

Malicious Caller ldentification (MCID) lnvocation SupQort for Entemrise Ne ... 
Manual certificate enrollment (TFTP and cut-and-Qaste) 
MD5 File Validation 
Measurement-Based Call Admission Control for SIP 
Messa@ Banners for AAA Authentication 
MGCP - Media Gateway Control Protocol 
MGCP _LO lncludJng NCS 1.0 anct]_gcp 1.Q__E_r_ofile~ 
MG_çP _6_ÇJ_§_~.9 Fax__(J.38}_and _QIME._B~_@y 

M_G_çp_e_ª_~jç_ÇLAS..S..ª-o.d-ºP-ªrª!ºc.S_~!Ylº-ª-~ 
MGCP C_h_S_PBX_qo.çt AA.LU_VC 
MGCP Generic Configuration Support for Call Manager o..E::E.Sl0 
MGCP PRI backhaul and T1-CAS SUPJ~Ort for Call Manager (lP-PBX) 
MGCP Standalone Remate Office Support for Call Manager (IP-PBX) 
MGCP VoiP Call Admission Control 
MGCP VoiP Signaling 

r.{osoft Point-to-Point Compression (MPPC) 
:e IP 

oíle IP- Challenge/Resoonse Extestions 
Mobile IP- D)'namic DNS and Multiple DHCP Support 
Mobile IP- Fastswitching SuPQort on FA 
Mobli.!!JP~en~Ii_ç_fi&..~Y.RRQct_ªmtlJg.m_~AclQLE;l_~§_A.,!!Qg~J[Q.O 
M®l!~JE'..::_fiA__A.,ç_çOlJ!lJ[og 
Mobil_~ __ !f'_:_l:l..h Policy Routing 
Mobile IP- HMAC-MD5 SUQP_9fl 
Mobile IP- IPSec for HA-FA Tl,lnnel 
Mobile IP- Mobile Networks 
Mobile IP- Mobile Networks As)'mmetric Link and Dynamic Network 
Mobile IP - Mobile Networks Priorit)' HA Assignment 
Mobile IP- Mobile Networks Static Collocated Care of Address 
Mobile IP- Mobile Networks Tunnel Templates for Multicast 
Mobile IP- NAT Detect 
Mobile IP- Private Addressing Support 
Mobile IP- Prox)' Mobile IP and Proxy CHAP 
Mobile IP- Single IDB Tunnel Support 
Mobile IP- Sup...RQrt for FA Reverse Tunnelling 
Mobile IP ~lJQPOrt NAI Based MNs that are serviced by many HAs 
Mobile IP Home Agent (HA) Redundanc)' 
Modem over BRI 

lll_P_i!..§.~Ihro_lJ.Q!LQ_'{_~r V 91!<.ª-. ov~r_!E 
m Rela Support on VoiP Platforms 

____ ~;ti!!_S.9:inLang_$y~t~J!l~ÇJjP.L$.!!RQOrt ir:U,._S_O_Q 
Modem User Interface Option 
Modular QoS CLI (MQC) 
Modular QoS CLI (MQC)- Based Frame Relay Traffic ShaRin.g 
Modular QoS CLI (MQC) Three-Level Hierarchical Policer 
Modular QoS CLI (MQC) Uncqnditional Packet Discq[Q 

.,. 

MPLS VPN s~pport for EIGRP between Provider Edg!L(E'..EL®d Cvstomer Edge (CE ... 
MS CillLQ.ªck 
MS-CHAP Version 1 
MIJJ!i:ÇJ:!ª§.§)§..!:l..!!.IJ1l09JQLY.Q)ç_(')_Q'i!;l1_Er:ª_rn(') _ _R_'ª!ªy 
MJJ!1lçª§Le_g_E__(MS_QE.) 
M~JJ!iç_ª_~LM u_§l.ç__QO Hoi.Q__§_t,Jpp_Qrt tor...Ç_ÇJJLI'y1_ªoªgm-JI P-.E.6.6J 
Multicast NAT 
Multicast Routin_g_M_QnitQL(MilM) 
Multicast Source Discove[)' Protocol (MSDP) 
Multicast Subsecond Convergence 
Multict)assis MultLllnk PPP (MMP) 
Multiclas~_.MJ.Jitilio_ls.PP..E 
Multihop_ VPDN_ 
Multilink PPP 
MlJlli!io!<. __ ppp Em!tlLe/Qis<!l;>le_yja R_adius for PreauthentiçatiQ.!LUser 
Multipj_e RSA !Sm-_pair Support 
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Mld!lP.LQ!Q.çpJ...QYJlL~IMJMPQ6) 
Multigrotocol over ATM for Token Ri.ng_(MPOA) 
Named Method Lists for MA Authorization and Accountin_g 
NAT- Static Mapping Sup.QQrt with HSRP for High-Avaijabl!l!y 
NAT Default lnside Server Enhancement 
NAT Stateful Fail-over of Network Address Translation 
NAT-Ability to use Routes Maps with Static Translations 
NAT-Enhanced H.225/H .245 Forwarding_Engin~ 
NAT-Network Address Translation 
NAT-Sup_Qort for NetMeeting Directo.r:y_Jinternet Locator Service- ILS) 
NAT-Supgort for SIP 
NAT-Support of H.323v2 Call Signaling (FastConnect) 
NAT-Surmort of H.323v2 RAS 
NAT-Support of IP Phone to Cisco Call Manager 
NAT..::..Tré!m>Jª_tion qf_exterrJ.ÇIJJP Aç!dresses onl)' 
Natlg_rmU.SQl'l Switch_IyQ_~_~_for_SRI and.....EBllrJterfac_~!i 
Nªt!Y....~ .. -ÇJl~nt.!oJ~rfªç~_8LG.b.it~çt!Jr .. e .. (N_ÇL.A.J ... S_ELIY.e.r 
~ªJiY.e_S_e..ryJ.çe __ .E'.Qint_Q.YªLQl.S'I'!...±. 
N~8.8..::.. .. tJ_~_t:vQrk-bª-~.e..<L6P..Qiic;ªJjQ!J RecQg[lition 
NBAR Real-time Transport Protocol Payload Classification 
Netflow 
NetFiow Aggregation 
Netflow Multiple Export Destinations 

l tFiow Policy Routing (NPR) 
:low ToS-Based Router Aqg@flation 

.,.,work Side ISDN PRI Signaling, Trunkin..fl. and Switching 
Network Time Protocol (NTP) 
Next Hop Resolution Protocol (NHRô 
~.EAS_I~....rl.b_Ç!!l!;;.El..ITIJWl~ 
Qffloªd....S_~Df..e.r..hcGQ!.J....O.tiD.Q_EniJ.ª..o.çe.m..e..o1 
Qo....QellJ...é!O.dB9..!JJJ.!lq_(QD R) 
QRtimized PPP Negotiation 
OSEJ)_ebuQ....E.o.haQÇement 
OSPF 
OSPF ABR ty.Qe 3 LSA Filtering 
OSPF Flooding Reduction 
OSPF for 1Pv6 
OSPF Forwarding Address Sugpression in Translated Type-5 LSAs 
OSPF lnbound Filtering using Route Maps with a Distribute List 
OSPF Nonstop Forwarding Awareness 
OSPF Not-So-Stubby Areas (NSSA) 
OSPF On Demand Circuit (RFC 1793) 
OSPF Packet Pacin_g 
OSPF Sham-Link Sugport for MPLS VPN 
QSPF Shorte~t Paths First Throttling 
OSPF Stub Router Advertis~ment 

F Su.QQOrt for Fª§t H-ªllos 
F Su ort for Multi-VRF on CE Router~ 
F Update Packet-Pacing Configurable Timers 

Packet Classification Based on Laxer3 Packet-Length 
Packet Classification using_Fra!Jle-Relax DLCL._Number 

, PAD Subaddressing 
f:Çirse Bookmark!i 
Parse_r_Çi!Çhe 
Passw_QI.d Al!thentica_!Lg_o..f>JQ!Q.ÇQL(PAP) 
Per :..~-ªf_çQIJf.ig_y_rSJtior') 
Percentage-Based Policing aQ_Q_Shapi.ng 
.E!..M_Q_~.o;?_e ... M9.d.e_Stªle_B..E?.fml:?t1 
PJ.M....M!!;U;?S1e.O .. $ÍQO.J.9J .. !P. .. ..MwJ.tiç_Ç!;?_\ 
.ELM._I\1!,J_I!i_çª·l:?LSçªJ.ªbil_i!y 
PIM Ve~~JL1 
PIM V_~r:~..iQ!L2 
Policer Enhancement - Multiple Actions 
Policy-Based Routing (PBRJ 
ppp 
PPP overATM 
.EPP ovef.P. TMJIETF-Coi)1....Qiiant) 
PPP over A_"[M_SVC~ , 

PPP over Frame Reiª-Y 
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PPPoAIPPE'oE ªuto_!?_e.D_~_fQ_r_A_TM_(:IVCs 
PPPoE Client 
PPPoE on Ethernet 
PPPoE over Gigabit Ethernet interf~ce 
PPPoE Radius Port ldentification 
PPPoE Session limit 
Pre-fragmentation For lpsec VPNs 
Preauthentication with ISDN PRI and Channei-Associated Signalling_çn_hancEilll~._,_, 
PRI/0 .931 Signaling Backhaul for Call Agent Applications 
Priority Queueing (PQ) 
Privilege Command Enhancement 
Protocol Translation (PT) 
PSTN Fallback 
QoS Device Manager (QDMl 
QoS fo1_Virtu~l Private Netwo_r.~-ª 
Q_oS Paç!s_et Mar~!Dg 
QoS __ ~r_i_Q_dcy _ _E~_rç~_O!il_g~_ÇI,L_S!,!PRQr:t 

QSIG_f_r__Qtocol_S!.I__PQº--r:t 
Qualifiedl.,Qgj_ç--ªJJ.,Jn~_Çol1tr:.ol_(Q!,._L_Ç) 
RADIUS 
RADIUS Attribute 44 (Accounting Session ID) in Access Reguests 
RADIUS Attribute 66 (Tunnei-Ciient-Endpoint) Enhancements 
RADIUS Attribute 82: Tunnel Assignment ld 

[

IUS Attribute Value Screening 
US Centralized Filter Management 

IUS for Multiple User Datagram Protocol Ports 
RADIUS lnterim Update at Call Connect 
RADIUS Packet of Disconnect 
RADI US_emgre~~_ç_qg_E;)..§ 
RAQ_!J)_S._Rou!_~_Q_owoLQª-º 
RADIUS Tur]nel Attribute_Extensior)~ 
RADIUS Tunnel Preference for Load Balanci119 and Fail-over 
Rand_gm EariJ' Detection (RED} 
Redial Enhancements 
Redundant Link Manager (RLM) 
Reflexive Access Lists 
Remote Source-Route Bridging (RSRB) 
Resource Pool Management with Direct Remote Services 
Response Time Reporter (RTR) 
Response Time Reporter (RTR) enhancements 
Reverse Path Forwarding - Source Exists oniJ' 
Reverse Route lnjection (RRI) 
RFC 1483 for Token Ring Networkª 
RGMP - Router-Port Group M_anª_m~ment Protocol 
RIF Passthru in DLSw+ 
RIP 
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P- ATM Qualicy of Service (QoS) lnterworking 
RSVP - Resource Reservation Protocol 
RSVP Local Policy Support 
RSVP Message Authentication 
RSVP Refresh Reduction and Reliable Messaging 
RSVP Scalabilit\t Enhancements 
RSVP S!!J)_port for Frame Relay 
RSVP sup__port for LLQ 
RSVP Su~mort for RTP Header Com_pressj_Q_o_ 
B.J_p_IJ_~ª-º~r:___Ç_p_rnpr~J!l?lon 

g-§tt __ SN~~-Iim~Lª-~-d_W(~gcrcs)J?Jl_uçn_l:léln_ç~m~n.tl? REY'~3n-6es-~--e~f.-, 
----- .:.tQ_:_ ______ _ _çQ_!l~~I_~!Q!l_ ------ ----- -
Secure _ _Q_Qp__y_(SCP) CPM! - CORREIOS _ 
SecJ,JE.J2h_ell SSH _SuQQO_[Í_9...'{~_r.JP_y_Q ' I 
Secure Shell SSH Terminal-line access 
Secure Shell SSH Version 1 lntegrated Client _ O 9 2 5 ~ ~ 
;>ecurELSh~ll SSH Version 1 Server_.fu!pport F ls : - :J 
=~-~~;tf~~~f~~~Jce cmªtior} { . 3 7 Q 1 j 
Service Assuranc~_Ment (SAA) APM Application Performance Monitor ~ t 
Se_ryice A~~!JI_Çlnce Agent (SAAJ DH_ÇP ÜQflJation Doe I 
Service Assurance Agent (SAA) Distribution of Data ~-. 
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S_~ryi_ç~_8_$.§!J.IªD.ke.l~g~nL(SMJJ2l.S.W_QpJw~ti.oll 
S~rv[ç_~~sural]ç_E;L6gen_t(~AAj_DN$__QQeré!tl9_11 
Service Assurance Agent (SAA) Frame Rela)' Operatioll 
Service Assurance Agent (SAA) FTP Operatio11 
Service Assurance Agent (SAAl History Statistics 
Service Assurance Agent (SAA) HTIP Operation 
Service Assurançe Ag_ent (SAA) ICMP Echo Operation 
Service Assurance Agent (SAA) ICMP Path Ecl]o Operation 
Service Assurance Agent (SAA) Jitter Operation 
Service Assurance Agent (.S_AA) MPLS VPN Operation 
Service Assurance Agent (SAA) One Way Jitter 
Service Assurance Agent (SAA) Path Jitter 
Service Assurance Agent (SAA) Reaction Threshold 
Service Assurance Agent (SAA) Scheduling Operation 
Service ,A.ssurance Agent CSAA) SNA LU2 Echo 
Service Assurance Agent (SAALS.I':lMP Supp.Qr::! 
S.eJ:Ylç_e_~§.!Jfrl.D.Ç_ft~genHS.MlJ_ÇE_Çono_e_çt.9..R!lJ:ªJLon 
~~!Yiç.e_6l?.$.!JIªnç_(1 __ Age.ot(S_M.) __ U_D P __ Ç_ç_IJ.o_QJlefl!tion 
S.etlL~rn~o!J.Qif1l.G~-ªLTeJe.R.b.OllY 
Settlement for Packet TelephoJlY....:..Boamiog_& PKI Multiple Root_$. 
Sheii-Based Authentication of VPDN Users 
Show Command Redirect 
Single Rate 3-Color Marker for Traffic Policing 

l p- Call Transfer Enhancements Using Reter Method 
- Call Transfer Using Reter Method 

. - Configurable PSTN Cause Code MapRi.og 
SIP- DNS SRV RFC2782 Compliance 
SIP- Enhanced BillinQ....fumQort for Gateways 
SJE.::.S.e.l>.l?i.O_IJ.JDltLé;!JiQil PrQtQ_ç.QLfQLY.Q I P 
SIP - S_e§_$.LoJL!D.iU.illlQ.fi_ET.otocoJforVo_LP_I;nbª.o_ç~me.ots 
SIP and_H.323._Eª-x Enhancern.ents 
SIP Carrier ldentification Code 
SIP Diversion Header lmplementation for R~directing Number 
SIP Enhanced 180 Provisional Response Handling 
SIP Extensions for Caller ldentity and Privac)' 
SIP Gatewa)' Support for the Bind Command 
SIP Gateway suQport for Third Party Cª-'l_Contr:Q! 
SIP INFO Method for DTMF Tone Generation 
SIP lntra-qateway Hairpinninq 
SIP INVITE Request with Malformed Via Header 
SIP Multiple 18x Responses 
SIP Redirect Processinq Enhancement 
SJE...SesslQO_Tim~r...S.!tRR.O.r::! 
SIP Sl.l_pQort for:.Media Forking 
SJEL3Lª-'l9_çi§.ÇQE.ª!5 
SIP ~,_3._!Lf-ª_'LB...elay 

: Co.rn..SJP T eG.!:u:mlogy_t;:.nb_ªnçe_ments 
ISDN Su.§Rend/Resume Support 

_ !:@ê_I:!9.1Louting 
SNMP (Simple Network Management Protocql) 
SNMP lnform Reguest 

, SNMP Manager 
SNMP Sup_port for lOS vLAN Subinterfaces 
SNMP Support for vLAN (ISL. DOT1 Q) Subinterfaces 
SNMP SupQort over VPN 
SNMP Ve_r_~on 3 
SNMPv2C 
SoftwamJff.ÇfJLZ.SLw.tl!l.J::l13.r.9~me_Enç_r:J'R!i.Oll 
S.o~Jrç!U.o!~rfªçe_S_ele_c.tLooJ.or . .OJJ!99Jnq_J_rnffiç_wRI]_Ç~[tjftç_ªteA!.J!b.o.ri!J'_,,~ 
s__o_u rce SR~JfLc;_M u~Lçª.§L(S_S_M J 
S.ource Speçlfiç_MultiG.é;IJ?.L(S.SM.L:.JG.MPv~.)_g.M_p v31ite. ao..çl __ l!_IW 
.SlliiJ1!liD.Q _Im_e_!?.ro.to_çQL(SIEl 
Spanning Tree Protocol (STP)- Backbone Fast Convergence 
Spanning Tree Protoc_Q[JSTP) - Portfast Ç2uard 
.Spanllin9..Ir.eJLPLo!o_c;_ol(S.l!?.l.:..U.RJ.loK.E.ª§J.QQO.Y.illQ!lnC(1 
S_pJ3_1l.rlln9.Ir.ee.Pm!.Qç_g_L.lS.I!?.)_Ç1Ste.D.$.lQ!l 
SRB _:_SO\.ILG.e::Route_priqgll}9 
SRB_over__Er~m~f3-~ªY 
SB.S.L.Sw:yivabJ.e Remate Sl~_I.eillQhony_ Ve!_sion 2.0 ~ 
SRST: Survivable Remate SitELI~~QhOnJ' Version 2.02 ""'"'-....... 
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SRST:_$_1)_r:yivªbl~_B.!lmote_Si1~ . .li!l~.PhQ!JY .. ~~.r.~iQ!l.Z.J. 
SSRP for LANE 
Stac!s Group BiddinlJ Protocol (SGBE.) 
Stal']_dard IP Access List Logg[ng 
Static Cache Entry for 1Pv6 Neighbor Discovery 
Stream Contrai Transmission Protocol (SCI.E) 
Stub IP Multicast Routing 
STUN (Serial Tunnel) 
Subnetwork Bandwidth Manager (SBM)_ 
Switch Port Analyzer (SPAN)_ 
Switch Port An~zer (SPAN)- Disable Receive Traffic Destination Port 
Switch Port Analyzer (SPAN)- Multiple Source Port Selection 
Switched Multimegabit Data Service (SMDS) 
T.37 Store and Forward Fax 
T.37!T.38 Fax Gatew~y 
T.38_f-ªx Relªy for.YoiP H .3_2~ 
I.ru;_ª_çl>_SE_I'.I.QAW.H:U~.o.çJiQn 
Tacacs_ Sina!ª-.C.9Dfl~ction 
TACACS+ 
TCL IVR 2.0 Call lnitiation and Callback 
TCL IVR Disconnect Cause-Code Manipulation 
TCP Window Scaling 
Time-Based Access Lists Using Time Ranges 
Ti er and R@y Enhancements for _l2TP and_L2E 
li 1 Ring ISL 

..~n Ring LANE 
Traffic Policinq 
Transgarent Bridgi.og 
Trªm'..P.ª~IJLC_CSsl.o.g __ Er.ªm-ª.f9.r:w.ªrQio.a _l;nb.ª_o_ç~m~n1~ 
T nm~.Pa r~nL Co_mmQ_r:tChªDJ:I~.LSi_g_r:tªlina.íT~.cc.Sl 
Iri9a~.rn.<t.8.!E 
Trimble Palisade NTP Synchrqnizª-Üº-11 Driv~ 
Trunk Conditionlng for FRF.11 and Cisco Trunk_~ 
Trusted Root Certification Authority 
Trustpoint CU 
Tunnel Endpoint Discovery 
Tunnel Type of Service (TOS) 
Tunneling of Asynchronous Security Protocols 
Turbo Flooding of UDP Dataqrams 
Two-Rate Policer 
UDLR Tunnel ARP and IGMP Proxy 
UDP forwarding..§!!Jmort of IP Redundancy Virtual Router Group (VRG) 
Uni-DirectionÇJI LinlsBoutingjJ)Dl-BJ 
Unicast Reverse Path Forwarding_(J,LRPF) 
User Maxjmum Links 
Usinq_31-bit Pr.eJilç~s QO_!EvA.P.QLIJHº-:E..QLrlt.l..ink~ 
V O supp_ort_.fQr.Qjg[t~l MQ_Q.!lJ!l§ 

SumQ!! 
Modem on Hold 

V.92N.44 SupQort for Digital Modems 
Virtual Interface Temolate Service 
Virtual Private Dial-up Network (VPDN) 
Virtual Profile CEF Switched 
Virtual Profiles 
Virtual Router Redundancy ProtpcQL(VRRJ:l 
Virtual Temglates for ProtocoJ Tran§lation 
Voice Busyout Enhancements 
Voice_Ç_ªU~tJftlJJll. 
Ygi_ç~_IL.$P._ÇQntrg.!.M.!l!?.~ªg-~_J__Qgg~.r 
Voice ov_er ATM 
Voice over ATM with AAI,.2 Trunking 
Voice over Frame Relay (FRF.11) 
Voice over Frame Relay Configuration Updates 

o 

o 

Voice Over IP FI 
~Q[çe ove.r.lP_Q,_S.lG..N!2...twork Tra_I1§J!ar®_çy ,_,~~...cr-r:J'-<11 
Y..QJP ~I!!LCJ§.çp_l;)illre_ss F::.9J:W.~.rQ.LrJ_g_.(ÇEllir:tJlliQQer_ç~_bility 
YQJP_ÇJJ!LPolicy_l!ased RouJlng_(P~BJJD.t~QR~.rª_bility Doe: 
YoJ.E..P...!!tb.~m.i_çªUQD.HLNl-OSEJ L--========-1 
V o I P _ _ç_ª'LAd!!ll!?.~Jgo_ÇQllJrQJ.J!~LrJ_g_B_S'll?. ~ 
VoiP Gateway Trunk and Carrier Based Routing_Enhancements 
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VoiP _Ql)Jg9lo_g_Inm!< Gs_p.J!p_ld_~o~_i_fL~!Lo_o_ªn_çl_Çªrr_i~LlQJQLG_ª_t~_w_ªy_§ 
Vf:PN GrouQ Session Limiting 
VPN Tunnel Management 
WCCP Redirection çm lnbouod Interface..§ 
WCCP Version 1 
WCCP Version 2 
Weiqbted Fair Queueing íWFQ) 
'lYSljght~_Q RED (WRED) 
Wildcard Pre-Shared Key 
WB.E_Q_E_ohancement - ExRiicit CQQQ?StiooJ·.JotifLg~tion (E__ç_N} 
x Digital Subscriber Line (xDSL) Bridge SuRQQ.r:! 
X.25 
X.25 Annex G Session Status Change ReRorting 
X.25 Calling Address lnsertion and Removal Based on lnput Interface 
~_,_Z_;i_Q_[Q_~ed User GrouQ 
?( .25 Du-ª.LSer@l_Line Mª!lilll!'lm~n! 
~-,Z~ . .Eª.liQ.~~r 
&_Z_~l,Qª_çJ __ E!alaQÇlD_g_ 
X .Z_;i_Q_QJSDt:LO::C.b-ª.0@[ 
X.25 over Frame Relay_(6_nnex GJ 
X.25 over TCP (XOT) 
X.25 Over TCP .Profiles 
X.25 Remote Failure Detection 
X.25 Sl,IJ!Qression of Securi!:y Signaling Fac[li!i~-ª 
TTs"witch Local Acknowledgement 
\.__ __ õSwitching between PVCs and SVCs 
X.25 Terminal Line S~curity for:_E6_Q_Çonneç!LQJJ-ª 
X.2_B Emulation 
XG.CP_S_i_nq _ _ç_Qmmªnd_JQr_Çg_ntmJ __ ª_o_q_Me_qJª.Eª_ç!s_e!§ 

To find out more about your selected release, you can use the .6.l.l9 ToQLisi! 
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Cisco Catalyst 6500 Series Switch 

c 

o 
Figure 1 

Cisco Catalyst 6500 
Series Chassis 

The Catalyst 6500 Series seis the new standard for IP communications and 

application delivery in enterprise campus and service provider networ1<s by 

maximizing user productivity and enhancing operational control while providing 

unprecedented investment protection. As Cisco's premier intelligent multilayer 

modular switch, the Catalyst® 6500 Series delivers secure, converged services, 

end-to-end, from the wiring closet to the core, to the data center, to the WAN edge. 

Ideal for enterprises and service providers 

seeking to reduce their total cost of 

ownership, the Cisco Catalyst 6500 Series 

delivers scalable performance and port 

density across a range of chassis 

configurations and LAN/WAN/MAN 

interfaces. Available in 3-, 6-, 9-, and 

13-slot chassis, Cisco Catalyst 6500 Series 

switches feature an unparalleled range of 

integrated services modules, including 

multigigabit network security, content 

switching, telephony, and network 

analysis modules. 

By taking advantage of a forward-thinking 

architecture that uses a common set of 

modules and operating system software 

across ali Cisco Catalyst 6500 Series 

chassis, the Catalyst 6500 Series delivers a 

high levei of operational consistency that 

optimizes IT infrastructure usage and 

enhances retum on investment. From 

48-port to 576-port 10/100/1000 Ethernet 

wiring closets to hundreds-of-Mpps 

network cores supporting up to 192 1-Gbps 

or 32 10-Gbps trunks, the Cisco Catalyst 

6500 Series provides an optimal platform 

that maximizes network uptime with 

stateful failover capability between 

redundant routing and forwarding engines. 

With numerous industry-firsts and 

industry-leading features to its credit, the 

Catalyst 6500 Series supports three 

generations of modules that continue to 

demonstra te the Catalyst 6500 value and 

Cisco's comrnitment to innovation. Cisco 's 

new generation of Catalyst 6500 Series 

modules and Supervisor Engine 720 

incorporate 11 new Cisco-developed 

application specific integrated circuits 

(ASICs)-extending Cisco's leadership in 

networking while providing unparalleled 

investment protection. 

o 

o 
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Cisco Catalyst 6500 Seríes Benefíts 

The Cisco Catalyst 6500 Series provides market-leading services, performance. port densities. and availability with 

investment protection for enterprise and service provider markets. These include: 

• Maximum network uptime-With platform, power supply, supervisor engine, switch fabric, and integrated 

network services redundancy provides one- to three-second stateful failover and delivers application and services 

continuity in a converged netWork environment. minimizing disruption of mission-critical data and services 

• Comprehensive network security-lntegrates proven, multigigabit Cisco security solutions, including intrusion 

detection, firewall , VPN. and SSL into existing networks 

• Scalable performance-Provides up to 400 Mpps performance with distributed forwarding architecture 

• Forward-Thinking architecture with investment protection-Supports three generations of interchangeable, 

hot-swappable modules in the same chassis, optimizing IT infrastructure usage, maximizing return on 

investment, and reducing total cost of ownership 

• Operational consistency- Features 3-. 6-, 9-, and 13-slot chassis configurations sharing a common set of 

modules, Cisco lOS Software, Cisco Catalyst Operating System Software, and network management tools that 

can be deployed anywhere in the network 

• Unparalleled services integration and flexibility-lntegrates advanced services such as security and content with 

converged networks, provides the widest range of interfaces and densities, from 10/100 and 10/100/1000 

Ethernet to 10 Gigabit and from DSO to OC-48, and performs in any deployment end to end 

Operational Consistency in End-to-End Cisco Catalyst 6500 Series Deployments 

• Features 3-. 6-, 9-, and 13-slot chassis configurations that share a common set ofmodules, software, and network 

management tools 

• Deploys anywhere in the network-from the wiring closet to the core, to the data center, to the WAN edge 

• Shares WAN port adapters with Cisco 7xxx router Series for reduced sparing and training costs 

• Offers choice of Cisco lOS Software and Cisco Catalyst Operating System Software supported on ali supervisor 

engines, providing smooth migration from Cisco Catalyst 5000 Series and Cisco 7500 Series deployments 

Maximum Network Uptime and Network Resiliency 

• Provides packet-loss protection and the fastest recovery from network disruption 

• Features fast, one- to three-second stateful failover between redundant supervisor engines 

• Offers optional, redundant high-performance Cisco Catalyst 6500 Series Supervisor Engine 720. passive 

backplane, multimodule Cisco EtherChannel® technology, IEEE 802.3ad link aggregation, IEEE 802.1s/w, and 

Hot Standby Router ProtocoVVirtual Router Redundancy Protocol (HSRPNRRP) high-availability features 

lntegrated High-performance Security and Network Management 

Integrated gigabit-per-second services modules, deployed where externai devices would not be feasible, simplify 

network management and reduce total cost of ownership. These include: 

• Gigabit firewall-provides access protection 

• High-performance intrusion detection system (IDS)-provides intrusion detection protection 

• Gigabit Network Analysis Module-provides a more manageable infrastructure and full Remote Monitoring 

(RMON) support 

• High-performance SSL-provides high-performance, secure e-commerce traffic termination 

• Gigabit VPN and standards-based IP Security (IPSec)-support Iower cost Internet and intracampus connwctions 
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Content-and Application-Aware Layers 2 Through 7 Switching Services 

• Integrated content switching module (CSM) brings high-performance, feature-rich server and firewallload 

balancing to the Cisco Catalyst 6500 Series, ensuring a safer and more manageable infrastructure with 

unprecedented contrai 

• lntegrated multigigabit SSL acceleration combined with CSM pravides a high-performance e-commerce solution 

• Integrated multigigabit firewall and CSM pravide a secure, high-performance, data-center solution 

• Software features such as Network Based Application Recognition (NBAR) enhance network management and 

contrai of bandwidth utilization 

Scalable Performance 

• Delivers the industry's highest LAN switch performance, 400 Mpps, using the distributed Cisco Express 

Forwarding dCEF720 platform 

• Supports a mixo f Cisco Express Forwarding (CEF) implementations and switch fabric speeds for optimal wiring 

closet, core, data center, and WAN edge deployments, as well as service pravider networks 

Rich Layer 3 Services 

• Multiprotocol Layer 3 routing supports traditional network requirements and pravides a smooth transition 

mechanism in the enterprise 

• Pravides hardware support for enterprise-class and service-pravider-scale rauting tables 

• Pravides 1Pv6 support in hardware (using Supervisor Engine 720) with an unparalleled high-performance suíte 

of services 

• Pravides hardware support for large enterprise-class and service-provider-scale routing tables 

• Pravides MPLS support in hardware to enable VPN services within the enterprise and facilitate smooth 

integration with new high-speed service pravider core infrastructures and Metro Ethernet deployments 

Enhanced Data Voice, and Vídeo Services 

• Provides integrated IP communications throughout ali Cisco Catalyst 6500 Series platforms 

• Provides 10/100 and 10/100/1000 line cards, field upgradable with inline power using a daughter card and 

offering future support for IEEE 802.3af to protect today's investments 

• Provides dense Tl/El and foreign Exchange Station (FXS) voice-over-IP (VoiP) gateway interfaces for public 

switched telephone network (PSTN) access and traditional phone, fax, and private branch exchange (PBX) 

conriections 

• Supports high-performance IP multicast vídeo and audio applications 

• Provides integrated management necessary to effectively deploy a scalable enterprise-converged network 

Highest Levei of Interface Flexibility, Scalability, and Density 

• Provides the port densities and interface choices that large mission-critical wiring closets, enterprise core, 

and distribution networks require 

o 

o 

• Supports up to 576 -voice 10/100/1000 Gigabit-over-copper ports with inline power per system ·- ... -·--·--• 

• Pmv!d" opto !92 Glg•blt Eth<m<t pot~ -~=T·I 
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• Features the industry's first 10 Gigabit Ethernet. Channelized OC-48 dense OC-3 Packet over Synchronous 

Optical Network (SONET) (PoS) 

• Provides investment protection by using Cisco 7xxx Series port adapters on the Cisco Catalyst 6500 Series 

FlexWAN Line Card, supporting Tl/El through OC-48 WAN interfaces 

• Chassis sizes range from 3-slot (Cisco Catalyst 6503 Switch) to 13-slot (Cisco Catalyst 6513 Switch) 

High-Speed WAN Interfaces 

• Provides high-speed WAN. ATM, and SONET interfaces compatible with other core routers 

• Provides single-device management for WAN aggregation and for campus and metro connectivity 

Maximum lnvestment Protection 

• Highly flexible modular architecture supports multiple generations of modules that are fully interoperable with 

each other in the same chassis 

• Upgradable supervisor engines can add Layer 3 routing or forwarding capabilities over time 

• Cisco lOS Software and Cisco Catalyst Operating System Software are supported across ali supervisor engines 

• Field-upgradable inline power for 10/100 Mbps and 10/100/1000 Mbps Ethernet modules for "pay as you go" 

IP telephony and wireless computing 

• A steady stream of new services modules adds to the deployment options 

• Includes Cisco Catalyst 6500 Series network security, content switching, and voice capabilities 

• Future modules will increase performance, port density, and include additional services 

Ideal for Metro Ethernet WAN Services 

• 802.1Q and 802.1Q tunneling (QinQ) providing point-to-point and multipoint Ethernet services 

• EoMPLS in MPLS backbones for superior network scaling providing virtual LAN (VLAN) translation capability 

• Layer 2 and Layer 3 QoS enables tiered Ethernet service offerings through rate limiting and traffic shaping 

• Superior high-availability features include enhanced Spanning Tree Protocol, IEEE 802.ls, IEEE 802.1 w, and 

Cisco EtherChannel IEEE 802.3ad link aggregation 

Table 1 Catalyst 6500 Series ata Glance 

Feature Catalyst 6500 Series 

System Feature 

Chassis Configurations 3-slot 

6-slot 

9-slot 

9 vertical slots 

13-slot 

Backplane Bandwidth 32Gbps shared bus 

256Gbps switch fabric \ 
720Gbps switch fabric 

""~ 
L3 Forwarding Performance Supervisor 1 MSFC: 15 Mpps 

~ Supervisor 2 MSFC: up to 210 Mpps 

Supervisor 720: up to 400 Mpps 
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Table 1 Catalyst 6500 Series ata Glance 

Feature Catalyst 6500 Series 

Operating System Catalyst OS (CatOS) 

Cisco lOS 

CatOS/IOS Hybrid Configuration 

Redundant Supervisors Yes, with stateful failover 

Redundant Components Power supplies (1 + 1) 

Switch fabric (1+ 1) 

Replaceable clock 

Replaceable fan tray 

High Availability Features Gateway Load Balancing Protocol o 
Hot Standby Router Protocol 

Multimodule EtherChannel 

Rapid Spanning Tree 

Multiple Spanning Tree 

Per VLAN Rapid Spanning Tree 

Rapid Convergence L3 Protocols 

Maximum System Port Densities 

10/100/1000 Ethernet 576 ports, ali support lnline Power 

10/100 Fast Ethernet 576 ports, ali support lnline Power 

100-Base-FX 288 ports 

Gigabit Ethernet (GBIC) 194 ports (2 ports provided on supervisor engine) 

10 Gigabit Ethernet (XENPAK) 32 ports 

lntegrated WAN Modules 

FlexWAN (DSO to OC-3) 12 modules with 24 port adapters 

OC-3 POS ports 192 

OC-12 POS ports 48 

OC-12 ATM ports 24 

OC-48 POS/DPT ports 24 

PSTN Interfaces 

Digital T1/E1 Trunk ports 216 

FXS Interfaces 864 

Advanced Services Modules Gigabit Firewall 

Gigabit VPN 

High Performance lntrusion Detection 

Gigabit Content Switching Module 

High Performance SSL Termination 

Gigabit Content Services Gateway 
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Deployment Scenarios 

The Cisco Catalyst 6500 Series delivers secure converged services for campus, Internet service provider (ISP) , metro 

edge, and research and grid computing networks. 

• Campus networks-Features 10/100 and 10/100/1000 autosensing modules that provide inline power for the 

wiring closet, along with robust high availability, security, and manageability features; world-class networking 

software; high-performance Gigabit and 10 Gigabit interface modules; and network management for the 

distribution and core 

Figure 2 

Deployment Scenarios for Catalyst 6500 Series Switches in Campus Networks 
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• [ISP network-Provides robust high-availability, security, and manageability features ; world-class networking 

software; high-performance Gigabit and 10 Gigabit interface modules; and network management for the most 

demanding service provider networking environments requiring Multiprotocol Label Switching (MPLS), 

Multicast, IP Version 6 (1Pv6), an extensive set of WAN interfaces, and hierarchical traffic shaping. 

Figure 3 

Deployment Scenarios for Cata lyst 6500 Series Switches in ISP Networks 
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• Metro edge-Features edge- , distribution-, and core-layer interfaces for point-to-point and multipoint Ethernet 

services for metro and inter-metro network deployments with the following features: 

- High-performance 10-Gigabit Ethemet uplinks 

- 802.1Q tunneling 

- Ethernet over MPLS (EoMPLS) 

- Layer 2 and Layer 3 QoS 

- Network Equipment Building Standards (NEBS) compliance 

- Security, high availability, and manageability 

Figure 4 

Deployment Scenarios for Catalyst 6500 Series Switches in Metro Edge 
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• Grid computing network-Provides high-speed optical interface modules and world-class software required to 

handle high-volume traffic and build and manage large-scale networks 

Figure 5 

Deployment Scenarios for Catalyst 6500 Series Switches in Grid Computing Network 
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System Overview 

Modular Architecture 

The Cisco Catalyst 6500 Series is a modular system that can grow as customer requirements expand and technology 

evolves, allowing customers to upgrade and reconfigure systems by adding new modules, replacing existing modules, 

and adding and redeploying systems. Throughout the Cisco Catalyst 6500 Series, modules are: 

• Configurable---Separately, simplifying the addition o f new services 

• Interoperable---In the same chassis, providing flexible design options 

• Interchangeable---Among Cisco Catalyst 6500 Series systems, simplifYing sparing and network expansion 

• Hot-swappable---Without requiring a chassis to be powered off, providing fast upgrade and repair 

• Upgradable---As newer modules come along, providing investment protection 

Cisco Catalyst 6500 Series Hardware-Forwarding Architectures 

Cisco Catalyst 6500 Series modules use one of three forwarding technologies, each having a different architecture 

with different characteristics and capabilities: 

• Cisco Express Forwarding (CEF)-Sca!ing to 30 Mpps, this technology uses a central CEF Cisco Express 

Forwarding engine located on the supervisor engine's policy feature card (PFC) daughter and CEF forwarding 

tables located on the supervisor engine. The supervisor engine makes ali forwarding decisions for ali interface 

modules centrally. For more information see How Cisco Express Forwarding Works. 

• Accelerated Cisco Express Forwarding (aCEF}-Suited for high-performance enterprise environments, this 

technology uses the aCEF engine and aCEF tables located on the interface module, along with the central CEF 

engine located on the supervisor engine's PFC daughter card and central CEF forwarding tables located on the 

supervisor engine. The interface module makes high-volume forwarding decisions locally, and the supervisor 

engine makes the rest of the forwarding decisions centrally. For more information see How Accelerated Cisco 

Express Forwarding (aCEF) Works. 

• Distributed Cisco Express Forwarding (dCEF) -Suited for the most demanding environments, this technology 

uses the dCEF engine located on the interface module's distributed forwarding card (DFC) daughter card and the 

dCEF table, a local copy o f the supervisor engine's central CEF table located on the interface module 's DFC. The 

interface module makes ali the forwarding decisions locally, and provides maximum performance and scalability. 

For more information see How Distributed Cisco Express Forwarding (dCEF) Works 

Cisco Catalyst 6500 Series Switching Architectures 

Cisco developed the following switching architectures for Cisco Catalyst 6500 modules to allow platforms to scale 

in any deployment: 

• 32-Gbps bus-AIIowing access to a central shared bus 

• 256-Gbps switch fabric-Located on the switch fabric module (SFM) 

• 720 Gbps switch fabric-Located on Cisco Catalyst 6500 Series Supervisor Engine 720 
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Cisco Catalyst 6500 Series Modules 

Cisco Catalyst 6500 Series interfacecmodules support the following forwarding technology and switch fabric 

combinations: 

• Classic Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

the 32-Gbps switching bus only, and forward packets at up to 15 Mpps 

• CEF256 Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

both the 256-Gbps fabric located on the supervisor engine with a single 8-Gbps full-duplex fabric connection and 

the 32-Gbps switching bus, and forward packets at up to 30 Mpps 

• dCEF256 Interface Modules-Use the distributed CEF engine on the DFC (Iocated on the interface module). 

connect to a 256-Gbps fabric located on the supervisor engine ora Switch Fabric Module with 16-Gbps 

full-duplex fabric connections, and forward packets at up to 210 Mpps 

• aCEF720 Interface Modules-Use the accelerated CEF engine on the DFC3 (Iocated on the interface module), 

connect to the 720-Gbps fabric located on the supervisor engine with 40-Gbps full-duplex fabric connections, 

and forward packets at up to 400 Mpps, peak performance 

• dCEF720 Interface Modules-Use the distributed CEF engine on the DFC3 (Iocated on the interface module), 

connect to the 720-Gbps fabric located on the supervisor engine with dual 20-Gbps full-duplex fabric 

connections, and forward packets at up to 400 Mpps, sustained performance 

Note: Ali Performance numbers refer to 1Pv4 forwarding . 

Cisco Catalyst 6500 Series Module Types 

In the Cisco Catalyst 6500 Series architecture, special-purpose modules perform separa te tasks-allowing the feature 

set to evolve quickly and allowing customers to add new features and enhanced performance by adding new modules. 

The Cisco Catalyst 6500 Series features the following types of special-purpose modules: 

• Supervisor engines---Perform the contrai functions and make the forwarding decisions for packets routed to other 

networks 

• Ethernet interface modules---Provide IEEE-standard receive and forwarding interfaces and forward packets 

within the defined network 

• WAN interface modules.-Provide the receive and forwarding interface at the WAN edge 

• Services modules-Support multigigabit security, application-aware Layer 4 through 7 content switching, 

network management, and voice gateway services to traditional phones, fax machines, PBXs, and the PSTN 

• SwiÚ:h Fabric Modules (SFMs)-Pass network traffic from interface module to the supervisor engine or to 

another interface 

Cisco Catalyst 6500 Series Supervisor Engines 

The supervisor engines for the Cisco Catalyst 6500 Series support different forwarding technologies and achieve 

different forwarding rates, depending on the configuration o f the supervisor engine and the capability of a particular 

interface module. 

o 
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A supervisor engine performs contrai operations centrally on processors that run either Cisco lOS Software or Cisco 

Catalyst Operating System Software while special-purpose application-specific integrated circuits (ASICs) perform 

bridging and routing (based on Cisco Express Forwarding). QoS marking and policing, and access contrai. The same 

ASICs are used on the DFCs, daughter cards that can be installed on certain interface modules to distribute 

forwarding in a decentralized fashion to achieve system forwarding rates of up to 400 Mpps (Table 2) . 

For additional information about the following Cisco Catalyst 6500 Series supervisor engines visit: 

http://www.cisco.com/en/US/productslhw/switches/ps708/products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

Table 2 Cisco Catalyst 6500 Supervisor Engines 

Feature Supervisor Engine 1 Supervisor Engine 2 Supervisor Engine 720 

Solution and market Wiring closet Enterprise distribution, Enterprise core and data 
core, and WAN edge; center; service provider 
service provider WAN and metro; wireless; national 
Internet edge research networks; grid 

computing 

Fabric architectures Centralized forwarding Centralized CEF-engine Centralized CEF-engine 
supported only-engine located on located on supervisor located on Supervisor 

supervisor eng ine's PFCx engine's PFCx daughter Engine 720's PFC3 
daughter card card; daughter card; 

Distributed CEF-engine Distributed CEF-engine 

located on interface located on interface 
module's DFC daughter module's DFC3 daughter 
card card; 

Accelerated CEF-engine 
located on interface 
module's ASICs 

Fabric connections 32-Gbps shared bus 16 Gbps per slot; 40 Gbps per slot; 
connection to modules Dual-fabric connection to Dual-fabric connection to 

modules at 8 Gbps full modules at 20 Gbps full 
duplex per channel duplex per channel 

Performance 15 Mpps 210 Mpps Sustained 400 Mpps-
maximum (Mpps) dCEF720 

Peak 400 Mpps-aCEF720 

DFC modules Not supported DFC DFC3 
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Table 2 Cisco Catalyst 6500 Supervisor Engines 

Feature Supervisor Engine 1 Supervisor Engine 2 Supervisor Engine 720 

Route processar 

PFC modules 

On MSFC2 daughter card 
(optional) 

PFC daughter card 
(optional) 

Ethernet Interface Modules 

On MSFC2 daughter card 
(optional) 

PFC2 integrated 

MSFC3 integrated 

PFC3 integrated 

Cisco Catalyst 6500 Series Ethemet interface modules, designed for wiring closet, distribution and core, and data 

center applications, as well as service provider and Metro Ethemet environments, use one of the following types o f 

Ethernet interfaces: 

• 10/100 Mbps over copper and 10/100/1000 Mbps Ethernet over copper-For wiring closets providing 10/100-

and 10/100/1000-Mbps performance with auto-negotiation and inline power for voice; up to 48 ports/module; 

includes Classic and CEF256 interface modules. 

• I 00 Mbps over fiber-For secure wiring closets and long-haul router and switch interconnects; up to 24 ports per 

module; includes Classic and CEF256 interface modules. 

• I Gbps--For distribution and core layers and for data centers providing 1-Gbps performance in a 48-port 

module; includes Classic CEF256, and dCEF256 interface modules. 

• 10 Gbps-For distribution and core layers providing 10-Gbps performance in 1-port or 2-port module; includes 

CEF256, aCEF720, and dCEF720 interface modules. 

For more information, visit: 

http://www.cisco.com/en!US/products/hw/switches/ps708/products_data_sheets_list.html 

WAN Interface Modules 

The Cisco Catalyst 6500 Series and Cisco 7600 Series support several WAN interfaces using two technologies: 

• FlexWAN module-Accepts up to two plug-in port adapters that provide numerous WAN/MAN protocols and 

features 

• Optical Services Module ·(OSM)-A dedicated line card that provides severa! interfaces, including OC-3/STM-1 . 

OC-12/STM-4, OC-48/STM-16, Channelized T3, Channelized OC-12/STM-4 PoS, Gigabit Ethemet, OC-12/ 

STM-4 ATM, and OC-48/STM-16 Dynamic Packet Transport (DPT) 

FlexWAN Module 

The FlexWAN module fits inside Cisco Catalyst 6500 Series and Cisco 7600 Series systems and uses Cisco 7200 and 

7500 Series port adapters for a wide range ofWAN/MAN protocols, including Frame Relay, ATM, PoS, 

Point-to-Point Protocol (PPP) , and High-Level Data Link Control (HDLC). Additionally. the FlexWAN module 

provides media options such as clear channel and Channelized Tl/E1, T3/E3, High-Speed Service Interface (HSSI) , 

OC-3 PoS, and ATM. 

o 

o 

• For information about the Cisco Catalyst 6500 Series and Cisco 7600 Series FlexWAN Module , visit: 

http://www.cisco.com/en/US/productslhw/routers/ps368/products_ data_sheet09186a0080 9.2.3bf:htmJ- .. -
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Optical Services Modules 

OSMs are line cards that provide high-speed WAN connectivity with onboard network processors for 

distributed-line-rate IP service applications. For more information about OSMs, see the following data sheets: 

• Cisco 7600 Series 4-, 8-, and 16-Port OC-3dSTM-1 PoS/SDH OSM: 

http:/ /www.cisco.com/en/US/products/hw/routers/ps368/products_ data_sheet09186a008009224 9. html 

• Cisco 7600 Series 4-Port Gigabit Ethernet OSM: 

http :/ /www.cisco. com/en/US/products/hw/routers/ps368/products_data_sheet09186a008009223d. html 

• Cisco 7600 Series 1-Port Channelized OC-12/STM-4 to DS3/E3 OSM: 

http:/ /www.cisco.com/en/US/productslhw/routers/ps368/products_data_sheet09186a00800922 50. html 

• Cisco 7600 Series 1-Port OC-48c/STM-16 PoS/SDH/OSM: 

http ://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a0080092241.html 

• Cisco 7600 Series 2- and 4-Port OC-12dSTM-4 PoS/SDH OSM: 

http:/ /www.cisco.com/en/US/products/hw/routers/ps368/products_ data_sheet09186a008009223e. html 

• Cisco 7600 Series 2-Port ATM OSM: 

http :/ /www.cisco. com/en/US/products/hw/routers/ps368/products_data_sheet09186a00800887 6f. html 

• Cisco 7600 Series 2-Port OC-48c/1-Port OC-48c DPT OSM: 

http:/ /www.cisco.com/en/US/productslhw/routers/ps368/products_ data_sheet09186a00800887 7 4. html 

Layer 4 Through 7 Services Modules 

The Cisco Catalyst 6500 Series offers an extensive set of services modules for Layer 4 through 7 applications, 

including content services, network monitoring, security, and telephony. 

Content Services Modules 

• Content SeiYices Gateway (CSG)-Enables differentiated billing, user balance enforcement, and activity track.ing 

for customer billing systems. For more information, visit: http://mobiletraining.cisco.com/csg/CSGe_ds_0211 .pdf 

• Content Switching Module (CSM)-Integrates advanced content switching into the Cisco Catalyst 6500 Series to 

provide high-performance, high-availability load balancing of caches, firewalls, Web servers, and other network 

devices. For more information, visit: 

http :/ /www.cisco .com/en!US/productslhw/modules/ps2706/products_da ta_sheet09186a00800887f3 .html 

Network Monitoring 

• Network Analysis Module (NAM 1 and 2)-Provides application-level visibility into the network infrastructure 

for real-time traffic analysis, performance monitoring. and troubleshooting; performs traffic monitoring with 

embedded Web-based traffic analyzer. For more information, visit: 

http :/ /www.cisco.com/en/US/products/hw/modules/ps2 706/products_data_sheet09186a00800a2c89 .html 

Security Services Modules 

• Firewall Services Module (FWSM)-The FWSM allows any port in the chassis to opera te as a fi rewall port and 

integrates stateful firewall securfty inside the network infrastructure. For more information, visit: 

http :/ /www.cisco.com/en/US/productslhw/modules/ps2 706/products_data_sheet09 186a00800c4 f e 7 .html 

Intrusion Detection System Module (IDSM and IDSM-2)-Takes traffic from the switch backplane at wire speed, 

integrating IDS functions directly into the switch. For more information, visit: 

http://www.cisco. com/en/US/productslhw/modu les/ps2 706/products_data_sheet09186a008009 23.41 .html 
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• IPSec VPN Module (IVSM)-Provides infrastructure-integrated IPSec VPN services capable of 1.9-Gbps Triple 

Data Encryption Standard (3DES) performance, 8000 active tunnels. and up to 60 tunnels per second. For more 

information, visit: 

http://www.cisco.com/en!US/productslhw/modules/ps2706/products_data_sheet09 186a00800c4fe2.html 

• SSL Services Module (SSM}-Offloads processor-intensive tasks related to securing traffic with SSL accelerating 

the performance and increasing the security of Web-enabled applications. For more information, visit: 

http:/ /www.cisco.com/en/US/productslhw/modules/ps2706/products_data_sheet09186a00800c4fe9. html 

Telephony Services Modules 

• Communications Media Module (CMM}-Provides flexible, high-density T1 and E1 gateways. allowing 

organizations to connect their existing time-division multiplexing (TDM) networks to their IP communications 

networks, and providing connectivity to the PSTN. For more information, visit: 

http://www.cisco.com/en/US/productslhw/modules/ps3115/products_data_sheet09 186a00800e9c 1 f.html 

Switch Fabric Modules 

Designed to support distributed forwarding for interface modules that have distributed forwarding capability. the 

Cisco Catalyst 6500 Series SFM or SFM2, in combination with the Cisco Catalyst 6500 Series Supervisor Engine 

2-MSFC2 and DFCs on interface modules, increases available system bandwidth from 32 to 256 Gbps. The SFMI 

SFM2 supports the Cisco Catalyst 6500 CEF256 and dCEF256 interface modules. 

Designed to support new interface modules with 720 Gbps forwarding capabilities, the Supervisor Engine 720's 

onboard switch fabric increases available bandwidth to 720 Gbps and enables packet forwarding rates up to 400 

Mpps. By using auto-sensing and auto-negotiation, the Supervisor 720 switch fabric is fully interoperable with the 

8- and 16-Gbps switch fabric interconnections used by the CEF256 and dCEF256 interface modules. When a 

CEF256 or dCEF256 interface module is detected, the switch fabric will automatically connect those modules by 

offering 8-16 Gbps of bandwidth to each module, as applicable. 

How Cisco Express Forwarding Works 

Cisco Express Forwarding (CEF) is a Layer 3 technology that provides increased forwarding scalability and 

performance to handle many short-duration traffic flows common in today's enterprise and service provider 

networks. To meet the need~ ofenvironments handling large amounts ofshort-flow, Web-based, or highly interactive 

types of traffic, CEF forwards ali packets in hardware, and maintains its forwarding rate completely independent of 

the number of flows going though the switch. 

On the Cisco Catalyst 6500 Series, the CEF Layer 3 forwarding engine is located centrally on the supervisor engine's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking. QoS 

policing and marking, and NetFlow statistics gathering. 

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols. the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in its CEF tables-the only 

information it requires to make the Layer 3 forwarding decisions-relying on the routing protocols to do route 

selection. By performing a simple CEF table lookup, the switch forwards packets at wire-rate, independent of the 

o 

o 
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CEF-based f01warding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Accelerated Cisco Express Forwarding (aCEF) Works 

Accelerated Cisco Express Forwarding (aCEF) technology uses two forwarding engines working together in a 

master-slave relationship to accelerate high-rate traffic flows through the switch-a central CEF engine located on 

the Supervisor Engine 720's PFC3 and a scaled-down distributed aCEF engine located on the interface module. 

The central PFC3 makes the initial forwarding decision, with the aCEF engine storing the result and making 

subsequent packet-forwarding decisions locally. aCEF forwarding works like this: 

• As in standard CEF forwarding, the central PFC3 is loaded with the necessary CEF information before any user 

traffic arrives at the switch. 

• As traffic arrives on an aCEF720 interface module, the aCEF engine inspects the packet, and finding that no 

specific packet forwarding information exists, consults the central PFC3. 

• The PFC3 makes a hardware-based forwarding decision for this packet (including Layer 2, Layer 3, ACLs, 

and QoS) . 

• The aCEF engine stores the forwarding decision results and makes forwarding decisions locally for subsequent 

packets based on packet-flow history. 

• The aCEF engine handles hardware-based Layer 2 and Layer 3 forwarding, ACLs, QoS marking. and NetFlow. 

• The central PFC3 processes any forwarding decisions that the interface module's aCEF engine cannot handle. 

aCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 and aCEF720 (WS-X67xx) 

class modules. 

How Distributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding (dCEF), forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate of ali forwarding engines working together. 

Cisco Systems. Inc. 
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Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric, without involving the supervisor engine. With the DFC, each 

interface module has a dedicated forwarding engine complete with the full forwarding tables. dCEF forwarding 

works like this: 

• As in standard CEF forwarding, the central PFC3 located on the supervisor engine and the DFC engines located 

on the interface modules are loaded with the same CEF information derived from the forwarding table before 

any user traffic arrives at the switch. 

• As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table (including Layer 2, Layer 3, ACLs, and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

• The dCEF engine handles ali hardware-based forwarding for traffic on that module, including Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFiow. 

• Because the DFCs make ali the switching decisions locally, the supervisor engine is freed from ali forwarding 

responsibilities and can perform other software-based functions, including routing, management, and network 

services. 

Figure 6 

Distributed Cisco Express Forwarding Packet Flow 
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dCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 for the dCEF720 interface 

module; requires either a Catalyst Supervisor Engine 720 or a Catalyst Supervisor Engine 2-MSFC2 and a SFM for 

o 

o 

the dCEF256 interface module. 
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Cisco lOS Software and Catalyst Operating System Softwa re 

Cisco Catalyst 6500 Series switches offer two operating modes of software, the Cisco Catalyst Operating System 

Software with optional Cisco lOS Software on the MSFC, and Cisco lOS Software for the supervisor engines. Each 

operating mode can be deployed at different hierarchies of the network, depending on the network's requirements. 

These software solutions for the Cisco Catalyst 6500 Series switches provide full Layer 2 through 4 switching and 

routing functions at high performances. 

Today, either of these operating modes can be deployed in an entire network environment, o r the operating modes 

can vary within an environment to meet different requirements. One operating mode is nota replacement for another, 

but is recommended for varying feature requirements. 

• Cisco lOS Software for the Cisco Catalyst 6500 Series 

• Cisco Catalyst Operating System Software with optional Cisco lOS Software on the MSFC 

Cisco lOS Software for the Cisco Catalyst 6500 Series 

Cisco lOS Software for the Cisco Catalyst 6500 Series supervisor engines requires the MSFC on the supervisor 

engine. lt provides integrated multilayer functions in a single image and is optimized for core, distribution, Internet 

access, and data center deployments. Cisco lOS Software combined with the performance of the Cisco Catalyst 6500 

Series offers the necessary features for a high-performance Layer 3-enabled deployment, including support for a 

distributed architecture with the ability to scale the switch to 400 Mpps throughput. Additionally, Cisco lOS 

Software provides operational ease of use by offering a single image and configuration file to be deployed across the 

Cisco Catalyst 6500 Series switches. 

Cisco Catalyst Operating System Software with Optional Cisco lOS Software on t he MSFC 

Cisco Catalyst Operating System Software is the premier software for the wiring closet on Cisco Catalyst 6500 Series 

switches offering high-performance Layer 2 forwarding. It is optimized to deliver the high availability, enhanced 

security, and integrated inline power support necessary for mission-critical wiring closet deployments. Cisco Catalyst 

Operating System Software can also be extended to the distribution and core layers of the network when coupled 

with Cisco lOS Software on the MSFC, providing robust and advanced Layer 3 and Layer 4 functions. This operating 

mode is often referred to as "hybrid mode." See Table 3 for software and hardware deployment options. 
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Table 3 Software and Hardware Deployment Options 

Network Distribution/ 
Performance Wiring Closet Data Center Core WAN Edge 

Highest-performance Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
Cisco lOS Software Supervisor Engine Supervisor Engine Supervisor Engine Supervisor Engine 
end·to-end 2-MSFC2; CEF256 720; dCEF720 and 720; dCEF720 2-MSFC2; dCEF720 

interface modules aCEF720 interface interface modules and aCEF720 
modules interface modules 

Higher-perfonnance Cisco Catalyst Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
mixed operating Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
system Software; 2-MSFC2; dCEF256 720; dCEF720 and 2-MSFC2; dCEF256 

Supervisor Engine and CEF256 interface aCEF720 interface and,CEF256 
2-PFC2; CEF256 and modules modules interface modules 

Classic interface 
modules 

High·performance Cisco Catalyst Hybrid mode; Hybrid mode; Hybrid mode; 
Cisco Catalyst Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
Operating System Software; 2-MSFC2; CEF256 2-MSFC2; dCEF720 2-MSFC2; CEF256 
Software end-to-end Supervisor Engine and Classic interface Series and aCEF720 and Classic interface 

1-2GE; CEF256 and modules interface modules modules 
Classic interface 
modules 

Cisco lOS Software and Cisco Catalyst Operating System Software Shared Features 

Ali Cisco Catalyst 6500 Series supervisor engines, including the new Supervisor Engine 720, take advantage of the 

industry-leading software and management capabilities of the Cisco Catalyst 6500 Series. Customers can apply their 

knowledge o f Cisco Catalyst Operating System Software, Cisco lOS Software, Cisco Works, and other graphical and 

Web-based network management tools without the need to leam a new command-line interface (CLI) or 

management system. 
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. ~Cls~: Catalyst 6500 Series Chassis 

Cisco Catalyst 6500 Series chassis can be deployed in the wiring closet, the distribution and core layers, the data 

center, and the WAN edge, providing the power and features required for end-to-end deployment for the enterprise 

campus, the ISP network, metro, and research computing networks. 

Chassis Applications 

The Cisco Catalyst 6500 Series provides a selection of chassis, including 3-, 6-, 9- , and 13-slot models with slots 

arranged horizontally anda 9-slot model with slots arranged vertically, with front-to-back airflow. Typical 

applications for Cisco Catalyst 6500 Series chassis include: 

• 3-slot chassis-Low-density, wiring-closet chassis sharing interface modules and supervisor engines with larger 

chassis for common sparing; low-density, high-performance specialized services modules chassis for network 

security and management; low-density, high-end chassis providing connectivity to the WAN edge 

• 6- and 9-slot chassis-Traditional chassis for the wiring closet, distribution and core, data center, and WAN edge 

• 13-slot chassis-Highest-capacity chassis for Ethernet connectivity, with slots to spare for services modules 

providing network security and management 

Chassis Configuration 

Ali Cisco Catalyst 6500 Series chassis are NEBS Level-3 compliant and use common power supplies. The 6- and 

9-slot chassis require a lOOOW or 1300W power supply and the 13-slot chassis requires a 2500W or 4000W power ·:) 

supply. The 3-slot chassis requires a 950W power supply. When ordering a Cisco Catalyst 6500 Series switch, use 

the online Cisco Dynamic Configuration Tool to assist you in selecting the chassis, power supplies. power cables, and 

fan trays that will meet your requirements. The tool is available at: 

http://www.cisco.com/appcontentJapollo/configureHomeGuest.html 

Power 

Ali Cisco Catalyst 6500 chassis hold up to two load-sharing, fault-tolerant, hot-swappable AC or DC power supplies. 

Only one supply is required to operate a fully loaded chassis. lf a second supply is installed, it operates in a 

load-sharing capacity. The power supplies are hot-swappable-a failed power supply can be removed without 

powering off the system. 

Cisco Catalyst 6500 Series switch power supplies are available in five power ratings: 

• 950W AC input (Cisco Catalyst 6503 chassis) 

• lOOOW AC input 

• 1300W AC and DC input 

• 2500W AC and DC input 

• 4000W AC input 

Table 4 outlines the power requirements and heat dissipation for the three different models of power supplies 

available for the Cisco Catalyst 6500 Series switch. 
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Table 4 Power Supply VAe and VOe requirements 

Power Supply AC lnput Voltage/Current DC lnput Voltage/Current 

950W 100 to 240 VAe ( tl% for full range); 15 A -48 voe to -60 voe continuous; 
38 A @ -48 VOe, 30 A @ -60 VOe 

1000W 100 to 240 VAe ( tl% for full range); Not supported 
12 A @ 100 VAe, 6 A@ 240 VAe 

1300W 100 to 240 VAe ( tl% for full range); -48 voe to -60 voe continuous; 
17.25 A@ 100 VAe, 8 A@ 200 VAe 38 A @ -48 VOe, 30 A @ -60 VOe 

2500W 100 to 120 VAe, 200 to 240 VAe ( tl% for full range); -48 voe to -60 voe continuous; 
16 A maximum at 200 VAe at 2500 W output; 80 A @ -40.5 VOe, 70 A @ -48 VOe, 
16 A maximum at 100 VAe at 1300 W output 55 A® -60 voe 

4000W 100 to 240 VAe ( tl% for fui I range); 23 A Not supported 

Fan Trays 

Chassis that have a Supervisor Engine 720 installed require a high-speed fan tray. See Table 5 for part number 

information. 

Table 5 Catalyst 6500 Chassis Fan Tray Part Numbers 

Normal Speed Fan- High Speed Fan-
Catalyst 6500 Chassis Fan Tray Part Number Fan Tray Part Number 

6503 FAN-M00-3 FAN-M00-3-HS(=) 

6506 WS-e6K-6SLOT-FAN WS-e6K-6SLOT-FAN2 

6509 WS-e6K-6SLOT-FAN WS-e6K-9SLOT-FAN2 

6509-NEB WS-e6509-N EB-FAN WS-e6509-NEB-FAN2 

6509-NEB-A N/ A FAN-M00-09(=) 

6513 WS-e6K-13SLOT-FAN WS-e6K-13SLOT-FAN2 

Dimensions 

Table 6 provides Catalyst 6500 Series chassis dimensions. 

Table 6 Catalyst 6500 Series Chassis Oimensions 

Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst 
Dimension 6503 6506 6509 6509·NEB 6513 

H xWx D (in.) 

H x W x D (em) 

7x17.37x 
21 .75 in. 

17.8x44.1 x 
55.2 em 

20.1 X 17.2 X 

18.1 in. 

51 .1 X 43.7 X 

46.0cm 

25.2 X 17.2 X 

18.1 in. 

64 .0 X 43.7 X 

46.0cm 

33.3 X 17.2 X 

18.1 in. 

84 .6 X 43 .7 X 

46.0 em 

Ali contents are Copynght © 1992-2003 C1sco Systems, Inc. Ali nghts reserved lmportant Not1ces and P 1vacy Stateme t 
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Table 6 Catalyst 6500 Series Chassis Dimensions 

1.75 in., 4.4 em 

Weight 

Table 7 provides the weight information for empty and fully configured Catalyst 6500 Series chassis. 

Table 7 Catalyst 6500 Series Chassis Weights 

Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst 
Weight 6503 6506 6509 6509-NEB 6513 

Chassis only (lb) 27 45 55 55 98 

Fully configured (lb) 83 115 135 135 240 

Chassis only (kg) 12 20 25 25 45 

Fully configured (kg) 38 52 61 61 109 

Cisco Systems, Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 22 of 32 

~ 
: .J 

o 



,,. 
........ ....... _ __ , -~- ""-

/ . 

Ordering lnformation 

Table 8 provides part number information for Catalyst 6500 Series chassis 

Table 8 Catalyst 6500 Series Chassis Part Numbers 

Part Number Chassis 

WS-C6503 Cisco Catalyst 6503 chassis (three slots) 

WS-C6506 Cisco Catalyst 6506 chassis (six slots) 

WS-C6509 Cisco Catalyst 6509 chassis (nine slots) 

WS-C6509-NEB Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots) 

WS-C6509-NEB-A Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots)-enhanced 

c WS-C6513 Cisco Catalyst 6513 chassis (13 slots) o 
Environmental Conditions 

Table 9 provides environmental information for Catalyst 6500 Series Chassis. 

Table 9 Catalyst 6500 Series Chassis Environmental Conditions 

Parameter Performance Range 

Operating temperature 32 to 104 F (O to 40 C) 

Storage temperature -4 to 149 F (-20 to 65 C) 

Relative humidity 10 to 90%, noncondensing 

Operating altitude 3000 meters 

Mean time between failure (MTBF) 7 years for system configuration 

o o 
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Regulatory Compliance 

Safety 

o UL 1950 

o EN 60950 

o CSA-C22.2 no. 950 

o IEC 60950 

o AS/NZA 3260 

o 21 CFR 1040 

o EN 60825-1 

• IEC 60825-1 

o TS 001 

EMC 

o FCC (CFR 47, Part 15) Class A 

o VCC1 

o CE Marking 

• EN 55022 

• EN 55024 

o CISPR 22 

o AS/NZS 3548 

o NEBS Levei 3 (GR-1089-CORE, GR-63-CORE) 

o ETSI ETS-300386-2 
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Specifications 

Table 10 provides an overview of Catalyst 6500 Series switches specifications, additional information can be found 

in software release notes. 

Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

IEEE Compliance 

802.1 802.1d Bridging 

802.1p, q VLAN tagging 

802.1s Per-VLAN Group Spanning Tree Protocol 

802.1w Rapid Spanning Tree Protocol 

802.1x 

802.1 802.3 10BASE-T. 10BASE-FL 

802.3ad Link aggregation 

802 .3ab 1000BASE-T 

802.3ae 10 Gigabit Ethernet 

802.3u 100BASE-TX, 100BASE-FX 

802.3x Flow contrai 

802.3z 1000BASE-SX, 1000BASE-LX 

RFC Compliance 

ATM 1483, 2584 Protocol encapsulation over ATM AAL:S 

ATM permanent virtual circuit (PVC) to 802.1q tagging 

BGP4 1269 Definitions of Managed Objects for the Border Gateway Protocol 
(Version 3) 

1745 Border Gateway Protocoi/Open Shortest Path First (BGP/OSPF) 
interactions 

1771 BGPv4 

1965 BGP4 autonomous system confederations 

1966 'BGP4 route reflection 

1997 Communities attribute 

2385 Transmission Control Protocol (TCP) MOS authentication for BGP 

2439 Route flap dampening 

2796 Route reflection 

2842 Capabilities advertisement 

General routing protocols 768 User Datagram Protocol (UDP) 

783 Trivial File Transfer Protocol (TFTP) r ·------~- ......... ~ 

·tM"-' . •i\ .. ,, ' . . 
791 IP CPMr • coÍ~RE 

........ 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

792 Internet Control Message Protocol (ICMP) 

793 TCP 

826 Address Resolution Protocol (ARP) 

854 Telnet 

894 IP over Ethernet 

o 903 Reverse Address Resolution Protocol (RARP) 

906 TFTP Bootstrap 

951. 1542 BootP. BootP extensions 

1027 Proxy ARP 

1122 Host requirements 

1256 ICMP Router Oiscovery Protocol (IRDP) 1Pv4 router discovery 

1519 Classless interdomain routing (CIDR) 

1541 Dynamic Host Control Protocol (DHCP) ' j 
1591 Domain Name System (DNS) client 

1619 PPP over SONET 

1662 PPP HDLC-Iike framing 

1812 1Pv4 

2131 BootP/DHCP 

2338 VRRP 

lnternetwork Packet Exchange Routing lnformation Protocol/ 
Service Advertising Protocol (IPX RIP/SAP) o o 
Software-controlled redundant ports 

IP multicast 1112 Internet Group Management Protocol (IGMP) 

1122 Host extensions, Distance Vector Multicast Routing Protocol 
(DVMRP) 

2236 IGMP v1, v2, v3 

IGMP v1, v2, v3 Snooping 

2283 Multicast Border Gateway Protocol (MBGP) 

.2362 Protocol-lndependent Multicast (PIM)-SM 

DVMRP v3-07 

Multicast Source Oiscovery Protocol (MSDP) 

PIM-Dense Mode (PIM-DM) v1 

Cisco Systems, Inc. 

Ali contents are Copyright © 1992-2003 Ci sco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 

Page 26 of 32 



Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

PIM-DM v2 

Bidirectional PIM (Supervisor Engine 720 only) 

lntermediate system to 1195 TCP 
lntermediate system (IS-IS) 

1377 ppp 

2763 Dynamic host na me exchange 

( 2966 Domain-wide prefixes 

LSP tunnels 2211 Controlled load network element service o 
2702 Traffic engineering over MPLS 

MPLS 2547 MPLS VPN 

2961 Resource Reservation Protocol (RSVP) refresh 

3031 MPLS architecture 

3032 MPLS la bel stack encoding 

3036 Label Distribution Protocol (LDP) 

OSPF 1583 OSPF v2 

1587 OSPF NSSA 

1745 OSPF interactions 

1765 OSPF database overflow 

1850 OSPF v2 Management lnformation Base (MIB), traps 

1997 Communities and attributes 

o. 2154 OSPF digital signatures, MD5 o 
2178 OSPF v2 (superceded by RFC 2328) 

2328 OSPF v2 

2370 OSPF opaque link-state advertisement (LSA) option 

2385 TCPM5 

2439 Route flap damping 

2842 Capabilities advertisement 

2918 Route refresh capability 

RIP 1058 RIP v1 

1723 RIP v2 r - - . -· -
2453 RIP v2 l -·~t::tti~/9 

f'O~' - ... ~ 
v v r REJ - -
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Table 10 Catalyst 6500 Series Specifications 

' Specification Number Description 

Miscellaneous protocols 1866 HTML 

2030 Simple Network Time Protoco l (SNTP) Version 4 

for 1Pv4, 1Pv6 and OSI 

2068 HTIP 

Denial of service (DoS) protection 2267 Network lngress Filtering 

ACLs: wire-speed 

o ICMP and IP-option control ) 
IP broadcast forwarding control 

Rate limiting using ACLs 

Unicast Reverse Path Forward ing (RPF) 

Server load balancing with Layer 3 and Layer 4 protection 

SYN attack protection 

Session contrai 

Network management 782 VLAN Trunking Protocol (VTP) 
) 

783 TFTP 

854 Telnet 

951 BOOTP 

1155 Structure of Management lnformation (SMiv1) 

1156 TCP/IP MIB 

1157 Simple Network Management Protocol (SNMP)v1 

1212 MIB definitions o o 
1213 SNMP MIB 11 

1215 SNMP traps 

1256 ICMP router discovery 

1285 Station management (SMn 7.3 

1354 IP forwarding table MIB 

1493 Bridge MIB 

' 1516 Ethernet repeater MIB 

1573 Interface table MIB 

1643 Ethernet MIB 

1650 Ether-like MIB 

" .~ 
) 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

1657 BGPv4 MIB 

1724 RIPv2 MIB 

1757 RMON MIB 

1850 OSPFv2 MIB 

1901, 1907 SNMPv2c 

(_ 
1908 SNMPv1/v2 coexistence 

2021 RMON2 probes o 
2037 ENTITY-MIB 

2096 IP forwarding 

2233 Interface MIB 

2613 RMON analysis for switched networks (SMON) MIB 

2668 802 .3 media attachment unit (MAU) MIB 

2787 VRRP MIB 

2925 Ping/Traceroute/NS Lookup MIB 

Sampled Netflow 

9991ocal messages 

BSD Syslog with multi pie servers 

Configuration logging 

CISCO-CDP-MIB 

o CISCO-COPS-CLI ENT-MIB 

Cisco Discovery Protocol o 
CISCO-ENTITY-FRU-CONTROL-MIB 

CISCO-PAGP-MIB 

CISCO-STACK-MIB 

CISCO-STP-Extensions-MIB 

Cisco Traffic Director Software 

CISCO-UDLDP-MIB 

CiscoView 

CISCO-VLAN-Bridge-MIB 

Cisco VLAN Director Software ~ _-·-:-;: .. --- -- - · - ··- -

CISCO-VLAN-Membership-MIB CPMI - COR-RI' -· 
i OS 

Ali 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

CISCO-VTP-MIB 

Cisco Workgroup MIB 

SPAN and Remate SPAN (RSPAN) 

Hot Standby Routing Protocol (HSRP) 

HC-RMON 

o HTMUHTTP management 

NetFiow v1 export 

RMON HP Open View 

SMON-MIB 

Standard Cisco lOS Software security capabilities: passwords and 
TACACS+ 

Telnet client 

Telnet management 

Text-based CU 

Web-based GUI Management Tools (CiscoWorks) 

Security 1492 Terminal Access Controller Access Contrai System Plus 
(TACACS+) 

2138 Remate Authentication Dial-ln User Service (RADI US) 
authentication 

ACLs for Layers 2, 3, 4, and 7 

o Access profiles on ali routing protocols 

Access profiles on ali management methods o 
Media Access Control (MAC) address security/lockdown 

Network Address Translation (NAT) 

Network login (including DHCP/RADIUS integration) 

RADIUS accounting 

RADIUS per-command authentication 

Secure Copy Protocol (secure file transfer) 

) 
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Whether your company is a large organization, a commercial business, ora service provider, Cisco is committed to 

maximizing the retum on your network investment. Cisco offers a portfolio of technical support services to help 

ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization offers the following features , providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations, not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources of your technical staff to increase productivity 

• Complements remote technical support with onsite hardware replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnetTM support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information, visit: 

http://www.cisco.com/en/US/products/svcs/ps3034/serv _ category _home.html 

Additional Cisco Catalyst 6500 Series lnformation 

For additional information about the following data sheets that describe Cisco Catalyst 6500 Series, supervisor 

engines, interface modules, SFM, and services modules, visit: 

http ://www.cisco.com/en!US/products/hw/switches/ps708/products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethemet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethernet Interface Modules Data Sheet 

• Ciscb Catalyst 6500 Series 10 Gigabit Ethemet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series NetWork Application Module (NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module Data Sheet 

• Cisco Catalyst 6500 Series IPSec VPN Services Module Data Sheet 

o 

o 
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Preface 

This VPN Client User Guide tells you how to insta li, use, and manage the Cisco VPN Client with Cisco 
Systems products. 

This guide is for users o f remo te clients who want to set up virtual priva te network (VPN) connections 
to a central site. Network administrators can also use this guide for information about configuring and 
managing VPN connections for remote clients. We assume that you are familiar with the Windows 
platform and know how to use Windows applications. A network administrator should be familiar with 
Windows system configuration and management and know how to instai!, configure, and manage 
internetworking systems. For information specific to a network administrator, see VPN Client 
Administrator Guide. 

Organization 
This guide is organized as follows : 

Chapter Title Description 

o Chapter I Understanding the Cisco VPN Explains briefly what the VPN Client is and how 
Client it works . 

Chapter 2 InstaÍling the VPN Client Tells you how to install the VPN Client. 

Chapter 3 Configuring the VPN Client Tells you how to configure the VPN Client, 
including setting optional parameters. 

Chapter 4 Connecting to a Private Network Tells you how to connect to a private network 
using the VPN Client and an Internet connection; 
shows how to get status information on your 
connection, and how to use auto initiation. 

Chapter 5 Managing the VPN Client Tells you how to manage VPN Client connections, 
upgrade or uninstall VPN Client software, 
reconfigure the VPN Client automatically, use the 
Log Viewer application and set up special features 

, such as Start Before Logon. 

~ 
r;:;-: ,;.. .. . :-·, - - . 
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Chapter 

Chapter 6 

Appendix A 

Preface 

Title Description 

Enrolling and Managing Tells you how to obtain digital certificares to use 
Certificares for authentication and how to manage these 

certificares on your system. 

Copyrights and Licenses Provides copyright and license information for 
software that the VPN Client uses . 

Terminology 
In this user guide, the term Cisco VPN device refers to the following Cisco products: 

• Cisco VPN 3000 Series Concentrator 

• Cisco Secure PIX Firewall devices 

o • lOS platform devices, such as the Cisco 7100 Series Routers 

Related documentation 

o 

The VPN Client includes an extensive online HTML-based help system that you can access through a 
browser in severa! ways : 

• Click the Help icon on the Cisco Systems VPN Client programs menu 
(Start > Programs > Cisco Systems VPN Client > Help). 

• Press Fl while using the applications. 

• Click the Help button on screens that include it. 

The VPN Client Administrator Guide tells a network administrator how to: 

• Configure a VPN 3000 Concentrator for severa! specific features: 

- Configure a VPN 3000 Concentrator for remote access users 

- Configure VPN Client firewall policy on a VPN 3000 Concentrator 

- Notify remo te users of a client update 

- Set up Local LAN Access for the VPN Client 

- Configure the VFN Concentrator to update VPN Client backup servers 

- Set up the VPN Concentrator and the VPN Client for NAT Transparency 

. Configure Entrust Entelligence for the VPN Client 

- Set up authentication using Smart Cards. 

• Automate remote user profiles 

• Configure auto initiation 

• Use the VPN Client command-line interface 

• Customize the VPN Client software (text, icons and installation) 

• Use the SetMTU application 

• Obtain troubleshooting information 

• Work with Microsoft Windows Installer 

• VPN Client· Use r Guide for Windows 
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Conventions • 

..J--""··-
The VPN Client guides are provided on the Cisco VPN 3000 Concentrator's software distributi 9n-~ _ ., _ .. ~..:. .. ; -...., 
CD-ROM in PDF format. To view the latest version on the Cisco Web si te, go to the following 's ite'á'~d ·· ·. ·\ 
click VPN Client. 

1 
• ( } 

1 
{i'· ·,_ 

http://www.cisco.com/univercd/cc/td/doc/product/vpn/index.htm. \ \ "-' 0 5 {( 
\ '· J '\., '' 

VPN 3000 Series Concentrator Documentation "·,·---- ... -

c 

The VPN 3000 Concentrator Series Getting Started guide explains how to unpack and instai! the VPN 
Concentrator, and how to configure the minimal parameters. This is known as Quick Conjig. 

The VPN 3000 Series Concentra for Reference Volum e 1: Conjiguration explains how to start and use the 
VPN Concentrator Manager. It details the Configuration screens and explains how to configure your 
device beyond the minimal parameters you set during quick configuration. 

The VPN 3000 Series Concentrator Reference Volum e 11: Administration and Monitoring provides 
guidelines for administering and monitoring the VPN Concentrator. It explains and defines ali functions o 
available in the Administration and Monitoring screens o f the VPN Concentrator Managei-. Appendixes 
to this manual provide troubleshooting guidance and explain how to access and use the altemate 
command-line interface. 

The VPN Concentrator Manager also includes online help that you can access by clicking the Help icon 
on the toolbar in the Manager window. 

Other useful books, articles, and websites include: 

• Dictionary o f lnternetworking Terms and Acronyms. Cisco Press: 200 I 

• Kosiur, Dave. Building and Managing Virtual Private Networks . Wiley: 1998. 

• Sheldon, Tom. Encyclopedia ofNetworking. Osbome/McGraw-Hill : 1998 . 

• www . ietf. org for Internet Engineering Task Force (IETF) Working Group drafts on IP Security 
Protocol (IPSec). 

Conventions 

o 

78-14738-01 

This document uses the following conventions: 

Convention 

boldface font 

italic font 

s c reen font 

boldface screen 

font 

Description 

User actions and commands are in boldface. 

Arguments for which you supply values are in italics. 

Terminal sessions and information the system displays 
are in s cre en font. 

Information you must enter is in boldface screen font. 

o 
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Note 
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Caution 

Data Formats 

o 

o 

Preta c e 

Notes use the following conventions: 

Means reader take note . Notes contain he lpful suggestions or references to material not 
covered in the publication. 

Cautions use the following conventions: 

Means reader be careful. Cautions alert you to actions or conditions that could result in 
equipment damage or loss of data . 

As you configure and manage the system, enter data in the following formats unless the instructions 
indicate otherwise: 

Type of Data Format 

IP Addresses IP addresses use 4-byte dotted decimal notation (for example, 
192 .168.12 . 34); as the example indicates, you can omit leading zeros in a byte 
position. 

Subnet Masks and Subnet masks use 4-byte dotted decimal notation (for example, 
Wildcard Masks 255 . 255 . 255. o). Wildcard masks use the same notation (for example, 

o. o. o. 255); as the example illustrates, you can omit leading zeros in a byte 
position. 

MAC Addresses MAC addresses use 6-byte hexadecimal notation (for example, 
00 . 10 . 5A . 1F .4 F . 07) . 

Hostnames Hostnames use legitimate network hostname or end-system name notation (for 
example, VPN01) . Spaces are not allowed. A hostname must uniquely identify 
a specific system on a network. 

Text Strings Text strings use upper- and lower-case alphanumeric characters. Most text 
strings are case-sensitive (for example, simon and Simon represent different 
usemames). In most cases, the maximum length o f text strings is 48 
characters. 

Port Numbers Port numbers use decimal numbers from o to 6 5535. No commas or spaces are 
permitted in a number. 

• VPN Client Use r Guide for Windows 
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Preface 
Obtaining Documentation • 

Obtaining Documentation 
These sections explain how to obtain documentation from Cisco Systems. 

World Wide Web "' ~ ,. ... ... . 

You can access the most current Cisco documentation on the World Wide Web at this URL: 

http://www.cisco.com 

Translated documentation is available at this URL: 

http: //www.cisco.com/public/countries_languages.shtml 

Documentation CD-ROM 

Cisco documentation and additional literature are available in a Cisco Documentation CD-ROM 
package, which is shipped with your product. The Documentation CD-ROM is updated monthly and may 
be more current than printed documentation. The CD-ROM package is available as a single unit or 
through an annual subscription. 

Ordering Documentation 

You can order Cisco documentation in these ways: 

• Registered Cisco.com users (Cisco direct customers) can order Cisco product documentation from 
the Networking Products MarketPiace: 

http://www.cisco.com/cgi-bin/order/order_root.pl 

• Registered Cisco.com users can order the Documentation CD-ROM through the online Subscription 
Store: 

http://www.cisco.com/go/subscription 

• Nonregistered Cisco.com users can order documentation through a local account representative by 
calling Cisco Systems Corporate Headquarters (Califomia, U.S.A.) at 408 526-7208 or, elsewhere 

o 

o in North America, by calling 800 553-NETS (6387). O 
Documentation Feedback 

78-14738-01 

You can submit comments electronically on Cisco.com. In the Cisco Documentation home page, click 
the Fax or Email option in the "Leave Feedback" section at the bottom o f the page. 

You can e-mail your comments to bug-doc@cisco.com. 

You can submit your comments by mail by using the response card behind the front co ver o f your 
document or by writing to the following address: 

Cisco Systems 
Attn : Document Resource Connection 
170 West Tasman Drive 
San Jose, CA 95134-9883 
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Obtaining Technical Assistance 

Cisco.com 

o 

Cisco provides Cisco.com as a starting point for ali technical assistance. Customers and partners can 
obtain online documentation, troubleshooting tips, and sample configurations from online tools by using 
the Cisco Technical Assistance Center (TAC) Web Si te. Cisco. com registered users have complete 
access to the technical support resources on the Cisco TAC Web Site. 

Cisco.com is the foundation o f a suíte o f interactive, networked services that provides immediate, open 
access to Cisco information, networking solutions, services, programs, and resources at any time, from 
anywhere in the world. 

Cisco.com is a highly integrated Internet application and a powerful, easy-to-use tool that provides a 
broad range of features and services to help you with these tasks: 

• Streamline business processes and improve productivity 

• Resolve technical issues with online support 

• Download and test software packages 

• Order Cisco learning materiais and merchandise 

• Register for online skili assessment, training, and certification programs 

I f you want to obtain customized information and service, you can self-register on Cisco.com. To access 
Cisco.com, go to this URL: 

http://www.cisco.com 

Technical Assistance Center 

o 

w:;;:w 

The Cisco Technical Assistance Center (TAC) is available to ali customers who need technical assistance 
with a Cisco product, technology, or solution. Two leveis o f support are available: the Cisco TAC 
Web Site and the Cisco TAC Escalation Center. 

Cisco TAC inquiries are categorized according to the urgency of the issue : 

• Priority level4 (P4)-You need information or assistance concerning Cisco product capabilities, 
product instaliation, or basic product configuration. 

• Prlority level3 (P3)-Your network performance is degraded. Network functionality is noticeably 
impaired, but most business operations continue . 

• Priority levei 2 (P2)- Your production network is severely degraded, affecting significant aspects 
of business operations. No workaround is available . 

• Priority levei I (P I)-Your production network is down, anda critica i impact to business operations 
wili occur i f service is not restored quickly. No workaround is available. 

The Cisco TAC resource that you choose is based on the priority of the problem and the conditions of 
service contracts, when applicable . 

• VPN Client.User Guide for Windows 
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Obtaining Technical Assistance 

Cisco TAC Web Site 

c 

You can use the Cisco TAC Web Site to resolve P3 and P4 issues yourself, saving both cost and time. 
The si te provides around-the-clock access to online tools, knowledge bases, and software. To access the 
Cisco TAC Web Site, go to this URL: 

http ://www.cisco.com/tac 

Ali customers, partners, and resellers who have a valid Cisco service contract have complete access to 
the technical support resources on the Cisco TAC Web Site. The Cisco TAC Web Site requires a 
Cisco.com login ID and password . Ifyou have a valid service contract but do not have a login ID or 
password, go to this URL to register: 

http: //www.cisco.com/register/ 

Ifyou are a Cisco.com registered user, and you cannot resolve your technical issues by using the Cisco 
TAC Web Site, you can open a case online by using the TAC Case Open tool at this URL: 

http :/ /www.cisco.com/tac/caseopen 

Ifyou have Internet access, we recommend that you open P3 and P4 cases through the Cisco TAC 
Web Site. 

Cisco TAC Escalation Center 

o 

78-14738-01 

The Cisco TAC Escalation Center addresses priority levei I or priority levei 2 issues. These 
classifications are assigned when severe network degradation significantly impacts business operations. 
When you contact the TAC Escalation Center with a PI or P2 problem, a Cisco TAC engineer 
automatically opens a case. 

To obtain a directory of toll-free Cisco TAC telephone numbers for your country, go to this URL: 

http: / /www.cisco.com/warp/public/687/D irectory/DirT AC.shtml 

Before calling, please check with your network operations center to determine the levei ofCisco support 
services to which your company is entitled: for example, SMARTnet, SMARTnet Onsite, or Network 
Supported Accounts (NSA). When you call the center, please have available your service agreement 
number and your product serial number. 

VPN Client User Guide 
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Understanding the Cisco VPN Client 

The Cisco VPN Client for Windows (referred to in this user guide as VPN Client) is a software program 
that runs on a Microsoft® Windows®-based PC. The VPN Client on a remate PC, communicating with 
a Cisco Easy VPN server on an enterprise network o r with a service provider, creates a se cure connection o 
over the Internet. Through this connection you can access a priva te network as i f you were an on-site 
user. Thus you have a Virtual Private Network (VPN). The server verifies that incoming connections 
have up-to-date policies in place before establishing them. Cisco lOS, VPN 3000 Series Concentrators, 
and PIX central-site servers can ali terminate VPN connections from VPN Clients. 

As a remate user (low speed or high speed), you first connect to the Internet. Then you use the VPN 
Client to securely access private enterprise networks through a Cisco VPN server that supports the VPN 
Client. 

The VPN Client comprises the following applications, which you select from the Programs menu: 

Figure 1-1 VPN Client Applications as lnstalled by lnstai/Shield 

:~ Accessories 

I~ Startup 

~ Command Prompt 

e Internet Explorer 

~ Windows NT Explorer 

~ 

~ Certificate Manager 

e Help 

00 Log Víewer 

G SetMTU 

@1 Administrative T ools (Common) ., g1'! Uninstall VPN Client 

!lli C1sco S_y:;tems VPN Chent ~ L!) VPN Dialer 

~ NetworkiCE .. 
C~ Paint Shop Pro 6 ~ 

C~. Startup ~ 

L~ WinZip .. 

In logical order o f use, the applications are as follows: 

• Help-Displays an online manual with instructions on using the applications. 

• VPN Dialer- Lets you configure connections to a VPN server and lets you then start your 
connections. 

: ~~S::::~·~::o:00L:,:;:: :::::: :::~'::!:~" to •uthonti"~ouc oonnootion' to VPN 
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• Uninstall VPN Client- Lets you safely remove the VPN Client software from your system and 
retain your connection and certificate configurations. 

~. 
Note There are two ways to install the VPN Client: through the InstallShield wizard or through the 

Microsoft Installer. Ifyou install the VPN Client through the Microsoft Installer, the Programs 
menu shown in Figure 1-1 does not contain the Uninstall app1ication. 

• SetMTU-Lets you manually change the size ofthe maximum transmission unit (see the VPN Client 
Administrator Guide, Chapter 6.) 

How the VPN Client Works 

o 
The VPN C1ient works with a Cisco VPN server to create a secure connection, called a tunnel, between 
your computer and the private network. lt uses Internet Key Exchange (IKE) and Internet Protocol 
Security (IPSec) tunneling protocols to make and manage the secure connection. Some o f the steps 
include: 

• Negotiating tunnel parameters-Addresses, algorithms, lifetime, and so on. 

• Establishing tunnels according to the parameters. 

• Authenticating users-Making sure users are who they say they are, by way o f usernames, group 
names and passwords, and X.509 digital certificates. 

• Establishing user access rights-Hours o f access, connection time, allowed destinations, allowed 
protocols, and so on. 

• Managing security keys for encryption and decryption. 

• Authenticating, encrypting, and decrypting data through the tunnel. 

For example, to use a remote PC to read e-mail at your organization, you connect to the Internet, then 
start the VPN Client and establish a secure connection through the Internet to your organization 's private 
network. When you open your e-mail, the Cisco VPN server uses IPSec to encrypt the e-mail message. 
It then transmits the message through the tunnel to your VPN Client, which decrypts the message so you 
can read it on your remote PC. Ifyou reply to the e-mail message, the VPN Client uses IPSec to process 
and return the message to the private network through the Cisco VPN server. 

O ection Technologies 
The VPN Client lets you use any o f the following technologies to connect to the Internet: 

• POTS (Piain Old Telephone Service)-Uses a dial-up modem to connect. 

• ISDN (Integrated Services Digital Network)-May use a dial-up modem to connect. 

• Cable-Uses a cable modem; always connected. 

• DSL (Digital Subscriber Line)-Uses a DSL modem; always connected. 

You can also use the VPN Client on a PC with a direct LAN connection. 

.,. • VPN Client Use r Guide for Windows 
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Chapter 1 Understanding the Cisco VPN Client 
VPN Client Features 

VPN Client Features 
The VPN Client includes the following features: 

Program Features 

(_ 

o 

• Complete browser-based context-sensitive HTML-based Help 

• Support for VPN 3000 Series Concentrator platforms that run Release 3.0 and above. (VPN Client 
Release 3.0 and above will not work with Releases 2.x o f the VPN 3000 Concentrator.) 

• Command-line interface to the VPN Dialer 

• Local LAN access-The ability to access resources on a local LAN while connected through a 
secure gateway to a central-site VPN server (ifthe central site grants permission) 

• Automatic VPN Client configuration option-the ability to importa configuration file 

• Log Viewer-An application that collects events for viewing and analysis 

• Set MTU size-The VPN Client automatically sets a size that is optimal for your environment. o 
However, you can set the MTU size manually as well. (For instructions on adjusting the MTU size, 
see the VPN Client Administra for Guide). 

• Application Launcher-The ability to launch an application o r a third-party dialer from the VPN 
Client. 

• Automatic uninstall ofthe Norte! Networks VPN Client and the 5000 VPN Client software with the 
InstallShield installation package 

• Automatic connection by way ofMicrosoft Dial-Up Networking or any other third-party remote 
access dialer 

• Software update notifications from the VPN server upon connection 

• Ability to launch a location site containing upgrade software from a VPN server notification 

• The ability to automatically initiate secure wireless VPN connections seamlessly 

• NAT Transparency (NAT-T), which lets the VPN Client and the VPN Concentrator automatically 
detect when to use IPSec over UDP to work properly in Port Address Translation environments. 

• Update of centrally controlled backup server list-the VPN Client leams the backup VPN 
Concentrator list through connection establishment. This feature is configured on the VPN 3000 
Concentrator and pushed to the VPN Client. The addresses show in the VPN Dialer application in 
the Enable Backup Servers box under Options->Properties->Connections. 

• Support for Dynamic DNS (DDNS hostname population)-The VPN Client sends its hostname to the 
. VPN Concentrator during connection establishment. The VPN Concentra to r can send the hostname in a 
DHCP request that can cause a DNS server to update its database to include the new hostname and Client 
address. 

Windows NT, Windows 2000, and Windows XP Features 

78-14738-01 

• Password expiration info.rmation when authenticating through a RADIUS server that references an 
NT user database. When you log in, the VPN Concentrator sends a message that your password has 
expired and asks you to enter a new one and then confirm it. On pre-Release 3.5 VPN Clients, the 
prompt asks you to supply a PIN and to verify it. On a 3.5 or above VPN Client, the prompt asks 
you to enter and verify a password. 

. VPN Client Use r Guide 
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Chapter 1 Understanding the Cisco VPN Client 

• Start Before Logon-The ability to establish a VPN connection before logging on to a Windows NT 
platform, which includes Windows NT 4.0, Windows 2000, and Windows XP systems . 

• Ability to disable automatic disconnect when logging off o f a Windows NT platform. This allows 
for roaming profile synchronization. 

IPSec Features 

o 

• IPSec tunneling protocol 

• Transparent tunneling-IPSec over UDP for NAT and PAT, and IPSec over TCP for NAT, PAT, and 
firewalls 

• IKE key management protocol 

• IKE Keepalives-Monitoring the continued presence of a peer and reporting the VPN Client's 
continued presence to the peer. This lets the VPN Client notify you when the peer is no longer 
present. Another type o f keepalives keeps NAT ports alive. 

• Split tunneling-The ability to simultaneously direct packets o ver the Internet in clear text and 
encrypted through an IPSec tunnel. The VPN Server supplies a list o f networks to the VPN Client 
for tunneled traffic. You enable split tunneling on the VPN Client and configure the network list on 
the VPN Server, such as the VPN Concentrator. 

• Support for Split DNS-The ability to direct DNS packets in clear texto ver the Internet to domains 
served through an externai DNS (serving your ISP) or through an IPSec tunnel to domains served 
by the corporate DNS. The VPN Server supplies a list of domains to the VPN Client for tunneling 
packets to destinations in the private network. For example, a query for a packet destined for 
corporate.com would go through the tunnel to the DNS that serves the priva te network, while a query for 
a packet destined for myfavoritesearch.com would be handled by the ISP's DNS. This feature is 
configured on the VPN Server (VPN Concentrator) and enabled on the VPN Client by default. To use 
Split DNS, you must also have split tunneling configured. 

• LZS data compression, which can benefit modem users 

Authentication Features 

o 

MifiM 

• User authentication by way ofVPN central-site device: 

- Internai through the VPN device's database 

- RADIUS (Remate Authentication Diai-In User Service) 

- NT Domain (Windows NT) 

- . RSA (formerly SDI) SecuriD or SoftiD 

• Certificate Manager-An application that lets you manage your identity certificates 

• Ability to use Entrust Entelligence certificates 

• Ability to authenticate using smart cards with certificates 

• Peer Certificate Domain Name Verification-prevents a client from connecting to a invalid gateway 
by using a stolen but valid certificate anda hijacked IP address. If the attempt to verify the doma in 
name o f the peer certificate fails, the client connection also fails. 

• VPN Client User Guide for Windows 
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Chapter 1 Understanding lhe Cisco VPN Client 
VPN Client Features 

Firewall features 

c 

• Support for Cisco Secure PIX Firewall platforms that run Release 6.0 and higher 

~ .. 
Note Instructions on configuring the VPN Client to interoperate with Cisco Secure PIX Firewall, 

Release 6.0 and above, are available in IPSec User Guidefor Cisco Secure PIX Firewa/1. 

• Support for personal firewalls: 

- Cisco Integrated Firewall (CIC) 

- ZoneAlarmPro 2.6.3.57 

- ZoneAlarm 2.6.3.57 

- Zone Integrity 

- Blacklce Agent and Blacklce Defender 2.5 

• Centralized Protection Policy-Support for firewall policies pushed to the VPN Client from a VPN 
Concentrator 

VPN Client IPSec Attributes 

The VPN Client supports these IPSec attributes: 

• Main mode for negotiating phase one o f establishing ISAKMP Security Associations (SAs) 

• Aggressive mode for negotiating phase one o f establishing ISAKMP SAs 

• Authentication algorithms: 

- HMAC (Hashed Message Authentication Coding) with MD5 (Message Digest 5) hash function 

- HMAC with SHA-1 (Secure Hash Algorithm) hash function 

• Authentication Modes: 

- Preshared Keys 

- X.509 Digital Certificares 

• Diffie-Hellman Groups I (for digital certificates), 2, and 5 

• Encryption algorithms: 

o - 56-bit DES (Data Encryption Standard) 

- 168-bit Triple-DES 

- AES 128-bit and 256-bit 

Note You must be running Release 3.6 ofthe VPN Client to use the AES encryption algorithm 

• Extended Authentication (XAUTH) 

• Mode Configuration (also known as ISAKMP Configuration Method) 

• Tunnel Encapsulation Mode 

• IP compression (IPCOMP) using LZS 

78-14738-01 
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lnstalling the VPN Client 

This chapter explains how to install the VPN Client on your PC and includes the following sections: 

• Verifying System Requirements 

• Gathering Jnformation You Need 

• Installing the VPN Client Through InstallShield 

• Installing the VPN Client Through Microsoft Windows Installer 

To upgrade the VPN Client software, or to uninstall it, see "Managing the VPN Client." 

Lt. 
Caution Installing the VPN Client software using InstaliShield on Windows NT or Windows 2000 requires 

Administrator privileges. Ifyou do not have Administrator privileges, you must have someone with 
Administrator privileges install the product for you. 

lnstallation Applications 
You can install the VPN Client on your system through two different applications: InstallShield and 
Microsoft Windows Installer (MSI). Both applications use installation wizards to walk you through the 
installation. Installing the VPN Client through InstallShield includes an Uninstall icon in the program 
group; MSI does not. In the latter case, to manually remove VPN Client applications, you can use the 
Microsoft Adct/Remove Programs utility. 

Cerifying System Requ.irements 
Verify that your computer meets these requirements: 

• Computer with a Pentium®-class processar or greater 

• One o f the following operating systems: 

- Microsoft®Windows® 95 (OSR2), Windows 98, or Windows 98 (second edition) 

- Windows ME 

- Windows NT® 4.0 (~ith Service Pack 6, or higher) 

- Windows. 2000 

- Windows XP 

VPN Client Use r Guide 
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Chapter 2 lnstalling the VPN Client 
• Gathering lnformation Vou Need 

o 

• Microsoft TCP/IP installed. (Confirm via Start > Settings > Control Pane! > Network > Protocols or 
Configuration.) 

lO MB hard disk space. 

• RAM: 

- 16MB for Windows 95/98 

- 32 MB for Windows NT and Windows ME 

- 64 MB for Windows 2000 

- 128MB for Windows XP 

• To install the VPN Client: 

- CD-ROM drive 

- 3.5 inch high-density diskette drive 

- Administrator privileges i f installing on Windows NT or Windows 2000 

• To use the VPN Ciient: 

- Direct network connection ( cabie o r DSL modem and network adapter/interface card) 

- Internai or externai modem 

- For Windows 95, Microsoft Diai-Up Networking (DUN) version 1.2 or greater. (DUN 1.3 for 
Windows 95 is a recommended performance and security upgrade, and it is avaiiable as a free 
download from the Microsoft Web si te, www.microsoft.com. Windows 98 includes the DUN 1.3 
functionali ty.) 

• To connect using a digital certifica te for authentication: 

- A digital certifica te signed by one of the following Certificate Authorities (CAs) installed on 
your PC: 

Baltimore Technologies (www.baltimoretechnologies.com) 

Entrust Technologies (www.entrust.com) 

Microsoft Certificate Services-Windows 2000 

Netscape (Security) 

Verisign, Inc. (www.verisign.com) 

- Ora digital certifica te stored on a smart card. The VPN Client supports smart cards via the MS 
CAPI Interface. 

&ithering lnformation Vou Need 
To configure and use the VPN Client, you may need the information listed in thi s section. 

Ask for this information from the system administrator ofthe private network you want to access. Your 
system administrator may have preconfigured much ofthis data; i f so, h e o r she will te li you which items 
you need. 

• Hostname or IP address o f the secure gateway to which you are connecting 

• Your IPSec Group Name (for preshared keys) 

• Your IPSec Group Password (for preshared keys) 

I f authenticating with a digital certificate , the name o f the certifica te 

• VPN Client Use r Guide for Windows .,. 78-14738-01 
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Chapter 2 lnstalling the VPN Client 
lnstalling the VPN Client Through lnstaiiShield 

• I f authenticating through the secure gate~ay··~ internai server, your username and password 

• I f authenticating through a RADIUS server, your username and password 

• I f authenticating through an NT Domain server, your username and password 

• I f authenticating through a token vendor, your usem ame and PIN 

• I f authenticating through a smart card, your smart card, reader, PIN o r passcode, and the na me o f 
the certificate stored on the smart card 

• I f you should configure backup serve r connections, the hostnames o r IP addresses o f the backup 
servers 

lnstalling the VPN Client Through lnstaiiShield 

c Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

~ .. 
Note 

o 

78-14738-01 

To install the VPN Client on your system, follow these steps. We suggest you accept the defaults unless 
your system administrator has instructed otherwise. 

Exit ali Windows programs, and disable any antivirus software. 

Insert the Cisco Systems CD-ROM in your system's CD-ROM drive. 

Choose Start > Run. The Run dialog box appears. 

Enter E:\VPN Client\CD-ROM\InstallShield\setup.exe, where E: is your system's CD-ROM drive . 

Click OK. 

Cisco does not allow you to insta li the VPN Client software from a network drive. If you attempt to do 
so, you receive an error message. 

The program displays the Cisco Systems logo and InstallShield Setup window shown in Figure 2-1 . 

o 
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• lnstalling the VPN Client Through lnstaiiShield 
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Step 6 

~~ 

Figure 2-1 Starting lnstai/Shield lnstal/ation 

Welcome to lhe lnstallshield Wizard for VPN 
Client. 

T h e I nsta!S hield Wizard will install VPN Client on your 
Computer. To continue dck Next. 

Cancel fõl :e 
~----------------------------------------------------~0 
I f the InstallShield Wizard identifies an existing version o f the VPN Client, the Cisco 5000 Client, o r 
Norte! Networks Extranet Access Client, it displays a dialog box that asks i f you want to uninstall the 
existing client program. To continue, choose Yes. 

The VPN Client launches the appropriate uninstall wizard: the Cisco VPN Client uninstall wizard to 
uninstall a previous version ofthe VPN Client, the Extranet Access Client wizard program, or the Cisco 
5000 wizard. Follow the instructions on the uninstall wizard dialog boxes to automatically uninstall the 
program and reboot . 

Note Having more than one VPN client on your system is not advisable. 

Step 7 

Step 8 

After your system reboots, our own Cisco Systems VPN Client Setup wizard resumes. 

Follow the instructions on the screens and enter the following information: 

A destination folder for the VPN Client files (or click Next> to enter the default location C:\Program 
Files\Cisco Systems\VPN Client). 

After you have installed the VPN Client, the Instal!Shield Wizard displays the following screen. You 
must restart your computer before you can configure and use the VPN Client. (See Figure 2-2 .) 

• VPN Client Use r Guide for Windows 

78-14738-01 

..... . · 

·'\ 
} 

o 

' J 



Chapter 2 lnstalling the VPN Client 
lnstalling the VPN Client Through Microsoft Windows lnstaller 

Figure 2-2 Completing lnstai/Shield lnstallation 

lnstaiiShield \\lizard Complete 

The lnstaiiShield Wizard has successfully instaled VPN Client. 
Before you can use the program, you must restart your 
computer. 

r No. I wiH restart my computer later. 

Remove any disks from their drives. and then click Finish to 
complete setup. 

Finish ~ :e 
~----------------------------------------------------~~ 

• To restart now, click Finish. Your system reboots. Be sure to remove any diskette from the drive 
before you reboot. 

• To restart !ater, click the No radio button and then click Finish. The VPN Client Setup closes. 
Remember: you must restart your compu ter before you can use the VPN Client. 

lnstalling the VPN Client Through Microsoft Windows Insta li e-r 

o 
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Step 1 

Step 2 

Step 3 

Step 4 

Microsoft Windows Installer (MSI) is available for Windows NT, Windows 2000, and Windows XP. To 
instai! the VPN Client using MSI, use the following procedure. 

Exit ali Windows programs, and disable any antivirus software. 

Remove any VPN cliept software currently on your system including the following applications: 

• IRE/SafeNet Client 

• Norte! Networks VPN Client 

• Altiga VPN Client 

• Cisco VPN 3000 Client 

• Cisco VPN 5000 Client 

• Cisco VPN Client v3 .0 through v3.6 

To remove these applications, select Control Pane!> Add/Remove Programs. Select the application 
and then click Add/Remove. After Windows removes the application, you must reboot your system. 

Insert the Cisco Systems CD-ROM in your system's CD-ROM drive . 

Choose Start > Run . The Run dialog box appears. 

VPN Client User Guide for 
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Chapler 2 lnslalling lhe VPN Clienl 
• lnslalling lhe VPN Clienl Through Microsoft Windows lnslaller 

o 
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Note 

Step 7 

Enter E:\VPN Client\CD-ROM\Msi\vpclient_en.exe, where E: is your system's CD-ROM drive. 

Click OK. 

Cisco does not allow you to install the VPN Client software from a network drive. I f you attempt to do 
so, you receive an error message. 

The program displays the Cisco Systems logo and Microsoft Installer Setup window shown in 
Figure 2-3 . 

Figure2-3 Starting MS/Installation 

tli1 Cisco Syslems VPN Clienl 3.6 (Rei) Setup 1!11!113 

Welcome to the Cisco Systems 
VPN Client 3.6 (Rei) 
lnstallation Wizard 
lt is strongly recommended that you e><it ali Windows programs 
before running this setup program. 

C~ck Cancel to quit the setup program. then dose any programs 
you have running. Click N ext to continue the installation. 

WARNING: This program is protected by copyright law and 
inlernational treaties. 

Unauthorized reproduclion or distribution oi this program. or any 
portion of ( may result in severe civil and criminal penalties. and 
will be prosecuted to the maximum extenl possible under law. 

Cancel "' !';; 

L-----------------------------------------------------------~ ~ 
Click Next to start the installation and then follow the instructions on the dialogs. 

MSI installs the VPN Client in the default location C:\Program Files\Cisco Systems\VPN Client. Ifyou 
want a different destination folder for the VPN Client files, enter the altemative location when prompted 
to doso . 

When the installation has· been completed, the installer displays the dialog in Figure 2-4. 

• VPN Clienl Use r Guide for Windows 
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lnstalling the VPN Client Through Microsoft Windows lnstaller 

Figure 2-4 Completing MS/Installation 

Ri~ C1sco Syslems VPN Chenl 3 (Rei) Setup I!!!I.EJ 

Cisco Systems VPN Client 3.6 
(Rei) has been successfully 
installed. 
Click lhe Finish button to exit this instalation. 

•).:• 

~ 

~----------------------------------------------------~~ 

Step 8 Click Finish. MSI prompts you to restart your· system. 

Step 9 Click Yes to restart your system. 

~ ... 
Note lfyou have not removed the VPN Client 3.6, when you execute the vpnclient_en.exe command or 

vpnclien_en.msi, a maintenance and repair wizard displays. See Figure 2-5. You do not see these screens 
when you remove the software through the Add/Remove programs utility. 

~ 

o 

o 

~~~ff .. ~~0:i:~f~· 
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Chapter 2 lnstalling the VPN Client 

lnstalling the VPN Client Through Microsoft Windows lnstaller 

o 

o 

Step 1 

Figure 2-5 Repairing/Removing VPN Client Applications 

~Cisco Syslems VPN Chenl 3.6 (Rei) Selup l!!llill3 

Application Maintenance 

Select the maintenance operation to perform. 

r l!,epair 

ReinstaH rrôssing 01 corrupl fies, registry keys. and shortcuts. 
Preferences stored in the registry may be resel to clefaui values. 

- ------------------- .. ·----
UninstaH Cisco Systems VPN C~ent 3.6 {Re~ from this computer. 

Wise lnstalation Wizard® 

Cancel ,, 
f;; 

~------------------------------------------------------------~ ~ 

To remove the VPN Client version 3.6 from your system, follow these steps: 

Click the Remove radio button and then click Next. The maintenance wizard displays the Remove 
Configuration Files dialog. (See Figure 2-6) 

Figure 2-6 Removing Cisco VPN Client 3.6 

1\il Cisco Syslems VPN Chenl 3.6 (Rei) Selup l!!llill3 

Remove Com~guration Files 

D elete files from system 

To pe11nanenlly remove connection proliles or certlicates created with 
the Cisco Systems VPN Client3.6 {ReO select the appropriate 
oplions below. 

r R ernove ai comection p10files 

. r Remove ai certifrcales 

Wise lnstalation Wizard~ 

Cancel f.: 
"' '--------------------------------------------' ~·~ 

• VPN Client User Guide for Windows 
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Chapter 2 lnstalling the VPN Client 

Step 2 

( 

Step 3 

~hat Next? 

78-14738-01 

lnstalling the VPN Client Through Microsoft Windows lnstaller 

Ifyou want to remove your connection profiles and/or certificates, click the box(es) on the dialog. By 
default, this wizard does not detete these files . To continue, press Next. 

The wizard continues and displays the dialog shown in Figure 2-7. 

Figure 2-7 Cisco Systems VPN Client 3.6 Uninsta/1 dialog 

fi Crsco Syslems VPN Chenl 3.6 (ReQ Unmslall l!lliiEJ 

Cisco Systems VPN Client 3.6 
(Rei) Uninstall 

This wm remove Cisco Systems VPN Client 3.6 (Reij from your 
machine. Are you sure you want to continue? 

Click the Next button to remove the application. 

Click the Cancel button to ex~ lhe uninstall process. 

Cancel 
"' ol 
'.() 

L-------------------------------------------------------~ ~ 

\ 
' •, 

', . ''I 

To remove the Cisco VPN Client version 3.6, click Next. Or to halt the wizard, click Cancel. 

~ - , .. ... 

When you click Next, the wizard removes the Cisco VPN Client version 3.6. Ifyou elected to remove 
your connection profiles and/or certificates, these files are also removed; otherwise, these files remain 
on your system. 

When you click Cancel, the wizard prompts you to either Resume or Exit Setup. To stop remova!, click 
Exit Setup. lfyou want to continue the remova!, click Resume. 

When the VPN Client software is installed on your PC, to configure it, see "Configuring the VPN 
Client." 

o 

o 

~6tM7: ~=~~~ 
VPN w.,. u~, ,,;,,,, w;,,,., • l 
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,·c ' H .A P TE. R 3 
Configuring the VPN Client 

This chapter explains how to configure the VPN Client. 

To configure the VPN Client, you enter values for a set ofparameters known as a connection entry. The 
VPN Client uses a connection entry to identify and connect securely to a specific private network. 

Parameters include a name and description for the connection, the na me o r address o f the VPN device 
(remote server), and information that identifies you to the VPN device. 

Note lfyour system administrator has completely configured your connection entry for you, you can skip this 
chapter and go directly to "Connecting to a Private Network." 

This chapter explains the following configuration tasks: 

• How to Get Help 

• What Is a Connection Entry? 

• How To Create a New Connection Entry 

• Setting or Changing Connection Entry Properties 

• Changing the VPN Device Address for a Connection Entry 

o 

How to Get Help 
O The VPN Client comes with a complete, context-sensitive, browser-based help system. You can display O 

help in the following ways: 

78-14738-01 

• On the Program Menu, choose Start > Programs > Cisco Systems VPN Client > Help. 
(See Figure 3-1.) This method displays the entire help file beginning with a list of topics . 

..... ~.---..... - ......... __ :. 
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Chapter 3 Configuring the VPN Client 

Figure 3-1 Choosing He/p from the Cisco Systems VPN Client Program Menu 

~ Accessories 

~ Startup 

ifl Command Prompt 

e Internet Explorer 

~ Windows NT Explorer 

~ Administrative T ools (Common) ~ 

(S Ctsco Systems VPN Chent ~ ~ CeMicate Manager 

@ Network ICE 

@ Paint Shop Pro 6 

@ Startup 

1
-@ WtnZip 

@ Zonelabs 

~ f . Help 

~ e@ Log Viewer 

~ ~ SetMTU 

~ ~ UninstaiiVPN Client 

~ ~ VPN Dialer "' M :e 
"' 

Note I f you installed the VPN Client via the Microsoft Windows Installer, the Cisco Systems VPN Client 
menu does not include the Uninstall VPN Client option. 

• Press FI at any window while using the VPN Client, including the ma in window o f each application 
(VPN Dialer, Log Viewer, and Certificate Manager). This method displays context-sensitive 
information. 

• Click the Help button on windows that display it. (See Figure 3-2 .) This method displays 
context-sensitive information. 

• VPN C.lient User Guide for Windows 
78-14738-01 
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Chapter 3 Configuring lhe VPN Client 

How to Get Help • 

Figure 3-2 Help Button 

-.. ----~ .. -- -·- -_ ... 

c 

• Choose Help from the menu that appears when you click on the icon in the title bar. (See Figure 3-3.) 

Figure 3-3 Menu Containing He/p Option 

Click here and select Help 

(U 

"' "" o 

"' 

Determining the VPN Client Version 

To display the version number o f the software release you are currently using, follow these steps: 

Step 1 Click the icon in the title bar.· (See Figure 3-3.) 

The VPN Client displays a menu . 

Step 2 Click About VPN Client on the menu displayed . 

VPN Client Use r Guide for 

78-14738-01 

-r..JF\1 
-.l tJ • 
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Chapter 3 Configuring the VPN Client 
• How to Get Help 

,/(iJ:]\\ The VPN Client di•pl•y• the vmion you '" ourrent\y u•ing. (See Figuce 3-4.) 

t \rj "") Step 3 After viewing the version number, click OK. 
I ' 

, · · ,~ 
\ . "'···-........ · ·) 

·•. 

o 

o 

Figure 3-4 Displaying the VPN Client Software Version 

'f, ' Cisco Systems VPN Client a 

CISCO Suuu 

About Cisco Systems VPN Client a 
Version: 3.6 (int_34) 

Client Type(st. Windows, \1/inNT 

Copyright ® 1998-2002 Cisco Systems, Inc. 

Contains firewaD so/tware licensed from 
Zone Labs, Inc. 

C.QIYlect ~Jose 

When you are connected, you can display the software version by clicking About ... on the menu you 
display by right clicking the Dialer icon in the system tray. 

Figure 3-5 Displaying Version from Menu Availab/e from System Tray 

~tatus ... 
.!:! otif~eations ... 
Qisconnect 

o<~ S tatefui.Eirewall (Aiways O n) 
1- -----------1., 

ê,bout . 
c 
~ 

"' 

• VPN Client Use r Guide for Windows .,. 78-14738-01 
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Chapter 3 Configuring the VPN Client 

What ls a Connection Entry? 

··-. ........, 
~~~ 

What ls a Connection Entry? . . 4·r:J3) \ 
To use the VPN Client, you must create at least one connection entry, which identifies th'e f~llowirig ~...-•· ; 
information: · . "-;-~< , .. ,_ .. / 

---..:.:. .. "-' , _ _,_~ 

• The VPN device (the remote server) to access 

• Preshared keys-The IPSec group to which the system administrator assigned you. Your group 
determines how you access and use the remote network. For example, it specifies access hours, 
number o f simultaneous lo gins, user authentication method, and the IPSec algorithms your VPN 
Client uses 

• Certificates-The na me o f the certificate you are using for authentication 

• Optional parameters that govern VPN Client operation and connection to the remote network 

You can c reate multiple connection entries i f you use your VPN Client to connect to multiple networks 
(though not simultaneously) or ifyou belong to more than one VPN remote access group. 

For connection entry parameters, see "Gathering Information You Need". 

( 'ow To C reate a New Connection Entry o 

o 

78-14738-01 

~ .. 

Start the VPN Client by choosing Start > Programs > Cisco Systems VPN Client > VPN Dialer. 

Figure 3-6 Starting the VPN Dialer 

~ Accessories 

~ Startup 

B Command Prompt 

IJ Internet Explorer 

fiij Windows NT Explorer 

@ Administrative T ools (Convnon) ~ 

~ Network ICE 

~ Paint Shop Pro 6 

® Startup 

I L~ WinZip "' 

-~ Zone Labs ~ 

~-----------------------------

o 

Note Ifyou installed the VPN Client via the Microsoft Windows Installer, the Cisco Systems VPN Client 
menu does not include the Uninstall VPN Client option. 

.VP.N Client Use r Guide for 

I 
·--. ---n n (-? 

5 
l 
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Chapter 3 Configuring the VPN Client 
How To C reate a New Connection Entry 

o 

o 

Step 1 

Figure 3-7 VPN Dialer Main Dia/og Box 

t Cisco Systems VPN Client EJ 

CISCO SYSHIS -· 
Connection ,Entry: 

B 
,. 

New ... 

!:!os! name or IP address oi remote server. 

CQnnect Qose 
"' "' 00 
o 

~ ................................................................................ --.................... ~"' 

At the main dialog, click New. 

The first New Connection Entry Wizard dialog box appears. (See Figure 3-8.) 

Figure 3-8 Entering Name and Description 

New Connection Entry Wizard f3 

TheVPN 'Ciient lets you creàle secure connections to 
ren:lQte networks .. Tm·'ifizard ~ y~.rcreate •a 
connectión :entry fór ~ing !o a specifid remate . 
network · 

Nallle.Of the new cónnedion éntry: 

j E ngineering 
' ~ 

.Qescription bf the new connection entry (optional): 

Connection to Engineering remote server 

< Qack Next> Cancel Help 00 
00 ..... 
o 

L-............................................................................................................................................ ~"' 

VPN Client Use r Guide for Windows 
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How To Create a New Connectiof) En~ry , \ 

' (l../(;52/ •, 
' I 

Step 2 Enter a unique name for this new connection. You can use any name to identify this connectio~'; .f~r'· V 
Step 3 

Step 4 

Step 5 

example, Engineering. This name can contain spaces, and it is not case-sensitive. "· 

Enter a description ofthis connection. This field is optional, but it helps further identify this connection. 
For example, Connection to Engineering remote server. 

Click Next 

The second New Connection Entry Wizard dialog box appears. (See Figure 3-9.) 

Figure 3-9 /dentifying Server 

New Connection Enby Wizard 13 

The foftowing information identifies the server to which 
you connect for access to the remote network. 

Host name or IP address of the server: 

j EngHost.com 

<ftack Cancel Help "' ., ... 
~------------------------------------------------------~~ 
Enter the hostname or IP address ofthe remote VPN device you want to access, and click Next 

The third New Connection Entry Wizard dialog box appears. (See Figure 3-10.) 

o 

Q oosing an Authentication. Method o 
You can connect as part ofa group (configured on a VPN device) or by supplying an identity digital 
certifica te. 

Group Authentication 

For group authentication, perform the following procedure: (Se e Figure 3-1 0 .) 

VPN Client Use r Guide for 

78-14738-01 

0(\ ,?, 6 
~l ü . 

J 
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Chapter 3 Configuring the VPN Client 

.•. • tfów 'Toi:reate a New Connection Entry 

/ )~'~,', 

';:;z "? 
... , .. _ 

o 

o 

.·· 

Step 1 

Step 2 

Step 3 

Step 4 

Figure 3-10 Group Authentication 

Properlies for Engineering 13 

General Authentication J Connections J 

Your administrator ma_y have provided _you with group 
parameters or a digital certificate to authenticate _your access to 
the remote server. 11 so. select the appropriate authentication 
method and complete _your entries. 

Ngme: 

.Eassword: 

Confirm 
Password: 

lvpnclient 

J xXXX X:ICXXX 

I XIOOU O CXX X 

r Çertificate l 

Na[' ·~ · 1.6.1itce ICr:co) :::J I 
. r ::.end c.,. ~. Cerltfrc ';!e O ··=·r· '{a :rG-'."'e r: .:;lr!.•: .'J·-:- I ! 
'------- --------------- --- ______ j 

OK Cancel Help c 

"' 
L-------======~====~====~~ 

In the Name field, enter the name ofthe IPSec group to which you belong. This entry is case-sensitive. 

In the Password field, enter the password (which is also case-sensitive) for your IPSec group . The field 
displays only asterisks. 

Verify your password by entering it again in the Confirm Password field. 

To continue, click Next. 

, Certificate AuthenticaHon 

Step 1 

Step 2 

For certificate authentication, perform the following procedure, which varies according the type of 
certificate you are using: 

Click the Certificates radio button. 

Choose the name of the certifica te you are using from the pull-down menu. (See Figure 3-ll.) 

• VPN Client User Guide for Windows 
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c 

How To Create a New Connection Entry 

Ifthe field says No Certificates Installed and is shaded, then you must first enroll for a certificate before 
you can use this feature. For information on enrolling for a certificate, see ."Enrolling and Managing 
Certificates" Or, consult your network administrator. 

Figure 3-11 Certificare Aurhenricarion 

Properties for Engineering 13 

General Authentication ] Connections J 

Y our administr ator may have provided you with group 
parameters ora digital certificate to authenticate your access to 
the remote server. I f so, select the appropriate authentication 
method and complete your entries. 

r .Qroup Access lnformation - -- --- ------------. 

r. ~~~)f)~-~~]------- ---------- ---------·---------

Name: IAiiice {Cisco] 

r Send CA Certificate Chain 

3 ' 
Yalidate Certificate... I : 

~ 

OK Cancel Help I 10 

L----===~==~==~ i 

Sending a Certificate Authority Certificate Chain 

o 

78-14738-01 

To send CA certificare chains, click Send CA Certificate Chain . This paran1:eter is disabled by default . 

The CA certificate chain includes ali CA certificates in the hierarchy of certificates from the root 
certifica te, which must be installed on the VPN Client, to the identity certificate. This feature enables the 
a peer VPN Concentrator to trust the VPN Client's identity certificate given the same root certificate, 
without having ali the same subordinate CA certificates actually installed. 

Example 3-1 CA Certificare Chains 

1. On the VPN Client, you have this chain in the certificate hierarchy: 

- Root Certificate 

- CA Certificate I 

- CA Certificate 2 

) 

- -

o 

o 

l. 
t 
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Chapter 3 Configuring lhe VPN Client 

How To Create a New Connection Entry 
.- -- ·--......... 

./ ' '·. 
/ ' 
~ 
tr")""=1 

-?;:;J / 2. On the VPN Concentrator, you have this chain in the certificate hierarchy 
.,, ·. / 

- Identity Certificate 

~ .. 

Root Certificate 

- CA Certificate 3 

- Identity Certificate 

3. Though the identity certificates are issued by different CA certificates, the VPN Concentrator can 
still trust the VPN Client's identity certifica te, since it has received the chain of certificates installed 
on the VPN Client PC. 

This feature provides flexibility since the intermediate CA certificates don 't need to be actually installed 
on the peer. 

Note Certificate chains are not supported for Entrust Entelligence. Therefore the Send CA Certificate Chain 
checkbox on the Authentication Tab is unchecked and disabled when you select Entelligence Certificate. 

D ating a Certificate 

Step 1 

Step 2 

Optionally you might want to verify that the certificate you are using is still valid, using the following 
procedure: 

To verify the validity of a certifica te, click Valida te Certifica te ... and enter the password. 

I f the VPN Dia ler prompts for a password to secure the certificate, enter the password. 

You receive a report letting you know whether the certificate is valid. If the password is not valid, you 
need to try again. Ifyou do not know the password, see your system administrator. An identity certificate 
has a public and private key, anda time period within which it is valid. Make sure the certificate is valid 
before you continue. 

After you have verified that the certificate is valid, click Next. 

Configuring an Entrust Certificate for Authentication 

o 
I f you have an Entrust Entelligence certificate enrolled, the pull-down menu includes the entry 
"Entelligence Certificate (Entrust) ." (See Figure 3-12 .) 

• VPN Client Use r Guide for Windows 
78-14738-01 
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c 

How To Create a New Connection Entry 

Figure 3-12 Entrust Entelligence Certificate 

New Connection Entry Wizard · . ; · ~ , 

CISCO STSTEIIS 

Your administr ator may have provided you with group 
par ameters or a digital certificate to authenticate your 
access to the remote server. I f so, select the appropriate 
authentication method and complete your entries . 

Confi1m 
F'ass•Nord: 

r. Certificate - -------------, 

N ame: I E ntelligence Certificate (E ntrust) ::::J 
Validate Certificate... I 

< Back Next > Cancel Help "' <? 

"" o 

-----------------------------------------------------------J"' 
An Entrust Entelligence certificate is stored in a Profile, which you obtain when you log in to Entrust 
Entelligence. 

Choose Entelligence Certificate (Entrust) from the pull-down menu and click Next. 

For more information about connecting with Entrust Entelligence, see "Connecting with an Entrust 
Certificate." 

Configuring a Connection Entry for a Smart Card 

o 

78:14738-lll 

I f you are using a smart card or electronic token to authenticate a connection, c reate a connection entry 
that defines the certificate provided by the smart card. For example, ifyou are using ActivCard Gold, an 
accompanying certificate is in the Microsoft Certificate Store. When you create a new connection entry 
for using the smart card, select that certificate. (See Figure 3-13.) 

o 

n i 
Fls :- _ J 9 6 8 / 
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How To C reate a New Connection Entry 

o 

Figure 3-13 Creating a Connection Entry for a Smart Card 

Properties for wbBI certs · "«',llj EJ 
General Authentication I Connections I 
YOUI a<lninistrator may have provided you with gr0t4J 
parameters or a dig~al certificate to authenticate )101.1" access to 
lhe remote server. lf so. select lhe appropriate authentication 
method and complete )101.1" entries. 

< GroupAccess lrlormation -----------, 

I 
N.::me )lpsec_gJIJI.JP 

Conii:m 
Pos~1Nord . 

lo Certificate --------------, 

I Name: II!'J!Ii 4$4MN@@ÇQ.]il :::J 
I r s end CA Certificate 0\ain v ..!idate Certlrcate... I 

OK Cancef Hefp 1/j 

------~==~====~==~~ 

Smart Cards Supported 

o 

WSfW 

The VPN Client supports authentication with digital certificates through a smart card or an electronic 
token. There are severa! vendors that provide smart cards and tokens, including the following : 

Vendor Software and Version i Card/Token Tested Vendor Web site 

.GemPLUS GemSAFE Workstation 2.0 or ,later [GEM195 www.gemplus.com 

Activcard Activcard Gold version 2.0.1 or !ater I Palmera 32K www.activcard.com 

Aladdin eToken Runtime Environment (RTE) I PRO and R2 tokens www.ealaddin.com 
version 2.6 9r !ater I 

The VPN Client works only with smart cards and tokens that support CRYPT_NOHASHOID. 

• VPN Client Use r Guide for Windows 
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How To C reate a New Connection Entry 

Completing the Connection Wizard 

c 

Step 1 

Step 2 

o 
What Next? 

78-14738-01 

After you enter authentication information and click Next, the fourth Ne~ Connection Entry Wi~~rd .' __j 
dialog box appears. (See Figure 3-14.) -..._' .. ~ - · ·· >,/ 

-·-·-·-
Figure 3-14 Completing the Connection Entry 

New Conneclion Enlry Wizard Ej 

You have successlully created a new virtual private 
networking connection entry named: 

Jh&ili$$111& ' 

Click Finish to save this entry. 

To connect to the remete network, select the Dial button 
lrom the main window. 

To modily this connection entiy, click Options on the main 
window and select Properties lrom the menu that appears. 

< ,!!ack 1 · Finish J Cancel Help 
"' r-
o 

L---------------------------------------------------------~~ 
To complete the connection entry configuration, use the following procedure. 

Review the connection entry name. Ifyou want to change any previous entries, click Back until you get 
to the desired dialog box. 

To complete your entry, click Finish. 

The final New Connection Entry Wizard dialog box closes. Your new connection entry now appears in 
the Connection Entry drop-down list on the VPN Client's main dialog box. 

I f you need to configure optional connection entry parameters o r change parameters for an existing 
connection entry, continue to the next section. 

Otherwise, you can skip to "Connecting to a Privare Network. " 

Fls: 

o 

o 
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Chapter 3 Configuring l he VPN Client 
Setting o r Changing Connection Entry Properties 

......... ......... 

Se~,n~f'Changing Connection Entry Properties 
~........,..._ To change parameters or to set optional parameters for an existing connection entry, follow these steps: 

o 

o 

·,. 
. :::r J 

------------------------------------------------------------------------· 
. Step 1 · ·· In the VPN Client's main dialog box, click the Connection Entry drop-down menu button and choose 

the entry you want to configure. 

Step 2 Then click Options and choose Properties from the menu. (See Figure 3-15.) 

Figure 3-15 VPN C/ient Options Menu 

Connection ~ntry: 

I Engineering 

New ... 

.!:!ost name oriP address of remote server: 

110.10.32.32 

[Qnnect 

I c::º?~!~~::~:::!l 
Qone Entry ... 

Q.elete Entry 

.B.ename Entry ... 

lmport Entry ... 

~rase User Password 

Create .5,hortcut 

froperties ... 

Stateful firewall (Aiways On} 

épplication Launcher... 

Y{lndows Logon Properties ... 
I'> 
N 

~ 

----------------------.. ~ 
The Properties dialog box appears. The fields in this dialog box differ according to the operating system 
you are .using. 

• Ifyou are using Microsoft Windows 95, Windows 98, or Windows ME, you see a dialog box that 
resembles the one in Figure 3-16. 

• Ifyou are using Microsoft Windows NT, Windows 2000, or Windows XP, you see the dialog box in 
Figure 3-17. 

• VPN Client Use r Guide for Windows 

. 78-14738-01 . 
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Setting o r Changing Connection Entry Properties 

·~. 

Figure 3-16 Connection Entry Properties Dialog Box (Windows 95, Windows 98 and Windows ME) ··· •.. \ 

. ,lJ ~5J3 

c 

o 

78-14738-01 

Prope1lies fm To 3.0 VPN f3 

General] Authentication 1 Connections 1 

f.nter a description of this connection entry (optional): 

~ Enable lransparent Tunneling 

r. ê,llow IPSec over UDP [NAT /PAT) 

r !!se IPSec over TCP [NAT /PAT /Firewall) 

I Allow local LAN access 

feer response timeout: F (30 · 480 seconds) 

~ !,ogon to Microsoft Network 

r. Use J;!efault system logon credentials 

r Pro.mpt for network logon credentials 

OK Cancel Help 9 
:e 

----------------------------------------------~~ 

\ 

o 

o 

~-- ..... J 
VPN Client Use r Guide for wln.l~"i-: ~- V3J'2ú(Y_;--::-er~-~ 

lOS. i 
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Setting o r Changing Connection Entry Properties 

... 
' 

o 

o 

Figure 3-17 Connection Entry Properties Dialog Box (Windows NT, Windows 2000, and Windows XP) 

Step 3 

Properlies for Engineering Ei 

GeneraiJ Authentication I Connections I 
.E.nter a description of this connection entry (optional): 

jconnection to Engineering VPN Device 

17 Enablelransparent Tunneting ------- - --·--- · 

r ê,llow IPSec over UDP (NAT /PAT) 

r. l!J.s.·~ .. i.·~-~--~-i.".~.~-~i."IÇf'."JHA!./~At2(ii.~-~-~iii.1 
T CP pQrt: j1 0000 

- - - -·-·-------- - --·-----' 

I Allow local LA.!:! access 

.Eeer response timeout: ~ (30 - 480 seconds) 

Click the tab for the parameters you want to change: 

• General tab 

- Change the connection entry description 

Enable transparent tunneling 

- Allow local LAN Access 

- Adjust the peer response time out 

- Log on to Microsoft Network 

• Authentication tab 

- ·Change the group name or group password 

- Change the certificate you want to use 

• Connections tab 

- Enable, add, and remove backup server connections 

- Connect to the Internet via Diai-Up Networking 

Se e the appropriate section o f this chapter for each tab and parameter. 

VPN Client Use r Guide for Windows 

78-14738-01 
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Setting or Changing Connection Entry Properties -.:~· ·- -~ ... .. _____ _ ··-... 

. iJoSJ}'· \. 
' Step 4 When you have finished setting parameters, click OK. The Properties dialog box closes and\the. VPN J . .' 

Dia ler saves your changes. . \ "'-··· _ ·.. -
··~ ·' --;- ·-- , . 

To discard your changes, click CanceL The Properties dialog box closes and discards ali changes.-··- __ ::.. . 

Changing General Settings 

The Properties > General tab lets you set general parameters for this connection entry. (See Figure 3-17.) 

Changing Connection Entry Description 

To change the description o f this connection entry, ente r o r edit the description field. This field is 
optional, but it can help you identify this connection. 

l nabling Transparent Tunneling 

Transparent tunneling allows secure transmission between the VPN Client and a secure gateway through o 
a router serving as a firewall, which may also be performing Network Address Translation (NAT) or Port 
Address Translations (PAT) .. Transparent tunneling encapsulates Protocol 50 (ESP) traffic within UDP 

o 

78-14738-01 

packets and can allow for both IKE (UDP 500) and Protocol 50 to be encapsulated in TCP packets before 
they are sent through the NAT or PAT devices and/or firewalls .. The most common application for 
transparent tunneling is behind a home router performing PAT 

The VPN Client also sends keepalives frequently, ensuring that the mappings on the devices are kept 
active .. 

Not ali devices support multiple simultaneous connections behind them. Some cannot map additional 
sessions to unique source ports. Be sure to check with your device's vendor to verify whether this 
limitation exists. Some vendors support Protocol-50 (ESP) Port Address Translation (IPSec 
passthrough), which might let you operate without enabling transparent tunneling. 

To use transparent tunneling, the central-site group in the Cisco VPN device must be configured to 
support it. For an example, refer to the VPN 3000 Concentrator Manager, Configuration I User 
Management I Groups I IPSec tab (refer to VPN 3000 Series Concéntrator Reference Volume 1: 
Configuration or Help in the VPN 3000 Concentrator Manager browser) .. 

This parameter is enabled by default. To disable this parameter, clear the check .. We recommend that you 
always keep this parameter checked. 

Then select a mo de o f transparent tunneling, o ver UDP o r o ver TCP .. The mo de you use must mate h that 
used by the secure gateway to which you are connecting .. Either mode operates properly through a PAT 
device . Multiple simultaneous connections might work beiter with TCP, and ifyou are in an extranet 
environment, then in general, TCP mode is preferable .. UDP does not operate with stateful firewalls so in 
this case, you should use TCP. 
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Chapter 3 Configuring the VPN Client 

• Setting o r Changing Connection Entry Propenies 

Allow IPSec over UDP (NAT/PAT) 

To enable Allow IPSec over UDP, click the radio button. With UDP, the port number is negotiated. UDP 
is the default mode. 

Use IPSec-{)ver TCP (NAT/PAT/Firewall) 
"· .. , 

'· 

o 

~ ... 

To enable Use IPSec over TCP, click the radio button. When using TCP, you must also enter the port 
number for TCP in the TCP port field. This port number must match the port number configured on the 
secure gateway. The default port number is I 0000. 

Note When using the VPN Client behind an ESP-aware NAT/Firewall, the port on the NAT/Firewall device 
may be closed dueto the VPN Client's keepalive implementation, called DPD (Dead Peer Detection). 
When a client is idle, it does not send a keepalive until it sends data and gets no response . 

To allow the VPN Client to work through ESP-aware NAT/Firewalls, add the ForceKeepAiives 
parameter to the * .pcf (profile configuration file) for the affected connection profile . This parameter 
enables IKE and ESP keepalives for the connection at approximately 20 second intervals. 

Use the following syntax when adding this parameter to the [Main] section o f any * .pcf file : 

ForceKeepAlives=l 

For more information, see "Connection Profile Configuration Parameters" in the VPN Client 
Administrator Guide. 

Allowing Local LAN Access 

o 

~ ... 

The Allow Local LAN Access parameter gives you access to the resources on your local LAN (printer, 
fax, shared files, other systems) when you are connected through a secure gateway to a central-site VPN 
device. When this parameter is enabled and your central site is configured to permit it, you can access 
local resources while connected. When this parameter is disabled, ali traffic from your Client system goes 
through the IPSec connection to the secure gateway. 

To enable this feature, check Allow Local LAN Access; to disable it, clear the check mark from the box. 
lfthe local LAN you are using is not secure, you should disable this feature. For example, you would 
disable this feature when you are using a local LAN in a hotel or airport. 

A network administrator ;Ú the central si te configures a list o f networks at the Client si de that you can 
access . You can access up to 10 networks when this feature is enabled. When Allow Local LAN Access 
is enabled and you are connected to a central site, ali traffic from your system goes through the IPSec 
tunnd except traffic to the networks excluded from doing so (in the network list) . 

When this feature is enabled and configured on the VPN Client and permitted on the central-site VPN 
device, you canse e a listo f the local LANs available by looking on the Statistics tab on the Connection 
Status dialog box. (See Figure 3-18.) 

Note This feature works only on one NIC card, the same NIC card as the tunnel. 

• VPN Client Use r Guide for Windows 
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Setting o r Changing Connection Entry Properties 

Figure 3-18 Local LAN Access 

Cisco Systems VPN Client Connection Status 

General Statistics ] Firewall J 

Bytes in: o Bytes out: o 
Packets decrypted: o Packets encrypted: o 
Packets bypassed: 107 P ackets discarded: 2 

Secured routes: 

Network I Subnet Mask I Bytes I Src Port I Os 
=~ 0.0.0.0 0.0.0.0 o . 
"""~ 10.10.32.32 255.255.255. 255 o . 

•I I ~ 
Local LAN routes: 

Network I Subnet Mask I SrcPort I Dst Port I .o.J 
209.154.69.0 255.255.255. o . . __J 

•1209.154.68.0 255.255.255.0 . . 
~ I 

Time connected: 00:01 .04 
------- - - - ---

OK Notifications ... j Reset Disconnect o 
N 
00 

L-----------------------------------------------------------~g 
The Local LAN routes section on the Connection Status dialog box lists the IP address and subnet mask 
of each available network. The Src Port and Dst Port fields are not currently used. 

Note While connected, you cannot print or browse the local LAN by name; when disconnected, you can print 
and browse by name. For more information on this limitation refer to VPN Client Administrator Guide, 
Chapter I . 

o 

Adjusting the Peer Response Timeout Value 

o 

78-147,38-01 

The VPN Client uses a .keepalive mechanism called Dead Peer Detection (DPD) to check the availability 
o f the VPN device on the other si de o f an IPSec tunnel. I f the network is unusually busy o r unreliable, o 
you may need to increase the number of seconds to wait before the VPN Client decides that the peer is 
no longer active . The default number o f seconds to wait before terminating a connection is 90 seconds. 
The 'minimum number of seconds you can configure is 30 seconds and the maximum is 480 seconds. 

To adjust the setting, enter the number of seconds in the Peer response timeout field . 

The VPN Client continues to send DPD requests every 5 seconds, until it reaches the number o f seconds 
specified by the Peer response timeout value. 

VPN Client Use r Guide 
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Logging on to Microsoft Network (Windows 95, Windows 98, and Windows ME) 

· ... 

·-.... . . Note 

o 

The Logon to Microsoft Network parameter registers your PC on the priva te Microsoft network and lets 
you browse and use network resources after the VPN Client establishes a secure connection. This 
parameter is enabled by default. 

To disable this parameter, clear the check. 

This parameter appears only on VPN Clients installed on systems runn ing Windows 95 , Windows 98, 
and Windows ME. For inforrnation on logging on to Windows NT and Windows 2000 systems, see the 
section "Starting a Connection Before Logging on to a Windows NT Platform." 

I f you do not need o r do not h ave privileges for Microsoft Windows resources on the priva te network, 
disable this parameter. For example, i f you require only FTP access to the private network, you could 
disable this parameter. 

Ifyou enable this parameter, click one ofthe radio buttons to choose the logon process: 

Use default system logon credentials-Use the Windows logon username and password on your PC 
to log on to the private network. With this option, you do not need to manually enter your logon 
username and password each time you connect to the private network. This is the default selection. 

Prompt for network logon credentials-The priva te network prompts you for a username and 
password to use its resources. I f the logon username or password on your PC differs from those on 
the private network, use this option. 

When you are done with the General tab, click OK or click another tab. 

Changing Authentication Settings 

o 

The Properties > Authentication tab (see Figure 3-19) lets you change the name or password ofthe IPSec 
group to which you are assigned. Your group determines your access to, and use of, the remote network. 
The group na me and password are essential parameters in authenticating you as a user o f the remote 
network. 

VPN Client Use r Guide for Windows 
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Setting o r Changing Connection ~-ntry-~rop,~:rties 

, ·· · :· .-'- .. "~ 
L1 60-:f::::\ ,. ·.\ 

I f you want to choose a different certifica te, you also use this screen . . • __j ) ) 

Figure 3-19 Changing Authentication Parameters from the Authentication Tab . . ,,. , ·, ~~:;;: ,S/ 

Properlies for Engineering f3 

General Authentication j Connections J 

Your administrator may have provided you with group 
parameters ora digital certilicate lo authenticate your access to 
the remote server. li so, select the appropriate authentication 
method and complete your entries. 

r. ~r.:õ.·~-P.·.-~~:~·~.S.Jiii.~_i-~~Ii.~-~-~---------------- 1 
N,S!me: jvpnclient 

fassword: 

Conlirm 
Password: 

r !;;ertilicate --

I IUUC:X X XXMX 

I X XX X X XXlO C 

02:1 

::c a iC.=·-= c~:i::! ·~.,·. e .. . 1 

I OK ·I Cancel Help -

L-------~· =====-~======~====~~ 

Changing Group Name or Group Password 

o 

78-14138-Ql. 

You usually specity a group name and group password when you create a connection entry. However, you 
can use the Authentication tab to change a group na me o r group password i f your system administrator 
so instructs you; or to enter the group name and password i f the connection entry does not already have 
them. 

In the Name field, enter or edit the group name. This entry is case-sensitive. 

In the Password field, enter or edit the group password. This entry is case-sensitive. The field displays 
only asterisks. Verify your password by entering it again in the Confirm Password field. 

I f either field is empty when you leave this dialog box, the VPN Client reminds you to enter missing 
group information . (See Figure 3-20.) To proceed, click Yes, or to terminate, click No . I f you click No, 
the message closes, which lets you enter the missing information. 

VPN Client Use r Guide for 
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Figure 3-20 Reminder Dialog Box 

Cisco 5.1'stems VPN Client Ef 

lhe Group field is empty. 
Y ou win not be able to corllect without this ilformation. Proceed? 

"' "" o 

~-------------------------------------------------~~ 
When you are done with the Authentication tab, click OK or click another tab . 

Choosing a Different Certificate 

o 

o 

WffW 

To choose a different certificate, check the Certificate radio button, then click the drop-down menu of 
certificates installed on your PC and choose one. (See Figure 3-21.) 

Figure 3-21 Choosing a Certificate 

Properlies for Engineering Ei 
General Authentication j Connections J 

Y our administrator may have provided you with group 
parameters or a digital certificate to authenticate your access to 
the remote server. I f so, select the appropriate authentication 
method and complete your entries. 

r 1!roup Access lnformation -----------, 
I 
I l·i'ªrr."' 

1

1' f'<E:o'NO! d 
Confrrm 
F'~ s~. · ~ .. ··.'Ord: 

jvpnclienl 

r. _çertiftcate ----------------, 

Name: IAiiice (Cisco) 

I 

r Send CA CeiPat Clark (Cisco) 
IPatrick Clarkson [Microsoft] I : 

When you are done with the Authentication tab, click OK or click another tab . 

• VPN Client Use r Guide for Windows 
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Changing Connection Settings 
" 

c 

'·~ 

The Properties > Connections tab (shown in Figure 3-22) lets you set parameters that govern how you 
connect to the private network. You can enable and configure backup server connectio~si an>LOS 
automatically launch a dial-up networking application to connect to the Internet. ~ • ~ 

Figure 3-22 Changing Parameter Values from the Connections tab 

Properlies for Engineering EJ 

Generalj Authentication Connections I 
P .E_nable backup server(s) ------------, 

I 

I 

10.10.10.10 
1 0.1 0.1 0.12 
1 0.1 0.1 0.13 
10.10.10.14 

êdd .. Bemo·-..-e I Mo·.,.eQown l1 

P ~:~:~~i.~fi~.IE~I~~!.~i\-_:Yl~:~~,Yg -------, 
r Microsoft Diai·Up Networking --------, 

IIPbonebook E nlry: I 

r. lhird party dial·up appfication 
AQplication: 

I 

OK Cancel 

i] i 
I 

,!!rowse 

Help ~ L--.....:::==-======:!J!i:' 

~ 

Enabling and Adding Backup Servers 

O The private network m~y include one o r more backup VPN servers to use i f the primary serve r is not 
available.Your system administrator tells you whether to enable backup servers. Information on backup 
servers can download automatically from the VPN Concentrator or you can manually enter this 
information. 

To enable backup servers from the VPN Client, perform the following steps: 

Step 1 Check Enable backup server(s). This is not checked by default. 

Step 2 Click Add to enter its address. 

The Backup Server Information dialog box appears. (See Figure 3-23.) 
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Step 3 

Step 4 

Figure 3-23 Entering Backup Server lnfonnation 

Backup Server lnlormation Ei 

Enter the Host name or IP address of the backup 

OK Cancel ~ 
"" o 

L---------------------------------~~ 

Enter the hostname or IP address ofthe backup server. Use a maximum of255 characters. 

Click OK. 

The hostname or IP address appears in the Enable backup server(s) list. (See Figure 3-22 .) 

Step 5 To add more backup devices, repeat Steps 2, 3, and 4. 

C oving Backup Servers 

To remove a server from the backup list, choose the server from the list and click Remove. There is no 
confirmation or undo. The server name no longer appears in the list. 

Changing the Order of the Servers 

To reorder the servers in the list, choose a server and click Move Up to increase the server 's priority or 
Move Down to decrease the server's priority. 

Disabling Backup Servers 

You can disable using backup servers without removing backup servers from the list. 

To disable using backup servers, clear the Enable backup server(s) check. 

Configuring a Connection to the Internet Through Dial-up Networking 

o To connect to a private network using a dial-up connection, perform the following two steps: 

Step 1 Use a dial-up connection to your Internet service provider (ISP) to connect to the Internet . 

Step 2 Use the VPN Client to connect to the private network through the Internet. 

To enable and configure this feature, check Connect to the Internet via dial-up. This is not checked by 
default. (See Figure 3-24.) 

• VPN Client Use r Guide for Windows ... ,{~ · . 78-14738-01 
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Figure 3-24 Connecting to the Internet Through Dial-up 

Prope1lies fm Enginee1ing D 

Gene~all Authentication Connections j 
r ~~~~J?~~iP.~~~i~~I~l ---------'---..., 

101011}10 
1011}11} 12 
1 0.11} 10.1 :: 
1010.10 14 

~dd. 

v ,!;;onnect lo the Internet via ó~al-up 

r Micro~oft Diai-Up t·J et•Norking 
F'bonebook E ntry: 

I 
r. Ihird party dial·up application 

I~ 
OK 

..:J 

,!!rowse li 

Cancel Help .., 
1_ __________ _:::::::::~::::::::~::::::::::1~ 

Setting o r Changing Connection Entry Properties • 

:- .....,. ,, 
··, '\ , 

1JGS03 \ \ 
j f ' 

You can connect to the Internet using the VPN Dialer application in two different ways: 

• Microsoft Dial-up Networking (DUN) 

• Third party dial-up program 

Microsoft Dial-up Networking 

o 

. 78-14738-0.1 

Step 1 

Step 2 

Ifyou have DUN phonebook entries and have enabled Connect to the Internet via dial-up, Microsoft 
Dial-up Networking is'enabled by default. To link a VPN Client connection entry to a Dial-Up 
Networking phonebook entry, perform the following steps: 

Click Microsoft Dial-up Networking (if it is not already enabled). 

To link your VPN Client connection entry to a DUN entry, click the down arrow next to the Phonebook 
entry field and choose an entry from the drop-down menu. 

The VPN Client then uses this DUN entry to automatically dia! in to the Microsoft network before making 
the VPN connection to the private network . 

o 

0975 
Fls:_-_____ _ 

b791 
Doc. 

. .................... .,.,.,,...., __ .....,. 



Chapter 3 Configuring the VPN Client 

Changing the VPN Device Address for a Connection Entry 

Thi~d P.i!rty Dial-up Program 
', . I ', 

Step 1 

Step 2 

Ifyou have no DUN phonebook entries and have enabled Connect to the Internet via dial-up, then Third 
party dial-up application is enabled by default 

To connect to the Internet using a third party dial-up program, follow these steps: 

Click Third party dial-up application, i f it is not already enabled. 

Use Browse to enter the name ofthe program in the Application field . This application launches the 
connection to the Internet 

This string you choose or enter here is the pathname to the command that starts the application and the 
na me o f the command; for example: c:\isp\ispdialer.exe dialEngineering. Your network administrator 
might have set this up for you. If not, consult your network administrator. 

eJanging the VPN Device Address for a Connection Entry ( 

o 

To change the address o f the VPN device in a connection entry, and to make the change temporary o r 
permanent, follow these steps: 

Step 1 On the VPN Client ma in dialog box shown in Figure 3-25, click the Connection Entry drop-down menu 
button and choose the entry, if it is not already displayed. 

Figure 3-25 Choosing a Connection Entry 

~ Cisco Systems VPN Client lEI 

C1sco Snrns -· 
.!:!ost name or IP adctess of iemote server: 

110.10.99.30 

C.Qnnect Qose .... 
"' 1'-

~--------------~------------------------~~ 

• VPN Client Use r Guide for Windows 
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Step 2 

Step 3 

Step 4 

Changing the VPN Devi c e Address for a Connection Entry 

-,"· 
' Edit the address in the Host na me o r IP address o f remo te serve r field . ~ \ 

Click Connect. The VPN Client displays a confirrnation dialog box. (Se é Figure 3-26 .)L\, Sb ~ ~. 

Figure 3-26 Confirming Your Changes 

Cisco Syslems VPN Clienl f3 

(::.D The server addressing information has been modified. Do you wish to save your changes? 

., 
"' r-
o 

~-----------------------------------------------------------------J~ 

Click one o f the following : 

J 

To use this address for the current session only, click No. The VPN Client begins connecting to the VPN 
device, but it does not save the change you have made to the connection entry. 

To perrnanently change the address for this connection entry, click Yes . The VPN Client begins 
connecting to the VPN device, and it saves the new address with the connection entry. 

For an explanation ofthe connection process, see "Connection Procedure". 
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Connecting to a Private Network 

This chapter explains how to connect to a private network with the VPN Client. 

We assume you have configured at least one VPN Client connection entry as described in "Configuring 
the VPN Client." To connect to a private network, you also need the following information: 

• ISP logon username and password, ifnecessary. 

• User authentication information: 

- I f you are authenticated via the VPN 3000 Concentrator internai serve r, your username and 
password. 

- I f you are authenticated via a RADIUS server, your username and password. 

- If you are authenticated via an Windows NT Domain serve r, your username, password, and 
domain name. 

- Ifyou are authenticated via RSA Data Security (formerly SDI) SecuriD or SoftiD, your 
usemame and PIN. 

- Ifyou use a digital certificare for authentication, the name ofthe certificate and your usemame 
and password. Ifyour priva te key is password protected for security reasons, you also need this 
password. 

Refer to your entries in "Gathering Information You Need," as you complete the steps described here, 
which include the following sections: 

• Starting the VPN Dialer 

• Using the VPN Cli ent to Connect to the Internet via Diai-Up Networking 

• Authenticating to,Connect to the Private Network 

• Connecting with Digital Certificares 

• Viewing Connection Status 

• Closing the VPN Client 

• Disconnecting your VPN Client Connection 

Doe: ___ __ _ 
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Chapter 4 Connecting to a Private Network 
• Starting lhe VPN Dialer 

Starting the VPN Dia ler 
- - -.... ~ 

c 

Step 2 

To start the VPN Dialer application, choose Start > Programs > Cisco Systems VPN Client > VPN 
Dia ler. 

The VPN Dialer displays the VPN Client's main dialog box. (See Figure 4-1.) 

Figure 4-1 VPN Dialer Main Dialog Box 

~- Cisco Svstems VPN Clienl EJ 

Cuco Snrns -· 
Comection Entr_y: 

I Engineering 3 
New ... Op!ions ... I 

!!ost name or IP address of remote server: 

110.10.32.32 

I f necessary, click the Connection Entry drop-down menu and choose the desired connection entry. 

Connection Procedure 
o 

.,. 

Step 1 

Step 2 

To connect to a private network, perform the following steps: 

Connect to the Internet, i f necessary. 

Connect to the private network through the Internet. 

• Systems with cable or DSL modems are usually connected to the Internet, sono additional action is 
necessary. Skip to "Authenticating to Connect to the Private Network ." 

• Systems with modems or ISDN modems must connect to the Internet via Dial-Up Networking: 

- I f you connect to the Internet via Dial-up Networking, proceed to "Using the VPN Client to 
Connect to the Internet via Diai-Up Networking. " 

• VPN Client Use r Guide for Windows 
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Using the VPN Client to Connect to the Internet via Diai-Up Networking 

- I f you must manually connect to the Internet, do it now. When your connection is established, 
skip to "Authenticating to Connect to the Private Network." 

/ ~- ·· --, 
I f your system is already connected to the Internet via Dial-Up Networking, skip to/ " , . 

1 1 
··- . 

"Authenticating to Connect to the Private Network." · ,:'~ .. .t....t qg 

Using the VPN Client to Connect to the Internet via Diai-Up 
Networking 

c Step 1 

o Step 2 

Step 3 

78-14738-01 

This section describes how to connect to the Internet via Dial-Up Networking by running only the VPN 
Client. Your connection entry must be configured with Connect to the Internet via Dial-Up Networking 
enabled; see "Configuring the VPN Client". 

Click Connect on the VPN Client's main dialog box. (See Figure 4-1.) 

Ifyour credentials are not stored in the RAS database, the Dial-up Networking User Information dialog 
box appears . (See Figure 4-2.) This dialog box varies depending on the version ofWindows you are 
using . 

Figure 4-2 Entering User lnformation 

Diai-Up Networking User lnformation Ei 

Enter the usemame and passw01d required for dial-up 
networking 

!!ser name: 

_Eássword: 

I .. ... 
<? .... 
o 

------------------------------------~~ 
Enter your username ~nd password to access your ISP. These entries may be case-sensitive. The 
Password field displays only asterisks. 

Click OK. 

You see the Connection History dialog box. (See Figure 4-3.) 

VPN Client Use r Guide for 
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Authenticating to Connect to the Private Network 

·· ...... 

o 

Figure 4-3 Confinning Connections to ISP 

Connecting to 200.70.50.250 

_.@... 
· UI lnitiating rernote access comection to your ISP, 

please wail.. · 

Connection History 

lnitializing the connection .. 
lnitiating remote access connection to your ISP, please 
wail. . 

..:J 

"' "' .... 
o 

----------------~--------------------_J ~ 

When the ISP connection is established, a Dial-Up Networking icon appears in the system tray on the 
Windows task bar. (See Figure 4-4.) 

Figure 4-4 Diai-Up Networking task bar lcon 

Authenticating to Connect to the Private Network 

o 

.,. 

This section assumes you are connected to the Internet. Ifyou connect using Dial-Up Networking, verify 
that its icon is visible in the Windows task bar system tray. (See Figure 4-4.) If not, your Dial-Up 
Networking connection is not active and you need to establish it before continuing. 

Ifyou did not doso earlier, click Connect on the VPN Client's main dialog box. (See Figure 4-1.) 

The VPN Client starts tunnel negotiation and displays the Connection History dialog box. 
(See Figure 4-5 .) 

·~ 

• VPN Client Use r Guide for Windows 
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Figure 4-5 Negotiating Dia/og Box 

Authenticating to Connect to lhe Private Network 

/ · .. ; ·· .. , 
···:-. '"' 

, ·~.~qb\\ 
D ! j 

---...! / . I 

c 

Connecling lo 10.10.32.32 

~ Authenticating user ... 

Connection History . 

I nitializing the connection ... 
Contacting the security gateway at 1 0.1 O. 32.32 ... 
Authenticating user ... 

CQnnect Qose ., ... 
o 

~-----------------------------------------~~ 

The next phase in tunnel negotiation is user authentication. 

User Authentication 

User authentication means proving that you are a valid use r o f this priva te network. Use r authentication 
is optional. Your administrator determines whether it is required . 

The VPN Client displays a user authentication dialog box that differs according to the authentication that 
your IPSec group uses. Your system administrator tells you which method to use. 

To continue, refer to your entries in "Gathering Information You Need" and go to the appropriate 
authentication section that follows . 

Ü thenticating Through the VPN D~vice Internai Server or RADIUS Server 

78-14738-01 

To display the user authentication dialog box, perform the following steps. The title bar identifies the 
connection entry name. 
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Authenticating to Connect to lhe Private Network 

c Step 1 

Step 2 

Step 3 

~ .. 
Note 

Figure 4-6 Authenticating Through an Internai or RADIUS Server 

User Aulhenlicalion for Engineering 

A T he server has requested the information 
• specified below to complete the user 

authentication. 

J.!sername: 

patc 

r ~ave Password 

OK Cancel "' ,._ 
o 

~----------------------------------~~ 

In the Usemame field, enter your usemame. This entry is case-sensitive. 

In the Password field, enter your password. This entry is case-sensitive. The field displays only asterisks. 

Click OK. 

Ifyou cannot choose the Save Password option, your administra to r does not allow this option. Ifyou can 
choose this option, be aware that using it might compromise system security, since your password is then 
stored on your PC and is available to anyone who uses your PC . 

I f Save Password is checked and authentication fails, your password may be invalid. To el iminate a 
saved password, click Options > Erase User Password. 

Proceed to the section "Viewing Connection Status." 

Authenticating Through a Windows NT Doma in 

o 

MOW 

To display the Windows NT Domain user authentication dialog box, perform the following steps. The 
title bar identifies the conhection entry name. 

• VPN Client Use r Guide Jor Windows 
78-14738-01 

o 



Chapter 4 Connecting to a Private Network 

c 
Step 1 

Step 2 

Step 3 

Step 4 

Authenticating to Connect to the Private Network 

Figure 4-7 Authenticating Through a Windows NT Domain 

User Authentication for Companyx 

.@. The remete peer requires additional use~ 
'f" authentication to authorize this connection . 

.!,!sername: 

jsimonz 

fassword: 

r _âave F'.3ssword 

Qomain: 

DK "' 
"" o 

L-----------------------------------~10 

In the Usemame field , enter your usemame. This entry is case-sensitive. 

In the Password field, enter your password. This entry is case-sensitive. The field displays only asterisks. 

In the Domain field, enter your Windows NT Domain name, i f it is not already there. 

Click OK. 

Skip to "Viewing Connection Status." 

Changing your Password 

o 

78-14738-01 

Your network administrator may have configured your group for RADIUS with Expiry authentication 
on the VPN 3000 Concentrator. I f this feature is in effect and your password has expired, a dialog box 
prompts you to enter and confirm a new password. 

After you have tried unsuccessfully to log in three times, you might receive one o f the following login 
messages: 

• Restricted login hours 

• .Account disabled 

• No dial-in permission 

• Error changing password 

• Authentication failure 

These messages let you know the cause o f your inability to Iog in . For help , contact your network 
administrator. 

VPN Client Use r Gu 
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Authenticating to Connect to the Private Network 

AÜthenticating Through RSA Data Security (RSA) SecuriD (SD.I) ê:J ·. ' 
~ ........_ RSA (fonnerly SDI) SecuriD authentication methods include physical SecuriD cards and keychain fobs, 
~ ) and PC software called SoftiD. SecuriD cards also vary: with some cards, the passcode is a combination 
r'- o f a PIN and a cardcode; with others, you enter a PIN on the card and it displays a passcode. Ask your 

system administrator for the correct procedure. 

Authentication via these methods also varies slightly for different operating systems. Ifyou use an RSA 
method, the VPN Client displays the appropriate RSA user authentication dialog box. The title bar 
identifies the connection entry name. 

RSA User Authentication: SecuriD Tokencards (Tokencards, Pinpads, and Keyfobs) and 
SoftiD v1.0 (Windows 95, Windows 98, and Windows ME) 

c 

o 

To display an authentication dialog box asking for your usemame and passcode, perform the following 
steps. (See Figure 4-8.) If you are using SoftiD, it must be running on your PC. 

Figure 4-8 Authenticating through RSA 

User Aulhenlicalion for MyCompany 

~ Enter Username and Password. 

!J.sername: 

lioeuser 

P-ªsscode: , .......... .. 
I OK Cancel ~ 

r­
o 

----------------------------------~~ 

Step 1 In the Usemame field, enter your usemame. This entry is case-sensitive. 

Step 2 In the Passcode field, enter a SecuriD code. With SoftiD, you can copy this code from the SoftiD 
window and paste it here. Your administrator will tell you what you need to enter here, depending on the 
type o f tokencard you are using. 

Step 3 After entering the code, click OK. 

• VPN Client Use r Guide for Windows 
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Chapter 4 Connecting to a Private Network 
Authenticating to Connect to the Private Network 

RSA User Authentication: SoftiD v1.x (Windows NT Only) and SoftlD v2.0 (Ali Operating Systems) 

c 
Step 1 

Step 2 

Step 3 

Ifyou are using SoftiD under Windows NT, the VPN Client displays an authentication dialog box asking 
for your username and PIN. (See Figure 4-9) . 

Figure 4-9 Authenticating Through Soft/0 on Windows NT 

User Aulhenticalic~ for Engineering 

rj Enter Username and Password . 

.!J.sername: 

lioeuser 

fin: 

OK Cancel ~ 
"" o 

----------------------------------~~ 

In the Username field, enter your username. This entry is case-sensitive. 

In the PIN field, enter your SoftiD PIN. The VPN Client gets the passcode from SoftiD by 
communicating directly with SoftiD. The SoftiD application must be installed but does not have to be 
running on your PC. 

After entering the PIN, click OK. 

RSA New PIN Mode 

o 

78-14738-01 

The first time you authenticate using SecuriD or SoftiD (ali operating systems), or ifyou are using a 
new SecuriD card, and ifthe RSA administrator allows you to create your own PIN, the authentication 
program asks ifyou want to create your own PIN. (See Figure 4-10.) 

Figure 4-10 Secur/D New PIN Request 

User Authenlication for MyCompany 

llià Do you want to enter your own pin? (y or n) (n) 

fiesponse: 

OK Cancel "' 
"" o 

----------------------------------~~ 

- ---·------·---- ---
Step 1 Enter your response y for yes or n for no . No is the default response. Jhen, click OK. What happens next 

depends on your response. 

VPN 

09 81 

.. Doe: 
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Chapter 4 Connecting to a Private Network 
Authenticating to Connect to the Private Network 

c 

o 

Step 2 

Step 3 

• Ifyou responded yes-Enter your new PIN in the New PIN field and enter it again in the Confirrn 
PIN field. Click OK. (See Figure 4-11.) 

Figure 4-11 Entering a New PIN Yourself 

User Authenlication for MyCompany 

.@r. Enter your new Access PIN. containing 4 to 8 
li" digits or 'x' to cancel the new PIN procedure: 

New Pin: 

.!;;onfirm Pin: 

OK Cancel o 

"' r--
o 

------------------------------------~~ 

• I f you responded no-the authentication program asks i f you will accept a system-generated PIN . 
(See Figure 4-12.) 

Figure 4-12 Accepting a PIN from the System 

User Authenlication for Connecl to MyCompany 

_A ARE YOU PREPARE O TO ACCEPT A 
lfl' SYSTEM GENERATED PIN? (y or n) [n) 

B.esponse: 

OK Cancel . . , 
~ 
<? 

"' o 

~----------------------------------~~ 

To receive a PIN, you must respond y for yes and then click OK. When you do, the authentication 
program generates a PIN for you and displays it. (See Figure 4-13.) Be sure to remember your PIN. 

Figure 4-13 New PIN Received 

User Authenlication for MyCompany 

A PIN: 8317 Please remem~er your new PIN 
• . then press Return to conbnue 

.!J.sername: 

Jmnmijnt:§ 

OK "I Cancel "' "' r--
o 

------------------------------------~~ 

To continue, click OK. 

• VPN Client Use r Guide for Windows 
78-14738-01 
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Chapter 4 Connecting to a Private Network 
Connecting with Digital Certificates 

SecuriD Next Cardcode Mode 

c 

Sometimes SecuriD authentication prompts you to enter the next cardcode from your token card, as in 
Figure 4-14. SecuriD displays this prompt either to resynchronize the token card with the RSA server, 
or because it noticed severa! unsuccessful attempts to authenticate with this username. 

The SecuriD Next Cardcode Mode dialog box might appear. (See Figure 4-14.) 

Figure 4-14 Entering the Passcode for Secur/D Next Card 

U ser Aulhenlicalion for E ngineering 

" EnterNext~SSCODE : 

!J.sername: 

lsoftid5083 

Pgsscode: 

OK Cancel 
~ 
o 

----------------------------------~~ 

In the Passcode field, enter the next code from your token card. This field requires only a cardcode. Do 
not include your PIN as part o f the passcode. 

Now continue to "Viewing Connection Status." 

Connecting with Digital Certificates 

o 

78-14738-01 

Before you created a connection entry using a digital certificate, you must have already enrolled in a 
Public Key Infrastructure (PKI), have received approval from the Certificate Authority (CA), and have 
one or more certificates installed on your system. Ifthis is not the case, then you need to obtain a digital 
certifica te. In many cases, the network administrator o f your organization can provi de you with a 
certificate. Ifnot, then you can obtain one by enrolling with a PKI directly using the Certificate Manager 
application, o r you can obtain an Entrust pro file through Entrust Entelligence. Currently, we support the 
following PKis: 

• UniCERT from B.altimore Technologies (www.baltimoretechnologies.com) 

• Entrust PKI™ from Entrust Technologies (www.entrust.com) 

• . Versign (www.verisign.com) 

• Microsoft Certificate Services in Microsoft Windows 2000 Server 

• Cisco Certificate Store 

The websites listed in parentheses in this list contain information about the digital certificates that each 
PKI provides. The easiest way to enroll in a PKI or importa certificate isto use the Certificate Manager 
(see "Enrolling and Managing Certificates") or Entrust Entelligence (see Entrust documentation) . 

o 
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Connecting with Digital Certificates 

..... , 
\ 

~ .. 
Note Every time you connect using a certificate, the VPN Client checks to verify that your certifi ca te has not 

expired. I f your certifica te is within one month o f expiring, the VPN Client displays a message when 
you attempt to connect or when you use the Properties option. The message displays the certificate 
common name, the "not before" date, the " not after" date, and the number o f days until the certifica te 
expires or since it has expired. 

There is one exception to this rule. When you are authenticating with a Microsoft certificate, the VPN 
Dialer skips the automatic certificate validation process and starts the connection immediately. I f there 
is a problem with the certificate, the connection attempt fails. To obtain information about the failure , 
look in the connection log file (see "Viewing and Managing the VPN Client Event Log") . To validate 
the certificate manually, choose Properties > Authentication > Validate Certificate. 

What happens when you press Connect can depend on the levei o f priva te key protection on your 
certifica te . I f your certifica te is password protected, you are prompted to ente r the password. 

Ô necting with an Entrust Certificate 
This section provides important information about what to expect when connecting with an Entrust 
certificare under certain conditions. 

Accessing Vour Profile 

o 

C5fW 

I f you are not already logged in, you must log in to Entrust Entelligence to access your Entrust 
Entelligence certificate profile, using the following procedure: 

After you choose Connect on the VPN Client main dialog box, the Entrust logon dialog box appears. 
(See Figure 4-15 .) 

Figure 4-15 Logging in to Entrust 

O.. Entrust Login ~ > •• ~ 

Entrust® 
Copyright@ 1994-2000 Entrust Technologies Umited. Ali rights reserved . 

' Profile name: I wbrownS Browse ... 

Password: I ********** 
P Work offline 

OK Cancel Help \1 ... 
o 

----------------------------------------------------------------~~ 

• VPN Client Use r Guide for Windows 
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Connecting with Digital Certificates ~ 1/ ) 

Step 1 

Step 2 

c 

Step 3 

o 
Step 4 

78-14738-01 

J /,·._/ 
' ... 

Choose a profile name from the pull-down menu . 

Your network administrator has previously configured one or more profiles for you through Entrust 
Entelligence. lfthe software is installed on your system but there are no profiles available, then you need 
to get a profile from your network administrator or directly through Entrust. Refer to Entrust 
Entelligence Quick Start Guide for instructions on obtaining a profile. The VPN Client Administrator 
Guide contains supplementary configuration information . 

After choosing a profile, enter your Entrust password. 

Check the Work offline field to use Entrust Entelligence without connecting to the Entrust PKI. I f Work 
offline is checked and you press OK, the Entrust wizard displays the message shown in Figure 4-16. 

Figure 4-16 Entrust Login Message 

Entrust login / •.. __ •· 

Vou are working offline because the Entrust Directory was unavailable. 

"' -x' ... ~ 

Working offline allows you to encrypt files for yourself and others using cached certificates; however, some of these 
certificates may be revoked. 

OK "' "' .... 
o 

--------------------------------------------------------------------------------__J~ 

You can ignore this message. Since you are connecting to your organization 's private network using an 
existing certificate profile, you are not interacting with the Entrust PKI. I f you see this message, click 
OK to continue. 

After completing the Entrust Login dialog box (see Figure 4-15), click OK. 

You may receive a security warning message from Entrust. This warning occurs, for example, when an 
application attempts to access your Entelligence pro file for the first time or when you are logging in after 
a VPN Client software update . The message happens because Entrust wants to verify that it is acceptable 
for the VPN Client to access your Entrust profile . 

Figure 4-17 Entrust Security Waming 

Entrust Security Warning - Cisco Systems VPN Client , ., . ;;~~ 

Cisco Systems VPN Client is trying to access Entrust. 

Do you wish to continue? 

___ v_e_s _ ___.II._ __ N_o_..... Details > > ~ 
------------------------------------------~~ 
At the warning message, click Yes to continue. 

You can now use your Entrust certificate for authenticating your new connection entry. 

---------·---------------~·-·--·----··-

Fls: -
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• Connecting with Digital Certificates 

.Entrust lnactivity Timeout ·•. 

) 

I f you have a secure connection and you see a padlock next to the Entelligence icon in the Windows 
system tray, Entelligence h as timed out. However, you h ave not lost your connection . I f you see the 
Entelligence icon with an X next to it, you are logged out o f Entrust, and you did not h ave a secure 
connection initially. To make a new connection, start from the beginning (see "Accessing Your Profile"). 

Using Entrust SignOn and Start Before Logon Together 

c 

o 

Entrust Signün™ is an optional Entrust application that lets you use one login and password to access 
Microsoft Windows and Entrust applications . This application is similar to start before logon, which is 
a VPN Client feature that enables you to dia! in before logging on to Windows NT. For information about 
start before logon, see " Starting a Connection Before Logging on to a Windows NT Platform" . 

I f you want to use these two features together, you should make sure you h ave installed Entrust 
Entelligence with the Entrust Signün module before installing the VPN Client. For information about 
installing Entrust Signün, refer to Entrust documentation and the VPN Client Administra for Guide, 
Chapter I. 

To use these two features together, follow these steps : 

Step 1 Start your system. 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

When the Signün option is installed, Entrust displays its own Ctrl Alt Delete dialog box. 

Click Ctrl Alt Delete. 

The Entrust Options dialog box and the VPN Dia ler login dialog box both pop up . The VPN Dia ler dialog 
box is active. 

To start your VPN connection, click Connect on the VPN Dialer main dialog box. 

The Entrust login dialog box becomes active . 

To log in to your Entrust profile, enter your Entrust password. 

The VPN Dialer password prompt dialog box becomes active . 

Enter your VPN dia ler usemame and password. 

The VPN Client authenticates your credentials and optionally displays a banner and/or a notification. 
Respond to the banner or notification as required. Then the Windows NT logon dialog box is active. 

To complete the connection, enter your Windows NT logon credentials in the Windows logon dialog box 
and you are done . 

Connecting with a Smart Card o r Token 

C5tM 

The VPN Client supports authentication with digital certificates through a smart cardo r electronic token. 
Severa! vendors provide smart cards and tokens. For an up-to-date list ofthose that the VPN Client 
currently supports, see " Smart Cards Supported". Smart card support is provided through Microsoft 
Cryptographic API (MS CAPI). Any CryptoService provider you use must support signing with 
CRYPT _NOHASHOID. 

• VPN Client Use r Guide for Windows 
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dial-up 1-2 
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requirement 2-2 
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installation 2-5 
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maintenance dialog 2-8 

repair dialog 2-8 

N 

names 
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NAT 3-17 
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NT Domain authentication 
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usemame 4-7 

NT features 
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~~lication Launcher 5-11 

auto disconnect 5-16 

Automatic VPN Initiation 5-16 
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Delete entry 5-4 

Erase User Password 5-7 

Import entry 5-5 

Rename entry 5-5 

Save Password 5-7 

shortcu t 5-1 O 

start before logon 5-14 

Stateful Firewall (Always on) 5-11 
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Logon Properties 5-14 
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connection entry 3-1 

passcode 

RSA authentication 4-8 

passwords 

enrollment request 

changing 6-28 

erasing 4-6, 5-7 

expiration 4-7 

import 6-16 

internai server authentication 4-6 

invalid 4-6 

IPSec group 

changing 3-21 

ISP logon 4-3 

NT Domain authentication 4-7 

personal certificare 6-22 
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RADIUS authentication 4-6 

saving 4-6, 5-7 

PAT 3-17 
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personal firewall see firewalls 
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DUN 3-26 
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RSA authentication 4-9 
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transparent tunneling 4-25 

Port Address Translation 3-17 

POTS 

connection technology 1-2 
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Printer icon in log viewer 5-23 

printing a log file 5-23 

private key password 4-1 

private network 
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disconnecting 4-32 

privileges required for 

installing VPN Client 2-1 

profile 

connection entry 3-5 

C Entrust 3-11 

file 
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roaming 5-16 
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Public Key Infrastructure 

see PKis 
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quitting the VPN Client 4-32 
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Remote Authentication Diai-In User Service 

see RADIUS authentication 
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InstaiiShield 5-29 
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MSI 5-32 
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repair dialog 

MSI 2-8 

requirements 

system 2-1 

resetting connection statistics 4-32 

restarting your computer after installation 2-4 
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rules 

firewalls 4-29 

VPN Client Use r Guide for 

-----

O.' I - ." 

Doe: 3 7 Q 1 



Save Password option 4-6, 5-7 

saving a log file 5-24 
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see SHA-1 algorithm 
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setting or changing connection entry properties 3-14 

Severity leveis in events 5-21 
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start before logon 
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transparent tunneling 3-17 
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stopping the VPN Dialer 4-32 
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firewalls 4-30 

transparent tunneling 3-17 
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( installing the VPN Client 

InstallShield 5-29 

MSI 5-32 
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upgrading VPN Client software 

using InstallShield 5-27 

using MSI 5-29 
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user authentication 1-4, 4-5 

see also authentication 

username 

internai server authentication 4-6 
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X.509 DER file 6-12 

z 
Zone Labs lntegrity 4-25, 4-27, 4-31 

0 \ ;,7 

c· o 

o o 

} 

• ., VPN CJient User Guide for Windows 

''~5fM 78-14738-01 



Chapter 5 Managing the VPN Client 
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Upgrading the VPN Client Software (lnstaiiShield) 

Figure 5-28 Firewa/1 Notification 

Cisco Syslems VPN Clienl Nolificalions 

N otifications: 

J !!.~! ____ __ . ___ ··----- -- _ . _ ---- ----------- - - ___ Time ____ _ 
The Oient did not match any oi the Concentrator's firewall conligur... 08:58.19 

N otification T ext: 

The Client did not match any of the Concentrator's firewaH configurations. 
Firewall Policy: Product=Zonelabs Any, Capability= (Are you T here ?). 

I c::::::::::º:~::::::::::::ll .., .., 
:e 

~----------------------------------------------------~~ 

. ·' 

Upgrading the VPN Client Software (lnstaiiShield) 

o Step 1 

78-14738-01 

Upgrading the VPN Client software using this method retains existing connection entries and their 
parameters . 

To install an upgrade o f the VPN Client over an existing version on your system, use the following 
procedure, which first uninstalls the existing version, and then reboots your PC and installs the new 
version. 

To begin the procedure, follow the instructions in the "Installing the VPN Client Through InstaliShield" 
section in Chapter 2. 

When it starts, the installation wizard detects the existing version and asks you to confirm that you want 
to remove that version and reboot your PC. (See Figure 5-29 .) 

VPN Client Use r Gu 
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I 

-Figure 5-29 Uninstalling an Existing Version 

Queslion 13 

Sell.fl has detected an existing ve~sion oi the Cisco Systems Inc. VPN Client. 

Belore instaling a new version. setup must lrinstal the existing version 11 you choose to continue. setup wil uninstal the existing ve1sion 
oi the Cisco Systems Inc. VPN Oent and then 1eboot your PC 

Alter you PC 1eboots. the Cisco Systems Inc. VPN Cient instanation wil continue. 

Do you wish to continue? 

m 
N .. 
o 

~--------------------------------------------------------~~ 
Step 2 

c 

o 

Step 3 

Step 4 

To continue, click Yes . 

The installation program removes the old version and asks you to confirm the system restart. (See 
Figure 5-30.) 

Figure 5-30 Confirming the System Restart 

Cisco Syslems VPN Client lnstaller 

Setup has linished 1emoving the existing ve1sion of the Cisco 
S ystems VPN Client. 

To continue with the Cisco Systems VPN Cient installation. 
you MUST 1ebootyou computei now. 

(Õ t?."ii~J.:~.i-~i~.ii.~.i~ii .. ~~-.-~P..~~·;:~-~-~1 

r No. I wil 1esta1t my computer later. 

Setup wil continue alte1 you1 computei reboots. 

-· -- - --------··---- - -------· 
lf :e 

~--------------------------------------------------------..10 

Be sure to remove any diskette from its drive before you restart your system. 

lfyou are installing from diskettes, reinsert Disk I after your system restarts and displays the Windows 
logo screen, but before the desktop appears. 

To restart your system, click Yes (the default) and click Finish. 

The installation wizard restarts your system. Once your system has restarted, installation continues 
automatically. 

Follow the instructions as i f you .were installing for the first time. See "Installing the VPN Client 
Through InstallShield." 

• VPN Client User Guide for Windows 
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I J J '-r \ . . 
"-1- .. 1 j ', 

Upgrading the VPN Client Software (MSI) .J I ' 
/ ) 

- · .-~~··~ _~ .,'!,' 
. l .. • 

Step 1 

Step 2 

Upgrading the VPN Client software using this MSI in this recommended way retains existing connection 
entries and their parameters. 

To insta li an upgrade o f the VPN Client over an existing version on your system, use the following 
procedure. 

Remove any existing version o f the VPN Client software through the Add/Remove available from the 
Windows Contrai Panel. 

Install the VPN Client using the MSI installer (vpnclient_en.msi). 

CJninstalling the VPN Client with the Uninstall Application 

o 

78-14738-01 

~ .. 

This option is available only ifyou have installed the VPN Client via InstaiiShield. Uninstalling the VPN 
Client means completely removing ali VPN Client software from your oomputer. For example, ifyou 
are changing or upgrading your PC, you might want to uninstall the VPN Client. Also, i f you are getting 
ready to install Cisco VPN Client 3.6 using Microsoft Windows Installer (MSI), you can run the 
Uninstall application to remove previous versions ofthe Cisco VPN Client. 

Note Do not attempt to uninstall or upgrade the VPN Client software from a mapped network drive. 

~ .. 

Before you run the uninstall program, make sure you have closed ali ofyour remote access (Diai-Up 
Networking) connections and ali VPN Client applications. Then use the following procedure. (See 
Figure 5-31.) 

Note Ifyou installed the VPN Client via the Microsoft Windows Installer, the Cisco Systems VPN Client 
menu does not include the Uninstall VPN Client option. 

Step 1 Choose Start > Programs > Cisco Systems VPN Client > Uninstall VPN Client. 

37 o 1 

o 

o 



.. -, --···""' Chapter 5 Managing the VPN Client 
.- - ·· ... !Jninstalling the VPN Client with the Uninstall Application 
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~ ") ) 
" .·· ,• V . Figure 5-31 Running the Uninsta/1 Program 

o 

o 
Step 2 

~ Accessories 

'~ Startup 

~ Command Prompt 

e Internet Explorer 

~Windows NT Explorer 

~ Administrative T ools (Common) ~ 

~ Crsco Systems VPN Chent • ~ Certificate Manager 

C~ Network ICE 

@ Paint Shop Pro 6 

@ Startup 

~ WinZip 

~ ZoneLabs 

• e Help 

• e@ Log Viewer 

• ~ SetMTU 

• li} Unrnstall VPN Chent 

• ~ VPN Dialer "' M :e 
---------------------------------------------~~ 
The Uninstall Wizard runs and asks ifyou want to really want to remove the VPN Client applications. 
(See Figure 5-32.) 

Figure 5-32 Confirming Uninsta/1 

Question f3 

CV Areyou Sl.l'eyou wanl to completely remove Cisco Systems Inc. VPN Cfienl andai of ~s components? 

"' "' ~~~::~~~!!~~~:!~~~~~====~==~~~:::2~~:!~~~~~~~-.Jg 

To completely remove the VPN Client software from your system, click Yes. Otherwise, click No. 

Next, the Uninstall Wizard asks i f you want to dele te your connection profiles. (Se e Figure 5-33.) 

• VPN Client Use r Guide for Windows 
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' '· 

Figure 5-33 Confinning Your Connections 

~~~---......, .. .r, 

Setup Status 

VPN Cient Setup is performing the requested operations. 

VPN Chent lnstaller 11 

~ Do you wish to delete your el<istng connection profiles? 

. ,, \, 

LJ.38 \, \ )j, ' . 
-J i 

c o 

Step 3 

o 

Step 4 
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Cancel ti' 
~ 

~--------------------------------------------------------~~ 
To preserve your connection profiles (which contain configured connection entries), click No. 

Then the Uninstall Wizard asks ifyou want to delete your certificates. (See Figure 5-34.) 

Figure 5-34 Confinning Your Certificates 

VPN ~ent Setup is perforrning lhe requested operations. 

VPN Chentlnstaller 111 

· ~ Do you wish to delete your existing Cisco certificates? 

Cancel !!! 

~--------------------------------------~ 
~ 

To keep your certificates, click No. 

Finally, the Uninstall Wizard prompts you to restart your system. To complete the uninstallation, you 
must restart your system. 

VPN Client User G 

o 
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• Removing lhe VPN Clienl Software MSIInslallalion 

, ...... --.... 

Step 5 

~ .. 

To restart your system, click Yes (the default) and then click Finish. 

The installation program restarts your system. 

Be sure to remove any diskette from its drive before you restar! your system. 

Note When you uninstall the VPN Client software after you have run the Log Viewer and you have clicked 
yes to remove your certificate and profile directories, the vpnclient.in i and ipseclog.txt fi les remain on 
your system. Since these files were generated after you installed the software, they are not removed 
when you uninstall the software. You have to remove them manually. 

Removing the VPN Client Software MSIInstallation 
C To remove the VPN Client when it has been installed via MSI, use the Add/Remove utility available o 

from the Contrai Pane I. You must remove any version o f the Cisco VPN Client o r any other VPN Client 
before upgrading the Cisco VPN Client with MSI. 

o o 

WJfW 
• VPN êlient User ·Guide for Windows 
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6 
Enrolling and Managing Certificates 

This chapter explains how to enroll and manage personal certificates using the Certificate Manager 
application. Specifically, it describes how to perform the following tasks: 

• Obtain personal certificates through enrollment with a Certificate Authority (CA), which is an 
organization that issues digital certificates that verify that you are who you say you are. 

You can enroll for a certificate in two ways: 

- through the network (online enrollment) 

- through a file 

• Import certificates 

• Manage certificates 

- Viewing 

- Verifying 

- Deleting 

- Exporting 

• Manage enrollment request.s 

This chapter covers the following topics: 

• Starting Certificate Manager 

• What are Certificate Stores? 

• Enrolling for a Certificate 

• Managing Personal and CA/RA Certificates 

• Managing Enrollment Requests 

Doe: 
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Starting Certificate Manager 

< St~_rting Certificate Manager 
I ·, 

~--"., ' 

~) ' 
~ . ,i 

o 

To get started with certificates, go to the Cisco Systems VPN Client menu (the same menu that you use 
to start the client, shown in Figure 6-1 ). 

Choose Start> Programs> Cisco Systems VPN Client> Certificate Manager. 

Figure 6-1 Choosing Certificate Manager 

i.§ Accessories 

(~ Startup 

IQ Command Prompt 

e lnte~net Explorer 

~ Windows NT Explore~ 

C§ Administrative T ools (Common) ~ 

~ C1sco System$ VPN Cllent ~ ~ Cert1f1cate Manager 

[~ Network ICE ~ e Help 

I~ P aint S hop Pro 6 ~ e@ Log Viewer 

(§ Startup ~ <$:l Set MTU 

® \1/inZip ~ êJ UninstaUVPN Oient 

1~ Zone Labs ~ ~ VPN Diale1 ,.., 

-~--------------------·~ 
The Certificate Manager window opens. (See Figure 6-2.) 

• VPN Client Use r Cuide for Windows 
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c 

Figure 6-2 Certificate Manager Ma in Window 

~Cisco Systems VPN Client Certilicate Manager EJ 

Personal cert~icates identily you to people and hosts you communicate with and 
are signed by a certificate authority. 

A certificate authority (CA) is an organization that issues certificates. 

E nrollment requests are certificate requests that a CA has yet to approve. 

Personal Certif~eates I CA Certificates I Enrollment Requests I 
Certificate 

Pat Clark 
Pat Clark 

Stores: I <Ali> 

lmport... 

I Store 

Cisco 
Microsoft 

New Options..,. 

.., 
"' .... 
o 

._ ____________________________________________________ __.~ 

What are Certificate Stores? 

e_'1hat are Certificate Stores? 
The Certificate Manager uses the notion o f store to convey a location in your local file system for storing o 
personal certificates. The major store for the VPN Client is the Cisco store. The Cisco store contains 
certificates you have enrolled for through the Simple Certificate Enrollment Protocol (SCEP). This 
application supports severa! standard enrollment protocols . Your system also includes a Microsoft 

78-14738-01 

certificate store that may contain certificates that your organization provides or that you have installed 
previously. You can manage them just like the certificates in your Cisco store, or you can import them 
to your Cisco store. New certificates obtained through enrollment or importing go into the Cisco store . 

There are two types o f Microsoft certificates: certificates for individuais to use and also a Microsoft 
certifica te for your local PC itself. So i f severa! people are using the same PC, each person can have a 
certifica te, and there can also be a certificate for the local system on Windows 2000 and Windows XP. 
On a Windows 9x system, you can only use it with Internet Explorer version 5.1 SP2. 

Microsoft certificates with non-exportable private keys are also available. 
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Enrolling for a Certificate 

~ 
~ --:;; , ' 

'~ 

Your system administrator may have already set up your VPN Client with digital certificates. I f not, o r 
ifyou want to add certificates, you can obtain a certificate by enrolling with a Certificate Authority (CA) 
over the network or by creating a file request. In both cases, you complete the same form (shown in 
Figure 6-3.) 

'· .. _,_ . 

En .. rollment Form 

This section describes the information required for filling out the certificate enrollment form. Make sure 
you h ave ali o f the following information before you start. 

Figure 6-3 Enrollment Fonn 

o o 

o 

E nter your ceriliCate enrollment information in the fields 
provided below. 

CISCO S IS Tlll S liiiiiiiiiniiiniiiiiiiir----

-. 

' Çommon.Name (cn):•l re_rnw;m;_-:-_·m~·--::------
.Q.epartment (ou~ jlnternational Studies 

CQillpany (o): 

i ,S.tate (stt. · 

~(c~ 

r-.E.mai (et. 

! !PAdaess: 

< ftack' . 

juniversity 

jMassachusetts 

.~: 
j alicew@university. edu 

,... r· r. ' ,, 

• R equired Field 

• Common Name-Your common name (CN), which is the unique name to use for this certificate. 
This field is required. The common name can be the name o f a person, system, or other entity; it is 
the most specific levei in the identification hierarchy. The common na me becomes the na me o f the 
certificate; for example, Alice Wonderland. 

• Department- The name o f the department to which you belong; for example, Intemational Studies. 
This field correlates to the Organizational Unit (OU). The OU is the same as the Group Name 
configured in a VPN 3000 Series Concentrator, for example. 

• Company-The na me o f the ·company o r organization (O) to which you belong; for example, 
University. 

• State-The na me o f your state (ST); for example, Massachusetts . 

• · VPN Client User Guide for W.indows •::• 78-14738-01 
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• Country-The 2-letter country code for your country (C); for example, US. This two-lett.er coühtry, 
code must conform to ISO 3166 country abbreviations . · / . , · · : · ! .. ,. ····..,_. 

• Email-Your email address (e) ; for example, alicew@university.edu. / /LJLISl \ 
• IP Address-The IP address ofyour system, for example, I 0.1 0.1 0.1. \ \ 
• Domain-The Fully Qualified Domain Name of the host for your system; for examp·l~, ··: 

J. .. 
Dialin_Server. 

'----~· 

Together, ali these fields except IP address and domain comprise your distinguished name (DN). 

When you enroll a personal certifica te, either you go through a CA from which your system already has 
a root certificare or you obtain a root certificare from the CA as part ofthe enrollment process. The CA 
Certificares tab displays the current list ofCA certificares. (See Figure 6-2.) 

Starting Enrollment 

c 

o 

78·14738-01 

To begin, click New on the Certificare Manager's main screen under the Personal Certificares tab. (See 
Figure 6-2.) The Certificare Manager prompts you to enter a password for the certificare you are 
enrolling. (See Figure 6-4.) The password is optional, but we recommend that you use one to protect 
your priva te key more effectively. The password can be up to 32 characters in length. Passwords are ease 
sensitive. For example, sKate8 and Skate8 are different passwords. This password is called the personal 
certifica te password. 

Figure 6-4 Protecting a Certificate with a Password 

Certificate Password Protection EJ 

Password protecting your certificate provide~ an 
. aqditional .levei of $eCI.I'Íiy. This ~ss~~d is .optiol)al 

By cpoosing to pro.tect your ç;ertific'a~e with ~ passwoid, 
any operatiori that requres access to the ·c~!lte's 

:.. privâté 'R'ê9'Wii1·JeQúle :ttiê .$Peê:iied páHWOtd tó ~. • 
contirÍue. ,,· .· 

Note • File .baseei enrollments require the password -~ • 
used here to be re-eniered when the approved 
certificate is iJrlported 

fassword: 

Confirmation P~sword: 

Next> J Cancel Help ; .... 
o 

'---------------------------------------------------------~~ 
After entering a password, click Next to continue. The Certificare Manager lets you choose between 
enrolling via the network or by creating a file . (See Figure 6-5.) Enrolling via the network is also called 
online enrollrnent. 

l Doe: 
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'- ' -' ..___ __ -~ · 

o 

Figure 6-5 Choosing Enrollment Method 

Enrollment- Network or File 13 

Cnco Srsu11s : 

-
l . : 

. T~ eniollment wiza'rd aDow's you to r~queSt a petsonal 
identity. certificate from a Cert,licate Autl'!or~Y (CA~ 

Network based enrolment anows you to corinect direcUy 
to a CA over a netwprk connection 

,File baseei enrolment wil prod\Jce a certlicate request 
fi~ IÍ\'hich ~ nee~ tq .s!Jbm~ !q .Y.~ admir)istrator. 

Please select'lhe inéthod you wish to proceed with: 

< ftack Next > Cancel · Help "' ., 
"' o 

~----------------------------------------------------~~ 

Enrolling Through the Network 

o 

•::• 

To enroll through the network, retrieve a certificate from a CA, and place it in the Cisco store, using the 
following procedure: 

Step 1 Click Network and click Next. (See Figure 6-5.) 

The Certificate Manager asks you to enter the network address ofthe issuing CA. (See Figure 6-6.) 

• VPN Client User.Guide for Windows ' ' 
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Figure 6-6 Entering Network Address 

[nroDment · CA Nelwort Address EJ Enrollmenr CA Network Addreu 13 

· E~e~~UAL~I.PA<l<rnS'~:Ih!JC~~~iY : . 

];ert{oc.teAIJhorily:. . · ." ;_. .: .... 

::r·· 
·-----~------1.'·. 

j--'-......... '-'-'--'-"'--"'----'-"'-"-~-· ;. 
·,. 

;-.. 
;·: · ,, ... •:: . • · .. ·'::-.~·- ·i'l 

·- ' ·". : : :· ~::. .. 
Eriiti.tholuíÚlPA.b~ci.-lho~Aúhoril . . · 

• ·'fe.;.r~;~iy,: >·<·;,_:'-' . ' v. . 

. ·~~L~;b~.~~ .. lt~c·•:· ·' .. 
·;;; ~Jhltp:/1161 . 44. 246.41 /certsrv/mscep/mscep.cl 

•
•• r: · ·"~.- . '. ·-'' .. ,... . ' 

~ . -~ •l . 

·. · < ;f;.~OciF-.dd; 
.:c___ · ·-~-~~:~~-~-.. .:. .. ~...:. __ _;_>~••-~'A•:-~. ~"•-:'-•~--· -•' - · :.;_: • ' 

.·; -·; 

{ .J. . . . '.·. .H-'-.· •· ··1·.· .. :: .., . < ~"'* . l · ·ti~ ~-.. :; . : . ~. "" . ::: 
~~~==· ·=···.··~- .~ .. :==:..=:::::::J L:L.~~~~~~::t:::::::~ ~ 

Step 2 

Step 3 

Step 4 

o 
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Choose one o f the following procedures: 

• Choose an existing Certificate Authority from the drop-down menu. 

- The URL or Network Address and Domain fields are automatically filled . 

- Renter the Challenge password o r enter a new password, which you can obtain from the CA o r 
your network administrator. 

• Choose <New> from the drop-down menu. 

- Enter the URL or Network Address ofthe CA and the CA's Domain, both ofwhich are required. 

- Some C As require that you enter a password to access their si te. I f this is the case, enter the 
password in the Challenge Password field . You can get the password from the CA or from your 
network administrator. 

When you have completed the network address information, click Next. 

The Certificate Manager displays the enrollment form for you to complete. (See Figure 6-3.) 

Enter the information you collected before you started the enrollment process. The only field that the 
Certificate Manager requires is Common Name. However the CA may require some o r ali o f the other 
fields. Then click Next 

After you enter the form, the Certificate Manager displays a summary that looks something like the one 
in Figure 6-7. 

o 
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Figure 6-7 Enrol/ment Summary 

Enrollment- Summary EJ 

CISCO SISTIII s I -·· 
This is a summary of lhe inlormalion you have provided for 
this certifiCale enrollmenl request · 

Select Fnish tó p(oceed with lhe enrollment or Back to 
make modilications. 

ÇA .. W.8t .. .b.\!P..:.I./l!?.L4t24!?.AJ./!;;êL\~!.Y./m.$.!;;êQ/m.$. !;;êQ, ~ 
CA Domain: QA2000.com 
Certificate Store: Cisco 
Common Name: Alice Wonderland 

• Department: lnternational Studies 
Company: University 
State: Massachusetts 
Country: US 
Email: alicew@university.edu 
IP Address: 10.10.1 0.1 
Domain: Dialin_Server 

~ 

< ftack Finish Cancel Help fi~ 

"' 
~----------------------------------------------------------~~ 
To complete the enrollment, click Finish. 

The Certificate Manager displays a status window (shown in Figure 6-8) that lets you monitor the 
progress ofthe certificate retrieval. Ifthe enrollment failed , the status window indicates the cause so you 
can fix the problem and try again. 

• VPN Client Use r Guide for Windows 
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Figure 6-8 Certificate Status Messages 

Enrollment - Status EJ 

CISCO StSTIIIS 

E nrollment status: · 

Generating key pair 
Generating self-signed cert~icate 

· Submitting request 
Status: 308 

I r:::::~:::J~K::~: :~::JI .,. ., .... 
o 

L-----------------------------------------------------J~ 
What happens next depends on your CA. (See Figure 6-8): 

Enrolling for a Certificate 

• Some CAs may provi de immediate response. If so, the Enrollment- Status window reflects this fact 
and displays an OK button. 

- Click OK and you see a message that your enrollment succeeded. You can view and manage the 
certificate under the Personal Certificates tab. 

• lfthe enrollment status is Request pending, your CA does not immediately approve your request ând 
the Enrollment- Status window shows the Suspend button. 

- Click Suspend. 

- Your request appears under the Enrollment Requests tab, while you are waiting for the CA to 
issue the certificate. 

- When the CA issues your certificate, ehoose the certificate and then choose Resume from the O 
Options pull-down menu to complete the enrollment. (See Figure 6-9.) 

. . ' ) 
Fls:_-_ ___,=-,.,_, __ 
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Figure 6-9 Resuming Enrollment Request 

~Cisco Systems VPN Client Certificate Manager Ei 

Personal certilicates identily you to people and hosts you comrnunicate with and 
are signed by a certificate authority. 

A certilicate authority (CA) is an organization that issues certilicates. 

Enrollment requests are cert~icate requests that a CA has yel to approve. 

Personal Certilicates I CA Certilicates Enrollment Requests I 
Certilicate 

Alice Wonderland 
Alice Wonderland 
Pat Clark 
Patrick Clarkson 

Store 

Request 
Request 
Request 
Request 

[g~~~~:~:J 
Yiew 
Qelete 

!mporl.. Password 

• ~~~~~ ...................... .J~-~~~~~···· ~UJ~S1N ill Mi@!l,,- _ 

- After you have obtained the certificate, the status screen updates to show the result. 
(See Figure 6-10.) After viewing the screen, click OK. 

• VPN Client Use r Guide for Windows 
78-14738-01 
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Figure 6-10 Receiving Status Update 

Emollment · Status Ei 

Enrollment status: 

Request success 

I [::~:::J!K:::~ : :~:::JI "' "' "" o 

~------------------------------------------------~~ 

Enrolling for a Certificate 

Enrolling Through a File Request 

Alternatively, you can enroll by creating a file using the same formas network enrollment. (See 
Figure 6-3.) Once you have created a request file , you can either e-mail it to the CA and receive a 
certificate back or you can access the CA's website and cut and paste the enrollment request in the area 
that the CA provides. 

To enroll through a file request, use the following procedure: 

o Step 1 At the Enrollment- N7twork or File dialog box. (See Figure 6-5), click File and click Next. 

·· , 

78-14738-01 

The Certificate Manager prompts you to choose a file type for your file request and to specify a file 
name. (See Figure 6-11 .) 

OS-N~~i2885-···-eN-~ .. 
CPMI- CORREIOS 1: 

VPN Client Use r Guide for i ~dows 

( Doe: 3 7 O 1 1 
. ~~--~ .. ~,...::::..) 

o 
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Figure 6-11 Choosing file type and /ocation 

Enrollment- File Location Ei 

CISCO SrSHIIS -.: 
To create an enrolment request file. please select lhe 
type of file you wish to genéràte. ' 

Cont~ your netl'lork administrator l you are not sure 
which encoded f~e type is required. 

When :vou select a file extension in lhe Browse áalog the 
ass~~ed file type will be selected on this page. 

file ·n'âme: " 

Jlrowse 

Aetype: --~~~--~~~~~~.~.-. 

, c:'J Jl~ Q4 encOded (.req) 

I r ' B~y Ímcoded (.p1 O) 
t -
I 

• Required Ftekl 

<!lack Next> Cancel Help "' "' "' o 

~--------------------------------------------------~"' 

Step 2 Click one o f the following file types : 

• Binary encoded-A base-2 PKCS 1 O file (Public Key Cryptography Standard; for example, an 
X.509 DER file) . You cannot display a binary-encoded file. 

• Base 64 encoded-An ASCII-encoded PKCS 1 O file that you can display in text format (for 
example, the request shown in Figure 6-12). Choose this type when you want to cut and paste the 
text into the CA website. 

Figure 6-12 A PKCS10 Certificate Request 

I!J cert.cec.IKI - Notepad 1!!1~ EJ 
file ~d~ liearch !:!elp 

-----BEGIH HEW CERTIFICATE REQUEST----­
MIIBzjCCATcCAQAwRjELMAkGA1UEBhMCUUMxCzAJBgHUBAgTAk1BMRMwEQYDUQQK 
EwpGb3Uu2GFOaW9uMRUwEwYDUQQLEwxGdW5kiFJhaXHpbmcwg28wDQYJKo2IhucH 
AQEBBQADgYOAMIGJAoGBAKxCHeWAwijmKWiLAoQUhlUuWL8x2i Uu5IfrrOrR5X3 0 
/bcA5CthU9QLQuTj96RQPcMKXu05Q/ct4rXOQ29mEgUCo4CT22DGHMjg1JgMG+xW 
XcOeinK9H1jlqdXHMBtAMuwJ962JHuUKXDBmrlkOGiqliXUMOapJ9D5hU1D2JKmJ 
AgMBAAGgSDBGBgkqhkiG9wOBCQ4xOTA3MDUGA1UdEQQuMCyHBAoKCgGBF2FsaWHl 
YkBucmdhbml6YXRpb24ub3JnggtE2X2lbG9wbWUudDAHBgkqhkiG9wOBAQQFAAOB 
gQAAFgzCAS5USkl06kmi2H6w4Bu0181WHYqXHQp6wPsUm4143J jD6ClXqU4U1+wh 
hth9MRP92xk3HF8WTaQl/Okbx2oLHG9xpzOIWoqCMYJq+egiQF2eme3wOjf2Cnh+ 
yjscUGoSieedQM4b9wMnghpq42F2HLF4568ilEe07q7UOg== 
-----EHD HEW CERTIFICATE REQUEST-----

~~ 
~~----------------------------------------------------------~~~~ 

• VPN Client Use r Guide for Windows 
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Enrolling for a Certificate 

Enter the fui! pathname for the file request. 

When you browse for an appropriate directory for placing the file request, the Certifica te Manager shows 
only the files ofthe chosen file type. (See Figure 6-13 .) You can save your file enrollment requests in 
the Certificates directory, which is a subdirectory o f the directory where the VP~~ÇJi.ent_is installed. 

/r< ~ • . .. ~· .... ,,_,. 

Figure 6-13 Specifying a Filename 
( r '-.. \. \ . 

/.(4c/J:24 
\" \ ~ 

SaveAs DEJ 

Save~: I t;l Certificates 

~ newcert.pl O 
~ pl Oreq.pl O 
~ pl0req2.pl0 •mummm 

Filename: lPl Oreq3.pl O 

Save as !Ype: jPKCSlO Encoded Request File(".plO) 

_âave 

Cancel o 

"' ... 
o 

\ "',\. 
\ ....... 

~----------------------------------------------------~~ 

In this example, the complete pathname is C:\Program Files\Cisco Systems\VPN 
Client\Certificates\pl Oreq3.p 1 O. 

Complete the form (see the "Enrollment Form" section) and click Next. 

The Certificate Manager displays the summary screen and a message to let you know that your request 
succeeded. (See Figure 6-14.) 

_,_ __ h ____ · ~ • • 

S--N"-&3f.?.G05. -· G~ 
CPMI.- Cür<f<EIOS I 

VPN-Giient Use r Guide for Wimfows 

- 100~ Fls: .. . 

~oc:_ 3 7 I 1/ 
I -~....::=:::;;:;:;;:--:;-:;:-----· __ , 
~ . ~111"Q.;;. ~~.~. ,~_), 

o 
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Step 5 

Figure 6-14 Enro/1 File Success Message 

nro men - ummary 

CISCO STSTIIIS 

This is a su~mary of the 'information you have provided for 
this certificate ~nroHmenf request. --! Select Finist;l to proceed with the enrOinent or Back to 
l'(lake modifiCalions. · · :; · 

' 
Enrollment: File· certreq.req 
Certificate Store: Cisco 

M ,_ ,....J... . I 

Enroll File Success EJ 

Creation of enroRmenl file was successful 

< ftack Finish Cancel .. , 

~· . 

___,_H_elp _ _.l ~ 
--------------------------------------------------------~ 

Click OK on the message screen then click Finish on the summary screen. 

You can view the file request under the Enrollment Requests tab. (See Figure 6-15 .) 

• VPN Client Use r Guide for Windows 
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Figure 6-15 File Enrollment Requests 

Personal Certificates I CA Certificates Enrollment Requests j 

~C~er~tif~ic~a~te~------------~~S~t~or~e~ ___________ ____j 
Alice Wonderland Request 
Patrick Clarkson Request 

!mporl.. 

Lii~~s.=~~:ll 
~iew 

Qelete 

fassword .. 

~IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII--·R·e·s~--~ .... ~­• ~ 

Enrolling for a Certificate 

.--... "':" ... ·*-~ 

.. : .. _ :··,_\ 
Ll.~~· ·. \ 

i 

; v ' • 

lmporting a Certificate File 

o Step 1 

78-14738-01 

You can importa certificare into the Cisco store from the Microsoft store or from a file. To import a 
certificare, use the following procedure: 

On the Certificare Manager main window under the Personal Certificares tab, click Import. 

The Certificare Manager displays the lmport Certificare - Source dialog box. (See Figure 6-16.) 

···- ··---- ---·--··--· ··--·r 

-Rt~)3/208f:i " 6N-f 
CPMf-CORREIOS t 

VPN Q.ieJ!! Use r Guide for Windo~s 

10 0 
Fls:· 
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Step 2 

Step 3 

o 
Step 4 

Figure 6-16 lmporting a Certificate 

lmporl Cerlificale - Source EJ 

Cuco Sm111s --
-lhe certilicate SOU!ce identilies where the certilicate .is 
imported from. Additionally, il the ce~tifcate you are . 

' impor~ is protected by a password, please enter ~ 
below. ' · · 

Certilicate source: - -----------, 

r.. B.!~~~-~L~.~?E~-~~.:] 
.. 1 Patrick Clarkson 

r .. file: 

Brow.se 

lmport password: 

< gack ' 1 Next > ·I Cancel Help ., 
\1) ,._ 
o 

~--------------------------------------------------------~~ 
To import a certifica te, do one o f the following, depending on where your certificate resides: 

• Importing from the Microsoft store-Click Microsoft certifica te and choose the certifica te from the 
drop-down menu. The certificate must already be in your Microsoft store. 

• Importing from a file-Click File and enter the pathname o f the file in to the field. 

I f a password is used to protect this certificate, type the password in to the Import Password: field . 

This is the password assigned to protect the certificate's private key. 

• Ifyou are importing from the Microsoft store, this password is the one you (or the network 
administrator) entered during enrollment. 

• Ifyou are importing a certificate from a file , this is the password specified when the certificate was 
exported. 

Click Next. 

The Certificate Manager prompts for a password to be stored with the certificate. (Se e Figure 6-17.) 

• VPN Client Use r Guide for Wi{ldows· .,,. 78-14738-01 

o 



Chapter 6 Enrolling and Managing Certificates 

c 

Step 5 

Managing Personal and CNRA Certificates 

Figure 6-17 Destination Password for lmporting Certificate 

Certificate Password Protection EJ 

Password prolecting yo~ certificate provides an 
-additionallevel of sec~ity. This password is oplional 

By choosing lo prolectyour certificate with a password, 
.any operation that requires access lo lhe certificale's 
· private key will require lhe specified password to 
_continue. 

Note- File based enrollmenls require lhe password 
used here to be re-enlered when lhe approved 
certificate is imported. · 

fassword: . 

Confirmation PassWOid: 
Jxxxxxxxx 

< _!!ack Finish Cancel Help ... 
"' "" 

L----------------------------------------------------------J~ 
Type a password into the Password field, and click Finish. 

This password must exactly match the password given during enrollment (online) or given when 
exported (i f a file), including upper and lower case letters. For example, sKate8 is not exactly the same 
as Skate8. In online enrollment, this password is kept with the certificate; in file enrollment, this 
password is not retained. 

a a nag i ng ~~.::~:~!,~,:~.,~,~~v~~~~~~~~,~~~: th" tho oortlfio.to ;, ,t;ll vohd (wHhln o 

78-14738-01 

the dates assigned to it' and h as not been revoked), delete a certificate, and export the certifica te to a file 
that you can e-mail. For personal certificates only, you can also change the certificate password. To 
perform any ofthese actions, use the Options menu on the main window. (See Figure 6-18.) 

: ls~' 
Doe: 1 
~~~r.or·=·~~<rl'210a. ... ~! ..... -~. 
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Figure 6-18 Certificate Manager Options Menu 

.... .. . . 

. PeisOool~es CA c~:n I E~~ A~· I 
.f«tiic.i!.~----~~~-J StO.e.::_ _____ ___ _j 
MSCA AAIInl~meóa!.e 
MSCA AAIInll•meóa!e 
TestCA6-8 CA 

...... __ · - --~ ..... .. 

~iii<~ I<AI> 
~. : . . ;. .. •: . . ·.::~ ... · 
,.·· · . · ···· · . . .. . ~-: ... 

: ~:r~:-, >V 
, ... .. , .. 

Viewing a Certificate 

o 

WJI:W 

To display a certificate, choose it in the certificate store, open the Options pull-down menu and choose 
View. Or, you can double-click on the certificate to display it. 

Figure 6-19 shows a sample certificate from a Microsoft certificate service provider. This is only an 
example. Not ali certificates are guaranteed to look like this one. 

• VPN Client User Guide for Windows 
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CommonName 
Department 
Company 
State 
Country 
Email 
Key Size 
Subject 
lssuer 
Serial Number 
Not Before 
NotAfter 

Digital C ertificate 

Alice Wonderland 
lnternational Studies 
University 
M assachusetts 
us 
alicew@university. edu 
1024 
cn=Aiice Wonderland,ou=l nternational 5 tudies,o=U niversity ,st=M assachL 
cn= T estCA6·8,ou=QA,o=CiscoJ=F r anklin,st=MA,c=U 5 ,e=wbrown@cisco 
3E CFB 391 0001 OOOOOE 51 
Mon Jan 14 13:39:46 2002 
Sat Aug 1714:40:00 2002 

Alt Name DNS Dialin_Server 
Alt Name Email alicew@university.edu 
Alt Name IP Addr 10.10.1 0.1 

A typical certificate shown in Figure 6-19 contains the following information. 

• Common Name- The name ofthe owner, usually the first name and last name. This field identifies 
the owner within the Public Key Infrastructure (PKI organization). 

• Department-The name ofthe owner's department, which is same as the Organizational Unit (OU). 
Note that when connecting to a VPN 3000 Concentrator, the OU should generally match the Group 
Name configured for the owner in the VPN 3000 Concentrator. 

• Company-The organization where the owner is using the certifica te. 

• State-The state where the owner is using the certificate. 

• Country-The two-character country code where the owner 's system is located. 

• Ema i I-The email address o f the owner o f the certificate. 

• Key Size-The size o f the signing key pai r in bits; for example, I 024. 

• Subject-The fully qualified distinguished name (DN) ofcertificate 's owner. This specific example 
includes the following parts. Other items may be included, depending on the certificate type. 
However, these fields are fairly standard. 

- cn is the common name. 

- ou is the organizational unit (department) 

- o is the organization 

- I is the locality (city or town) . 

o 
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- st is the state or province o f the owner. 

- c is the country. 

- e is the email address o f the owner. 

• Issuer-The fully qualified distinguished name (DN) ofthe source that provided the certificate. The 
fields in this example are the same as for Subject. 

• Serial Number-A unique identifier used for tracking the validity ofthe certificate on Certificate 
Revocation Lists (CRLs) . 

• Not Before- The beginning date that the certifica te is valid . 

• Not After-The end date beyond which the certifica te is no longer valid . 

The next three fields may be used during a connection attempt as part ofvalidation, for example, to make 
sure that the Subject Alternative IP Address matches the IP Address o f the VPN Concentrator. 

• Alt Name DNS-The name ofthe Domain Name Server for the Subject Alternative Name. 

• Alt Name Email-The email address ofthe Subject Alternative Name. 

• Alt Name IP Addr-The IP address o f the Subject Alternative Name. 

After you have finished viewing the certificate, cl ick OK to close it. 

Verifying a Certificate 

o 

The Certificate Manager provides a quick way for you to check the validity of a certificate; for example, 
to see i f it is within the valid beginning and ending date range. To se e i f the certificate is valid, choose 
it in the certificate store, display the Options pull-down menu, and choose Verify. 

The Certificate Manager displays a message such as the one in Figure 6-20 indicating whether the 
certificate is still valid. 

Figure 6-20 Verifying a Certificate's Validity 

Certificate 
Pat Clark 
Pat Clark 

Store 
Cisco 
Mirrn-c:-nft 

Validily Check 1'3 

Certifi~ate. signature is not valid 

Options ... ... 
"' r-
o 

L---------------~----------------------------------~~ 

• VPN Client Use r Guide for Windows 
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The following table shows the messages you might see when you check the validi\ ~you\1rtif~~t/l 
'\:.o L - '?-~ 

Message Description 

Certificate is not valid yet The current dateis prior to the certificate 's valid start date . You 
must wait until the certificate becomes valid. 

Certifica te has expired The current dateis after the certificate's valid end date . You need 
to enroll for a new certificate. 

Certificate signature is not 
valid 

Certificate is valid 

You do not have the CA certificate, or the CA certificate that you 
have may have expired. You might need to download or import the 
CA certificate. 

You have a working certificate enrolled. 

c eleting a Certificate 

Step 1 

o 

Step 2 

78-14738-01 

To detete a certificate, follow this procedure: 

Choose the certificate in the certificate store, display the Options pull-down menu, and choose Delete. 

If the certifica te has a password, the Certificate Manager prompts you to enter it. (See Figure 6-21 .) 

Figure 6-21 Entering Password for Deleting a Certificate 

Certificate Store 

Enter Certificate Password f3 

Password: 

DK Cancel 

Options .... 

"' Q\ 

t:::::::::::::::::::::::::::::::::::::::::::::::::::~g 

In the Password field, type the password given to the certificate during enrollment and click OK. 

Noxt, tho Co<tifi"" M'MgO< "" you to oonfi =. (Soo Fi"fJ2_.) - -- - -- - ·­

&·1\LO..fi~t}f}S---GN-~ 
CPMí - COFU~EIOS I 
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Figure 6-22 Confirming De/etion 

Cert~icate 

Pat Clark 
Pat Clark 

Store 
Cisco 
Mi,...rn~nft 

Delele Cerlificale f3 

Are you sure you want to delete lhe Certilicate? 

Options ... 
o ., 

t===============================================~g 
Step 3 To complete the deletion, click Yes. I f you decide not to delete this certifica te, click No. 

Changing the Password on a Personal Certificate 
To change the password on a personal certificate, use this procedure: 

Step 1 Display the Options pull-down menu and choose Password . .-. 

The Certificate Manager displays the Change Certificate Password dialog box. (See Figure 6-23 .) 

o 

• VPN Client User Guide for Windows 
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Figure 6-23 Changing a Certificate Password 

Change Certifica!e Password EJ 

C1sco Smus 

To modif_y or add a passwot:d associated with the 
specified certificate, enter the information below. 

Current 

New: I ICXICXXXXXXXX 

Confirm: 
. J IUUUUUUUUUCX 

'•'' ; 

OK Cancel 

Step 2 In the Current field, type the password you are currently using to protect your priva te key. 

Step 3 In the New field, type the new password. 

Step 4 In the Confirm field, type the same password again. 

Step 5 Click OK. 

Exporting a Certificate 

c Step 1 

78·14738·01 

You may want to exporta certifica te, primarily for backing up your certificate and private key or moving 
them to another system. When you exporta certifica te, you are making a copy of it. 

To export a certificate, follow these steps: 

Display the Options pt;~ll-down menu and choose Export. 

The Certificate Manager displays the Export Certificate dialog box. (See Figure 6-24.) 

\ 
~ -----·· -·- -· - ~ -

.. '~ -N"'-+~5---6-NJ 
CP~I~ COI"<REIOS' I 

PN Client Use ws 
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Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Figure 6-24 Exporting a Certificate 

Export Certificate EJ 

CISCO SYSHIIS , 
__ r 

T~ cé(tificate password is not exp«ted \'Yith the 
c~ificate. To password protect the certificate file. enler 
a value in the Export password fleld · 

To export th~ CA ~tificate (anel any intermediate CA ·· 
certificates). select the E xport cert~icate chain option. 

ÇeMicate password 

, li XXIOUUCXX 

· • Confirm Export password 

!· r--------------------------------~--- .. · jxxxx xxxx 

· .. ÉXP()It Ne name: x 

Fxport_newcert. cec 

OK 

f!rowse 

x Required Fteld 

Cancel 10 ... 
L-------------------------------------------------------J~ 

In the Certificate password field, enter the password initiated during enrollment. 

The Certificate password protects the certificate in the certificate store (so an unauthorized individual 
can not use it). This is the password you optionally entered when you enrolled for the certificate. 

In the Export password field, enter an optional password to protect the export file. Then enter it again in 
the Confirm password field. 

In the Export filename field, enter the filename for the exported certificate . Only the fil ename is 
required. Use the Browse feature to locate a target directory for the exported certificate. 

To export the CA and/or RA certificate with your personal certificate, check the Export certificate 
chain option. 

After completing ali the iriformation, click OK. 

The Certificate Manager displays a message indicating whether your certificate export was successful. 
(See Figure 6-25 .) 
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Step 7 

Figure 6-25 Export Message 

~~~-----.--------.------13-

The certlicate password is not e~<ported with ihe 
certificate. To password protect lhe certificate file, enter 
a value in the El<J)Oit password field 

To e)(port lhe CA certificate (and any intermediale CA 
cerlificates). select lhe Exporl cerl~icate chain oplion . 

.Çert~icate password 

Expor! Success 13 

E ~<port of certificate was successful 

Export !ile name: • 

jbackup_CA.p7b -ª.rowse 

P E_!!port certificate chain . • Required Field 

OK Cancel ~ 

"" 
~--------------------------------------------------~~ 

To continue, click OK. 

Managing Enrollment Requests 

--------------------------------------

Managing Enrollment Requests 

o 

78-14738-01 

While a request is pending approval by the CA administration, the Certificate Manager places the 
enrollment request under the Enrollment Requests tab . You can view, delete, or change the password on 
any request in the list; or you can resume a network enrollment request. To perform any ofthese actions, o 
choose the Enrollment ,Requests tab and click on the Options pull-down menu. (See Figure 6-26 .) 
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Figure 6-26 Managing Enrollment Requests 

Personal Certificates I CA Certificates ErvoUment Requests I 
Certificate 
Alice Wonderland 
Patrick Clarkson 

!mport .. 

I Store 
Request 
Request 

[~~=~~li 
Yiew 
Qelete 

.Eassword .. 
ResLrne 

.............................................. g 

Viewing the Enrollment Request 

o 

Mif1W 

To display the enrollment request, click on its name in the list and choose View from the Options 
pull-down menu. The Certificate Manager displays the pending request. (See Figure 6-27.) 
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and Certificates 

Figure 6-27 Viewing an Enrollment Request 

Digital Certificate 

Common Name Alice Wonderland 
Department lnternational Studies 
Company University 
State Massachusetts 
Country US 
Email alicew@university.edu 

Ke.v Size 1024 
Subject e=alicew@university. edu,cn=Aiice Wonderland,ou=l nterr 
I ssuer e=alicew@university. edu,cn=Aiice Wonderland,ou=l nterr 
Serial Number 68140654C67F5898CDE17F141 0869466 
Not 8efore F ri Apr 05 11:41:48 2002 
Not After Sun May 05 12:41:48 2002 
MD5 Fingerprint 19F2CE06.7868F036.83E68D38DAF33328 

SHA 1 Fingerprint 8907279678 7C0368 7793502812277 4E 721 FD 909E 

_P;...r.K_c_s1_0_M_D_5_F_in-ge-rp-ri-nt ___ 3_8-79-4A-FA-9-F7_8_8_31....1D65D98664FM388D8 ~ 

Note that the Issuer field shows the subject name and not the name o f the CA, since the CA has not yet 
issued the certificate. 

Deleting an Enrollment Request 

C To delete an enrollment request, follow these steps : o 
Step 1 

Step 2 

Step 3 

78-14738-01 

Click on the enrollment request in the list and choose Delete from the Options pull-down menu. 

The Certificate manager prompts you for a password. 

Type the password in the Password field and click OK. 

The Certifica te Manager verifies the password. I f the password is correct, the Certific it - -----rãsks---- · ·-----·· 
-EBi9.8Bs-~ you to confirrn that you really want to delete the enrollment request. ~ · • r 

CPMI - CORREIOS ~-
To complete the deletion, click Yes . I f you decide not to delete this certifica te, click o. , ------------------ ~----ru--o 7 j 
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Managing Enrollment Requests 

Changing the Password on an Enrollment Request 

To change the certificate password on an enrollment request, use this procedure: 

~. : Step1 Display the Options pull-down menu and choose Password. 

(; ~ ::&' 
I ,\.\)"" 

The Certificate Manager displays the Change Certificate Password dialog box. (See Figure 6-28 .) 

't I 
--- · ~ ) / 

( , 
~ -

o 

Step 2 

Step 3 

Step 4 

Step 5 

Figure 6-28 Changing a Certificate Password 

Change Certificate Password Ei 

CISCO SYSHII S __ ; To modify or add a pas_sword associated with the 
specified c;ertif~eate. enter the·infOOl)ation below. 

Current: 

New: 
I IUUUCKX XXXX X 

.Confirm: 
: I XKXXXXIUUC:KX 

ôK Cancel 

In the Current field, type the password you are currently using. 

In the New field, type the new password. 

In the Confirm field, type your new password again. 

Click OK. 

• VPN Client User Guide for Windows 
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Completing an Enrollment Request 

c 

o 

78-14738-01 

To complete a pending enrollment request, choose the request under the Enrollment Requests tab, and 
choose Resume from the Options pull-down menu. 

The Certificate Manager prompts you to enter a password. (See Figure 6-29.) This password must match 
the password you are using to protect the certifica te 's priva te key, i f any. 

Figure 6-29 Entering Password to Resume Online Enrollment 

Personal Certificates I CA Certificates Enrollment Requests I 
Certificate Store 

"--·--' Alie~'·'--~--'- ··-' 

Enter Enrollment Cert Password El Dor• 
Patr 
Sea 

~assword: 

OK Cancel 

.Qptions ... 
~ 
«> 

~================================================~~ 

Enter the password and click OK to resume enrollment. 
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Copyrights and Licenses 

Client Software License Agreement of Cisco Systems 

c THE SOFfWARE TO WHICH YOU ARE REQUESTING ACCESS IS THE PROPERTY OF CISCO 
SYSTEMS. THE USE OF THIS SOFfWARE IS GOVERNED BY THE TERMS AND CONDITIONS 
OF THE AGREEMENT SET FORTH BELOW. BY CLICKING "YES" ON THIS SCREEN, YOU 
INDICATE THAT YOU AGREE TO BE BOUND BY THE TERMS AND CONDITIONS OF THAT 
AGREEMENT. THEREFORE, PLEASE READ THE TERMS AND CONDITIONS CAREFULLY 
BEFORE CLICKING ON "YES". IF YOU DO NOT AGREE TO THE TERMS AND CONDITIONS 
OF THE AGREEMENT, CLICK "NO" ON THIS SCREEN, IN WHICH CASE YOU WILL BE 
DENIED ACCESS TO THE SOFrWARE. 

Ownership of the Software 

1. The software contained in the Cisco Systems VPN Client ("the Software"), to which you are 
requesting access, is owned or licensed by Cisco Systems and is protected by United States copyright 
laws, laws of other nations, and/or international treaties. 

Grant of License c 
2. Cisco Systems hereby grants to you the right to install and use the Software on an unlimited number 
o f computers, provided that each o f those computers must use the Software only to connect to Cisco 
Systems products, and subject to export restrictions in paragraph 4 hereof. You may make one copy of 
the Software for each such compu ter for the purpose of installing the Software on that computer. The 
Software is licensed for use only with Cisco Systems products, and for no other use. 

o 

Restrictions on Use and Transfer R~~~::;g.~~~o~:;;N-~ [
----- ·- ···-·-···---...... . 

3. You may al so make one copy ofthe Software solely for backup or archival purp ses. To tf! s~~ :gu ' f 
may transfer the Software to a single set of disks provided you keep the disks s I ly for ba<.\up Oi ' 

archival purposes: You may not use the backup o r archival copy o f the Software xFcb'pt in conjunction 
with Cisco Systems products . 

VPN Client User Guide for Windows • 78-14738-01 
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Appendix A Copyrights ond Licenses 

4. You may copy and distribute the Software to your third party business partners and customers solely 
and exclusively for the purposes o f accessing your Cisco VPN concentrators ànd thereby gaining remo te 
access to your secure network. Each such distribution o f the Software to a third party must be 
accompanied by a copy ofthis Client Software License Agreement. You may not copy or transfer the 
Software for any purpose, other than as specified in this Agreement, without the express written consent 
o f Cisco. Without intending to limit the foregoing, you shall not post o r otherwise make publicly 
available the Software to any externai web si te, file server, or other location to which there is unrestricted 
access . 

5. Cisco Systems will not provide end-user support (including Technical Assistance or TAC support) to 
any third party that receives the Software in accordance with Section 4 hereof. You shall be responsible 
for providing ali support to each such third party. For perrnitted transfers, you may not export the 
Software to any country for which the United States requires any export license or other governmental 
approval at the time of export without first obtaining the requisite license and/or approval. Furtherrnore, 
you may not export the Software in violation o f any export controllaws o f the United States or any other 
country. (For reference purposes only, see the Cisco Encryption Tool Quick Reference Guide currently 
located at http: //www.cisco.com/wwllexport/crypto/tool/stqrg.htrnl .) 

6. Vou may not modify, translate, decompile, disassemble, use for any competi tive analysis, reverse 
engineer, distribute, or create derivative works from, the Software or any accompanying documentation 
or any copy thereof, in whole or in part. 

7. The subject license wili terrninate immediately ifyou do not comply with any and ali of the terms and 
conditions set forth herein. Upon terrnination for any reason, you (the licensee) must immediately 
destroy the Software, any accompanying documentation, and ali copies thereof in your possession. You 
must also use commercialiy reasonable efforts to notify the third parties to whom you have distributed 
the Software that their rights o f access and use o f the Software have also ceased. Cisco Systems is not 
liable to you for damages in any forrn solely by reason o f terrnination of this license. 

8. You may not remove ora! ter any copyright, trade secret, patent, trademark, trade name, logo, product 
designation or other proprietary and/or other legal notices contained in or on the Software and any 
accompanying documentation. These legal notices must be retained on any copies o f the Software and 
accompanying documentation made pursuant to paragraphs 2 through 4 hereof. 

9. You shall acquire no rights ofany kind to any copyright, trade secret, patent, trademark, trade name, 
logo, or product designation contained in, or relating to, the Software or accompanying documentation 
and shall not make use thereof except as expressly authorized herein o r otherwise authorized in writing 
by Cisco Systems. 

LO.tation Of Liabilities 

.,. 

10. INSTALLATION ANO USE OF THE SOFTWARE IS ALSO GOVERNEO BY A SEPARA TE LICENSE 
AGREEMENT BETWEEN CISCO SYSTEMS ANO THE PURCHASER OF THE CISCO SYSTEMS VPN 
CLIENT PROOUCT. THAT SEPARATE LICENSE AGREEMENT CONTAINS A OESCRIPTION OF ALL 
WARRANTIES PROVIDEO BY CISCO SYSTEMS FOR THE SOFTWARE. CISCO SYSTEMS PROVIDES NO 
WARRANTIES FOR THE SOFTWARE OTHER THAN THOSE SET FORTH IN THAT AGREEMENT, ANO 
ASSUMES NO LIABILITIES WITH RESPECT TO USE OF THE SOFTWARE BY YOU OR ANY THIRO 
PARTY. 
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RSA software \ 

LJ.lliJ·?. 1 
.j / 

Zone Labs 

c 
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\ 
' - ~v 

Copyright {C) 1995-1998 RSA Data Security, Inc. Ali rights res 1s work 
contains proprietary information of RSA Data Security, Inc. Distribution is limited to 
authorized licensees of RSA Data Security, Inc. Any unauthorized reproduction or 
distribution of this document is strictly prohibited . 

BSAFE is a trademark ofRSA Data Security, Inc. 

The RSA Public Key Cryptosystem is protected by U.S. Patent #4,405 ,829. 

Copyright (c) 1999, 2000, 2001. Zone Labs, Inc. Ali rights reserved. 

Zone Labs, ZoneAlarm, ZoneAlarm Pro, TrueVector, and Zone Labs Integrity are trademarks of Zone 
Labs, Inc. 

The Software is Zone Labs proprietary information. No license is granted to the source code o f the 
Software. 

No part ofthis publication may be reproduced, distributed or transmitted in any form or by any means, 
electronic or mechanical, for any purpose, without the express written permission of Zone Labs, Inc. 
THE SOFTWARE IS PROVIDED BY ZONE LABS "AS IS" WITHOUT WARRANTY OF ANY KIND. 
ZONE LABS DISCLAIMS ANY AND ALL WARRANTIES, WHETHER EXPRESS, IMPLIED, OR 
STATUTORY, INCLUDING, BUT WITHOUT LIMITATION, THE IMPLIED WARRANTIES OF 
MERCHANTABILITY, AND FITNESS FOR A PARTICULAR PURPOSE. ZONE LABS SHALL NOT 
BE LIABLE FOR DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, COVER, 
RELIANCE, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, 
PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES, LOSS OF PROFITS, LOSS OF DATA 
OR USE, OR BUSINESS INTERRUPTION) ARISING FROM ANY CAUSE ON ANY THEORY OF 
LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING 
NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THE SOFTWARE 
EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE. 

_ ...................... - - - ·· ·-~ . ..._.... ~. , \ 
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organizational unit in certificate enrollment 6-4 

organization o f this manual ix 

p 

packets 

bypassed 4-26 

decrypted 4-26 

discarded 4-26 

encrypted 4-26 

• VPN Client Use r Guide for Windows 

parameters 

connection entry 3-1 

passcode 

RSA authentication 4-8 

passwords 

enrollment request 

changing 6-28 

erasing 4-6, 5-7 

expiration 4-7 

import 6-16 

internai server authentication 4-6 

invalid 4-6 

IPSec group 

changing 3-21 

ISP logon 4-3 

NT Domain authentication 4-7 

personal certificate 6-22 

private key 4-1 

RADIUS authentication 4-6 

saving 4-6, 5-7 

PAT 3-17 

Peer Certificate Domain Name Verification 1-4 

peer response timeout 

adjusting 3-19 

personal firewall see firewalls 

phonebook entries 

DUN 3-26 

PIN 

RSA authentication 4-9 

PKCS I O format 6-12 

PKis 

supported 2-2,4-11 

Plain Old Telephone Service 

see POTS 

port 

transparent tunneling 4-25 

Port Address Translation 3-17 

POTS 

connection technology 1-2 

78-14738-01 
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preconfigured connection entry 3-1 

Printer icon in log viewer 5-23 

printing a log file 5-23 

private key password 4-1 

private network 

connecting 4-2, 4-4 

disconnecting 4-32 

privileges required for 

installing VPN Client 2-1 

profile 

connection entry 3-5 

( '::ntrust 3-11 

file 

importing into VPN Client 5-5 

roaming 5-16 

properties 

general 3-17 

Properties dialog box 3-15 

Protocol 50 (ESP) traffic 3-17 

protocol numbers 4-30 

protocols 

DPD 

ESP 3-17 

ICMP 4-30 

IKE 1-2 

IPSec 1-2,3-18 

Q cr 3-17,4-30 

UDP 3-17, 4-30 

Public Key Infrastructure 

see PKis 

Q 

quitting the VPN Client 4-32 

78-14738-01 

R 

RADIUS authentication 

password 4-6 

procedure 4-5 

usemame 4-6 

RAM requirements 2-2 

reconfiguring automatically 5-5 

remote access connection 

closing before uninstall 5-29 

Remote Authentication Dial-In User Service 

see RADIUS authentication 

remote server 

changing address 3-26 

removing 

backup servers 3-24 

the VPN Client 

InstaliShield 5-29 

removing a client configuration 

the VPN Client 

MSI 5-32 

renaming a connection entry 5-5 

repair dialog 

MSI 2-8 

requirements 

system 2-1 

resetting connection statistics 4-32 

restarting your computer after installation 2-4 

resuming an enrollment request 6-29 

retry interval 

auto initiation 5-17 

roaming profiles 5-16 

_f 

(f 

o 

RSA (formerly SDI) 

authentication 1-4, 4-8 

Next Cardcode 4-11 

passcode 4-8 
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s 
Save Password option 4-6, 5-7 

saving a log file 5-24 

SCEP (Cisco store) 6-3 

SDI 

see RSA 

Search icon in log viewer 5-22 

searching log file 5-22 

secure associations 4-27 

secured routes 

C
""~nection status 

~1 icon 4-27 

secure gateway 

address 3-7 

4-27 

notifications to client 5-25 

Secure Hash Algorithm 

see SHA-1 algorithm 

SecuriD authentication 1-4,4-8 

Server IP address 

connection status 4-24 

setting or changing connection entry properties 3-14 

Severity leveis in events 5-21 

SHA-1 algorithm 1-5 

shortcut 

creating for connection entry 5-10 so Certificate Enrollment Protocol 

SCEP 

smart card 

coimecting with 4-14 

connection entry 

configuring 3-11 

products supported 3-12 

SoftiD authentication 1-4, 4-8 

software li cense agreement A-1 

software token applications 

launching from VPN Dialer 5-11 

split DNS 1-4 

split tunneling 1-4 

• VPN Client Use r Guide for Windows 

11~$[•1 

start before logon 

configuring 5-14 

using with Entrust Signün 4-14 

starting the VPN Dialer 

connecting to private network 3-5, 4-2 

using a shortcut 5-10 

stateful firewall 

always on 5-11 

DHCP traffic 5-11 

transparent tunneling 3-17 

state in certificate enrollment 6-4 

statistics 

connection time 4-27 

local LAN routes 4-27 

packet 4-26 

secured routes 4-27 

status 

firewall 4-27 

stopping the VPN Dialer 4-32 

stores 

certificate 6-3 

system requirements 2-1 

T 

TCP/IP requirement 2-2 

TCP protocol 

firewalls 4-30 

transparent tunneling 3-17 

third party dail-up program 3-26 

time connected 

connection status 4-27 

transparent tunneling 

enabling 3-17 

port 4-25 

stateful firewall 3-17 

triple-DES algorithm 1-5 

\ 
I 
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tunnel 

definition 1-2 

negotiation 4-4 

transparent 3-17 

u 

UDP protocol 

firewalls 4-30 

transparent tunneling 3-17 

UniCERT 4-11 

C linstalling the VPN Client 

InstallShield 5-29 

MSI 5-32 

upgrade notification 5-25 

upgrading VPN Client software 

using InstaliShield 5-27 

using MSI 5-29 

URL or Network Address of CA 6-7 

user authentication 1-4, 4-5 

see also authentication 

usem ame 

internai server authentication 4-6 

ISP logon 4-3 

NT Domain authentication 4-7 

RADIUS authentication 4-6 

C RSA authentication 4-8, 4-9 

v 
verifying a certificate 3-10, 6-20 

version 

VPN Client 

displaying 3-3 

viewing 

certificate 6-18 

connection status 4-24 

enrollment request 6-26 

78-14738-01 

Virtual Private Network (VPN)\ 

defined 1-1 

VPN 

defined 1-1 

VPN Client 

applications 1-1 

event log 5-17 

features 1-3 

installing 2-1 

software updates 5-27, 5-29 

version 3-3 

VPN Client version 3.6 

removing 2-8 

VPN Concentrator 

see VPN device 

VPN device 

authentication using internai server 4-5 

backup 3-23 

changing address 3-26 

Cisco 1-1 

DPD 3-19 

hostname 3-7 

IP address 3-7 

notifications 5-25 

VPN Dialer 

closing 4-32 

main dialog box 3-6 

w 
Windows 

NT logon properties 5-14 

platforms requirement 2-1 

username and password 3-20 

wizard 

connection entry 3-6 

WLANs 

auto initiation 4-16 
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X 

X.509 DER file 6-12 

z 
Zone Labs Integrity 4-25, 4-27, 4-31 

o 

• VPN Client User Guide for Windows 
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Q&A 

Cisco 1751 Modular 
~ccess Router 

l>(juct Features and Posltioning 

~. What is the ideal environment for the Cisco 1751 router? 

\.. The Cisco 1751 modular access router is an ideal access solution for small- and medium-sized businesses 

o 

m.d small branch offices. The Cisco 1751 is a modular access platform that offers customers secure Internet and 
ntranet access, as well as the capability to implement a variety o f applications in the same platform, 
ncluding voice over IP, virtual-private- network (VPN) access, and business-class Digital Subscriber Line 
DSL) access when needed. 

n addition to the various functions available on the 1720, the Cisco 1751 provides multiservice integrated A 
roice/data support. By implementing the Cisco 1751 into existing data networks, customers can save on long­
listance interoffice phone/fax toll charges while enabling next-generation voice-enabled applications such as 
ntegrated messaging and Web-based call centers. ~ ~\ i -k f-)S No B-3i7ees _- ' 

~ ! CP M.L - CORREIOS 
fhe Cisco 1751 router is particularly suitable for environments that require: I - , 

--- 1Q 1 Q 
nhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\662· 62cv_::_ -2fÍ7/200:o/ 

I Fls ~ 7 a 1 
l . 

Doe: 
·~ · "·-~=- ~-=~-::::::::=::::J 
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• Modularity, flexibility, and investment protection to upgrade to new services and technologies such as 
multiservice, VPN, and broadband access now or later 

• VPN deployment either now or in the future, with requirements for encryption speeds up to Tl/El (the 
Cisco 1751 can encrypt at 512 Kbps using software-based encryption, and at Tl!E1 using the VPN 
hardware-based encryption card inserted on the motherboard) 

• Multiservice data/voice/fax integration 

• Digital voice support (ISDN NT/TE VIC support, VIC-BRI-NT/TE) 

• 10/100 Ethemet LAN 

• Dual Ethemet capability (with 1 OBaseT Ethemet WIC) 

• VLAN support (802.1Q)) 

• The flexibility o fone voice and two W AN/voice interface card slots 

• Higher number of serial interfaces (up to five, including AUX port) 

~ual ISDN Basic Rate Interface (BRI) connections 

• Compression at speeds greater than 128 Kbps 

• Support for ADSL and G.SHDSL interface card 

~. What are the key differences between the Cisco 17 51 and the Cisco 17 51-V? 

~. The Cisco 1751 and 1751-V support the same data and voice functionality. The main difference between 
1ese two models is that the Cisco 1751-Vis voice ready, i.e. it comes with higher default memory, 1 DSP 
1odule and the lOS IPNoice PLUS image. Table 1 compares the Cisco 1751 and Cisco 1751-V. 

' bl 1 F t .a e : ea ure c r h c· 1751 d th c· 1751 v ompanson o t e ISCO ao e ISCO -
Cisco 1751 I Cisco 1751-V 

~version I Multiservice-ready version 

Includes everything for data networking Includes all the features needed for immediate integration 
o f v o ice and data 

16-MB Flash memory (Non-upgradeable) 32-MB Flash memory (Non-Upgradeable) 

32-MB DRAM ( on board) 64-MB DRAM (32 MB on board, 32 MB in DRAM 
DIMMl socket) 

Cisco lOS IPNoice Plus fe~et Cisco lOS IP Software Feature Set ..o_cu:,_ 10--retZe-" ~ ;:•-> JU 0 - 1... 

....... ' ....... ...,, --
... 

) 

I 

.. 
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~o c 

Two DSP2. module slots available Two DSP module slots available j I~ 1 

DSPs available separately Comes with one DSP (PVDM-256K-4) inse rj) ·0J 
DSP module slot - ~ 

DSPs available separately for further upgrades 

VICs available separately li VICs available separately I 
Flash memory and DRAM upgrades Flash memory and DRAM upgrades available separately 
available separately 

WICs available separately li WICs available separately I 
1Double in-line memory module 
2Digital signal processor 

a ~ . eature c ompanson o f the Cisco 1751 and Cisco 1750 

Feature Cisco 1751 

Digital voice support (ISDN BRI VIC and Tl/El Yes 
VWICs) 

VLAN (IEEE 802.1 Q) Yes 

Routing performance (64-byte packets)-fast-switching 12,000 pps 

Base models: flash/ DRAM (default) Cisco 1751: 16/32 

Cisco 1 7 51-V: 
32/64 

c 
' 

No. ofPVDM slots li 2 

li Cisco 1750 

I 
No 

No 

8,500 pps 

Cisco 1750: 4/16 

Cisco 1750-2V: 
8/32 

Cisco 1750-4V: ~ 8/32 

li 1 I 
'}. Is the Cisco 1751 a replacement for the Cisco 1750? 

\. The Cisco 1751 is a superior solution when compared to the Cisco 1750 in terms o f performance, value and 
imctionality (see Table 2). D 

~. Will lhe Cisco 1750 be discontinued (i.e. EOS)? ~ ~ r=;:;;--.-, .. __ - --:-- -'\ 
\. Yes. Cisco 1750 Router will be end ofsale on May 31st 2002. Please refe~o the follow1~?~ Mf~ 
:Or details : b11Q://www.cisco.com/warp/public/cc/pd/rt/1700/prodlit/1660_p_p.htm - - rs, i 
nhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\ -62562~9 1{), /2003 · 
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'V e urge the customers to migrate to the Cisco 1751 dueto the clear advantages that it offers at the same price 
oint. The Cisco 1751 Router provides all ofthe features ofthe 1750 plus support for; digital voice, VLAN, and 
reater performance. In addition, the Cisco 1751 Router comes with more memory than the 1750 (both flash 
nd DRAM), which reduces the overall solution cost when deploying voice and/or security features. 

~· What are the differences between the Cisco 1600-R series and the Cisco 1700 series router? 

~. Compared with the Cisco 1600-R series, the Cisco 1700 series offers increased performance, added 
lexibility with fully modular chasses, and investment protection with support for new services such as DSL, 
'oice over IP (VoiP), and VPNs at similar price points to the Cisco 1600-R. Wherever possible, Cisco 
ncourages customers to move to the new Cisco 1700 platform to be best positioned for future growth and 
ervices. Some services (DSL, VoiP) are and will not be supported on the Cisco 1600-R series because of 
erformance and architecture limitations. Table 3 clarifies the features ofthe Cisco 1600-R and 1700 series 
:unilies. The Cisco 1600-R series will continue to be available, but Cisco is actively marketing the 1700 series 
s the next-generation access platform ideal for small- and medium-sized businesses and small branch offices. 
,fost Cisco 1600-R models have a list price of$1495 (US), and an equivalent configuration ofthe Cisco 1720 
; $1595 (US list). For $100, customers get the added benefits ofincreased performance and the ability to 
enefit from a broad array ofservices including VPNs, VoiP, and DSL when needed. 

{-~ecure Internet/intranet access with firewall- and software-based DES and 3DES encryption 

~PN (with optional hardware-based encryption card) a·~f"-.'·':-
" .·""'\. 

• Multiservice voice with VoiP and Voice over Frame Relay (VoFR) ~~~ 
I ~~o~ , \ 

• ADSL and G.SHDSL '';::y-~- ~' 
• High-speed LAN (1 0/100 Ethemet) 

• More modularity 

Table 3: Key Enhanced Capabilities of Cisco 1751 Series Compared to Cisco 1600-R Series 

Cisco 1751 Series 

I I 
Cisco 1600-R Series 

~eature -~~==od=u=l=a=r=A=c=c=e=ss==R=o=u=te=r=s==========~~=~==od=u=l=a=r=A=c=c=e=ss==R=o=u=te=r=s=====9l 
WAN slots 

W AN Interface 
Cards Supported 

160 1-R~ 1604-R: One fixed W AN port 
plus one modular WAN interface card 
(WIC) slot 

1605-R: One modular WAN interface 
card (WIC) slot and two 1 O Mbps 
Ethernet ports 

Single serial (sync, async): WIC-1 T 

Single ISDN BRI S/T: WIC-1B-S/T 

Single ISDN BRI U: WIC-1B-U 

Single serial with integrated 56/64 K 
DSU: WIC-IDSU-56K4 

Two W AN interface card slots 

Ali tisco 1600-R series WAN 
interface cards plus: Dual serial 
(sync): WIC-2T 

---- -··-~· --
RO S-r'\f'-E}3fZf:Jt}5-=-
-.C.E~I -_CDB REIO . I 

~rnet WIC: WIC-
1

ENET ~ 

-- __ 021 · 1 
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~isco 1 7 51 Modular Access Router 

Single serial with integrated Tl/FTI 
DSU: WIC-IDSU-Tl 

Page 5 of29 

ADSL WIC: WIC-1ADSL 

G.SHDSL WIC: WIC-1 SHDSL 

Moderp WIC: WIC-1AM and 
WIC-2AM 

Maximum WAN Two serial Five serial (sync/async, 
Interfaces (synchronous/asynchronous) including the auxiliary port) 
Supported 

~============~~~ =O=n=e=IS=D=N==B=RI==(=m=a=xi=m=u=m=)======~'~' =T=w=o=I=SD=N==B=RI============~'I 
LAN 

Dual Ethernet 
support 

VLAN support 
(802.1Q) 

1601-R-1604-R: One 10BaseT 
Ethemet port 

1605-R: Two 10BaseT Ethemet ports 

1605-R: Two 10BaseT Ethemet ports 

One autosensing 10/100 Fast 
Ethemet 

One autosensing 10/100 Fast .I 
Ethemet on-board interface + 
1 OBaseT Ethemet WIC 1 

I No I Yes 

~============~~======================~ 

Yes. ~-· ~ / Support for Voice 
Interface Cards 
(VICs) 

Maximum Voice 
Channels Supported 

No 

None 

. ,.. .:.) ç_, 
L - ~ 

2-port ear and mouth {E'&M) 
voice interface card (VIC) 

2-port Direct Inward Dial (DID) 

2-port Foreign Exchange Office 
(FXO) VIC, and 2-port Foreign 
Exchange Station (FXS) VIC 

2-port Network!Userside BRI 
(VIC-2BRI-NT/TE) 

1 or 2-port Tl/E1 Multiflex 
VWICs 

Analog: 6 total (2 slots support 
voice or W AN interface cards; 
all voice cards provide 2 voice 
ports) C 

Digital: 24 total (Tl/E1 ~ 
Multiflex V\A(·Ies-)::--~-~- - - - - -r 

; -r<t;f~ f-1"--f-BfZBB-5-,...6 H-t 
11 11 ~ · -c-Hv! J - c;uKKt:Ju;:,l I 

~ -- 10 ~ ') ' 
nhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maw\6 o2562c\ ... 2'1!1/2003 . 

Fls: - -----

.. ~ Doc. ~ 7 O 1 1 
--.~-~--~~<" -~-.J 



:isco 1 7 51 Modular Access Router Page 6 of29 

c 

AUX Port (async up 

I 
No 

to 115.2 kbps) 

Support for Dual 

I 
No 

ISDN BRI 

Encryption Support I DES 

IPSec DES Software performance 
Encryption Speed (DES, 256-byte packets) 

128 Kbps (ISDN) 

Expansion Slot for No 
High-Speed 
Hardware-Based 
Encryption Card 

Maximum Flash 
Memory 

Maximum DRAM 
Memory 

I 

16MB 

I 

24MB 

I 
Yes ~ 

I 
Yes ~~fY 

li DES, triple DES 
I 

Software performance 

(3DES, 256-byte packets) 

256 Kbps (2xiSDN) 

Performance with VPN module 

(3DES, 256-byte packets) 

1700 Kbps (T1/E1) 

Yes 

I 

Cisco1751: 16MB 

Cisco1751-V: 32MB 

I 

Cisco1751: 96MB 

Cisco1751-V: 128MB 

!-~ the Cisco 1600-R support DSL or VPN or multiservice voice or 10/100 Ethemet or 3DES encryption io 
he future? 

~.No. The Cisco 1600-R series was not designed to support the above technologies. 

~. Should we position Cisco 1700 series to the customer instead of 1600-R? 

\. Yes. Always. Please educate the value proposition ofthe Cisco 1700 series and the applications and services 
hat it can support either now or later. We strongly suggest the sales team to help educate the customer to invest 
n Cisco 1700 series and avoid the cost ofupgrading later. o 
~. What is the proper positioning o f the Cisco 1700 series, and 2600 series routers? f ---- ------· ~ 

~ i-f\+O..e:J-12-e tJ s - eN-
\. The Cisco 1700 series routers are positioned for small- and medium-sized businesses a smqfi~iJiSWREIOS · 
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700 is a strategic platform for small- and medium-sized businesses and small branch offices. The Cisco 2600 
~ries routers are positioned as enterprise-class solutions for enterprise large branch offices, offering rack-mount 
lr wiring-closet environments, internai power supply, and optional redundant power supply. The Cisco 2600 
~ries offers a flexible, modular solution with higher performance; more W AN density such as dual ISDN 
rimary Rate Interface (PRI), 10 ISDN BRis, four Tl/E1s, 36 async serial interfaces; and support for dial and 
igital voice with densities ranging from two to 60 calls. 

'hese four router families are positioned as two winning pairs: 

• Cisco 1700 series for small and medium-sized businesses and enterprise small branch 

• Cisco 2600 series for enterprise branch offices 

~- When would a customer want a Cisco 2600 series router rather than a Cisco 1751 router? 

•• The Cisco 2600 series is better suited for larger enterprise branch offices that require multiple W AN ports 
nd, typically, a 19-inch rack-mount enclosure. It provides two WAN interface card slots, plus an additional 
etwork module slot, which provides higher port densities as well as support for voice services. The key 
ifferences are highlighted in Table 4. 

~): Key Differences between Cisco 1751 Router and Cisco 2600 Series Routers 

Feature 

Performance (fast­
switch 64-byte 
packets) 

I Cisco 1751 11 Cisco 2600 Series !,-
~==========================~ 

112,000 pps 1112,000 to 37,000 pps I 

=P=e=r=fo=r=m=a=n=c=e=(I=P=S=e=c=il512 Kbps 1512 Kbps I 
DES-encrypted 256-
byte Packets) 

"Ciass of Product" 

c 

Small/medium business and I 
small enterprise branch office 

~~ =D=e=s=kt=o=p================~~=1=9=-i=n=.r=a=c=k=-m==o=un=t=,=id=e=a=l=fo=r=w==in=·n=g=c=l=o=se=t=s==~J 
1. Externai power suppiy 

No redundant power supply 
option 

Optional Plus feature sets for 
enterprise-class software 
features (IP multicast, RSVP, 
BGP, and so on) 

No enterprise or APPN 
feature sets 

Internai power suppiy 

Redundant power suppiy option 

Enterprise-class software features standard in 
Base IP, for example, IP multicast, RSVP, BGP 

~ 
Enterprise and APPN featut;€-set~-

,-~ ·-N~€15-=-eN-< · 
~~ - CORRFIO~ . 
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I Not NEBS compliant li NEBS compliant I 
I No Token Ring LAN li Token Ring LAN option I 

Support for Voice Y es: supports dual port Yes: supports dual-port E&M, FXO, FXS, 
Interface Cards E&M, FXO, FXS, DID and ISDN BRI-N/T-TE and BRI-ST/TE, digital 

ISDN BRI NT/TE, Tl/E1 T1/E-1 packet voice trunk network module, 
Multiflex VWICs T 1/E-1 multiflex W AN/voice interface card 

(multiflex W AN/voice interface card) 

Maximum Voice Analog: 4 ports with 1 W AN 2 to 60 voice calls 
Interfaces slot (up to dual T1/E1 WIC) 
Supported or 6 ports without W AN E C · )· 

access 

I 1 (ff!i I 
Digital: 24 calls with one ('}'V-" ~ l 
channelized T1 or E1 or 12 A r• L , 
ports without W AN access - t· 

===<=. 

I 
4 serial, 2 BRI, 4 AIS 

li 
10 BRI, 12 AIS, 36 A, 2 PRI, 1 ATM Max1mumWAN 

I Densities 

MaximumLAN 2 ( one on-board 10/100 and 

I 
6 Ethemet 

I Density an optional Ethemet WIC) 

Slots 2 W AN/voice interface cards 2 W AN interface cards + 1 network module 
+ 1 voice interface card 

1 internai expansion slot for 1 AIM slot for encryption, compression, voice 
VPN hardware encryption processing, A TM SAR 
card 

Voice I Voice-over-IP (VoiP), VoFR Voice/fax-over-IP capable, VoFR capable 

.. ~4grated Dial 

I 
Not supported 

li 
16 modem or 32 async serial ~ 'Capability 

~. Which Cisco lOS® release is available with the Cisco 1751 at first customer ship (FCS)? 

l. At FCS, the Cisco 1 7 51 router shipped with Cisco lOS Release 12.1 ( 5) YB, which is a special release. The 
~isco 1751 router will be available on the 12.2T Release train in 12.2(4)T. 

~oftware Feature Sets ~ 

2. What software feature sets are available for the Cisco 1751 router? =-:-----____ ~ 
R00-N"~I2005- CN t 

l. Twenty-four feature sets are available (see Table 5). This includes 14 data images and 1
1 

diEcfv'UncFVlfieé=IOS : 
' I 
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nages. 

able 5: Minimum Memory Requirements and Software Feature Sets for Cisco 
JS Releases 12.1(5)YB 

Cisco lOS Feature Set li Memory Requirement 

I FLASH 
11 DRAM 

IP I 4MB 11 24MB 

IP/ADSL 8MB 24MB 

IP/ ADSL Plus 8MB 32MB 

IP/ ADSL Plus IPSec 56 8MB 32MB 

ZW/IDS 4MB 24MB 

I IP/ADSL/FW/IDS Plus IPSec 56 8MB 32MB 

IPIIPX 4MB 24MB 

IP/ADSLIIPX/FW/IDS Plus 8MB 32MB 

IP/ ADSL Plus IPSec 3DES 8MB I 32MB 

IP/ADSL/FWIIDS Plus IPSec 3DES 8MB li 32MB 

IPIIPX/AT/IBM 8MB li 24MB 

IP/ADSLIIPX/AT/IBM Plus 16MB 148MB 

I[;{)SLIIPX/AT/IBMIFW/IDS Plus I~Sec 56 16MB 48MB 
•. 

' 

IP/ADSLIIPX/AT/IBMIFWIIDS Plus IPSec 3DES 16MB 48MB 

IP/ ADSLN oicePlus 8MB 32MB 

IPN o ice Plus 8MB I 32MB 

IP/ADSLNoice Plus IPSec 56 16MB 48MB 

IP/ ADSL/FW IIDSN oicePlus 16MB 48MB 

IP/ADSL/FW/IDSNoice Plus IPSec 56 16MB 48MB 

I 
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IPIIPX/FW IIDSN oice Plus 16MB 48MB 

IP/ADSL Voice Plus IPSec 3DES 16MB 48MB 

IP/ADSL/FW/IDSNoice Plus IPSec 3DES 8MB 32MB· 

IP/ADSLIIPX/AT/IBM/FW/IDSNoicePlus IPSec 56 116MB 48MB 

IP/ADSLIIPX/AT/IBM/FW/IDSNoice Plus IPSec 3DES JI16MB 48MB 

:::heck on Cisco Release Notes for the recent software feature sets and minimum memory requirements. 
tttp:/jWVf..'!f.cisco.com/univercd/cc/td/doc/product/software/ios 122/ 12_2f_elnt/index.htm 

~tarting with Cisco lOS Release 12.0, the base feature sets on the 1600/1700 series include some features 
brmerly in the PLUS feature sets: Network Address Translation (NAT), Open Shortest Path First (OSPF), 
~emote Access Dial-In User Service (RADIUS), and Next Hop Resolution Protocol (NHRP). Plus feature sets 
:onyu-Tt all the features in their corresponding Base feature sets, plus additional value-added features such as 
:.-a~ Tunneling Protocol (L2TP), Layer 2 Forwarding (L2F), Border Gateway Protocol (BGP), IP mu1ticast 
:<-rame Relay, Switched Virtual Circuit (SVC), Resource Reservation Protocol (RSVP), PPPoE, NetWare Link ..__ 
~ervices Protocol (NLSP), App1eTalk Simple Multicast Routing Protocol (SMRP), and Network Timing 
>rotocol (NTP). 

fables 6 through 8 show the features available in the Cisco lOS 1751 feature sets. 

fable 6: Features in Cisco lOS Base Feature Sets 

I Category I ::::~cols!Features GJ[;;~] IPIIPX I !.':rewall IP/IPX/AT/IBM 

~L=AN===1 Transparent bridging 101 X IDI X X I 

c 

WAN 

I IP 101 x IDI~ x ~~x===lll 
IPX, NetBIOS access 
lists, name caching 

AppleTalk phases 1 
and2 

Leased lines, Frame 
Relay, Switched 56, 
SMDS,HDLC 

EJ X ( 

I X I 
X LJD[]x 

!~============~ ~====~~==========~ lxlDIL =X====~~~ =x======t:~.o.=~=:-s=- t:;,=~º '*'09=:/2::=_-oo=-5--eN=--=- ,=1·-. 

ISDN 1eased 1ine 
(IDSL) at 64 and 
128 Kbps u ~ ~P!" I • ÇORREIOS 

'I:== ==~1n1 11 li ft.-~2 7 I 
mhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio p625õ2c'v.TZt/"li2f)831 
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ISDN Caller ID 
callback 

PPP, PPP compression 

I Async, SLIP 

X.25, X.25 PAD, X.25 
over ISDN D channel 

I LLC2, LAPB 

IP Routing RIP, RIP2, IGRP, 
Enhanced IGRP, 
OSPF, NHRP 

c IP policy routing 

GRE tunneling 

Other IPX-RIP 
Routing 

(AppleTalk) RTMP 

Security PAP/CHAP, local 
password 

Extended access lists; 
Lock and Key 

RADIUS, TACACS+, 
TokenRing 

~lityof Weighted Fair 
Service (QoS) Queueing (WFQ) 

WAN Bandwidth on demand, 
Optimization dial on demand 

I IPX and SPX spoofing I 
I Snapshot routing I I Frame Relay FRF.9 I 

Page 11 of29 

tJULJUx 
01 x IEJEJF===x ~ 
I 01 X IEJr==l X ======liF= X~~ 
[]DODX 
I 01 X IEJI X ,,~X ===: 

I 
LJDLJDX 
01 X IEJI~ X =====:~X == 

I 01x IEJI X X 

I EJ X 

I 
[]DO 
[]DO 
[]DO 
[]DO 
[]DO 

EJ 0.---------1 X ---,IEJ 
01x ID 

X 

D X 

Dlx 
D X 

D X 

D X 

I X 

I X ~ -f&sr;;~rr~ 
r-~· -- . 

lx 1--x-- 1 () -J ;· ~~. 

) 

_J 
I\ 
' ~ 

I 
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EaseofUse I IUUUUI I 
=and ~):::====== 
Deployment I ConfigMaker 101 X IEJ X X /'(!"' 

:~yd~&~~~;P, rJDD X xcp;'S~.' 

1~N=etw=or=k=Ad=d=re=ss====!ÍxlDixJD X ~l ~ _;;/ 
'' Translation (NAT) u LJ 

==~L__Au=toln=sta=ll fo=r lea=sed==!ÍxlDixJDI X I ~e and Frame Relay u LJ _ . 
~~~=rt P=, Te=lnet=, co=nsol~e rJDDDI X I 

Management 

c L..___CiscoV=iew, ~ÍxlDixJDI X : ~orks2000 u LJ _ _ 

LJDLJDX Simple Network 
Timing Protocol 
(SNTP) 

Jote: AppleTalk routing and bridging are not supported for asynchronous interfaces. 

'able 7: Data Only Plus Feature Sets-Additional Features 

IP/ADSL 
IP/ADSL IP/ADSL FWIIDS 

Plus IP/ADSL Plus FWIIDS Plus 
Protocols/ IP/ADSL Plus IPSec Plus IPSec IP/AD 

~gory Features Plus IPSec 56 3DES IPSec 56 3DES FW_D 

~ Frame· Relay 

DDDDDE 
svc 

IP Routing 11 BGP IIL---x ____JIIL---x ____JIIL-x ____JIIL-x ~~E 
Other NetWare 
Routing Link 

Services 
Protocol 

AppleTalk 
AURP, 

~- ~~t 
nhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\6625 2c\.~~/'712-f>~ 
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ATIP li li li li I --li 
VPN/Security 11 IPSec DES I I X 

11 X 11 X I X n ~ r 

'~ ~~~\ 
IPSec Triple D X 
DES \· /'{0 ;· . .... ----- ·~ I. • ~ 

. "" ...... ....-: 

11 L2TP, L2F 
11 X 11 X 11 X 11 X I 

' ' . . 

VPN/Tunnels X X 

QoS Resource X X X X X X 
Reservation 
Protocol 
(RSVP) 

Random X X X X X X 
Early 
Detection 

c (RED) 

Cisco X X X X X X 
Express 
Forwarding 
(CEF) 

Committed DDDDD[ access rate 
(CAR) 

RTP Header DD X X D X 

Compression 
(RTP-HC) 

~i media 
u 

IP Multicast X X X X X X 

I NetFlow IE 

(Protocol 
Independent 
Multicast, or 
PIM) 

AppleTalk 
SMRP r RQ:3.fi, o3lioes --~ 
(multicast) ce_MI - CORREIOS . 

x-__ 1t&o l Management Network X X X X 

Timing 
Fls ·~ 

Protocol ~o:• -~ p /j 1 (NTP) 

nhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\662562c-.. .. ~1/7/2003 
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fable 8: Data and Voice Plus Feature Sets-Additional Features 

•. 

' 

Category 
Plus 
Protocol/Features 

IP/ADSLNoice 
Plus 

IPI ADSL/FW /IDS/ 
Voice Plus 

\ ( -. . 

~-- -
IP/ADSLNoice 
Plus IPSec 56 

Plus 
3D E 

w AN Frame Relay SVC :==X====~~X=======!:==X====~'E 
L---x -------''---------x _IE IP Routing BGP X 

Other NetWare Link 
Routing Services Protocol 

"C AppleTalk AURP, 
ATIP 

VPN/Security IPSec DES 

IPSec Triple DES 

VPNffunnels L2TP, L2F X 

QoS 

c 

li 

Resource 
Reservation 
Protocol (RSVP) 

Random Early 
Detection (RED) 

Cisco Express 
Forwarding (CEF) 

Committed Access 
Rate (CAR) 

RTP Header 
Compression 
(RTP-HC) 

X 

[x 

I X 

I 
X 

X 

11 

X 

X 

X 

X 

X 

11 

X 

.____x _IE 
E 

r--x -,E 
X L 
X jx 

lr;o X 

X IE 
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Multi IP Multicast X 
media (Protocol 

Independent 
Multicast, or PIM) 

AppleTalk SMRP 
(multicast) 

C odes G.711 X 

G.729a X 

G.723.1 X 

G.726 X 

Voice Voice over IP X 
~Jres 

Fax support IX (group III fax) 

Private Line X 
Automatic 
Ringdown 
(PLAR) 

Support for Off- X 
premise Extension 
(OPX) 

I Support for FXS X 

c I Support for FXO X 
• . 

' 

I Support for E&M I X 

Support for ISDN X 
NT/TE VIC 

Voice Activity X 
Detection (V AD) 

I Busy out X 

Comfort noise X 

X X 

11 X I 
li X li X 

X X 

X X 

11 X 11 X 
11 X 11 X 

X X 

I 

X 

I 

X 

li X 
11 X 

X X 

X X 

X X 

X X 

X X 

X X 
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MLPPP w/ LFI 

I 
X X X 

I 
(process-switched) 

FRF traffic X X X 
shaping with per 
VC queuing 

c 
I IP RTP priority 

cRTP (Fast-

I 
X 

li 
X 

li 
X 

I switched) 

MLPPPw/ X X X 
LFI (fast-
switched) 

LLQ 

I 
X X X 

I (PQ/CBWFQ) 

FRF.ll (VoFR) li X X X 

DiffServ li X X X 

-4~ Functionality o 
~. What types o f LANs does the Cisco 1751 router support? 

•. The Cisco 1751 router supports one autosensing 10/100 Fast Ethemet connection, with one 10/1 OOBaseTX 
·ansceiver (RJ-45 connector). The 10/100BaseTX port can connect to an extemal10/100BaseTX hub or switch 
r directly to a PC Ethemet port (using a crossover cable) using inexpensive, unshielded twisted-pair (UTP) 
rmng. 

~· Is the 10BaseT Ethemet WIC supported on the 1751? 

~ . Yes, the 10Base T Ethemet WIC is supported on the 1751 to provide dual Ethemet functionality. 

~. What LAN and routing protocols are supported by the Cisco 1751 router? RQS N-º-ê~- - · · / 
C'PMI - COR El S f\.(J/ 

'•- 1 o -~ ~\ I \ 
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\.. The Cisco 1751 router supports IP, Intemetwork Packet Exchange (IPX), AppleTalk routing, IBM Systems 
IJ"etwork Architecture (SNA), and transparent bridging. Routing protocols supported include IP Routing 
nformation Protocol (RIP), RIP V.2, Interior Gateway Routing Protocol (IGRP), Enhanced Interior Gateway 
touting Protocol (EIGRP), IPX- RIP, OSPF, on-demand OSPF, NHRP, and AppleTalk Routing Table 
\1aintenance Protocol (RTMP). Additionally, Plus feature sets including: BGP, NLSP and AppleTalk Update-
3ased Routing Protocol (AURP) are supported in Plus feature sets that support IPX and AppleTalk, . é . 
·espectively. ~~ · 

~- Is it possible to manually set the Fast Ethemet (FE) speed on the Cisco 1751? I (~~ ~ ) \ 
C' / r 

\.. Yes, this feature was implemented in releases 12.1 and 12.1 T. With prior releases, the FE port é~~ -~~--- ~ ·-> 
mtonegotiated. """"" 

~- Is ISL or IEEE802.1Q supported on the Cisco 1751? 

\.. IEEE802.1 Q is supported on the Cisco 1751. ISL is not supported. The Cisco 1720 and 1750 do not support 
v'LAN (IEEE 802.1 Q o r ISL ). 

W AN Functionality 

'J. '"t W AN interface cards are available? 

\. Available W AN interface cards are shown in Table 9. 

fable 9: Available WAN Interface Cards 

I WAN Interface Card Interfaces I 

I WIC-lT 1 serial, async and sync (T1/E1) I 

I WIC-2T I 2 serial, async and sync (T 1/E 1) I 

I WIC-2A/S 2 low-speed (up to 128 kbps) serial, async, and sync 

K;;lB-Sff 1 ISDN BRI ~/T o 
·,WIC-lB-U 1 ISDN BRI U with integrated NT1 

WIC-1DSU-56K4 1 integrated 56/64 Kbps 4-wire DSU/CSU 

WIC-lDSU-Tl 1 integrated Tllfractional T1 DSU/CSU 

WIC-lENET 1 1 OBaseT Ethemet ( only supported in Slot O) 

WIC-lADSL 
11 

1 ADSL I 
WIC-lSHDSL li 1 G.SHDSL I 

li I 
.L I1 

CPfi! l.,.:: CORR~IOS t 

._ 10 . · f 
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• 
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WIC-lAM //t V.90 modem card 

WIC-2AM 1/ 2 V.90 modem card 

. Are there any WIC slot dependencies with respect to order or maximum number of a certain type? 

. All WICs are supported in any slot and in any combination . 

. Does the Cisco 1751 router support two ISDN BRI interfaces? 

. Yes. The Cisco 1751 router supports two BRI interfaces (dial and ISDN leased line) with two ISDN BRI 
'AN interface cards installed in the two WAN interface card slots. Multilink PPP (MP) can combine the four 
channels to achieve data rates up to 256 Kbps . 

• Do the WIC-lT, WIC-2T, and WIC-2A/S WAN interface cards support asynchronous serial when installed 
the Cisco 1751 router? 

. y--- The Cisco 1751 router supports asynchronous serial (up to 115.2 Kbps) as well as synchronous serial or 
e L.al W AN interface cards. The onboard aux port also supports asynchronous serial at speeds up to 115.2 
bps . 

. What W AN protocols does the Cisco 1751 router support? 

. Point-to-Point Protocol (PPP), High-Level Data Link Control (HDLC), X.25 Link Access Procedure, 
alanced (LAPB), Switched Multimegabit Data Service (SMDS), Frame Relay, and IBM/SNA are supported 
1er permanent or switched digitallines. PPP and Serial Line Internet Protocol (SLIP) are supported over 
:ynchronous analog lines . 

• Do the serial ports on the Cisco 1751 router support data-communications-equipment (DCE) functionality? 

• Yes, the Cisco 1751 router supports DCE (that is, supplies clocking), allowing the Cisco 1751 router to 
terconnect without requiring a null modem. Also, X.25 packet assembler/disassembler (P AD) functionality is 
tpported. IBM Synchronous Data Link Control (SDLC), bisync, and other serial protocols are supported. 

'· c :sL supported on the Cisco 1751? 

: No. 

'· Will the Cisco 1751 support three WICs? 

o 

• The Cisco 1751 can only support two WAN interfaces. The AUX port can be used as another W AN port. If 
)Uf customer needs greater density, the Cisco 2600 would be the solution. 

t. Does the Cisco 1751 Router support Modem WIC card? 

.• Yes. The Cisco 1751 Router supports one and two-port V.90 modem WIC card. Product number is WIC~ J D 
AM and WIC-2AM. For more details about the Modem WIC, please refer to the following data sheet: yY 

1 
t!J>://www~ç_g,ç<>mLWtm/p_yJ,Iic/çç/pd/r!ll70.ll!J>rodlil/17s_r!_ d>.htm · ~M~~~ 
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r o ice Functionality 

• Does Cisco 1751 support Survivable Remote Site Telephony (SRST)? 

• Yes. For the detailed information, please refer to the below documents 

nnouncement: b1tP- :/ /www .cil?_çg_,_comLçpr_QpartLsal esl_Q..Qli;fç_çilld/rt/ 1 7 00/r-rod I i t/160 1 

'. What voice interface cards (VICs) are supported on the Cisco 1751? 

. The voice interface cards currently supported are given in Table 1 O. 

bl 10 V . I t f C d C ti s t d a e . mce n er ace ar s urren IY l!PPOr e . 
Voice Interface 

I I 
Card Interfaces 

C 2DID 2-port direct inward dial (DID) voice/fax interface card 
I 

VIC-2E/M 2-port voice interface card E&M 
I 

VIC-2FXO 2-port voice interface card FXO 
I 

VIC-2FXS 2-port voice interface card FXS 
I 

VIC-2FXO-Ml 2-port FXO voice/fax interface card with battery reversal detection and Caller ID 
support (for U.S. and Canada) [enhanced version ofthe VIC-2FXO] 

VIC-2FXO-M2 2-port FXO voice/fax interface card with battery reversal detection and Caller ID 
support (for Europe) [enhanced version ofthe VIC-2FXO-EU] 

VIC-2FXO-M3 I 2-port voice interface card FXO (for Australia) ) 
~ 

I ~ -VIC-2FXO-EU 2-port voice interface card FXO (for Europe) 

VIC-2BRI- 2-port network side/terminal side ISDN BRI interface 
NT/TE 

VWIC-lMFT-

I 
1-port RJ-48 multiflex tn,mk- Tl 

I Tl 

VWIC-2MFT- 2-port RJ-48 mu1tiflex trunk- T1 

u Tl 
" 

2-port RJ-48 multiflex trunk- Tl with drop and insert f=RB-s--NO-t8;~ee5 -~~ -+ VWIC-2MFT-
Tl-DI C..e )\1:1- CO~EIOS 

f --- -In ' 
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VWIC-lMFT- 1-port RJ-48 multiflex trunk- El 

~ El 

VWIC-2MFT- 2-port RJ-48 multiflex trunk - El f / 3~1 \ \JJ.o / 
El \'~ J ; ) 

....... ./ 

VWIC-2MFT- 2-port RJ-48 multiflex trunk- El with drop and insert 
~ 

El-DI 

VWIC-lMFT-

I 
1-port RJ-48 multiflex trunk- El G.703 

G703 

VWIC-2MFT-

I 
2-port RJ-48 multiflex trunk- El G.703 

G703 

'· How many DSPs are supported in the 1751? 

. C 1751 has 2 DSP module slots on the motherboard, each ofwhich supports the 5 DSP module. This 
:ovides a DSP density o f 1 O DPS's. 

'· What are the PVDMNIC combinations that are supported? 

• The supported combinations are shown in Table 11 . 

bl 11 s a e : upporte d PVDMNIC C b. om matiODS 

~ Number ofDSPs 
Supported VIC Combinations 

PVDM-

I 
1 1 analog VIC 

256K-4 

PVDM-

I 
2 Up to 2 analog VICs c \:-8 o r 

1 voice-BRI VIC 
' 

PVDM-

I 
3 Up to 3 analog VICs 

256K-12 o r 
1 analog VIC + 1 voice-BRI VIC 

PVDM- 4 · Up to 3 analog VICs 
256K-16 o r 

Up to 2 voice-BRI VICs 
o r 
Up to 2 analog VICs+ 1 voice-BRIVIC 

-

I 

I 

\ 

I I 
PVDM- 5 Up to 3 analog VICs R e &--f\!-0-EB;z.oos---eN- , 

CPMI- CORR S 256K-20 o r 
' 
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Up to 2 voice-BRI VICs 
o r 

Page 21 of29 

Upto 2 analog VICs+ 1 voice- BRIVIC or 1 analog VIC+up 
to 2 voice-BRI VICs 

~·Are the PVDM-4 (supported in Cisco 1750) supported in Cisco 1751? 

.. PVDM-4, 8,12 are not officially supported in the Cisco1751. 

~.Are the PVDM-256K-4 (supported in Cisco 1751) supported in Cisco 1750? 

.. PVDM-256K-4, 8,12 are not officially supported in the Cisco1751. 

~.Does the 1751 support digital VICs? 

.. Yes, the 1751 supports digital VICs. At FCS, the ISDN BRI NT/TE VIC is supported, and 1 or 2 port Tl/El 
'Ls are supported in Cisco lOS 12.2(4)YB or later releases. 

~.Does the Cisco 1751 support the Tl!E1 VWICs (i.e. the multi-flex cards)? 

•. Yes. From Cisco lOS 12.2(4) YB or later releases. lt will roll into 5th 12.2 T train release. 

~· How many DSPs are required to support the various VICs? 

~. The analog VICs require 1 DSPNIC, the ISDN BRI VIC requires 2 DSPsNIC. For Tl/El VWICs, it 
epends on the codec and how many voice channels are used. The number o f maximum channels support per 
)SP is listed in Table 12. 

'able 12: Maximum Channels Support per DSP for Tl/El 
1:ultiflex VWICs 

Max Channels/DSP 

Kbps (Digital Calls) 

o 

dl 
-G.7lt 11 

o 
64 (PCM) 6 

G.729a 11 8 (CS-ACELP) 3 

~I 16 (ADPCM) 3 

G.723.1 11 5.3/6.3 (ACELP) li 2 

~I 32 (ADPCM/LDCLP) li 2 

;or example, ifyou are running 12 G.711 digital Tl/El voice calls, then you will need two 
}.729 calls, then you will need four DSPs. 

f 
~~1 

PMI f6 ~ lOS, f 
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SP used for the digital calls and for the analog calls have to be calculated separately and one DSP can support 
tultiple Codecs concurrently for T1/E1 VWICs. 

1. Does Cisco 1751 support Caller ID? 

. Yes, Cisco 1751 supports Caller ID transmission on FXS, FXO-M1 and FXO-M2 interfaces. It provides 
aller ID blocking configurable at the source location on FXS, and ability to unblock Caller ID on FXO-M1, 
[2 interfaces. 

'· Does Cisco 1751 support analog DID trunk card? 

. Yes. 

'· What does toll reduction or toll bypass mean? 

• In most o f today's corporate networks, voice networks are separate from data networks. Typically, data 
~tworks are priced by a monthly fixed cost basis and are usually much cheaper than the voice networks. An 
{ample ofthis is a leased-line environment. In this case, the customer pays for that network, whether datais 
owing or not. In a typical phone network, charges are incurred on a usage basis. Therefore, phone expenses on 
ttetp-mce dialing can be quite expensive, especially since most interoffice calling occurs during "peak" 
llS~_js hours. 

lhen you have the ability to put your interoffice voice calls across a lower-price or fixed-price network with a 
roduct such as the Cisco 1751 platform, you can avoid the "toll" that is charged by the long-distance carrier, 
1cal exchange carrier (LEC), or Port, Telephone, and Telegraph (PTT). The voice call then travels over the 
tme network that your data travels over and avoids going into the Public Switched Telephone Network (PSTN) 
1d, therefore, does not incur charges. 

is easy for companies to figure out the savings that they will get, because they receive accurate monthly 
:ports that describe their costs from their LECs. Any company that does a great deal o f interoffice calling will 
tve more money than one that does more "off-net" PSTN-type calling. 

~ · What do the terms FXO, FXS, and E&M mean? 

•. The Cisco 1751 router supports FXO, FXS, and E&M voice interface cards. Each type provides a slightly 
ifferent interface for connecting to different types of equipment. 

'oCa Exchange Office Ü 
he FXO interface allows an analog connection to be directed at the central office (CO) ofthe PSTN. This 
lterface is ofvalue for off-premise extension applications. This is the only voice interface card that will be 
pproved to connect to off-premise lines. This interface may be used to provide backup over the PSTN or for 
:entrex-type operations. This voice interface card needs to be approved by PTTs; it is not available in every 
ountry. Check the homologation status page at http://wwwin-
ng.cisco.com/Eng/MSABU/Eng Ops/WWW/index.htmfor up-to-date availability information. " 1:\ j 
'oreign Exchange Station \ 

1 

'he FXS interface allows connection for basic telephone service phones (home phones), fax machines, keysets, ~ 
nd private branch exchange (PBXs) by providing ring voltage, dial tone, and so on. This "nterfa.ce will_b~_!!s~d 
there phones are connecting directly to the router. FXS will be very popular for trials be a&s~Sti'«l~~ - -- 1 
·honesto be plugged directly into the router. c.~MT --clR ,lOS' f 
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ar and Mouth 

1
• Does the Cisco 1751 support three analog VICs, or six analog voice ports? 

. Yes. Customers requiring this capability need to order the PVDM-256k-12 module (part number: PVDM-
56k-12=), which provides three DSPs. 

1
• Is RAS for H.323 gatekeeper registration supported on the Cisco 1751 platform? 

. Yes. 

I, r VoFR and VoiP environment, there are cases where people using OPX extensions would like to use 
teik~.essage waiting lights at the remote sites. To provide functionality, the 150 V signal must be sensed on 
1e originating end and reproduced on the terminating side. Is the message waiting function supported on the 
isco 1751? 

• The FXS port does not have the ability to provide the voltage leveis necessary to perform this function. 

'· What are the key features when implementing voice on the Cisco 1751? 

• Please refer to Cisco 1700 Modular Access Voice Feature Overview 

:tp://wwwin.cisco.com/cmc/cc/pd/rt/1700/sales/orwir st.htm 

:isco lOS Security 

'· What security functions are available for the Cisco 1751 router? 

.. C~o lOS software supports a wide r~ge o f security features. Standard features in base feature sets includ 
~cess controllists (ACLs); authentication, authorization, and accounting (AAA) features such as Password 
.uthentication ProtocoVChallenge Handshake Authentication Protocol (PAP/CHAP), TACACS+, RADIUS, 
1d Token Ring; and Lock and Key. Optional features include the Cisco lOS Firewall Feature Set, IP Security 
PSec) encryption, and tunneling protocols such as IPSec, generic routing encapsulation (GRE), L2F, and 
2TP. 

1. Can I use the Cisco 1751 router as a firewall? 

.. Yes. The Cisco lOS Firewall Feature Set is supported in the Cisco 1751 router. This feature set offers 
rlhanced firewall functionality, including context-based access control (CBAC), which enables securing a 
etwork on a per-application basis. Additional firewall security features include Java applet blocking, denial-of- { 
::rvice detection and prevention, and more advanced logging capabilities. For more inforrpation, see: _ . 1 

ttp_;iLw_ww_,_çisç_Q_._Ç_QillLw_m:pJ_p_ª_tln~L~nchronicdLç.s;,/ci~cQL!:nk!LsecJ.Iri.ty/iosiw/index.htmp · -ooriS-y.El'GtW~9l.qg~~ 
CPMI- CORREIOS ( 

~. Can I encrypt data on the Cisco 1751 router? ~--- - .._ 1 O J ' f 
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. Yes. Two types of encryption technologies are supported: IPSec Data Encryption Standard (DES) 56 and 
'Sec Triple DES. . _ 

~c 

'rocessor . 1 ~ 1 
. What IS the processo r on the Ctsco 1 7 51 router? (..; ., ~./ () 

/~ L ~ ~ 
. The Cisco 1751 router uses a Motorola MPC860P PowerQUICC at 48 MHz. The Cisco 2600 se ?san 
PC860. The 860P processor ofthe Cisco 1751 router has an integrated Fast Ethernet controller. This has 
1plications on performance, as discussed in the Performance section. 

•erformance 

. How does the performance ofthe Cisco 1700 series compare to that ofthe Cisco 1600-R series? 

. As Table 13 shows, the Cisco 1751 router performance is greater than that ofthe Cisco 1600-R series. 

a bl 13 p ~ e : er ormance c ompanson o r th c· 1600 R s · e ISCO - enes an d h c· t e ISCO 1751 

~·ue Cisco 1600-R Series Cisco 1751 

Encryption IPSec DES 56 (256-byte packets) 128 Kbps 512 Kbps 

Encryption IPSec 3DES (256-byte packets) Not supported 256 Kbps 

Fast Switching (64-byte packets) 2 Mbps ( 4000 pps) 4.3 Mbps (8400 pps) 

Processor Switching (64-byte packets) 300 Kbps (600 pps) 11 768 Kbps (1500 pps) 

•. How does the performance ofthe Cisco 1751 router compare with that ofthe Cisco 2600 series routers? 

. The Cisco 2600 series router has higher fast-switching performance (12,000 to 37,000 pps for 64-byte 
1ckets) compared to the Cisco 1751 router (8400 pps). However, the encryption and process switching 
~r~ance for both platforms are similar (512 Kbps for IPSec DES 56 encryption with 256 byte packets; 768

0 b~r 1500 pps for process switching of64-byte packets). 

•. Why is the fast -switching performance o f the Cisco 1 7 51 router not equal to that o f the Cisco 2600 series 
hen they appear to use the same processor? 

.. The Cisco 1751 router uses a Motorola MPC860P processor, which is different from the MPC860 processor 
a the Cisco 2600 series. The Motorola 860P has an integrated Fast Ethernet controller. This processor uses an 
~bitration scheme that continuously polls for contenders for the Fast Ethernet bus in a round-robin fashion. 
ontenders are the serial communications controllers (SCCs), Ethernet controller, and cache. This process of 
mnd-robin polling uses up clock cycles, resulting in lower fast-switching performance. ~ 

nternal Expansion Slot and Encryption Card ----_ 't ~ 

f
s No B3i . es-.eN-~ 

~- Can the internai expansion slot ofthe Cisco 1751 router support the advanced integration ifu~J ( · 1 ElOS I 

Kpansion cards (for example, encryption) that is supported on the Cisco 2600 series? -- 1 O . ' 
lhtml:file:/ /R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\6 j~c\. . . 1 
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• No. The Cisco 2600 series has an AIM slot that is based on a protocol control information (PCI)-bus 
chitecture; the Cisco 1751 router, on the other hand, uses a Q-bus to lower cost. Although the expansion cards 
1 these platforms are not the same, the encryption technology is interoperable and, therefore, creates a 
,mplete Cisco end-to-end solution . 

• Does the Cisco 1751 support the 1700 VPN module that accelerates DES and 3D.ES for IPSec? 

. Y es. See VPN Module Q&A at: 

.tQ:/ /ww_win . cisco.com/M_kt/cmç(cc/ci_sco~mkt/accesslLZ.QQ/_int_~mªl/_yp!l_l_7 _qa.b.tmvpn 17 _ qa . r' ~ 
t. '"' r 

:ompression . 1 (f-"};C~ \ \ 
~ .. \ . I 

• Does the Cisco 1751 router support compression? ~-.:/_) / 
L t;... / 

• Yes. Up to 4:1 compression is supported. The Cisco 1751 router supports both Stac and pre<1i~? 
>mpression algorithms. Compression performance for the Cisco 1751 router has not been measured yet. 

'• What compression algorithms are supported on the Cisco 1751 router? 

. T WAN interfaces ofthe Cisco 1751 router support the types of compression algorithms for each ofthe 
r À:tv-encapsulations given in Table 14. 

able 14: Compression Algorithms 
11pporte d th C" 1751 R on e ISCO ou ter 

Encapsulation Compression Algorithm 

ppp Predictor stacker 

Frame Relay Payload 

HDLC Stac 

X.25 Payload 

r('B Predictor Stac 

BM/SNA Features 

1. What IBM/SNA features are available for Cisco 1751 router? 

.• The supported IBM/SNA features on the Cis~o 1751 router are equivalent to those supported on th~Cijco 
600-R, 2500, and 2600 series routers(see Table 15): ~ 

'able 15: IBM/SNA Features Su orted on the Cisco 1751 Router 

STUN NetBIOS 

lhtml:file://R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\6 
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SDLC SNA priority queue 

SDLLC NetView NSP I 
===~:===========~ 
Bisync BSTUN native client interface architecture (NCIA) server 

DLSW+ (data-link switching plus) Local acknowledgment 

QLLC RSRB (required for DLSw) 

FRAS (BNN, BAN, RFC 1490) Response time reporter (intemetwork performance monitor) 

IBM Network Manager/LAN Manager Ali CiscoWorks Blue (maps and so on) 

DSPU Ali Cisco IBM MIBs 

oC .'oken Ring and Advanced Peer-to-Peer Networking (APPN), supported on the Cisco 2500 and 2600 
~ries, are not supported on Cisco 1600-R series and 1 7 51 routers. 

~· Will the Cisco 1751 router support Token Ring interfaces? 

.. No, there are no plans to support Token Ring on the Cisco 1751 router. 

1. When do I sell a Cisco 1751 router IBM solution? 

.. The Cisco 1751 router is best sold for IBM/SNA opportunities that require: 

• One Ethemet/1-5 W AN configuration (including the AUX) 

• Modularitylflexibility-The Cisco 1751 series provides two W AN interface card slots, allowing 
customers to add or change W AN services as needed 

C vtultiservice voice/data integration now or in the future 

~- What IBM/SNA software feature sets are available for Cisco 1751 router? 

l. IBM/SNA feature sets available for Cisco 1751 router include: 

• IP/IPX/ AppleTalk/IBM 

: 
; 

/ 

o 

• IPI ADSLIIPX/ AppleTalk/IBM Plus 

• :;::~:::::~:::;::: :::: :::: ::ES ~ ) 
: IP/ADSUIPXIATIIBM/FWIIDSNoice Plus IPSec 56 f ~8;..Mti~~:;9fj 

••- 4 3 I 
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• IP/ADSLIIPX/ATIIBM/FW/IDSNoice Plus IPSec 3DES 

ote Use Plus for L2F, L2TP, BGP, NTP, NLSP, RSVP, IP multicast, Frame Relay SVC, and encryption 
tpport. 

1:emory Architecture 

. What memory architecture does the Cisco 1751 router use? 

. The Cisco 1751 router uses the run-from-RAM memory architecture . 

. What type ofDRAM memory does the Cisco 1751 router use? 

. The Cisco 1751 router uses synchronous DRAM (SDRAM). The default DRAM is 32 MB fixed onboard for 
e 1751 model, and 64MB for the 1751-V model. There is one DIMM slot for adding additional memory in 
.crements of 16, 32, and 64MB. The maximum DRAM for the 1751 model is 96MB (32MB onboard plus 64 

s 128MB (64MB onboard plus 64MB DIMM). ~MM). The maximum DRAM for the 1751-V model i 

Cisco 1751 Cisco 1751-V I 

Default DRAM (MB) li 32 64 I 
Max. DRAM (MB) li 96 128 I 

1. What type ofFlash memory does the Cisco 1751 router use? 

• The Cisco 1751 router uses onboard (soldered on the motherboard) flash. The Cisco1751 has 16MB of 
ash. The Cisco 1751-V have 32MB of flash. This is a fixed configuration- it is not upgradeable and there is 
)t a flash card slot on the motherboard to add more flash 

I Cisco 1751 Cisco 1751-V I 
.C:,ult Flash (MB) I 16 32 I o 
Max. Flash (MB) I 16 32 I 

~ · What is the flash memory used for? 

.. Cisco lOS software and configuration files are stored flash. Also, flash memory allows software upgrades to 
e downloaded over the WAN or LAN link to be stored in the Mini-Flash catd. J 
~ . How are software images and configuration files stored in flash? ~ n 
,. Flash come preprogrammed with Cisco lOS software. Software upgrades __ and configur t-ien-fi-leS-must.b_e 1 
opied using Trivial File Transfer Protocol (TFTP) onto a Mini-Flash card in a Cisco 175 ~é·tttet' . .o-Q. 3-f-2BEJ-5-.c..:;>.;J1' 

et.'ll. - CORREIOS 

Fls: - -----
r Doe: ? fl b ........... ___ ~ fJ-
~ --···· 



isco 1751 Modular Access Router Page 28 of29 

1, Is dual Flash bank supported on Cisco 1751 routers? 

• Y es. Dual Flash bank is supported. Although both the Cisco 17 51 and Cisco 17 51-V support -1 fttis 
e recommend that customers requiring dual flash bank purchase the Cisco 17 51-V model sin e i~ c~~\it 
2 MB flash. ' , \-\• 9" .)j \ 
1, Does the Cisco 1751 use the same DRAMas the Cisco 172011750? . ~ --~~ CJ 

L . .. _ .... .,.,.. 
. Yes. However, the Cisco 1751 does not support the 4 and 8MB DIMM (MEM1700-4D= and MEM1700-
D=). In addition there is a new 64MB DIMM available for the Cisco 1751 

1. Does the Cisco 1751 use the same flash as the Cisco 1720/1750? 

. No. The flash in the Cisco 1751 is soldered on the motherboard, and is therefore not upgradeable .. 

1, Can the amount of shared (input/output [I/0]) memory on a Cisco 1751 router be configured? 

. Yes. It can be modified using Cisco lOS command-line interface (CLI) and saved as part ofthe router 
mfiguration. 

t~er Supply 

1. What type ofpower supplies does the Cisco 1751 router use? 

.. The Cisco 1751 router uses one universal power supply that is applicable for all countries. There are no 
mntry- specific power supplies. The AC input voltage ofthis universal power supply spans from 100 to 240 
; the frequency from 47 to 64Hz. (Although this power supply works in all countries, the user still has to 
>ecify the power cord appropriate for a particular country.) The router also has a locking connector on the 
:~wer socket to ensure that the power cord remains securely fastened. 

rlTBF 

~. What is the mean time between failures (MTBF) for the Cisco 1751 router? 

.. The predicted MTBF is 514,526 hours. This predicted MTBF includes the chassis and externai power supply 
utc the W AN interface cards or voice interface cards. Q 
~etwork Management 

~· How is the Cisco 1751 router managed? 

,, Like all Cisco routers, the Cisco 1751 router can be managed via Simple Network Management Protocol 
~NMP), via a Telnet session, and through a directly connected terminal or PC running terminal emulator 
)ftware. 

~.Do CiscoView, CiscoWorks2000, and Cisco Voice Manager support Cisco 1751 routers? 

~ 
~17~~ 

l. Yes, CiscoView, CiscoWorks2000 and Cisco Voice Manager supported. 

~. Does Cisco ConfigMaker support Cisco 1751 routers? 

mtml:file :/ /R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\ 6256~ ~- 21/7120031: 
Fls: · 
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A. Yes, Cisco ConfigMaker supports Cisco 1751 routers, starting with Release 2.5b. 

Q. Does the Cisco 1751 router support Remote Monitoring (RMON)? 

A. The Cisco 1751 router supports only RMON lite. RMON lite covers two out ofthe nine RMON groups, 
alarms, and events. Full RMON (statistics, history, hosts, hostTopN, matrix, filter, capture) features are 
available for the Cisco 2500 and 2600 series routers. 

HOME CONTENTS PREVIOUS NEXT PDF SEARCH HELP 

Posted: Wed Aug 21 23:43:46 PDT 2002 
All contents are Copyright © 1992--2002 Cisco Systems, Inc. All rights reserved. 
lmportant Notices·and Privacy Statement. 

c 

o 

mhtml:file:/ /R:\Proposal%20Center\-%20GOVERNO\CALLS\FY%202003\07%20maio\6625 2c\. .. 21/7/2003 



c 

c 

Re-S-·No 03/2085-:-&f'll-l 
CPMI -~ORREIOS~ t 

/ , r 
-- f 

Ffs: 1 O 4 7~· 

Doe: 3 7 O 1 

.. 
~: 



c 

c 

Cisco lOS File System Commands 

This chapter describes the basic set o f commands used to manipulate files on your routing device using 
the Cisco lOS File System (IFS) in Cisco lOS Release 12.2. 

Commands in this chapter use URLs as part ofthe command syntax. URLs used in the Cisco IFS contain 
two parts: a file system or network prefix, anda file identification suffix. The following tables list URL 
keywords that can be used in the source-ur/ and destination-ur/ arguments for ali commands in this 
chapter. The prefixes listed below can also be used in the fi/esystem arguments in this chapter. 

Tablc 18 lists common URL network prefixes used to indicate a device on the network. 

Tãble 18 Network Prefixes for Cisco IFS URls 

Prefix Description 

ftp: Specifies a File Transfer Protocol (FTP) network server. 

rcp: Specifies an remate copy protocol (rcp) network server. 

tftp: Specifies a TFTP server. 

Tablc 19 lists the available suffix options (file indentification suffixes) for the URL prefixes used in 
Table 18. 

Tãble 19 File ID Sutfíxes for Cisco IFS URls 

Prefix 

ftp: 

rcp: 

tftp: 

Suffix Options 

[[/ /[ usemame[ :password]@]location ]/directory ]/filename 

For example: 

ftp://network-config (prefix:/ /fi/ename) 

ftp://jeanluc:secret@enterprise.cisco.com/ship-config 

rcp: [[/ /[ username@]location ]/directory ]/filename 

tftp: [[/ /location ]/directory ]/filename r-----·-· - .. 

o 

· - R*...rf',l>! r:~v:c,.;· , · 
'' '"' '-=u~..--(-;3-N- /. 
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Cisco lOS File System Commands 

Tilble 20 File System Prefixes for Cisco IFS URls 

Prefix Description 

bootflash: Bootflash memory. 

diskO: Rotating disk media. 

flash: Flash memory. This prefix is available on most platforms. For platforms that do 
[partition-number] not have a device named flash:, the prefix flash: is aliased to slotO:. 

Therefore, you can use the prefix flash: to refer to the main Flash memory 
storage area on ali platforms 

flh: Flash load helper log files. 

nu li: Null destination for copies. You can copy a remote file to null to determine its 
size. 

nvram: NVRAM. This is the default location for the running-configuration file. 

slavebootflash: Internai Flash memory on a slave RSP card o f a router configured with 
Dual RSPs. 

slavenvram: NVRAM on a slave RSP card. 

slaveslotO: First PCMCIA card on a slave RSP card. 

slaveslotl: Second PCMCIA card on a slave RSP card. 

slotO: First PCMCIA Flash memory card. 

slotl: Second PCMCIA Flash memory card. 

xmodem: Obtain the file from a network machine using the Xmodem protocol. 

ymodem: Obtain the file from a network machine using the Ymodem protocol. 

For details about the Cisco IFS, and for IFS configuration tasks, refer to the "Configuring the Cisco lOS 
File System" chapter in the Release 12.2 Cisco !OS Configuration Fundamentais Configuration Guide. 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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Cisco lOS File System Commands 

cd 

Syntax Description 

Defaults 

C mmand Modes 

Command History 

Usage Guidelines 

Examples 

c 
Related Commands 

cd • 

To change the default directory or file system, use the cd EXEC command. 

cd [filesystem:] 

filesystem: (Optional) The URL or alias ofthe directory or file systems followed by a 
colon. 

The initial default file system is flash:. For platforms that do not have a physical device named flash:, 
the keyword flash: is aliased to the default Flash device. 

I f you do not specify a directory on a file system, the default is the root directory on that file system. 

EXEC 

Release Modification 

11.0 This command was introduced. 

For ali EXEC commands that have an optionalfilesystem argument, the system uses the file system 
specified by the cd command when you omit the optionalfilesystem argument. For example, the dir 
EXEC command, which displays a list offiles on a file system, contain an optionalfilesystem argument. 
When you omit this argument, the system Iists the ·files on the file system specified by the cd command. 

In the following example, the cd command is used to set the default file system to the Flash memory card 
inserted in slot 0: 

Router# pwd 
bootflash : / 
Router# cd slotO: 
Router# pwd 
slotO: / o 
Command 

copy 

delete 

di r 

pwd 

show file syslems 

undeletc 

Description 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. r---- ------· --
t-R-e&-Nll.fB7208~ ·c: ;~-~ 

O...f"' l\lll - CORREIOS 
; 

Displays a listo f files on a file system. 

Displays the current setting o f the cd command. 

Lists available file systems and their alias prefix names . ' f 
,. r. ' 
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Cisco lOS File System Commands 

I configure network 

::onfigure network 

o 

The configure network command was replaced by the copy { rcp I tftp} running-config command in 
Cisco lOS Release 11.0. To maintain backward compatibility, the configure network command 
continues to function in Cisco lOS Release 12.2 for most systems, but support for this command may be 
removed in a future release . 

The copy { rcp I tftp} running-config command was replaced by the 
copy {ftp: I rcp: I tftp:} [filename] system:running-config command in Cisco lOS Release 12.1. 

The copy { ftp: I rcp: I tftp: }[filename] system:running-config command specifies that a configuration 
file should be copied from a FTP, rcp, or TFTP source to the running configuration. See the description 
ofthe copy in this chapter command for more information. 

• Cisco lOS Configuration Fundamentais Cornmand Reference, Release 12.2 

lj;Sfl:l 

o 
I 

\ 



Cisco lOS File System Commands 

copy 
To copy any file from a source to a destination, use the copy EXEC command. 

copy (lera se] source-ur/ destination-url 

Syntax Description /e rase (Optional) Erases the destination file system before copying. 

c 

c 

source-url The location URL or alias ofthe source file or directory to be copied. 

destination-ur/ The destination URL or alias o f the copied file or directory. 

The exact format o f the source and destination URLs varies according to the file o r directory location. 
You may enter either an alias keyword for a particular file or an alias keyword for a file system type (not 
a file within a type) . 

Timesaver Aliases are used to cut down on the amount oftyping you need to perform. For example, it is easier 
to type copy run start (the abbreviated form ofthe copy running-config startup-config command) 
than it isto type copy system:r nvram:s (the abbreviated form ofthe copy system:running-config 
nvram:startup-config command). These aliases also allow you to continue using some ofthe 
common commands used in previous versions o f Cisco IOS software. 

Tablc 21 shows two keyword shortcuts to URLs. 

Table 21 Common Keyworc/ Aliases to URls 

Keyword Source or Destination 

running-config 

startup-config 

(Optional) Keyword alias for the system:running-config URL. 
The system:running-config keyword represents the current running 
configuration file. This keyword does not work in more and show file 
EXEC command syntaxes. 

(Optional) Keyword alias for the nvram:startup-config URL. 
The nvram:startup-config keyword represents the configuration file 
used during initialization (startup). This fileis contained in NVRAM for 
ali platforms except the Cisco 7000 family, which uses the 
CONFIG_FILE environment variable to specify the startup o 
configuration. The Cisco 4500 series cannot use the . 
copy running-config startup-config command. This keyword does not 
work in more and show file EXEC command syntaxes. 

The following tables list aliases by file system type. If you do not specify an alias, the router looks for 
a file in the current directory. 

Table 22lists URL aliases for Special (opaque) file systems. Tablc 23 lists them for n 
and Tablc 24 lists them for local writable storage. ~ei~~~!M~i' 
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Táble 22 UNl Prelíx Aliases for Special File Systems 

Alias Source or Destination 

flh: Source URL for flash load helper log fi les. 

modem: Destination URL for loading modem firmware on Cisco 5200 and 
5300 Series routers. 

nvram: Router NVRAM. You can copy the startup configuration in to or 
from NVRAM. You can also display the size of a private 
configuration file . 

nu li: Null destination for copies or files . You can copy a remote file to 
null to determine its size. 

system: Source or destination URL for system memory, which includes the 
running configuration. 

xmodem: Source destination for the file from a network machine that uses the 
Xmodem protocol. 

ymodem: Source destination for the file from a network machine that uses the 
Xmodem protocol. 

Táble 23 UNl Prelíx Aliases for Network File Systems 

Alias Source or Destination 

ftp: Source or destination URL for an File Transfer Protocol (FTP) 
network server. The syntax for this alias is as follows : 
ftp: [[[/ /username [ :password]@]location ]/directory ]/filename. 

rcp: Source or destination URL for a Remote Copy Protocol (rcp) 
network server. The syntax for this alias is as follows : 
rcp: [[[/ /username@]location ]I directory ]/filename. 

tftp: Source or destination URL for a TFTP network server. The syntax 
for this alias is tftp:[[l/location]/directory]/filename. 

Táble 24 UNl Prelíx Aliases for local Writable Storage File Systems 

Alias Source or Destination 

bootflash: Source or destination URL for boot flash memory. 

diskO: and diskl: Source o r destination URL o f rotating media. 

flash: Source or destination URL for Flash memory. This alias is 
available on ali platforms. For platforms that lack a flash: device, 
note that flash: is aliased to slotO:, allowing you to refer to the 
main Flash memory storage area on ali platforms. 

slavebootflash: Source or destination URL for internai Flash memory on the slave 
RSP card o f a router configured for HSA. 

slaveram: NVRAM on a slave RSP card o f a router configured for HSA. 

slaveslotO: Source o r destination URL o f the first PCMCIA card on a slave 
RSP card o f a router configured for HSA. 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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Command Modes 

Command History 

c 
Usage Guidelines 

c 

Table 24 URL Prefix Aliases for local Writable Storage File Systel71s (continued) 

Alias Source or Destination 

slaveslotl: Source or destination URL o f the second PCMCIA slot on a slave 
RSP card o f a router configured for HSA. 

slotO: 

slotl: 

EXEC 

Release 

11.3 T 

Source o r destination URL o f the first PCMCIA Flash memory 
card. 

Source o r destination URL o f the second PCMCIA Flash memory 
card. 

Modification 

This command was introduced. 

You can enter on the command line all necessary source- and destination-URL information and the 
username and password to use, or you can enter the copy command and have the router prompt you for 
any missing information. 

Ifyou enter information, choose one ofthe following three options: running-config, startup-config, or 
a file system alias (see previous tables.) The location ofa file system dictates the format ofthe source or 
destination URL. 

The colon is required after the alias. However, earlier commands not requiring a colon remain supported, 
but are unavailable in context-sensitive help. 

The entire copying process may take severa! minutes and differs from protocol to protocol and from 
network to network. 

In the alias syntax for ftp:, rcp:, and tftp:, the location is either an IP address ora host name. The 
filename is specified relative to the directory used for file transfers. 

This section contains usage guidelines for the following topics: 

Undcrstanding I nvalid Combinations o f Sourcc and Dcstination 

Understanding Charactcr Descriptions 

Undcrstanding Partitions 

·using rcp 

Using FTP 

Storing lmages on Scrvcrs 

o 

Copying from a Servcr to Flash Mcmory :! :i~~~tt;~-f~~'itiôi~~-;~4 f 
CPí!iil ! . COf~fi~ElOS. I Vcrifying lmagcs 

Copying a Configuration File from a Scrver to thc Running Configuration 

Copying a Configuration Fi le from a Scrvcrto the Startup Configuration 
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Using CONFIG_FILE, BOOT, and BOOTLDR Environm ent Variabl es 

Using the Copy Command with the Dual RSP Feature 

Understanding lnvalid Combinations of Source and Destination 

Some invalid combinations o f source and destination exist. Specifically, you cannot copy the following: 

From a running configuration to a running configuration 

• From a startup configuration to a startup configuration 

• From a device to the same device (for example, the copy flash : flash: command is invalid) 

Understanding Character Descriptions 

Tabl e 25 describes the characters that you may se e during processing o f the copy command. 

Table 25 copy Character Descriptions 

Character Description 

! For network transfers, an exclamation point indicates that the copy 
process is taking place. Each exclamation point indicates the successful 
transfer often packets (512 bytes each). 

For network transfers, a period indicates that the copy process timed out. 
Many periods in a row typically mean that the copy process may fail. 

o For network transfers, an uppercase O indicates that a packet was 
received out o f order and the copy process may fail. 

e For Flash erasures, a lowercase e indicates that a device is being erased. 

E An uppercase E indicates an error. The copy process may fail. 

v A series o f uppercase V s indicates the progress during the verification 
o f the image checksum. 

Understanding Partitions 

You cannot copy an image o r configuration file to a Flash partition from which you are currently running. 
For example, ifpartition I is running the current system image, copy the configuration file or image to 
partition 2. Otherwise, the copy operation will fail. 

You can identify the available Flash partitions by entering the show file system EXEC command. 

Using rcp 

The rcp protocol requires a client to send a remote usemame upon each rcp request to a server. When 
you copy a configuration file o r i~ age between the router anda server using rcp, the Cisco IOS software 
sends the first valid usemame it encounters in the following sequence: 

1. The remote usemame specified in the copy command, i f a usemame is specified. 

2. The usemame set by the ip rcmd remote-username global configuration command, ifthe command 
is configured. 

3. The remote usemame associated with the current tty (terminal) process. For example, i f the user is 
connected to the router through Telnet and was authenticated through the username command, the 
router software sends the Telnet usemame as the remote usemame. 

4. The router host name. 
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remote usemame, this command will not run. I f the serve r has a directory structure, the configuration 
file or image is written to or copied from the directory associated with the remote usemame on the server. 
For example, i f the system image resides in the h orne directory o f a use r on the server, specify that use r 
name as the remote username. 

Ifyou are writing to the server, the rcp server must be properly configured to accept the rcp write request 
from the user on the router. For UNIX systems, add an entry to the .rhosts file for the remote user on the 
rcp server. Suppose the router contains the following configuration !ines: 

hostnarne Rtrl 
ip rcrnd rernote-usernarne UserO 

Ifthe router IP address translates to Routerl.company.com, then the .rhosts file for UserO on the rcp 
server should contain the following tine: 

Routerl.cornpany . corn Rtrl 

Refer to the documentation for your rcp server for more details. 

lfyou are using a personal computer as a file server, the computer must support the remote shell protocol 
(rsh). 

UsingFTP 

The FTP protocol requires a client to send a remote username and password upon each FTP request to a 
server. When you copy a configuration file from the router to a server using FTP, the Cisco lOS software 
sends the first valid username that it encounters in the following sequence: 

1. The username specified in the copy command, i f a username is specified. 

2. The use mame set by the ip ftp username command, i f the command is configured. 

3. Anonymous. 

The router sends the first valid password in the following list: 

1. The password specified in the copy command, i f a password is specified. 

2. The password set by the ip ftp password command, i f the command is configured. 

3. The router forms a password usemame@routername.domain. The variable username is the 
username associated with the current session, routemame is the configured host name, and domain 
is the domain o f the router. 

The usemame and pas.sword must be associated with an account on the FTP server. Ifyou are writing to 
the server, the FTP server must be properly configured to accept the FTP write request from the user on o 
the router. 

I f the server h as a directory structure, the configuration file o r image is written to or copied from the 
directory associated with the username on the server. For example, i f the system image resides in the 
h o me directory o f a use r on the server, specify that user name as the remo te username. 

Refer to the documentation for your FTP server for more details. 

Use the ip ftp username and ip ftp password global configuration commands to specify a username and 
password for ali copies. Include the username in the copy command ifyou want to specify_~ame 

for that copy operation only. . . RQ&-No o3;28&5--~J 
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Storing lmages on Servers 

Use the copy flash: destination-url command (for example, copy flash: tftp:) to copy a system image 
or boot image from Flash memory to a network server. Use the copy ofthe image às a backup copy. Also, 
use it to verify that the copy in Flash memory is the same as that in the original file. 

Copying from a Server to Flash Memory 

Use the copy destination-urljlash : command (for example, copy tftp: flash:) to copy an image from a 
server to Flash memory. 

On Class B file system platforms, the system provides an option to erase existing Flash memory before 
writing onto it. 

Note Verify the image in Flash memory before booting the image. 

__Lt 

Verifying lmages 

When copying a new image to your router, you should confirm that the image was not corrupted during 
the copy process. Depending on the destination filesystem type, a checksum for the image file may be 
displayed when the copy command completes. You can verify this checksum by comparing it to the 
checksum value provided for your image file on Cisco.com. 

Caution I f the checksum values do not match, do not reboot the router. Instead, reissue the copy command 
and compare the checksums again. Ifthe checksum is repeatedly wrong, copy the original image back 
into Flash memory before you reboot the router from Flash memory. lfyou have a corrupted image 
in Flash memory and try to boot from Flash memory, the router will start the system image contained 
in ROM (assuming booting from a network server is not configured). IfROM does not contain a fully 
functional system image, the router might not function and will need to be reconfigured through a 
direct console port connection. 

An alternate method for file verification is to use the UNIX 'diff' command. This method can also be 
applied to file types other than Cisco lOS images. Ifyou suspect that a fileis corrupted, copy the suspect 
file and the original file to a Unix server. (The file names may need to be modified ifyou try to save the 
files in the same directory.) Then run the Unix 'diff' command on the two files . Ifthere is no difference, 
then the file has not been corrupted. 

Copying a Configuration File from a Server to the Running Configuration 

Use the copy {ftp: I rcp: I tftp:} running-config command to load a configuration file from a network 
server to the running configúration o f the router (note that running-config is the alias for the 
system:running-config keyword). The configuration will be added to the running configuration as ifthe 
commands were typed in the command-line interface (CLI). Thus, the resulting configuration file will 
be a combínation ofthe previous running configuration and the loaded configuration file, with the loaded 
configuration file having precedence. 

o 
You can copy either a host configuration file ora network configuration file. Accept the default value of ~I 
host to copy and load a host configuration file containing commands that apply to one network server in 
particular. Enter network to copy and load a network configuration file containing commands that apply 
to ali network servers on a network. 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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Copying a Configuration File from a Server to lhe Startup Configuration 

Storing lhe Running or Startup Configuration on a Server 

Use the copy system:running-config {ftp: I rcp: I tftp:} command to copy the current configuration 
file to a network serve r using FTP, rcp, or TFTP. Use the copy nvram:startup-config { ftp: I rcp: I tftp:} 
command to copy the startup configuration file to a network server. 

The configuration file copy can serve as a backup copy. 

Saving lhe Running Configuration to the Startup Configuration 

Use the copy system:running-config nvram:startup-config command to copy the running 
configuration to the startup configuration. 

Some specific commands might not get saved to NVRAM. You will need to enter these commands 
again ifyou reboot the machine. These commands are noted in the documentation. We recommend 
that you keep a listing o f these settings so you can quickly reconfigure your router after rebooting. 

Ifyou issue the copy system:running-config nvram:startup-config command from a bootstrap system 
image, a waming will instruct you to indicate whether you want your previous NVRAM configuration 
to be overwritten and configuration commands to be lost. This waming does not appear ifNVRAM 
contains an invalid configuration o r i f the previous configuration in NVRAM was generated by a 
bootstrap system image. 

On ali platforms except Class A file system platforms, the copy system:running-config 
nvram:startup-config command copies the currently running configuration to NVRAM. 

On the Class A Flash file system platforms, the copy system:running-config nvram:startup-config 
command copies the currently running configuration to the location specified by the CONFIG_FILE 
environment variable. This variable specifies the device and configuration file used for initialization. 
When the CONFIG_FILE environment variable points to NVRAM or when this variable does not exist 
(such as at first-time startup), the software writes the current configuration to NVRAM. lfthe current 
configuration is too large for NVRAM, the software displays a message and stops executing the 
command. 

When the CONFIG_FILE environment variable specifies a valid device other than nvram: (that is, 
flash:, bootflash:, slotO:, o r slotl :), the software writes the current configuration to the specified device 
and filename, and stores a distilled version ofthe configuration in NVRAM. A distilled version is one o 
that does not contain access list information. I f NVRAM already contains a copy o f a complete . 
configuration, the router prompts you to confirm, the copy. 

Using CONFIG_FILE, BOOT, and BOOTLDR Environment Variables 

For the Class A Flash file system platforms, specifications are as follows: 

• The CONFIG_FILE environment variable specifies the configuration file used during router 
initialization. - ':li:!_f\.w::-.;:.:;;.:. . ~-:: --~ n . J 

t:!-=> 1'1 vv/w&=.r--e-rr-1 
• The BOOT environment variable specifies a list ofbootable images on variou d~~~~~~ - COI~RE!OS 1 

• The BOOT environment variable specifies a list ofbootable images on variou devi;; s:"" i 
• The BOOTLDR environment variable specifies the Flash device and filename o~.t~i!lin_g tÍL ().t{;oO ' 

im•gothot ROM ""' fo' booting. '-1~ Fls _ _ _ ___ u-....~~ I 
\ Doe: ~ 7 O 1 I 
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Cisco 3600 routers do not use a dedicated boot helper image (rxboot), which many other routers use 
to help with the boot process. Instead, the BOOTLDR ROM monitor environment variable identifies 
the Flash memory device and filename that are used as the boot helper; the default is the first system 
image in Flash memory. 

To view the contents of environment variables, use the show bootvar EXEC command. To modify the 
CONFIG_FILE environment variable, use the boot config global configuration command. To modify the 
BOOTLDR environment variable, use the boot bootldr global configuration command. To modify the 
BOOT environment variable, use the boot system global configuration command. To save your 
modifications, use the copy system:running-config nvram:startup-config command. 

When the destination o f a copy command is specified by the CONFIG_FILE or BOOTLDR environment 
variable, the router prompts you for confirmation before proceeding with the copy. When the destination 
is the only valid image in the BOOT environment variable, the router also prompts you for confirmation 
before proceeding with the copy. 

Using the Copy Command with the Dual RSP Feature 

The Dual RSP feature allows you to install two Route/Switch Processar (RSP) cards in a single router 
on the Cisco 7507 and Cisco 7513 platforms. 

On a Cisco 7507 or Cisco 7513 router configured for Dual RSPs, ifyou copy a file to 
nvram:startup-configuration with automatic synchronization disabled, the system asks i f you ais o 
want to copy the file to the slave startup configuration. The default answer is yes. I f automatic 
synchronization is enabled, the system automatically copies the file to the slave startup configuration 
each time you use a copy command with nvram:startup-configuration as the destination. 

The following examples illustrate uses o f the copy command. 

Copying an lmage from a Server to Flash Memory Examples 

Saving a Copy of an lmage on a Server Examples 

Copying a Configuration File from a Server to the Running Configuration Example 

Copying a Configuration File from a Server to the Startup Configuration Example 

Copying the Running Configuration to a Server Example 

Copying the Startup Configuration to a Server Example 

Saving the Current Running Configuration Example 

Moving Configuration Files to Other Locations Examples 

Copying an Image from' the tvlaster RSP Card to the Slave RSP Card Example 

Copying an lmage from a Server to Flash Memory Examples 
I 

The following three examples use a copy rcp:, copy tftp:, or copy ftp: command to copy an image file 
from a server to Flash memory: 

Copying an lmage from a Server to Flash Memory Example 

Copying an lmage from a Servcr to a Flash Memory Using Flash Load Helper Examplc 

Copying an lmage from a Scrvcr to a Flash Mcmory Card Partition Example 
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Router# copy rcp://netadmin@l72.16.101.101/filel flash:filel 

Destination file name [filel)? 
Accessing file 'filel' on 172.16 . 101 . 101 . . . 
Loading filel from 172.16.101.101 {via EthernetO): [OK] 

Erase flash device before writing? [confirm) 
Flash contains files. Are you sure you want to erase? [confirm) 

Copy 'filel' from server 
as 'filel' into Flash WITH erase? [yes / no) yes 

Er asing device . .. eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee . .. erased 
Loading filel from 172.16.101.101 (via EthernetO) : ! 

[OK - 984/8388608 bytes] 

Verifying checksum . .. OK (Oxl4B3) 
Flash copy took 0 : 00 : 01 [hh : mm:ss] 

Copying an lmage from a Server to a Flash Memory Using Flash load Helper Example 

The following example copies a system image into a partition ofFiash memory. The system will prompt 
for a partition number only ifthere are two or more read/write partitions or one read-only and one 
read/write partition and dual Flash bank support in boot ROMs. I f the partition entered is not valid, the 
process terminates. You can enter a partition number, a question mark (?) for a directory display of ali 
partitions, o r a question mark anda number (?number) for directory display o f a particular partition. The 
default is the first read/write partition. In this case, the partition is read-only and has dual Flash bank 
support in boot ROM, so the system uses Flash Load Helper. 

Router# copy tftp: flash: 

System flash partition information: 
Partition 

1 

2 

Size 
4096K 
4096K 

Used 
2048K 
2048K 

Free 
2048K 
2048K 

Bank-Size 
2048K 
2048K 

State 
Read Only 
Read/Write 

Copy-Mode 
RXBOOT - FLH 
Direct 

[Type ?<no> for partition directory; ? for full directory; q to abort) 
Which partition? [default = 2) 

**** NOTICE **** 
Flash load helper vl.O 
This process will accept the copy options and then terminate 
the current system image to use the ROM based image for the copy . 
Routing functionality will not be available during that time . 
If you are logged in via telnet, this connection will terminate. 
Use r s with c onsole access can see the results o f the copy operation . 

---- ** **** ** 
Proceed? [confirm) 
System flash directory, partition 1: 
File Length Name/status 

1 3459720 master/igs-bfpx . 100-4 . 3 
[3459784 bytes used, 734520 available , 4194304 t o tal] 
Address or name of remete host [255.255.255.255) ? 172.16.1.1 
Source file name? master/igs-bfpx-100.4.3 
Destination file name [default = source name] ? 

Loading master/igs-bfpx .l00-4 . 3 from 172 . 16.1 . 111 : 
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- - ----- --·- ··-· -··--·-·- --· 
~---N°-t.T312eô5....,...e r<:J i 

CPMI - CORREIOS ~ 
t 

·· 1 o c; I 
- - u 4 

Fls : - f - --, 
I 
\ Doe: 



Erase flash device before writing? [confirm] 
Flash contains files. Are you sure? [confirm] 
Copy 'master/igs - bfpx . 100-4 . 3' from TFTP server 
as 'master/igs-bfpx.100-4.3' into Flash WITH erase? [yes/no] yes 

Copying an lmage from a Server to a Flash Memory Card Partition Example 

Cisco lOS File System Commands 

The following example copies the file c3600-i-mz from the rcp serve r at IP address 172.23.1. 129 to the 
Flash memory card in slot O o f a Cisco 3600 series router, which has only one partition. As the operation 
progresses, the Cisco lOS software asks you to erase the files on the Flash memory PC card to 
accommodate the incoming file . This entire operation takes 18 seconds to perform, as indicated at the 
end o f the example. 

Router# copy rcp: s1ot0: 

PCMCIA SlotO flash 

Partition Size Used Free Bank-Size State Copy Mede 
1 4096K 3068K 1027K 4096K Read/Write Direct 
2 4096K 1671K 2424K 4096K Read/Write Direct 

3 4096K OK 4095K 4096K Read/Write Direct 
4 4096K 3825K 270K 4096K Read/Write Direct 

[Type ?<no> for partition directory; ? for full directory; q to abortl 
Which partition? [default = 1] 

PCMCIA SlotO flash directory, partition 1: 
File Length Name/status 

1 3142288 c3600-j-mz . test 
[3142352 bytes used, 1051952 available, 4194304 total] 
Address ar name of remate host [172 . 23.1 . 129]? 
Source file name? /tftpboot/images/c3600-i-mz 
Destination file name [/tftpboot/images/c3600-i-mz]? 
Accessing file '/tftpboot/images/c3600-i-mz' on 172 .' 23.1.129 . .. 
Connected to 172 . 23 . 1.129 
Loading 1711088 byte file c3600-i-mz : ! [OK] 

Erase flash device before writing? [confirml 
Flash contains files. Are you sure you want to erase? [confirm] 

Copy '/tftpboot/images/c3600-i-mz' from server 
as '/tftpboot/images/c3600-i-mz' into Flash WITH erase? [yes/no] yes 

Erasing device . . . eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee ... erased 
Connected to 172 . 23.1.129 
Loading 1711088 byte file c3600-i-mz: 
111!! I! 1111111! 111! 111111111!!!! li!! 11111!! 11111!!! I!! I!!! li! 11 1 1111! I!!!!!!!!!!!!!!!!!!!! 

! ! ! ! ! ! ! ! ! I!! I!! I 1!!!!!! !! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! I!!!!! 1! I! 1 I! 1! I 1 I I! I!!!!!!!!!!!!!!!!!!! 

I!!!!! I!!!!! I! I! I! li!!!!! I!!!!!!!!!! I! l i !!! 1 11!! I!!!!! I! li! li! I ! 111111 11!!!!! I ! I!!!! li! 

Verifying checksum .. . OK (OxF89A) 
Flash device copy took 00 : 00:18 [hh : mm:ss] 
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Saving a Copy of an lmage on a Server Examples 

The following four examples use copy commands to copy image files to a server for sto 

Copy an Imagc from Flash Mcmory to an rcp Scrver Examplc 

Copy an Imagc from a Partition o f Flash Mcmory to a Server Examplc 

Copying an Imagc from a Flash Mcmory File Systcm to an FTP Scrvcr Example 

Copying an Imagc from Boot Flash Mcmory to a TFTP Scrvcr Examplc 

Copy an lmage from Flash Memory to an rcp Server Exarnple 

The following example copies a system image from Flash Memory to an rcp server using the default 
remate username. Because the rcp server address and filename are not included in the command, the 
router prompts for it. 

Router# copy flash: rcp: 

IP address of remete host [255 . 255 . 255.255)? 172.16.13.110 
Name of file to copy? gsxx 
writing gsxx - copy complete 

Copy an lmage from a Partition of Flash Memory to a Server Example 

The following example copies an image from a particular partition o f Flash memory to an rcp serve r 
using a remote username o f netadmin I . 

The system will prompt i f there are two o r more partitions. I f the partition entered is not valid, the 
process terminates. You have the option to enter a partition number, a question mark (?) for a directory 
display o f ali partitions, o r a question mark and a number (?number) for a directory display o f a 
particular partition. The default is the first partition. 

Router# configure terminal 
Router# ip rcmd remote-username netadminl 
Router# end 
Router# copy flash: rcp: 
System flash partition information: 
Partition Size Used Free Bank-Size State Copy-Mode 

1 4096K 2048K 2048K 2048K Read Only RXBOOT-FLH 
2 4096K 2048K 2048K 2048K Read/Write Direct 

[Type ?<number> for partition directory; ? for full directory; q to abort) 
Which partition? [1) 2 

System flash directory, partition 2 : 
File Length Namef.status 

1 3459720 master/igs-bfpx.100-4 . 3 
[3459784 bytes used, 734520 available, 4194304 total] 
Address or name of remete host [ABC.CISCO.COM]? 
Source file name? maater/iga-bfpx.l00-4.3 
Destination file name [master/igs-bfpx . 100-4.3)? 
Verifying checksum for 'master/igs-bfpx . 100-4.3' (file# 1) ... OK 
Copy 'master/igs-bfpx . 100-4 . 3' from Flash to server 
as 'master/igs-bfpx.100-4.3'? [yes/no] yea 
1111 .. . 

o 

Upload to server done ·----···--·-··-'····- .. ··· ~·-·· ···-····· ·-··- · ... 
R"B-s+.~z{:ie5-·,,-eN-I 

CPM! -CORREIOS t 
·- ·- ' f 

Flash copy took 0 : 00 : 00 [hh:mm : ss) 

Copying an lmage from a Flash Memory File System to an FTP Server Example · ·· 1 Q C: ..., f 

an FTP serve r at IP address 172.23 .1.129. f r I 

Doe: 3 7 fJ 1 f 
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uter# show slotO: partition 1 

flash directory, partition 1: 
Length Name/status 
1711088 c3600-i-mz 

[1711152 bytes used, 2483152 available, 4194304 total] 

Cisco lOS File System Comrnands 

Router# copy slot0:l:c3600-i-mz ftp://myuser:mypass•l72.23.1.129/c3600-i-mz 
Verifying checksum for '/tftpboot/cisco_rules/c3600-i-mz' (file# 1) . .. OK 
Copy '/tftpboot/cisco_rules/c3600-i-mz' from Flash to server 

as 'c3700-i-mz'? [yes/no] yes 
I! 1111!! I! 1111111! li! li! I! I!!! 111!!! I!!!!!!!!!! I!!! I!!!!! I!!!!!!!! I!!!!!!!!!!!!!!!!!!!!!!! 
! ! ! ! ! ! I!! li!! 1111!! 111!! I!!!!! 111! I!!!!!! I!!!!!!!!!!!!!!!!!!! 11111! li! I!!! I!! li!! ! !!! I!!!! 
! ! ! ! ! ! ! ! I! I 11!! 1 l 1! I!!! I!!! 1!!!!!!!!!!! I!!!!!! 1 I!!!!! 1 I!!!!!!!!!!!!!!!!!!!!!!!!!! ! !!!!!! ! ! 

1! I I!! 11 J! I!!!!!!!!!!!!!!! I!!!! l!!!!!!!!!! I I!!! I!!!!!!!!!!!! 1!! 1! I 

Upload to server done 
Flash device copy took 00:00 : 23 [hh:mm:ss] 

Copying an lmage from Boot Flash Memory to a TFTP Server Example 

The following example copies an image from boot Flash memory to a TFTP server: 

Router#copy bootflash:filel tftp://192.168.117.23/filel 

Verifying checksum for 'file1' (file # 1) ... OK 
Copy 'file1' from Flash to server 

as 'file1'? [yes/no]y 
I! 11 ... 

Upload to server done 
Flash copy took 0:00:00 [hh:mm:ssl 

Copying a Configuration File from a Server to the Running Configuration Example 

The following example copies and runs a configuration filename hostl-confg from the netadminl 
directory on the remo te server with an IP address o f 172.16.1 O 1.1 O I: 

Router#copy rcp://netadmin1•172.16.101.101/hostl-confg system:running-config 

Configure using host1-confg from 172 . 16 . 101 . 101? [confirm] 
Connected to 172 . 16.101 . 101 
Loading 1112 byte file host1-confg:! [OK] 
Router# 
\SYS-5-CONFIG : Configured from host1-config by rcp from 172.16.101.101 

Copying a Configuration File from a Server to the Startup Configuration Example 

The following example copies a configuration file host2-confg from a remate FTP server to the startup 
configuration. The IP address is 172.16.1 O 1.1 O 1, the remate usemame is netadmin 1, and the remo te 
passworçl is ftppass. 

Router#copy ftp://netadminl:ftppass•172.16.101.101/host2-confg nvram:startup- c onfig 

Configure using rtr2-confg from 172.16.101.101?[confirm] 
Connected to 172 . 16 . 101 . 101 
Loading 1112 byte file rtr2-confg:l [OK] 
[OK] 
Router# 
\SYS-5-CONFIG_NV:Non-volatile store configured from rtr2-config by 
FTP from 172.16.101.101 

Copying lhe Running Configuration t~ á Server Example 

The following example specifid a remo te usemame o f netadmin I. Then it copies the running 
configuration file named rtr2-confg to the netadmin I directory on the remo te host with an IP address o f 
172.16.1 o 1.1 o I. 
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Router# configure terminal 
Router(config)# ip rcmd remote-username netadmin1 
Router (config) # end 

Router# copy system: running-config rcp: 
Remete host(]? 172.16.101.101 

Name of configuration file to write [Rtr2-confg]? 
Write file rtr2-confg on host 172 . 16.101.101?[confirm] 
Building configuration ... [OK] 
Connected to 172.16.101.101 

Copying lhe Startup Configuration to a Server Example 

The following example copies the startup configuration to a TFTP server: 

Router# copy nvram:startup-config tftp: 

Remete host[]? 172.16.101.101 

Name of configuration file to write [rtr2-confg]? <Cr> 
Write file rtr2-confg on host 172 . 16.101.101?[confirm] <Cr> 
! [OK] 

Saving lhe Current Running Configuration Example 

copy • 

-~~· c/' 
, .. ·. ,.,.....___ 

F c... 1 r -111~ 
(ÜoT 1) 
> _j I 

r ) \ I \., .., .. ;()L.,. ____ .. ~- "-' 
. ... _ .... / •. ___....., 

The following example copies the running configuration to the startup configuration. On a Class A Flash 
file system platform, this command copies the running configuration to the startup configuration 
specified by the CONFIG_FILE variable. 

copy system:running-config nvram:startup-config 

The following example shows the waming that the system provides i f you try to save configuration 
information from bootstrap into the system: 

Router(boot)# copy system:running-config nvram:startup-config 

Warning : Attempting to overwrite an NVRAM configuration written 
by a full system image . This bootstrap software does not support 
the full configuration command set. If you perform this command now, 
some configuration comrnands may be lost. •. 
Overwrite the previous NVRAM configuration?[confirm] 

Enter no to escape writing the configuration information to memory. 

Moving Configuration files to Olher Locations Examples 

On some routers, you can store copies of configuration files on a Flash memory device . Five examples 
follow. 

Copying lhe Startup Configuration to a Flash Memory Device Example 

The following example copies the startup configuration file (specified by the CONFIG_FILE 
environment variable) to a Flash memory card inserted in slot 0: 

copy nvram:startup-config slotO : router-confg 

-=s-No-63i;0~=E:-:-~.j :t '"'--' -- -. U·.J' ' I 
Copying lhe Running Configuration to a Flash Memory Device Example CPMI . CORREiOS 1. 

The following example copies the running configuration from the router to the Fia h me,mpry PC card I 

in slot 0: 1 n c: 6 r 
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5267 bytes copied in 0 . 720 secs 

Copying to the Running Configuration·trom a Flash Memory Device Example 

The following example copies the file named ios-upgrade-1 from the Flash memory card in slot O to the 
running configuration: ' 

Router# copy slot0 : 4:ios-upgrade-1 system:running-config 

Copy 'ios-upgrade-1' from flash device 
as 'running-config' ? [yes/no] yes 

Copying to the Startup Configuration from a Flash Memory Device Example 

The following example copies the router-image file from the Flash memory to the startup configuration: 

copy flash:router-image nvram:startup-config 

Copying a Configuration File from one Flash Device to Another Example 

The following example copies the file running-config from the first partition in internai Flash memory 
to the Flash memory PC card in slot I . The checksum o f the file is verified, and its copying time o f 30 
seconds is displayed. 

Router# copy flash: 

System flash 

Partition Size 
1 4096K 
2 16384K 

s1ot1: 

Used Free 
3070K 1025K 
1671K 14712K 

Bank-Size State 
4096K Read/Write 
8192K Read/Write 

Copy Mode 
Direct 
Direct 

[Type ?<nO> for partition directory; ? for full directory; q to abort] 
Which partition? [default = 1] 

System flash directory, partition 1 : 
File Length Name/status 

1 3142748 dirt/images/mars-test/c3600-j-mz . latest 
2 850 running-config 

[3143728 bytes used, 1050576 available, 4194304 total] 

PCMCIA Slot1 flash directory: 
File Length Name/status 

1 1711088 dirt/images/c3600-i-mz 
2 850 running-config 

[1712068 bytes used, 2482236 available, 4194304 total] 
Source file name? running-config 
Destination file name [running-config]? 
Verifying checksum for 'running-config' (file # 2) ... OK 
Erase flash device before writing? [confirm] 
Flash coritains files. Are you sure you want to erase? [confirm] 

Copy 'running-config' from flash: device 
as 'running-config' into slot1: device WITH erase? [yes /no] yes 

Erasing device ... eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee .. . erased 
I 

[OK - 850/4194304 bytesl 

Flash device copy took 00:00:30 [hh :mm:ss ] 
Verifying checksum . . . OK (Ox16) 
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Related Commands 

c 

Copying an lmage from the Master RSP Card to the Slave RSP Card Example 

The following example copies the router-image file from the Flash memoty card inserte 
master RSP card to slot O o f the slave RSP card in the same router: 

copy slotl:router- image slaveslotO : 

Command 

boot config 

boot system 

cd 

copy xmodem: flash: 

copy ymodem: flash: 

delete 

di r 

era se 

ip rcmd 
remote-username 

Description 

Specifies the device and filename ofthe configuration file from which the 
router configures itself during initialization (startup) . 

Specifies the system image that the router loads at startup. 

Changes the default directory or file system. 

Copies any file from a source to a destination. 

Copies any file from a source to a destination. 

Deletes a file on a Flash memory device. 

Displays a Iist o f files on a file system. 

Erases a file system. 

Configures the remote usemame to be used when requesting a remote 
copy using rcp. 

reload Reloads the operating system. 

show bootvar Displays the contents ofthe BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents ofthe BOOTLDR environment variable, and the 
configuration register setting. 

show (Flash file system) Displays the layout and contents of a Flash memory file system. 

slave auto-sync config Turns on automatic synchronization of configuration files for a 
Cisco 7507 or Cisco 7513 router that is configured for Dual RSP Backup. 

verify bootflash: Either o f the identical verify bootflash: o r verify bootflash commands 
replaces the copy verify bootflash command. Refer to the verify 
command for more information. 

c o 

r 
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delete 

:lelete 

:yntax Description 

[;omt.._ .• d Modes 

Command History 

Usage Guidelines 

dJS----

Related Commands 

Cisco lOS File System Commands 

detete URL (/force I /recursive] 

URL 

/force 

/recursive 

EXEC 

Release 

11.0 

IFS URL o f the file to be deleted. Include the filesystem prefix, 
followed by a colon, and, optionally, the name o f a file or directory. 

(Optional) Deletes the specified file or directory with prompting you 
for verification. 

Note Use this keyword with caution: the system will not ask you to 
confirm the file deletion. 

(Optional) Deletes ali files in the specified directory, as well as the 
directory itself. 

Modification 

This command was introduced. 

Ifyou attempt to delete the configuration file or image specified by the CONFIG_FILE or BOOTLDR 
environment variable, the system prompts you to confirm the deletion. Also, ifyou attempt to delete the 
last valid system image specified in the BOOT environment variable, the system prompts you to confirm 
the deletion. 

When you delete a file in Flash memory, the software simply marks the file as deleted, but it does not 
erase the file . To !ater recover a "deleted" file in Flash memory, use the undelete EXEC command. You 
can delete and undelete a file up to 15 times. 

To permanently delete ali files marked "deleted" on a linear Flash memory device, use the squeeze 
EXEC command. 

The following example detetes the file named "test" from the Flash filesystem : 

Router# delate flash:test 
Delete flash : test? [confirm) 

Command Description 

cd Changes the default directory or file system. 

di r Displays a list o f files on a file system. 
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Command 

show bootvar 

squeeze 

undelete 

c 

c 

Description 

Displays the contents ofthe BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents o f the BOOTLDR environment variable, and the configuration 
register setting. 

Permanently detetes Flash files by squeezing a Class A Flash file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 
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di r 

li r 

lyntax Description 

)efav•~ 
I 

'-----' 

;ommand Modes 

:ommand History 

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

dir [/ali] [filesystem: ][file-url] 

/ali 

filesystem: 

file-url 

(Optional) Lists deleted files, undeleted files, and files with errors . 

(Optional) File system or directory containing the files to list, 
followed by a colon. 

(Optional) The name ofthe files to display on a specified device. The 
files can be o f any type. You can use wildcards in the filename . A 
wildcard character (''') matches ali pattems. Strings after a wildcard 
are ignored. 

The default file system is specified by the cd command. When you omit the /ali keyword, the Cisco lOS 
software displays only undeleted files . 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use the show (Flash file system) command to display more detail about the files in a particular file 
system. 

The following is sample output from the dir command: 

Router# dir slotO: 

Directory of slotO : / 

1 -rw- 4720148 Aug 29 1997 17:49:36 hampton/nitro/c7200-j-mz 
2 -rw-. 4767328 Oct 01 1997 18:42 : 53 c72 o o- j s -mz 
5 -rw- 639 Oct 02 1997 12:09 : 32 rally 
7 -rw- 639 Oct 02 1997 12 : 37 : 13 the time -

20578304 bytes total (3104544 bytes free) 

Router# dir /all slotO: 

Directory of slotO:/ 

1 -rw- 4720148 Aug 29 1997 17:49:36 hampton/nitro/ c7200-j-mz 
2 -rw- 4767328 Oct 01 1997 18 : 42:53 c7200 - js - mz 
3 -rw- 7982828 Oct 01 1997 18:48:14 [rsp-jsv-mz] 
4 -rw- 639 Oct 02 1997 12:09:17 [the time] -
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c 

Related Commands 

c 

dir • 

5 -rw- 639 Oct 02 1997 12:09:32 rally 
6 -rw- 639 Oct 02 1997 12:37:01 [the time] -
7 -rw- 639 Oct 02 199 7 12:37:13 the time -

Tablc 26 describes the significant fields shown in the displays. 

Table 26 dir Field Descriptions 

Field Description 

Index number o f the file. 

-rw- Permissions. The file can be any o r ali o f the following: 

• d-directory 

• r-readable 

• w-writable 

• x-executable 

4720148 Size o f the file. 

Aug 29 1997 17:49:36 Last modification date. 

hampton/nitro/c7200-j-mz Filename. Deleted files are indicated by square brackets around the 
filename. 

Command 

cd 

detete 

undelete 

Description 

Changes the default directory or file system. 

Detetes a file on a Flash memory device. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 
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era se 

e rase 

)yntax Description 

Command Modes 

Command History 

,.---

Usage Guidelines 

Examples 

Cisco lOS File System Commands 

To erase a file system, use the erase EXEC command. The erase nvram: command replaces the write 
erase command and the erase startup-config command. 

e rase filesystem: 

filesystem: 

EXEC 

Release 

11.0 

File system name, followed by a colon. For example, flash: or 
nvram: 

Modification 

This command was introduced. 

When a file system is erased, none o f the files in the file system can be recovered. 

The erase command can be used on both Class B and Class C Flash file systems only. To reclaim space 
on Flash file systems after deleting files using the delete command, you must use the erase command. 
This command erases ali o f the files in the Flash file system. 

Class A Flash file systems cannot be erased. You can delete individual fil es using the delete EXEC 
command and then reclaim the space using the squeeze EXEC command. You can use the format EXEC 
command to format the Flash file system. 

On Class C Flash file systems, space is dynamically reclaimed when you use the delete command. You 
can also use either the format or erase command to reinitialize a Class C Flash file system. 

The erase nvram: command erases NVRAM. On Class A file system platforms, ifthe CONFIG_FILE 
variable specifies a file in Flash memory, the specified file will be marked "deleted." 

The following example erases the NVRAM, including the startup configuration located there: 

erase nvram : 

The following example erases ali o f partition 2 in internai Flash memory: 

Router# erase flash:2 

System flash directory, partition 2: 
File Length Name/status 

1 1711088 dirt / images/c3600-i-mz 
[1711152 bytes used, 15066064 available, 16777216 total] 

Erase flash device, partition 2? [confirm] 
Are you sure? [yes/no] : yes 
Erasing device . . . eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee .. . erased 

The following example erases Flash memory when Flash is partitioned, but no partition is specified in 
the command: 

• Cisco lOS Configuration Fundamentais Command Rejerence, Release 12.2 
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c 
Related Commands 

c 

Router# erase flash: 

System flash partition information: 
Partition Size Used Free Bank-Size State Copy-Mode 

1 4096K 204BK 204BK 204BK Read Only RXBOOT-FLH 
2 4096K 204BK 204BK 204BK Read/Write Direct 

[Type ?<no> for partition directory; ? for full directory; q to abort] 
Which partition? [default = 2] 

The system will prompt only ifthere are two or more read/write partitions. Ifthe partition entered is not 
valid or is the read-only partition, the process terminates. You can enter a partition number, a question 
mark (?) for a directory display of ali partitions, ora question mark anda number (?number) for 
directory display o f a particular partition. The default is the first read/write partition. 

System flash directory, partition 2 : 
File Length Name/status 

1 3459720 master/igs-bfpx.l00-4.3 
[3459784 bytes used, 734520 available, 4194304 total] 

Erase flash device, partition 2? [confirm] <Return> 

Command 

bootconfig 

delete 

more 

nvram:startup-config 

show bootvar 

undelete 

Description 

Specifies the device and filename o f the configuration file from which 
the router configures itself during initialization (startup). 

Deletes a file on a Flash memory device. 

Displays the startup configuration file contained in NVRAM or 
specified by the CONFIG_FILE environment variable. 

Displays the contents o f the BOOT environment variable, the name o f 
the configuration file pointed to by the CONFIG_FILE environment 
variable, the contents o f the BOOTLDR environment variable, and the 
configuration register setting 

Recovers a file marked "deleted" on a Class A or Class B Flash file 
system. 

o 

fõ>.AJ;~nN·0- ti' ~;2t}:.:··-t~-~ -~ 1\'-'10 J \'-.,• - . : •.oi 

CPMI- CORREiO<;. I 
' v 

i 

1.060 ; 
Fls:· I ----, 
Doe: ! 

Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 



Cisco lOS File System Commands 

erase bootflash 

!rase bootflash 

o 

The erase bootflash: and erase bootflash commands have identical functions. See the description ofthe 
erase command in this chapter for more information. 
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file prompt 

Syntax Description 

Defaults 

( ,nmand Modes 

Command History 

Usage Guidelines 

To specify the levei o f prompting, use the file prompt global configuration command. 

file prompt [alert I noisy I quiet] 

alert 

noisy 

quiet 

alert 

Global configuration 

Release 

11.0 

(Optional) Prompts only for destructive file operations. This is the 
default. 

(Optional) Confirrns ali file operation parameters. 

(Optional) Seldom prompts for file operations. 

Modification 

This command was introduced. 

Use this command to change the amount of confirmation needed for different file operations. 

This command affects only prompts for confirrnation o f operations. The router will always prompt for 
missing inforrnation. 

Examples The following example configures confirrnation prompting for ali file operations: 

file prompt noisy 

c o 
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formal 

formal 

Class C Flash File System 

format filesystem 1: 

Class A Flash File System 

format [spare spare-number] filesystem1: [(filesystem2:][monlib-filename]] 

Lt 
Caution Reserve a certa in number o f memory sectors as spares, so that i f some sectors fail, mosto f the Flash 

memory card can still be used. Otherwise, you must reformat the Flash card when some ofthe sectors 
fail. 

Synt escription 

Defaults 

Command Modes 

Command History 

Usage Guidelines 

spare 

spare-number 

filesystem1: 

filesystem2: 

monlib-filename 

(Optional) Reserves spare sectors as specified by the spare-number 
argument when formatting Flash memory. 

{Optional) Number ofthe spare sectors to reserve on formatted Flash 
memory. Valid values are from O to 16. The default value is zero. 

Flash memory to format, followed by a colon. 

(Optional) File system containing the monlib file to use for 
formatting filesystem I followed by a colon. 

(Optional) Name ofthe ROM monitor library file (monlib fil e) to use 
for formatting thefilesystem 1 argument. The default monlib fi leis the 
one bundled with the system software. 

When used with HSA and you do not specify the monlib-filename 
argument, the system takes ROM monitor library file from the slave 
image bundle. I f you specify the monlib-filename argument, the 
system assumes that the files reside on the s1ave devices. 

The default monlib file is the one bundled with the system software. 

The default number o f spare' sectors is zero (0). 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use this command to format Class A or C Flash memory file systems. 
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& 

In some cases, you might need to insert a new PCMCIA Flash memory card and load images or backup 
configuration files onto it. Before you can use a new Flash memory card, .you must format it. 

Sectors in Flash memory cards can fail. Reserve certain Flash memory sectors as "spares" by using the 
optional spare argument on the format command to specify O to 16 sectors as spares. I f you reserve a 
small number o f spare sectors for emergencies, you can still use most o f the Flash memory card. I f you 
specify O spare sectors and some sectors fail , you must reformat the Flash memory card, thereby erasing 
ali existing data. 

The monlib fileis the ROM monitor library. The ROM monitor uses this file to access files in the Flash 
file system. The Cisco lOS system software contains a monlib file . 

In the command syntax,filesysteml: specifies the device to format andfilesystem2: specifies the optional 
device containing the monlib file used to forrnatfilesysteml :. Ifyou omit the optionalfilesystem2: and 
monlib-filename arguments, the system formatsfilesysteml: using the monlib file already bundled with 
the system software. lfyou omit only the optional filesystem2 : argument, the system forrnatsfilesystem 1: 
using the monlib file from the device you specified with the cd command. Ifyou omit only the optional 
monlib-filename argument, the system forrnatsfilesysteml: using thefilesystem2: monlib file . When you _ 
specify both arguments-filesystem2: and monlib-.filename-the system forrnatsfilesysteml: using the 3 

monlib file from the specified device. You can specify filesysteml :'s own monlib file in this argument. 
I f the system cannot find a monlib file, it terminates its formatting . 

Caution You can read from or write to Flash memory cards formatted for Cisco 7000 series Route Processar 
(RP) cards in your Cisco 7200 and 7500 series routers, but you cannot boot the Cisco 7200 and 7500 
series routers from a Flash memory card formatted for the Cisco 7000 series routers. Similarly, you 
can read from or write to Flash memory cards formatted for the Cisco 7200 and 7500 series routers 
in your Cisco 7000 series routers, but you cannot boot the Cisco 7000 series routers from a Flash 
memory card formatted for the Cisco 7200 and 7500 series routers. 

Examples The following example formats a Flash memory card inserted in slot 0: 

Related Commands 

Router# format slotO: 

Running config file on this device, proceed? [confirm]y 
All sectors will be erased, proceed? [confirm]y 
Enter volume id (up to 31 characters) : <Return > 
Formatting sector 1 (erasing) 
Fermat devi ce slotO completed o 
When the console returns to the EXEC prompt, the new Flash memory card is formatted and ready for 
use. 

Command 

cd 

copy 

delete 

show fil e sys tems (Flash file' 
system) 

Description 

Changes the default directory or file system. 

Copies any file from a source to a destination "=REi-S-tr' f.}-3-!Z('}fr;)-~~~-~ 
Detetes a file on a Flash memory device. CPMI - CORREIOS ! 
Lists available file systems. 
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Command 

squeeze 

undelete 

... 

Cisco lOS file System Commands 

Description 

Permanently deletes Flash files by squeezing a Class A Flash 
file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash 
file system. 
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fsck 

Syntax Description 

Command Modes 

C ,nmand History 

Usage Guidelines 

Examples 

c 

To check a Class C Flash file system for damage and repair any problems, use the fsck EXEC command. 

fsck [/nocrc] jilesystem: 

/nocrc (Optional) Omits cyclic redundancy checks (CRCs). 

filesystem: The file system to check. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

The following example checks the Flash file system: 

Router# fsck flash: 

Fsck operation may take a while . Continue ? [co nfirm] 
flashfs[4] : O files, 2 directories 
flashfs[4] : O orphaned files, O orphaned directories 
flashfs[4] : Total bytes : 8128000 
flashfs[4] : Bytes used: 1024 
flashfs [4]: Bytes avail.able: 81 2 6976 
flashfs[4]: flashfs fsck took 23 seconds . 
Fsck o f flash: complete 

o 
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mkdir 

nkdir 

yntax Description 

ommand Modes 

:ommand History 

Jsage Guidelines 

:xamples 

ReiQ ommands 
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To create a new directory in a Class C Flash file system, use the mkdir EXEC command. 

mkdir directory 

directory The name o f the directory to c reate. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is only valid on Class C Flash file systems. 

I f you do not specify the directory name in the command tine, the router prompts yciu for it. 

The following example creates a directory named newdir: 

Router# mkdir newdir 

Mkdir file name [newdir]? 
Created dir flash : newdir 
Router# -dir 
Directory of flash: 

2 drwx O ~ar 13 1993 13 : 16:21 newdir 

8128000 bytes total (8126976 bytes free) 

Command Description 

di r Displays a list o f files on a file system. 

rmdir Removes an existing directory in a Class C Flash file system. 
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more 

Syntax Description 

c mmand Modes 

Command History 

Usage Guidelines 

c 
, Examples 

more • 

To display a file, use the more EXEC command. 

more [/ascii I /binary I /ebcdic]jile-url 

/a sei i (Optional) Displays a binary file in ASCII fonnat. 

/binary (Optional) Displays a file in hex/text format. 

/ebcdic (Optional) Displays a binary file in EBCDIC format. 

jile-url The URL o f the file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

The more system:running-config command displays the same output as the show running-config 
command. The more nvram:startup-config command replaces the show startup-config command and 
the show configuration command. 

You can use this command to display configuration files, as follows : 

The more nvram:startup-config command displays the startup configuration file contained in 
NVRAM or specified by the CONFIG_FILE environment variable . The Cisco lOS software informs 
you whether the displayed configuration is a complete configuration or a distilled version. A 
distilled configuration is one that does not contain access lists. 

The more system:running-config command displays the running configuration. 

These commands show the version number ofthe software used when you last changed the configuration 
file. 

You can display files on remote systems using the more command. 

The following partia! sample output displays the configuration file named startup-config in NVRAM: 

Router# more nvram:startup-config 

No configuration change since last restart 
NVRAM config last updated at 02 :03:26 PDT Thu Oct 2 1997 

v ersion 12 . 1 
service timestamps debug uptime 
service timestamps log uptime 
service password-encryption 
service udp - small - servers 
serv ice tcp -small-servers 

Fls : 
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~~) 
\C~- L ( J end . 

·~ The following is partia! sample output from the more nvram:startup-config command when the 
configuration file has been compressed: 

lelated Commands 

o 

Router# more nvra.m: startup-config 

Using 21542 out of 65536 bytes, uncompressed size 
I 
version 12 . 1 
service compress-config 

hostname rose 

142085 bytes 

The following partia! sample output displays the running configuration: 

Router2# more system:running-config 

Building configuration ... 

Current configuration: 

version 12.1 
no service udp - small-servers 
no service tcp - small-servers 

hostname Router2 

end 

Command 

boot config 

servi c e 
compress-config 
show bootvar 

Description 

Specifies the device and filename o f the configuration file from which the 
router configures itself during initialization (startup) . 

Compresses startup configuration files. 

Displays the contents ofthe BOOT environment variable, the name ofthe 
configuration file pointed to by the CONFIG_FILE environment variable, 
the contents ofthe BOOTLDR environment variable, and the configuration 
register setting. 
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pwd 

Syntax Description 

Command Modes 

Command History c 
Usage Guidelines 

Examples 

c 
Related Commands 

pwd • 

To show the current setting o f the cd command, use the pwd EXEC command. 

pwd 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.0 This command was introduced. 

Use the pwd command to show which directory or file system is specified as the default by the cd 
command. For ali EXEC commands that have an optionalfilesystem argument, the system uses the file 
system specified by the cd command when you omit the optionalfilesystem argument. 

For example, the di r command contains an optionalfilesystem argument and displays a list o f files on a 
particular file system. When you omit thisfilesystem argument, the system shows a list ofthe files on the 
file system specified by the cd command. 

The following example shows that the present working file system specified by the cd command is slot 0: 

Router> pwd 
slotO:/ 

The following example uses the cd command to change the present file system to slot 1 and then uses 
the pwd command to display that present working file system: 

Router> cd slotl: 
Router> pwd 
slotl:/ 

Command 

cd 

di r 

Description 

Changes the default directory or file system. 

Displays a list of files on a file system. 

o 
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rename 

ename 

ntax Description 

1mmand Modes 

>mf1'•.,d History 

sage Guidelines 

Kamples 

o 

Cisco lOS File System Commands 

To rename a file in a Class C Flash file system, use the rename EXEC command. 

rename ur/1 ur/2 

ur/1 The original path and filename . 

ur/2 The new path and filename. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is valid only on Class C Flash file systems. 

In the following example, the file named Karen . l is renamed test: 

Router# dir 

Directory of diskO:/Karen.dir / 

o -rw- o Jan 21 1998 09:51 : 29 Karen.1 

o -rw- o Jan 21 1998 09:51:29 Karen. 2 
o -rw- o Jan 21 1998 09:51:29 Karen.3 
o -rw- o Jan 21 1998 09:51:31 Karen.4 

243 -rw- 165 Jan 21 1998 09:53:17 Karen . cur 

340492288 bytes total (328400896 bytes free) 

Router# rename diskO:Xaran.dir/Xaren.1 diskO:Xaren.dir/test 
Router# dir 

Directory o f diskO: /Karen'. di r I 

o -rw- o Jan 21 1998 09:51 : 29 Karen . 2 
o -rw- o Jan 21 1998 09:51 : 29 Karen.3 
o -rw- o Jan 21 1998 09 : 51:31 Karen.4 

243 - rw- 165 Jan 21 1998 09 : 53 : 17 Karen . cur 
o -rw- o Apr 24 1998 09 : 49:19 test 

340492288 bytes total (328384512 bytes free) 

Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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rmdir 

Syntax Description 

Command Modes 

L mmand History 

Usage Guidelines 

Examples 

c 

Related Commands 

rmdir 

To remove an existing directory in a Class C Flash file system, use the rmdir EXEC command. 

rmdir directory 

directory Directory to delete. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

This command is valid only on Class C Flash file systems. 

The following example deletes the directory named newdir: 

Router# dir 

Directory of flash: 

2 drwx o Mar 13 1993 13:16 :21 newdir 

8128000 bytes total (8126976 bytes free) 
Router# rmdir newdir 
Rmdir file name [newdir] ? 

Delete flash:newdir? [confirm] 
Removed dir flash : newdir 
Router# dir 
Directory of flash: 

No files in directory 

8128000 bytes total (8126976. bytes free) 

Command Description 

di r Displays a list o f files on a file system. 

o 

mkdir Creates a new directory in a Class C Flash file system. 

Fls : 10 66 
- -----
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show configw-ation 

•how configuration 

o 

The show configuration command is replaced by the show startup-config and more 
nvram:startup-config commands. See the description ofthe show startup-config and more commands 
for more information. 

• Cisco lOS Coofiguration Fundamentais Command Reference, Release 12.2 
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Cisco lOS File System Commands 
show file descriptors • 

show file descriptors 

Syntax Description 

Command Modes 

Command History 

c 
Usage Guidelines 

Examples 

c 

To display a list of open file descriptors, use the show file descriptors EXEC command. 

show file descriptors 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

f ! /\ ·' "'10J \ 
1 y .... Y;)\ · 
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o '"' 
File descriptors are the internai representations of open files. You can use this commal'íd to learn i f 
another user has a file open. 

The following is sample output from the show file descriptors command: 

Router# show file descriptors 

File Descriptors: 

FD Position 
o 187392 
1 184320 

Open 
0001 
030A 

PID 
2 

2 

Path 
tftp://dirt/hampton/c4000-i-m.a 
flash:c4000-i-m.a 

Tablc 27 describes the significant fields shown in the display. 

Tãble27 show líle descriptors Field Descriptions 

Field Description 

FD File descriptor. The file descriptor is a small integer used to specify 
the file once it has been opened. 

Position Byte offset from the start o f the file. 

Open Flags supplied when opening the file. 

PID Process ID o f the process that opened the file. 

Path Location o f the file. 

f 
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Cisco lOS File System Commands 
show file infonnation 

how file information 

rntax Description 

>mmand Modes 

llmmand History 

xamples 

o 

To display infonnation about a file, use the show file information EXEC command. 

show file informationfile-url 

fi/e-url The URL o f the file to display. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

The following is sample output from the show file information command: 

Router# show file information tftp://dirt/hampton/c2500-j-l.a 

tftp : //dirt/hampton/ c2500-j-l . a: 
type is image (a.out) [relocatable, run from flash] 
file size is 8624596 bytes, run size is 9044940 bytes [8512316+112248+420344] 
Foreign image 

Router# show file information slot0:c7200-js-mz 

slot0 : c7200-js-mz: 
type is image (elf) [] 
file size is 4770316 bytes, run size is 4935324 bytes 
Runnable image, entry point Ox80008000, run from ram 

Router1# show file information nvram:startup-config 

nvram:startup-config: 
type is ascii text 

Tabl e 28 describes the possi~le file types. 

Tãble 28 Possible File 7Ypes 

Types Description 

image (a.out) Runnable image in a.out format. 

image (elf) Runnable image in elf fonnat. 

ascii text Configuration file or other text file . 

coff Runnable image in coff fonnat. 

ebcdic . Text generated on an IBM mainframe. 

lzw compression Lzw compressed file. 

ta r Text archive file used by the Channel Interface Processor (CIP). 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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show file systems • 

show file systems 

Syntax Description 

Command Modes 

Command History c 
Usage Guidelines 

Examples 

c 

To list available file systems, use the show file systems command in EXEC mode. 

show file systems 

This command has no arguments or keywords. 

EXEC 

Release Modification 

11.3 AA This command was introduced. 

Use this command to leam the alias names (Prefixes) o f the file systems your router supports. 

The following is sample output from the show file systems command: 

Router# show file systems 

File Systems : 

Size(b) 

4194304 
131066 

Free(b) 

4190616 
129185 

Type 
opaque 
opa que 
opa que 
opaque 

network 
network 
network 

flash 
nvram 

opa que 

Flags Prefixes 
rw null: 
rw system: 
r o xmodem : 
r o ymodem: 
rw tftp: 
rw rcp : 
rw ftp : 
rw flash: 
rw nvram: 
wo lex : 

Tablc 29 describes the' significant fields shown in the display. 

~ Table29 show file systems Field Oescriptions 

Type Description 

Size(b) Amount of memory in the file system (in bytes). 

Free(b) Amount o f free memory in the file system (in bytes)-. -- ...... -·~·-··~ -·· 

Type Type o f file system. ·Kt:i::r-Nu...E:i-3-lz.t-m::r--c · · 
r o-. ,,,.., ,,~ RF!b ç-

Flags Permissions for file system. ~'""'" : . u 
=•..:- -

' 
Prefixes Alias for file system. J .. l0 ô8 
disk The file system is for a rotating medium. 

.. -
F~ 

flash The file system is for a Flash memory devrce. 
l ooJ. i a 1 -.... __,.._.,...."""~·~_, -· 
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show file systems 

Tãble 29 show file systems Field Descliptions (continued) 
I -

) 

Type Description 

network The file system is a network file system (TFTP, rcp, FTP, and so 
on). 

nvram The file system is for an NVRAM device. 

opaque The file system is a locally generated "pseudo" file system (for 
example, the "system") or a download interface, such as brimux. 

rom The file system is for a ROM or EPROM device. 

tty The file system is for a collection o f terminal devices. 

unknown The file system is o f unknown type. 

Tabl e 30 describes file system flags. 

Tãble 30 Possible File System Flags 

Flag Description 

r o The file system is Read Only. 

rw The file system is Write Only. 

wo The file system is Read/Write. 

o 
I 

~ 
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squeeze 
To permanently erase files tagged as "deleted" or "error" on Class A Flash file systems, use the squeeze 
command in EXEC mode. 

squeeze [/nolog] [lquiet]fi/esystem: 

Syntax Description /nolog (Optional) Disables the squeeze log (recovery data) and accelerates 
the squeeze process. 

( mmand Modes 

Command History 

Usage Guidelines 

c 
.6. 

/quiet 

fi/esystem: 

EXEC 

Release 

11.1 

12.2(1) 

12.2(4)XL 

12.1(9), 12.0(17)S 
12.0(17)ST, 12.2(2), 
12.2(2)T, 12.2(2)B, 
12.1(9)E 

(Optional) Disables status messages during the squeeze process. 

The Flash file system, followed by a colon. Typically flash: or slotO:. 

Modification 

This command was introduced. 

This command was implemented in images for the Cisco 2600 and Cisco 
3600 series. 

This command was implemented in images for the Cisco 1700 series. 

The /nolog and /quiet keywords were added. 

When Flash memory is full, you might need to rearrange the files so that the space used by the files 
marked "deleted" can be reclaimed. (This "squeeze" process is required for linear Flash memory cards 
to make sectors contiguous; the free memory must be in a "block" to be usable.) 

When you enter the squeeze command, the router copies ali valid files to the beginning ofFlash memory Q 
and erases ali files marked "deleted." After the squeeze process is completed, you can write to the 
reclaimed Flash memory space . 

Caution After performing the squeeze process you cannot recover deleted files using the undelete EXEC 
mode command. 

In addition to removing deleted files, the squeeze command removes any files that the system has 
marked as "errar". An error fileis created when a file write fails (for example, the device is f~Jll~ 1() __ ... ___ ___ ___ _ 
remove errar files, you must use the squeeze command. )·S---N" tt)f2üEr(;-=--t:t:t··!, 

Rewriting Flash memory space during the squeeze operation may take severa) min tes_cPMI - COF~f"~ E ! OS f 

Using the /nolog keyword ~isables t~e log for the squeeze pr_ocess. In most ~ases th s _will specp JIP i lln 
squeeze process. However, tf power 1s lost o r the Flash card ts removed dunng the queeze prJcd~,~I l1 
the data on the Flash card will be lost, and the device w~ill have to be reformatted. Fls: 
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:xamples 

o 

~ .. 
Note 

Step 1 

Step 2 

Cisco lOS File System Commands 

Using the /nolog keyword makes the squeeze process uninterruptible. 

Using the /quiet keyword disables the output o f status messages to the console during the squeeze 
process. 

I f the optional keywords are not used, the progress o f squeeze process will be displayed to the console, 
a log for the process will be maintained, and the squeeze process is interruptible. 

On Cisco 2600 or Cisco 3600 series routers, the entire file system needs to be erased once before the 
squeeze command can be used. After being erased once, the squeeze command should opera te properly 
on the Flash file system for the rest o f the Flash file system 's history. 

To erase an entire flash file system on a Cisco 2600 or 3600 series router, perform the following steps: 

Ifthe Flash file system has multiple partitions, enter the no partition command to remove the partitions. 
The reason for removing partitions is to ensure that the entire Flash file system is erased. The squeeze 
command can be used in a Flash file system with partitions after the Flash file system is erased once. 

Enter the erase command to erase the Flash file system. 

In the following example, the file named "configl" is deleted, and then the squeeze command is used to 
reclaim the space used by that file . The /nolog option is used to speed up the squeeze process. 

Router# delete configl 
Delete filename [config1]? 
Delete slotO:conf? [confirm] 
Router# dir slotO: 
! Note that the deleted file name appears in square brackets 
Directory of slotO : / 

1 -rw-
2 -rw-

4300244 
2199 

Apr 02 2001 03 : 18 : 07 c7200-boot-mz . 122-0 . 14 
Apr 02 2001 04 : 45 : 15 [config1] 

3 -rw- 4300244 Apr 02 2001 04:45:23 image 
20578304 bytes total (11975232 bytes free) 
120,578,304 - 4,300,244 - 4,300,244 - 2,199 - 385 = 11975232 

Router# squeeze /nolog slotO: 
\Warning: Using /nolog option would render squeeze operation uninterruptible. 
All deleted files will be' removed. Continue? [confirm] 
Squeeze operation may take a while. Continue? [conf i rm] 

Squeeze of slotO completed in 291.832 secs . 
Router# d.ir a lotO: 
Directory of slotO :/ 

1 -rw-
2 -rw-

4300244 Apr . 02 2001 03:18 : 07 c7200-boot - mz.122-0.14 
4300244 Apr 02 2001 04 : 45 : 23 image 

20578304 bytes total (11977560 bytes free) 
!20,578 , 304 - 4,300,244 - 4,300 , 244 - 256 = 11977560 
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Related Commands Command 

delete 

di r 

undclete 

c 

c 

squeeze • 

Description 

Detetes a file on a Flash memory device. 

Displays a list of files on a file system. 

Recovers a file marked "deleted" on a Class A or Class B Flash file system. 

I 
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undelete 

1ndelete 

yntax Description 

refaults 

Onünand Modes 

:ommand History 

lsage Guidelines 

o 

:xamples 

Cisco lOS File System Commands 

To recover a file marked "deleted" on a Class A or Class B Flash file system, use the undelete EXEC 
command. 

undelete index [filesystem:] 

index 

filesystem: 

A number that indexes the file in the dir command output. 

(Optional) A file system containing the fil e to undelete, followed by 
a colon. 

The default file system is the one specified by the cd command. 

EXEC 

Release Modification 

11.0 This command was introduced. 

For Class A and B Flash file systems, when you delete a file, the Cisco lOS software simply marks the 
file as deleted, but it does not erase the file. This command allows you to recover a "deleted" file on a 
specified Flash memory device. You must undelete a file by its index because you could have multiple 
deleted files with the same name. For example, the "deleted" list could contain multiple configuration 
files with the name router-config. You undelete by index to indicate which ofthe many router-config files 
from the list to undelete. Use the dir command to leam the index number ofthe file you want to undelete. 

You cannot undelete a file if a valid (undeleted) file with the same name exists. Instead, you fi rst delete 
the existing file and then undelete the file you want. For example, ifyou had an undeleted version ofthe 
router-config file and you wanted to use a previous, deleted version instead, you could not simply 
undelete the previous version by index. You would first delete the existing router-config file and then 
undelete the previous router-config file by index. You can delete and undelete a file up to 15 times. 

On Class A Flash file systems, i f you try to recover the configuration file pointed to by the 
CONFIG_FILE environment variable, the system prompts you to confirrn recovery ofthe file . This 
prompt reminds you that the CONFIG_FILE environment variable points to an undeleted file . To 
permanently delete ali files marked "deleted" on a Flash memory device, use the squeeze EXEC 
command. 

On Class B Flash file systems, you must use the erase EXEC command to recover any space taken up 
by deleted files . 

The following example recovers the· deleted file whose index number is I to the Flash memory card 
inserted in slot 0: 

undelete 1 slotO: 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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undelete a 

Related Commands Command Description 

delete Deletes a file on a Flash memory device. 

di r Displays a list o f files on a file system. 

squeeze Pennanently deletes Flash files by squeezing a Class A Flash file system. 

c 

c 



verify 

·erify 

rntax Description 

efaults 

ommand Modes 

ommand History 

sage Guidelines 

G 

~ .. 

Cisco lOS File System Commands 

To verify the checksum o f a file on a Flash memory file system, use the verify EXEC command. 

verify filesystem: [file-url] 

filesystem: 

file-url 

Flash memory file system containing the files to list, followed 
by a colon. Standard file system keywords for this command 
include flash:, bootflash:, and slotO: . 

(Optional) URL ofthe file to verify. Generally this consists only 
o f the filename(s), but you may also specity directories (file 
paths ), separated by forward-slashes (/). The files can be o f any 
type. You can use wildcards in the filename. A wildcard 
character (*) matches ali pattems. Strings after a wildcard are 
ignored. 

The current working device is the default device. 

EXEC 

Release Modification 

11.0 This command was introduced. 

This command replaces the copy verify and copy verify flash commands. 

Use the verify command to verify the checksum o f a file before using it. 

Each software image that is distributed on disk uses a single checksum for the entire image. This 
checksum is displayed only when the image is copied into Flash memory; it is not displayed when the 
image file is copied from one disk to another. 

To display the contents ofFl~sh memory, use the show flash command. The Flash contents listing does 
not include the checksum of individual files. To recompute and verity the image checksum after the 
image has been copied into Flash memory, use the verify command. 

Note The verify command only performs a check on the integrity ofthe file after it has been saved in the file 
system. lt is possible for a corrupt image to be transferred to the router and saved in the file system 
without detection. 
To verify that a Cisco lOS software image was not corrupted while it was transfered to the router, copy 
the image from where it is stored on your router to a Unix server. Also copy the same image from CCO 
(Cisco.com) to the same Unix server. (The name may need to be modified ifyou try to save the image 
in the same directory as the image that you copied from the router.) Then run a Unix diff command on 
the two Cisco lOS software images. lfthere is no difference then the image stored on the router has not 
been corrupted. 

Cisco lOS Configuralion Fundamentais Command Reference, Release 12.2 
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Examples 

c 

Related Commands 

c 

verify • 

The following example verifies that the file named c7200-js-mz is on the Flash memory card inserted in 
slot 0: 

Router# dir slotO: 
Directory of slotO:/ 

1 -rw- 4720148 Aug 29 1997 17:49:36 
2 -rw- 4767328 Oct 01 1997 18:42:53 
5 -rw- 639 Oct 02 1997 12:09:32 
7 -rw- 639 Oct 02 1997 12:37:13 

20578304 bytes total (3104544 bytes free) 
tw3-7200-1# verify s1ot0: 
Verify filename []? c7200-js-mz 
Verified slotO: 

The following example also verifies that the file named c7200-js-mz is on the Flash memory card 
inserted in slot 0: 

Router# verify s1ot0:? 
slotO:c7200-js-mz slotO:rally slot0:hampton/nitro/c7200-j-mz slotO:the time 

Router# verify slot0:c7200-js-mz 
Verified slotO:c7200-js-mz 

Command 

cd 

copy 

di r 

pwd 

show file systems 

Description 

Changes the default directory or file system. 

Copies any file from a source to a destination, use the copy 
EXEC command. 

Displays a list of files on a file system. 

Displays the current setting ofthe cd command. 

Lists available file systems. 
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Cisco lOS File System Commands 
writeerase 

rvrite erase 

c 

The wrlte erase command is replaced by the erase nvram: command. See the description ofthe erase 
command in this chapter for more information. 

• Cisco lOS Configuration Fundamentais Command Reference, Release 12.2 
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write terminal • 

write terminal 

( 

c 

The more system:running-config command replaces the write terminal command. See the description 
o f the more command in this chapter for more information. 

Fls: -------

Doe: 
1 

------
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QuickSpecs HP ProLiont DL380 Generoti 

Overview 

1. 24X Max CD-ROM (with easy front ejedion removo I) 4. 1.44 MB (3.5") Floppy Disk Drive 

2. Front LEDs (show serve r status) 

3. Unit ldentificotion buHon ond LED 

( ' · eosy in rock server identification) 

S. Six 1" Wide Ultra3/Uitra320 SCSI hot plug hard drives and one AIT ar 
20/40-GB DAT hot plug tape drive 

6. 2U form fadar 

WPtat's New 

• The Proliant DL380 G3 is now available with the lates! technologies delivering best-in-class performance 
• Intel® Xeon 3.06GHz processors available in two versions to satisfy a variety of opplications: 
• 3.06 GHz with 512K L2 Coche 

• 3.06 GHz with 512K L2 Coche and 1 MB L3 Coche 
• 533MHz Front Side Bus 

• 1GB (expandable to 12GB on ali systems greater thon 2 .8GHz) of 2-woy interleoved PC21 00 DOR SDRAM, with Advanced ECC ond Online Spare 
copobilities 

Overview 

• Windows® 2000 Model 
• lntegroted Lights-Out (iLO) Monogement stondord on system boord 
• Five Peer PCI Architedure up to 3.06 GHz processors ond o 533MHz Front Side Bus 
• ServerWorks GC -LE Chipset 

• lntegrated Smort Arroy Si Plus Controller with optionol BoHery-Backed Write Coche (BBWC) Enobler option kit 
• Three ovoiloble 64-bit PCI-X slots, including two hot pluggable 1 OOMHz slots ond one 133MHz slot 
• Two NC778l PCI-X Gigobit NICs (embedded) 

• Support for up to six 1" Wide Ultra3/Uitra320 SCSI hot plug hard drives ar for five hot plug hord drives ond one AIT hot plug tope drive 
• User configurable single/dual chonnel drive backplane 

(

- Internai hot plug capacity 880.8 GB stondard (6 x 1·46.8 GB l" HD) 
00-WoH Hot Plug Power Supply (with optional redundancy) 

,Hot Pluggable Fans (with aptional redundancy) 

• Sliding rails and cable manaQement arm for easy serviceability and in-rack tool-less access to major components 

• Automotic Server Recovery (ASR), ROM Based Setup Utility (RBSU). lnsight Manager 7, Status LEDs including system health and UID and Smar!Stort 

• Proteded by HP Services, including a three-year, Next Business Day, on-site limited Global warranty ond extended Pre-Failure Warranty, which covers 

processors, memory, and hard drives- Certain restrictions and exclusions apply. Consult the HP Customer Support Center at 1-800-345-1518 for 

deta ils. 

r 
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Processar 
One of lhe following 

depending on Model: 

Coche Memory 

Upgradobility 
(per server) 

Chipset 

Memory 
One of lhe following 

depending on Model: 

Network Controller 

Exponsion Slots 

.. ?to óge Contro ller 

Storoge 

i " y • " t 

HP ProLiant DL380 Generation 3 (G3) 

Intel Xeon Processar 3.06 GHz/533 MHz-1 GB 

Intel Xeon Processar 3.06 GHz/533MHz -S12KB 

Intel Xeon Processar 2.8 GHz/400MHz -S12KB 

Intel Xeon Processar 2.4 GHz/400MHz -S12KB 

S12-KB Levei 2 coche 

1 -MB Levei 3 coche 

Upgradable to dual processing 

ServerWorks GC -LE Chipset 

NOTE : For more inlormation regording ServerWorks, please see the lollowing URL: 
h li p :/ / www .serverworks. com/ prod ucls/ overview. ht ml 
NOTE: This Web site is available in English only. 

Standard 1GB of 2-way interleaved PC21 00 DOR SDRAM running ai 266MHz on 3.06GHz models 

with Advanced ECC and Online Spare capabilities 

Maximum 12GB 

Standard S12 MB oi 2-way interleaved capable PC21 00 DDR SDRAM running at 200MHz an 

2.8GHz madels and lower, with Advanced ECC capabilit ies and Online Spare 

capabilit ies 

Maximum 6GB 

Two NC7781 PCI-X Gigabit NICs (embedded) 

1/0 (3 Total , 3 available) 

64-bit/1 00 MHz Hot Plug PCI 2 

64-bit/ 133 MHz Non Hot Plug 
PCI 

Smart Array Si Plus Controller (integrated on system board) 

PCI Voltage: 

3.3 Volt or universal cards 

NOTE: For complete list oi devices supported the Smart array Si Controller see the lollowing : 
htlp://wwwS.compaq.com/ producls/ qu ickspecs/ 11 063 na/ 11 063 na.HTML 

Diskette Drives 

CD-ROM 

Hard Drives 

1.44MB 

24x IDE CD-ROM (Universal Media Bay) 

None 
NOTE: The system can be operated in sing le channel (using ei ther lhe embedded Smart 
Array Si Plus controller ora PCI -based conlroller) or dual channel (with the lirst 2 drives an 
1 channel, driven by the Smart Arroy Si Plus conlroller and 4 drives driven by eilher lhe 

Smart Array Si Plus oro PCI-bosed conlrolle r). 

Maximum Internai 
Storage 

DA- 11473 

880.8 GB (6 x 146.8 GB Ultra 320 1 ") 

North Americo - Version 23- July 14 , 2003 Poge 2 

) 



QuickSpecs 
Standard Features 

Interfaces Serial 

Pointing Device (Mouse) 

Grophics 

Keyboard 

Externai SCSI (VHDCI) 

Network RJ-45 

USB 

3 (1 for iLO) 

2 

HP ProLiont DL380 Generotion 3 (G3) 

NOTE: Please see the following URL for odditionol informotion regording USB support: 

http :/ / w1-.:w .compaq . com/ product s/ ser·vers/ plotforms.' usb- su ppor1 . f,t m I 
NOTE: This Web site is ovoiloble in English only. 

Graphics lntegroted ATI Roge XL Video Controller with 8-MB SDRAM Video Memory 

Form Factor Rock (2U), (3.5-inch) 

c 

DA- 11473 North Americo - Version 2~y 14, 2003 
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tures 

o 

i n v e n 1 

lnsight 

Monoger 7 

SmartStart 

Management Agents 

ActiveUpdote 

ROMPaq, support software, 

and conligurotion utilities 

Survey Utility and diagnostics 

utilities 

Optional Proliont Essentiols 

Volue Packs 

HP ProLiant OL380 Generation 3 (G3) 

lnsight Monoger 7 helps maximize syslem uptime ond performance ond reduces the cosi of 

mointoining lhe IT infrostructure by providing prooctive notilicotion of problems before 

those problems result in costly downlime ond reduced productivity. lnsight Monoger 7 is 

eosy lo sei up ond provides ropid occess to detoiled foult ond performance informotion 

gothered by lhe Monogemenl Agents. One-click-occess to lhe lntegroted Lights-Out or 

Remete lnsight Lights Out Edition boord ollows systems odministrotors lo toke full 

grophicol contrai of Prolionl servers in remete locotions or lights-out data centers. Finally, 

lnsight Manager 7 in concert with lhe Version Contrai Agents and Version Contrai 

Repository Manager enables systems administrators to versian manage and update system 

software across groups of Proliant servers. 

SmartStart is a toei that simplifies server setup, providing a ropid way lo deploy reliable 

and consislent server configurotions. For more information, please visit lhe SmartStart Web 

site ai: 

hHp:/ / www. hp.cam/ servers/ smarlstarl 

SmartStart version supported (minimum): SmartStart 6.0. 

The Managemenl Agents form lhe foundation for HP's lntelligent Manageability strategy. 

They provide direcl, browser-based access to in-depth instrumentation built into HP servers, 

workstations, desktops, and portobles, and send alerts to lnsight Manager 7 and other 

enlerprise management applicotions in cose of subsyslem or environmental failures . For 

additionol information about the Management Agents and other management products 

Irem, HP please visit lhe management website at: 

http :/ /www.hp.cam/servers/monage 

ActiveUpdote is a web-based application that keeps IT managers directly connected to HP 

for prooclive notificotion and delivery of the lates! software updates. 

The lates! software, drivers, and firmware fully optimized and tested for your Proliant serve r 

and options. 

The most advanced configuration analysis, reporting and troubleshooting utilities used by 

HP and at your fingertips . 

Optionol software offerings thot selectively extend lhe functionolity of an Adaptive 

lnfrostruclure to address specific business problems and needs: 

• Rapid Deployment Pock- an outomoted solution for multi-server deployment and 

provisioning, enobling componies to quickly ond easily adapt to changing 

business demonds. 

• Worklood Monogement Pock - provides eosier monogemenl of complex 

environments, improving overoll server utilizotion ond enabling Windows 2000 
customers for the first time to confidently deploy multiple opplicotions on o single 

multiprocessar Proliont Server. 

• lntegroted lights-Out Advonced Pock- upgrodes the lntegroted Lights-Out 

processar to full virtual presence ond contrai with grophicol console and virtual 

media. 

• Recovery Server Option Pock- entry-level high ovoilability software thot will 

provide reliable protection and increosed uptime againsl server hardware ond 

operating system foilures. 

• Performance Manogement Pock - o performance monagement solution that 

identilies and exploins hardware performance boHienecks on Proliont servers and 

oHoched options enobling users to better utilize lhe ir va luoble resources. 

NOTE: Flexib le and vo lume quontily license kits are ovailoble for Proliant Essentials Value Packs. Reler to 

htlp://www.hp .com/ servers/ prolionlessenl iols or lhe various Prolionl Essenliols Va lue Pack producl QuickSpecs for more 

information. 

NOTE: For more information regarding Prolionl Essenlials Software, please see lhe following URL: 

http :/ / www . hp.com/servers/ prolionlessenlio ls 

NOTE: These Web siles are avai loble in English on ly. 

DA- 11473 North America - Version 23 - July 14, 2003 Page 4 



QuickSpecs HP ProLiant DL380 Generation 3 (G3) 

Standard Features 

lndustry Stondord 

Complionce 

Monogeobility 

Securily 

Server Power Cords 

Power Supply c 
System Fons 

Required Cobling 

HP Foctory Express 

Capobilities 

i n v e n t 

ACPI 1 .Ob Compliant 

PCI 2.2 Compliant 

WOL Support 

Microsoft® Lago certifications 

USB 1.1 

lnsight Monager 7 

Redundant ROM 

Remate Flash ROM 

lntegrated Lights Out Support 

Management Agent 

Automatic Server Recovery (ASR) 

Remate lnsight Lights-Out Edition 11 (optionol) 

lntegrated Management Log 

Drive Parometer Trocking (with Smart Array Controllers) 

Dynomic Sector Repairing (with Smart Array Controllers) 

Hot Spare Boot 

(NOTE: Upon the event of a foiled processar ar VRM in a multi-processing environment, the system will automotically 

reboot and use the remaining gaod processor(s) .) 

Pre-Failure Warranty (covers processors, hard drives and memory) 

Power-on password 

Keyboard password 

Diskette drive contrai 

Diskette boa! contrai 

Quicklock, Nelwark Server Mede 

Serial interface contrai 

Adminislrator's password 

Disk configuration lock 

One Lowline NEMA power cord and One Highline. IEC Power cord ships standard 

400 Watt, CE Mark Compliant 

Optional Hot Plug AC Redundant Power Supply and DC Redundant Power Supply 

5 fans ship slandard. 8 total supported internally 

NOTE: lhe additional3 fans are available via Optian Kit (PN 293048-821). 

For required cabling information, reler to lhe Web si te ai: 

http ://wv.rw compoq.com/ produc1s/servecsi pro1 iof1iDL380 

NOTE: This Web site is available in English only. 

' ·J;;l.t::I-<.."...-IW.O.-C~. (: ' r ... \~.!v J\! ~.., .• _,, 4· · . ~ .. ,u;_;--:::--:,-p.q-.t 
HP Factory Express gives you the flexibility to choose from a full menu of factary capabilities ali in o e rr@~19J~turi!J ~)RREIOS l 
facility, in one process, with one touch giving you full contrai and access to HP's World class manuf cturing facility I, 
anytime. This approath provides you lhe speed to deploy your IT needs, with total quality assurance, eliability-1'nPI 'J 7 f 
predictability lo lower your total cosi of ownership by letting HP instai I, rack, and customize your so are and .ti;J r~CJ,fe /. 

options for you. Fls : I 

-r; ,_l_. ~ 
Doe: .);/ . 
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QuiçkSpecs HP ProLiant DL380 Generation 3 (G3) 

Rock Airflow Requirements 

Rock Kit 

Microsoft Windows NT® Server 

Microsoft Windows 2000 
Novell NetWore 

Coldero OpenUNIX 8 
LINUX (Red Hot, SuSE) 

NOTE : For o more complete ond up-lo-dole lisl ing of supported OSs ond versions, pleose visil ourOS Support Motrix ai : 

ftp:/ /ftp.compoq.com/pub/producls/servers/os-support-molrix-3 1 O.pdf. 

NOTE : For on up-lo-dole lisling of lhe lotes! drivers ovoiloble for lhe ProLionl DL380 G3, pleose see: 

hllp:/ /www. compoq . com/ support / fi les/server I us/i ndex. hlm I. 

NOTE: For o more complete ond up-lo-dole informolion on Linux support , pleose vis il HP Linux Web sile ai: 

http://h 18000.www 1.hp.com/ producls/servers/linux/hplinuxcert.hlml 

NOTE : These Web sites ore ovoiloble in English only. 

• Rock 9000 ond 1 0000 series Cobinels 

lhe increosing power of new high-performonce processar lechnology requires increosed cooling efficiency for rock­

mounted servers. The 9000 ond 1 0000 Series Rocks provi de enhonced oirflow for moximum cooling, ollowing these 
rocks to be fully looded with servers using lhe lotes! processors. 

• Rock 7000 series Cobinets 
When instolling o server with processors running oi speeds of 550 MHz or greoter in Rock 7000 series rocks with 

gloss doors (165753-001 (42U), ond 163747-001 (22U)), the new processar technology requires the instollotion of 

High Airflow Rock Doar lnserts (327281-821 (42U), 327281-822 (42U 6 pock), o r 15784 7-821 (22U)) to promote 

enhonced oirflow for moximum cooling. 

CAUTION: 11 o lhird-porty rock is used, observe lhe followi ng oddilionol requirements to ensure odequole airflow and lo 

preveni domoge lo lhe equipmenl: 

O Fronl ond reor doors: 11 your 42U server rock includes closing fronl ond reor doors, you musl ollow 830 

squore inches (5,350 sq em) of hole evenly dislribu!ed from lop lo bottom lo permil odequole oirflow 

(equivolenllo lhe required 64 percenl open oreo for venlilolion). 

O Side: lhe cleoronce belween lhe inslolled rock componenl ond lhe side ponels of lhe rock musl be o 

minimum of 2.75 inches (7 em) . 

CAUTION: Alwoys use blonking ponels lo fill ali remoining emply fronl ponel U-spoces in lhe rock. This orrongemenl 

ensures proper oirflow. Using o rock withoul blonking ponels resulls in improper cooling thol con leod lo lhermol domoge. 

NOTE : For oddilionol informolion, reler lo the Selup ond lnslollolion Guide or the Documenlolion CD provided wilh the 

server, orlo lhe server documenlolion locoled in lhe Support seclion oi lhe following URL: 

h li p :/ /www 5. com poq . com/ producls/serve rs/ prol ia nld 13 80/index. hlm I 
NOTE : This Web sile is ovoiloble in English only. 

T ool-free support for rocks wilh squore mounting holes (including Compoq/HP 7000, 9000, 1 0000 ond H9 series), wilh on 

odjuslment range of 24" - 36". 

Telco Rock Support DL380 G3 Telco Rock Kit: ~ 
Support for ali 2-posl Telco rocks requires the use of the stondord rock kit and an additionol option kit from Rock Solutions 
(hltp:/ /www. rocksolul ions.com/hp) 

NOTE: This Web sile is ovoiloble in Engli sh on ly. 

----,-----

./ 
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QuickSpecs HP ProLiont DL380 G 3) 

Standard Features 

HP Foctory Express 
Copobilities 

Service ond Support 

( 

c 

i n v e n t 

~3o 
0 \ r . 

_,:, ·'J <J 
HP Foctory Express gives you the flexibility to choose from o full menu oi foctory copobilities ali in on ~nüfocf" · g 

facility, in one process, with one touch giving you full contrai ond access to HP's World closs manufacturing focility 

anytime. This opprooch provides you the speed to deploy your IT needs, with total quolity assuronce, reliability, ond 

predictobility to lower your total cosi of ownership by letting HP insto li, rock, ond customize your software ond hardware 

options for you. 

NOTE: Factory Express Engineered Solution Levei 6 is a custam solutions ovailoble through Factory Express. Pleose 

contoct o your local reseller ar Account Monoger. 

HP Services provides o three-yeor, limited worronty, including Pre-Failure Warronty (coveroge of hard drives, memory ond 

processors) fully supported by a worldwide nelwork of resellers ond service providers. HP technical assistance is availoble 

7x24, loll free in lhe Uniled Sloles and Conodo. Telephone support services moy be covered under worronty ar ovailable lar 

an oddilianal fee. 

NOTE: Limited Warranly includes 3 yeor Paris, 3 year Labor, 3 -year an -site support . 

A fui I range of Core Pack packaged hardware and software services: 

• lnslallolion and slart up 
• Extended coverage hours and enhanced response limes 

• Syslem management and performance services 

• Avoilability ond recovery services 

NOTE: For more inlonmation, customer/resellers con contact: ht1p:l/ www.hp.com/ services,'corepack 

Please see the following URL regording Warronly lnformotion For Your HP Products: 

http :/ / www.cornpoq .com/ suppon fworronty upgrades/ web statemenls/ 1 7 6 738.html. 

For odditional inlormation regarding Worldwide Limited Warranty and Technical Support, please see the following URL: 

ftp:/ / ftp .compaq .com/ pub/ supponinlormat ion/ ejourney/ l 7 6 73 8. pdl. 

NOTE: These Web sites are available in English only. 

NOTE: Certain reslrictions ond exclusions apply. Consult the HP Customer Support Center ot 

1-800-345- 1518 for delails 

DA -11473 North Americo - Version 23 - July 14 , 200 
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kSpecs 

DL380R03 X3. 06-

512KB/533, 1GB 
310 - ' ·001 

DL380R03 X2.8-512KB, 

512MB, W2K 

331441-001 

c 

DL380R03 X2.8-

512KB/400, 512MB 

301111-001 

i n v e n t 

Processo r 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Drives 

Internai Storage 

Optical Drive 

Form Factor 

Processo r 

Coche Memory 

Memory 

Nelwork Controller 

Storage Controller 

Hard Drives 

Internai Storage 

Optical Drive 

Form Factor 

Processo r 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Drives 

Internai Storage 

Optical Drive 

Form Factor 

os 

Processo r 

Coche Memory 

Memory 

Network Controller 

Storage Controller 

Hard Drives 

Internai Storage 

Optical Drive 

Form Factor 

DA-11473 

HP ProLiant DL380 Generation 3 (G3) 

(1) Intel Xeon Processar 3.06 GHz stondord (up to 2 supported) 

1-MB leve i 3 coche 

1 GB (Stondord) to 12 GB (Moximum) of 2-woy interleoved copoble PC21 00 DDR SDRAM 
running ot 266MHz with Advonced ECC copobilities 

(2) NC7781 PCI -X Gigobit NIC (embedded) 

Smort Arroy Si Plus Contrai ler (integroted on system boord) 

None ship stondord 

880.8 GB mox (with optionol hord drives) 

24x IDE CD-ROM (Universal Media Boy) 

Rock (2U), (3.5-inch) 

(1) Intel Xeon Processar 3.06 GHz stondord (up to 2 supported) 

512-KB levei 2 coche 

1 GB (Stondord) to 12 GB (Moximum) of 2-woy interleoved copoble PC21 00 DDR SDRAM 
running ot 266MHz, with Advonced ECC copobilities 

(2) NC7781 PCI-X Gigobit NIC (embedded) 

Smort Arroy Si Plus Contrai ler (integroted on system boord) 

None ship stondord 

880.8 GB mox (with optionol hord drives) 

24x IDE CD-ROM (Unive rsa l Media Boy) 

Rock (2U), (3 .5-inch) 

(1) Intel Xeon Processar 2.8 GHz stondord (up to 2 supported) 

S 12-KB levei 2 coche 

S 12 MB (Stondord) to 6 GB (Moximum) of 2-woy interleoved copoble PC21 00 DDR 
SDRAM running ot 200MHz, with Advonced ECC copobilities 

(2) NC7781 PCI-X Gigobit NIC (embedded) 1 0/ 100/ 1000 WOL (Woke on LAN) 
~~~ . . • . . 

Smort Arroy Si Plus Controller (integroted on system boord) 

None ship stondord 

880.8 GB mox (with optionol hord drives) 

24x IDE CD-ROM (Universal Media Boy) 

Rock (2U), (3.5-inch) 

Windows 2000 Server + S CALs stondord with W2K model (not pre-instolled) 

(1) Intel Xeon Processar 2.8 GHz sto ndord (up to 2 supported) 

S 12-KB levei 2 coche 

S 12 MB (Stondord) to 6 GB (Moximum) of 2-woy interleoved copoble PC21 00 DDR 
SDRAM runn ing ot 200MHz, with Advonced ECC copobil it ies 

(2) NC77Bl PCI -X Gigobit NIC (embedded) 

Smort Arroy Si Plus Contrai ler (integroted on system boord) 

None ship stondord 

880.8 GB mox (with optionol hord drives) 

24x IDE CD-ROM (Unive rsal Media Boy) 

Rock (2U), (3.S-inch) 

North Americo - Version 23 - July 14 , 2003 Poge 8 
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QuickSpecs 
Models 

DL380R03 X2.4-

512KB/400, 512MB 
257917-001 

(_ 

c 

i n v e n t 

Processo r 

Coche Memory 

Memory 

Network Controller 

Storoge Controller 

Hard Drives 

Internai Storage 

Optical Drive 

Form Factor 

DA- 11473 

I Lf,c30 t': I 
\ t_j ) 

(1) Intel Xeon Processar 2.4 GHz stondord (up to 2 supporte~\ 
1 

·(; 

512-KB levei 2 coche ~ - T>-

512 MB (Stondord) to 6 GB (Moximum) of 2-woy interleoved copobi~--PCil 00 DDR 
SDRAM running ot 200MHz, with Advonced ECC copobilities 

(2) NC7781 PCI-X Gigobit NIC (embedded) 

Smort Arroy Si Plus Contra/ler (integroted on system boord) 

Nane ship stondord 

880.8 GB mox (wi th optionol hord drives) 

24x IDE CD-ROM (Universal Media Boy) 

Rock (2U), (3.5-inch) 

J. , -, 
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Proliant Essentials 
Value Pack Software 

Software 

Processo r 

c 

Memory 

i n v • n t 

HP ProLiant DL380 Generation 3 (G3) 

DL380 G3 Redundant Fan Option Kit 
NOTE: Hot Plug Redundanl Fan Option Kil (PN 293048-B21) conlains three fans per kil. 

Hot Plug AC Redundant Power Supply Module (NEMA cord) 

Hot Plug AC Redundant Power Supply Module (I EC cord) 

Rapid Deployment Pack, 1 User, Vl .x 
NOTE: This license allows 1 server lo be monoged ond deployed via lhe Deploymenl Server. 

Ropid Deploymenl Pock, 1 O Users, Vl .x 
NOTE: This license ollows 1 O servers lo be monoged ond deployed via lhe Deploymenl Server. 

Prolianl Essenliols Worklood Monogemenl Pock (Feoluring Compoq Resource Portilioning Monager 
version 2. O) 

Flexible Quontity License Kit 

License-On ly - for use with o Master License Agreement 

Pro liont Essentiols Recovery Server Option Pock 

Prolionl Essentiols Performance Manogemenl Pock v2.0, Single License 

Proliant Essentials lntegrated Lights-Out Advanced Pack 

(Featuring: sophislicated virtua l administralion feo lures for ullimale contrai of servers in lhe data 
cenlers and remate siles) 

NOTE : Flexible and volume quanlily license kits ore available for Prolionl Essenliols Volue Packs . 
Reler lo hllp ://www.hp.com/servers/prolianlessenliols ar lhe vo rious Prolionl Essenliols Volue Pock 
product QuickSpecs for more informotion. 

NOTE: For more informolion regording Prolionl Essenliols Software, pleose see lhe following URL: 
http :/ /www. hp. com/ servers/ pro l ia nlessenlio I s 

NOTE : These Web siles are avo ilable in English only. 

HP digital assei protection 

Intel Xeon X3.06-1 GB/533MHz Processar· Option Kit 
NOTE: lhe 3.06GHz processar oplion kils ore nol bockwords compalible; they connol be used lo 

upgrade syslems purchased with 2.4 ar 2.8GHz processors. 

Intel Xeon 3.06 GHz-512KB/ 533MHz Processar Option Kit 
NOTE: The 3.06GHz processar option kits ore nol bockwords compolible; they connol be used lo 
upgrode syslems purchosed with 2.4 or 2.8GHz processors. 

Intel Xeon 2.80 GHz-512K8/400MHz Processar Option Kit 

NOTE: This processar option kit (PN 257915-821) is no! forwords compotible; il connot be used in 
syslems purchosed with 3.06GHz processors. This processar oplion kit supports lhe Prolianl ML370 
G3 ond Prolianl DL380 G3 servers. 

Intel Xeon 2.40 GHz-512KB/ 400MHz Processar Option Kil 
NOTE: This processar oplion kit (PN 25791 3-B21) is nol forwords compotible; il connol be used in 
syslems purchosed with 3.06GHz processors. This processar oplion kit supports lhe Prolionl ML370 
G3 ond Prolionl DL380 G3 servers. 

512MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (2 x 256 MB) 

1024MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (2 x 512 MB) 

2048-MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (2x 1 024 MB) 

4096MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (2x 2048MB) 
NOTE : The 4096MB of Advonced ECC PC21 00 DDR Memory kit (300682-821) con only be used in 

3.06GHz and foster models . 

DA - 11473 North Americo - Version 23 - July 14, 2003 

293048-B21 

313054-001 

313054-B21 

267196-B21 

269817-B21 

303284-B21 

302127-B21 

302128-B21 

280189-B21 

306696-821 

263825-821 

302316-001 

333713-821 

257916-B21 

257915-B21 

257913-B21 I 

300678-821 

300679-B2 1 

300680-821 

300682-B21 
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QuickSpecs HP ProLiont DL380 Ge 

Options 

Opticol Drives 

Hord Drives 

( 

( 

i n ... e n t 

Slimline DVD-ROM (8x24x) Option Kit (Servers) 

Slimline CD-RW/DVD-ROM Combo Option Kit 

Ultra 320 SCSI - Universal Hot Plug 

36.4GB 10,000 rpm, U320 Universal Hord Drive, 1" 

72.8GB 1 0,000 rpm, U320 Universal Hord Drive, 1" 

146.8GB 10,000 rpm, U320 Universa l Hord Drive, 1" 

18.2GB 15,000 rpm, U320 Universal Hord Drive, 1" 

36.4GB 15,000 rpm, U320 Universal Hord Drive, l" 

72.8GB 15,000 rpm, U320 Universal Hord Drive, 1" 

NOTE: Ali U320 Universal Hord Drives ore bockword compotible lo U2 or U3 speeds. U320 drives 
require on oplionol U320 Smort Arroy Conlroller or U320 SCSI HBA to support U320 tronsfer roles. 

NOTE: Pleose see the Hord Drive OuickSpecs for Technicol Specilicolions such os copocity, heighl, 
width, interface, lronsler role, seek lime, physicol conligurolion, ond operoling lemperolure : 
U320 Hord Drive QS: 
http://www5.compoq.com/producls/ quickspecs/ l 1531_ no/ 11531 no.HTML 

331903-B21 

286713-B22 

286714-B22 

286716-B22 

286775-B22 

286776-B22 

286778-B22 

~-No t'I:3tll-fJêt;::,- --er..J-'· 
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Co Alunications 

Redundant Options 

i n v e n t 

HP ProLiant DL380 Generation 3 (G3) 

Bottery Bocked Write Coche Enobler Option Kit 

Smort Arroy 532 Contrai ler 

Smort Arroy 5302/128 Cantroller 

Smort Arroy 5304/256 Cantroller 

Smort Arroy 6402/128 Controller 

Smort Arroy 5312 Controller 

Smort Arroy 64 1 Controller 

Smort Arroy 642 Controller 

RAID ADG Upgrode for Smart Arroy 5302 

Ultro3 Chonnel Exponsion Module for Smort Arroy 5300 Controller 

128-MB Coche Module for Smo rt Arroy 5302 Controller 

256-MB Bottery-Bocked Coche Module 
NOTE: This 256-MB Bottery-Bocked Coche Module supports the Smort Arroy 5300 series controllers, 
MSA 1 000 ond lhe Smort Arroy Cluster Storoge. 

256MB Coche Upgrode for SA-6402 
NOTE: This 256-MB Bottery-Bocked Coche Modu le upgrode kit supports the Smort Arroy 6400 series 
controller only. 

64 MB Bottery Bocked Write Coche Enobler 
NOTE: This 64MB 88WC supports the Smort Arroy 641 Controller ond Smort Arroy 642 Controller. 

64-8it/133-MHz Dual Chonnel Ultra320 SCSI Adopter 

64-8it/66-MHz Dual Chonnel Wide Ultro3 SCSI Adopter, Alternote OS 

NOTE: Pleose see the following Controller or SCSI Adopter Qu ickSpecs for Technicol Specifico tions 

such os PCI Bus, PCI Peok Doto T ronsfer Role, SCSI Protoco ls supported, SCSI Peok Doto T ronsfer 
Role, Chonnels, SCSI Ports, Drives supported, Coche, RAID support , ond odditionol informotion: 
http://wwwS.compoq.com/ producls/ quickspecs/ 11 063 no/ 11 063 no.HTML (Smort Arroy Si Plus) 
htlp://wwwS.compoq.com/products/quickspecs/1 0851 _no/1 0851 no.HTML (Smort Arroy 532) 
hllp://wwwS.compoq.com/ producls/ quickspecs/ 1 0640 no/ 1 0640 no.HTML (Smort Arroy 5300 
Series) 
hitp:/ / wwwS.compoq.com/ producls/ quickspecs/ 11328 no/ 11328 no .HTML (Smort Arroy 5312) 
hilp://wwwS.compoq .com/products/quickspecs/11587. no/11587 no.HTML (Smort Arroy 6402) 
htlp://wwwS.compoq.com/products/quickspecs/11563 ·na/11563 no.HTML (Smort Arroy 641) 
hllp://wwwS.compoq.com/products/ quickspecs/11563 no/11563 no.HTML (Smort Arroy 642) 
hilp://wwwS.compoq.com/products/quickspecs/1 0429 no/1 0429 no.HTML (SCSI Adopter) 
http://wwwS.compoq.com/ products/ quickspecs/ 11555 no/ 11555 no.HTML (U320 Adopter) 

NC3134 Fost Ethernet NIÇ 64 PCI Dual Port 1 0/1 00 

NC3135 Fost Ethernet Module Dual 1 0/1 00 Upgrade Module for NC3134 

NC61 70 Dual Port PC I-X 1 OOOSX Gigabit Server Adapter 

NC6770 PCI-X Gigabit Server Adapter, 1 000-SX 

NC7131 Gigobit Server Adapter, 64-bit/66Mhz, PCI, 10/ 100/1 000-T 

NC7132 1 0/1 00/1 ooo: T Upgrode Module for NC3 134 

NC7170 Dual Port PCI-X 1 OOOT Gigobit Server Adopter 

NC7770 PCI-X Gigobit Server Adopter 

255514-821 

225338-821 

283552-821 

283551-B2 1 

273915-821 

238633-B21 

29 1966-821 

29 1967-821 

288601-821 

153507-821 

153506-821 

254786-B2 1 

2739 13-82] I 

291969-82 1 

268351-82 1 

284688-82 1 

138603-821 

138604-821 

313879-821 

244949-B21 

158575-821 

153543-821 

313881-B21 

244948-821 

NOTE: Any NC31 XX, NC61 XX, NC71 XX ar NC77XX NIC can be used for redundoncy wilh lhe embedded NC7781 Network 
Controller. 

DC Power Supply for the DL380 (48V) 

NOTE: The Proliont DL380 G3 ships stondord wi th o 100-240 volt outo-switching AC power 
supply. Eoch 48-voli DC option kit (PN 268290-821) contoins one power supply. Therefore, to 
convert to redundont DC power supp.lies, two must be purchosed. 
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QuickSpecs HP ProLiont OL380 Gene 

Options 

Redundant Options 

Management Options 

Se 

Monitors 

i n v e n r 

Hot Plug AC Redundont Power 5upply Module (NEMA cord) 

Hot Plug AC Redundont Power 5upply Module (I EC cord) 

Remate lnsight Lights-Out Edition 11 

NOTE: U58 Virtual Media Not 5upported. 

NOTE: The RILOE 11 U58 Virtual Media feoture is not supported on the 2.40 ond 2.80 GHz versions 
of the Proliont DL380 G3 ond Proliont ML370 G3 servers. lhe RILOE 11 connot be used to connect 
the local client floppy ond CO devices os U58 virtual devices lo lhe remate server. Ali other RILOE 11 

feolures ore supported on these servers. lhe non-U5B bosed RILOE 11 Virtual Floppy feolure is still 
supported, ollowing you lo perform functions such os remate ROM upgrodes ond server deploymenl. 
lhe Virtual Floppy feoture requires looding lhe floppy imoge in lo the RI LOE 11. For more detoils, 
pleose reler lo the user guide of the RILOE 11. 

HP/Atollo AXL600L 55L Accelerotor Card for Proliant 5ervers 

Compoq AXL300 Acceleralor PCI Cord (HW 55 L Encryplion) for Proliant 5ervers 

Essentio/ Series 

Compaq 59500 CRl Monitor (7 9-inch, Corbon/Si/ver) 

Compoq 57500 CRT Monitor (17-inch, Carbon/5ilver) 

Compaq 55500 CRT Monitor (15-inch Carbon/5ilver) 

Compaq TFT1501 Flat Ponel Monitor (15-inch, Carbon/5ilver) 

Compoq TFT1701 Flat Panel Monitor (17-inch, Carbon/5ilver) 

Advantoge Series 

Compoq V7550 CRl Co/ar Monitor (17-inch, Corbon/Silver) 

Compoq TFT1720 Flot Ponel Monitor (17-inch, Corbon/5ilver) 

Compoq FTl 720M Flat Panel Monitor 
(17 -inch, Corbon/5ilver, includes speaker, U58 port, headphone) 

Compaq TFT1520 Flat Panel Monitor (15-inch, Carbon/5ilver) 

Compaq TFT1520M Flat Ponel Monitor 
( 15-inch, Carbon/5ilver includes speaker, U58 port, headphone) 

Performance Series 

HP P930 CRT Monitor (19"inch, Flot-screen, Carbon/S ilver) 

HP P1130 CRT Monitor (21-inch, Flot-screen, Carbo'n/5 ilver) 

HP L 1825 Flat Panel Monitor (18-inch, Carbon/5ilver) 

HP L2025 Flat Ponel Monitor (20-inch, Carbon/5ilver) 

Compaq TFT1825 Fiai Ponel Monitor (18-inch, Corbon/5ilver) 

Compaq lFl2025 Flot Ponel Monitor (20-inch, Corbon/5ilver) 

lFl511 OR Flot Panel Monitor (Corbon) 
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227251-001 

524545-821 

227933-821 

261615-003 

261606-001 

261602-001 

301042-003 

292847-003 

261611-003 

295926-003 

301958-003 

295925-003 

301957-003 

302268-003 

302270-003 

303486-003 

303102-003 

296751-003 

285550-003 

281683-821 

f R~S i'fl O ::t/7.~j s:s.:::e;_;~ .. 
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QuickSpecs HP ProLiant DL380 Generation 3 (G3) 

o 

i n v e n t 

NOTE: Externai tope devices, including both tope drives ond tope orroys/enclosures, <:on be direct ly 
connected to the VHDCI SCSI por! loco ted on lhe bock of the server. Use of o SCSI odopler to 

connect these devices is optionol, not required. 

Interno/ ond Externo/ DAT Tope Drives 

HP StorogeWorks 20/40-GB DAT DDS-4 Tope Drive, Externo/ (Corbon) 

HP StorogeWorks Interna i 20/40-GB DAT, Hot Plug (Corbon) 

NOTE: Pleose see lhe 20/40-GB DAT Tope Drive OuickSpecs for odditionol options such os host 
bus odopters, control lers, cossettes, ond for on up-to-dote lis ting of the lotes! 0/S Support detoi ls, 
pleose see the foll owing: 
http:/ / www5.compoq .com/products/qu ickspecs/ 1 04 26 no/ 1 042ó_no.HTML 

Interna i ond Externo / DAT 72 Tope Bockup Drives 

HP StorogeWorks DAT 72e Externo/ (Corbon} 

HP StorogeWorks DAT 72h Interna i Hot Plug (Corbon) 

NOTE : Pleose see the DAT 72 Tope Drive QuickSpecs for odditiono l opt ions such os odopters, 
control lers, ond cossettes, ond for on up-to-dote listing oi the lotes! 0 / S Support detoils, p leose see 
lhe following: 

http://www5.compoq.com/products/quickspecs/ 11597 no/11597 no.HTML 

Interno / ond Externo / A IT Tope Drives 

HP StorogeWorks Externo/ AIT 35-GB, LVD Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 35-GB, LVD Hot Plug (Corbon) 

NOTE : Pleose see the AIT 35-GB, LVD Tope Orive QuickSpecs for oddit ionol options such os 

odopters, controllers, ond cossettes, ond for on up-to-dote listing oi the lotes! 0/S Support detoi ls, 
pleose see the fol lowing: 
http://www5.compoq .com/products/quickspecs/1 0712 no/1 0712 no.HTML 

HP StorogeWorks AIT 50-GB Tope Drive, Externa i (Corbon) 

HP StorogeWorks Internai AIT 50-GB, Hot Plug (Corbon) 

HP StorogeWorks AIT 50-GB Tope Drive, 3U Rockmount 

NOTE: Pleose see lhe AIT 50-GB Tope Drive QuickSpecs for odditionol options such os odopters, 
controllers, ond cossettes, ond for on up-to-dote list ing oi the lotes! 0/S Support detoi ls, pleose see 
the following: . 

http:/ /www5.compoq.com/products/quickspecs/1 04 25 no/1 0425 no .HTML 

HP StorogeWorks Externai AIT 100-GB Tope Drive (Corbon) 

HP StorogeWorks Internai AIT 100-GB, Hot Plug (Corbon) 

NOTE : Pleose see the AIT 100-GB Tope Orive Qu ickSpecs fo r odditionol options such os odopters, 
controllers, ond Cossettes, ond for on up-to-dote listing of the lotes! 0/S Support detoils, pleose see 
the following: 
http://www5.compoq.com/products/quickspecs/11 062 no/11 062 no .HTML 

Externo/ DLT Tope Drives 

HP StorogeWorks Externo/20/40-GB DLT Drive (opa /} 

NOTE: Pleose see the 20/40-GB DLT Drive QuickSpecs for oddi tionol options such os doto ond 
cleoning cortridges, ond for on up-to-dote li sting oi the lotes! 0/S Support detoil s, pleose see lhe 
following: 

http://www5.compoq .com/ products/ quickspecs/ 1 0234 no/ 1 0234 no .HTML 

HP StorogeWorks 40/80-G8 DLT Tope Orive, Externai (Corbon) 

HP Sto rogeWorks Rockmount DLT l\0/80, 3 U (Single Drive) 

HP StorogeWorks Rockmount DLT 40/80, Dual Drive 3U (Two Drives) 

HP StorogeWorks Roékmount DLT 40/80, Tope Arroy 111 , 5U (Four Drives) 

NOTE : Pleose see lhe 40/80-GB DLT Drive QuickSpecs for odditionol options such os host bus 
odoplers, contro llers, cossettes, ond for on up- to-dote list ing oi the lotes! 0 / S Support detoi ls, pleose 
see the following: 

http:/ /www5.compoq .com/products/quickspecs/1 0658._ no/1 0658 __ no.HTML 

Exte rnai L TO Ultrium Tape Drive s 
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157770-002 

215488-B21 

Q1527A 

Q1529A 

2 16885-001 

2 16886-B2 1 

157767-002 

215487-B2 1 

274333-B21 

249160-001 

24916 1-821 

340744-B22 

146 197-B22 

274332-821 

274335-821 

274337-821 
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QuickSpecs HP ProLiant DL380 GenergtJ -. 

Options 

( 

( 

i n v e n t 

HP S>omgoWo.k, U"clom 215 Topo Dcl'" /oc PmUool, Erlomol (Co<boo) . (\EL{3 ~41 
NOTE : Pleose see lhe HP StorogeWorks Ultrium 215 Tope Drive QuickSpecs fo r odditionol opti ons f.. _ · ~V 
such os controllers, ond other reloted items, ond for on up-to-dote listing of the lotest 0 / S Support 
detoils, pleose see lhe following: 
hllp ://h 18006.www 1.hp. com/ products/ quickspecs/ 11678 no/ 11678 no .html 

HP StorogeWorks LTO Ultrium 230 Tope Drive, Externai (Corbon) 

NOTE: Pleose see lhe HP StorogeWorks LTO Ultrium Tope Drive QuickSpecs for odditionol oplions 
such os conlrollers, ond other reloted items, ond for on up-to -dote listing of lhe lotest 0 / S Support 
detoils, pleose see lhe following: 
hllp://www5.compoq .com/products/quicks pecs/ 11 4 15 no/ 1141 5 no HTML 

HP StorogeWorks Ultrium 460 Tope Drive for Proliont, Externai (Corbon) 

NOTE: Pleose see lhe HP StorogeWorks Ultrium 460 Tope Drives for Proliont QuickSpecs for 
odditionol options such os doto ond cleoning cortridges, ond for on up-to-dote listing of lhe lotes! 
OIS Support detoils, pleose see lhe following : 
http://www5.cornpoq .com/products/quickspecs/1 1530_no/ 11530 no.HTML 

Internai and Externai SDLT Tape Drives 

HP StorogeWorks SDLT 11 0/220, Externai (Corbon) 

HP StorogeWorks Rockmounl SDLT 110/220, 3U (Single Drive) 

HP StorogeWorks Rockmount SDL T 11 0/220, Duoi-Drive, 3U (T wo Drives) 

HP StorogeWorks Rockmount SDLT ll 0/220, Tope Arroy 111, 5U (Four Drives) 

NOTE: Pleose see the SDLT 11 0/22-0GB Tope Drive QuickSpecs for odditionol options such os 
odoplers, conlrollers, ond media, ond for on up-to-dote li sting of the lotes! 0/S Support detoils, 
pleose see lhe following : 
http ://www5.compoq.com/products/quickspecs/ 1 0772 no/ 1 0772 no.HTML 

HP StorogeWorks SDLT 160/320, Externai (corbon) 

NOTE: Pleose see lhe SDLT 160/320-GB Tope Drive QuickSpecs for odditionol oplions such os 
odopters, controllers, ond media, ond for on up-to-dote listing of the lotes! 0/S Support detoils, 

pleose see the following : 
http://www5.compoq .com/ products/ quickspecs/ l1406 no/ 11406 no .HTML 

Externa/ DA T Autoloader 

20/40-GB DAT 8 Cossette Autolooder Externo] (Opa I) 

NOTE: Pleose see the 20/40-GB DAT DDS-4 8 Cossette Autolooder QuickSpecs for odditionol 
oplions such os odopters, controllers, ond cossettes, ond for on up-to-dote listing oi lhe lotes! 0/S 
Support detoils, pleose see lhe following: 
hl1p://www5.compoq.com/products/quickspecs/ 1 0518 no/ 1 0518 no.HTML 

AIT Autoloader 

HP StorogeWorks AIT 35 GB Autolooder, Rockmount (Corbon) 

NOTE : The lntegroted Smort Arroy SI Controller does no! support lhe AIT 35-GB Autolooder. 
NOTE: Pleose see the AIT 35-GB Autolooder QuickSpecs for odditionol oplions such os odoplers, 
contr.ollers, ond cosselles, ond for on up-lo-dote listing of lhe lotes! 0/S Support detoils, pleose see 

lhe following: 
http: //www5 .cornpoq.com/ products/ quickspecs/1 1404 no/ 11 404 no .HTML 

HP StorageWorks 1/8 Autoloader 

HP StorogeWorks l/8 Autolooder, Rockmount kit 

Rackmount Tape Drive Kits 

Ql516A 

Q1519A 

192103-002 

274331-B21 

274334-B21 

274336-B21 

257319-001 

166505-001 

280349-001 

C9266R 

3U Rackmount Kit . _:F-es~{4~~~ B,;;B21 --
NOTE: The 3U Rockmount Kit (PN 274338-B21) con support up to (2) full-heightor (4)holl-height CP.; · _-frJ'!/--:m:~ -=:t;:'T"-
tope dnves ond compot1ble w1th mult1ple Smgle-Ended ond LVD SCSI Tope Dnves 1nclud1ng lhe Vli CORREiO~ ! 
12/24-GB DAT, 20/40-GB DAT, AIT 35-GB LVD, AIT 50-GB, 20/40-GB DLT, 40/80-GB DLT, ond 1 o Q ') , / 
lhe SDLT 11 0/220-GB Tope Drives. U f../ f 
5U Rockmount Kit 274339-B21 / 
NOTE: The 5U Rockmounl Kit (PN 274339-B21) con support up to (4) full-height tope drives ond s F/s; I 
compotible with oll DLT/SDLT tope drives including the 20/40-GB DlT, 35/70-GB DLT, 40/80-GB 1 
DLT, ond the SDLT 1 1 0/220-GB tope drives. - - . , · f . · n 
NOTE : Pleose see the Rockmount Tope Drive Kits QuickSpecs for odditionol inlormotion re~ordin,a~:g~~~x' 
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QuickSpecs HP ProLiant DL380 Generation 3 (G3) 

Tape Autamation 

G 

i n v e n t 

these kits, pleose se e lhe following : 
http:/ /www5.compoq.com/ products/quickspecs/ 1 0854_ no/ 1 085~ _ no.HTML 

Rackmaunt Tape Orive Cable Kits 

LVD Coble Kit, VHDCI/HD68 
NOTE : For use with the 3U RM Storoge Enclosure ond DLT Tope Arroy 111 only. 

LVD Coble Kit, HD68/HD68 
NOTE: For use with the 3U RM Storoge Enclosure ond DLT Tope Arroy 111 only. 

StorogeWorks MSL6000 and MSL5000 Oepartmental tape librories 

MSL6060L 1 - L TO U/trium 1 based departmental librory up to 4 drives and 60 slots 

MSL6060, O DRV, Ultrium 460, RM Librory 

MSL6060, 2 DRV, Ultrium 460, RM Librory 

MSL6060, 2 DRV, Ultrium 460, embedded Fibre, RM Librory 

168048-821 

242381-821 

331196-823 

331196-821 

331196-822 

,.:·~ 
. "J 

NOTE: Pleose see lhe StorogeWorks MSL6060 LTO Librory QuickSpecs for odditionol informotion including Upgrode Kits, ) 
Accessories, ond SCSI Coble Kits ond odditionol options needed for o complete solution oi: 
http ://www5.compoq.com/ products/ quickspecs/ 11 60S. no/ 11 608 no.HTML 

MSL5060L 1 - L TO Ultrium 1 based departmental librory up to 4 drives and 60 slots 

MSL5060, O DRV, Ultrium 230, RM Librory 

MSL5060, 2 DRV, Ultrium 230, RM Librory 

MSL5060, 2 DRV, Ultrium 230, embedded Fibre, RM Librory 

301899-821 

301899-822 

301899-823 

NOTE: Pleose see the StorogeWorks MSL5060 LTO Librory QuickSpecs for odditionol informotion including Upgrode Kits, 
Accessories, ond SCSI Coble Ki ts ond odditionol options needed for o complete solution oi: 
http://www5.compoq.com/products/quickspecs/1 1 ~38 no/11438 no.HTML 

MSL5052S2 - SOL Tl60 based departmental librory up to 4 drives and 52 slots 

MSL5052S2, O DRV, SDLT 160/320, RM Librory 255102-821 

MSL5052S2, 2 DRV, SDLT 160/320, RM Librory 

MSL5052S2, 2 DRV, SDLT 160/320, RM Librory with embedded FC router option 

293474-821 

293474-824 

NOTE: Pleose see the StorogeWorks MSL5052S2 Librory QuickSpecs for odditionol informotion including Upgrode Kits, 
Accessories, ond SCSI Coble Kits ond odditionol options needed for o complete solution oi: 
http ://www5.compoq.com/products/qu ickspecs/ 11 4~2 no/114~2 no.HTML 

MSL6030 - L TO Ultrium 1 based departmental librory up to 4 drives and 60 slots 

MSL6030, O DRV, RM Librory 

MSL6030, 1 DRV, LTO Ultrium 460, RM Librory 

MSL6030, 2 DRV, LTO Ultçium 460, RM Librory 

MSL6030, 1 DRV, LTO Ultrium 460, embeâded Fibre, RM Librory 

MSL 6030, 2 DRV, LTO Ultrium 460, embedded Fibre, RM Librory 

330731-821 

330731-822 

330731-823 

330731-824 

330731-825 

NOTE: Pleose see lhe StorogeWorks MSL6030 LTO Librory QuickSpecs for odditionol informotion including Upgrode Kits, 
Accessories, ond SCSI Coble Kits ond odditionol oplions needed for o complete so lution ot: 
http://..:..ww5.compoq.com/products/quickspecs/11625no/11625 no.HTML 

MSL5030L 1 - L TO Ultrium 1 mid-ronge librory up to 2 drives and 30 slots 

MSL5030, O DRV, RM Librory 301897-821 

MSL5030, 1 DRV, LTO Ultrium 230, RM Librory 

MSL5030, 2 DRV, LTO Ultrium 230, RM Librory 

MSL5030, 1 DRV, LTO Ultrium 230, embedded Fibre, RM Librory 

MSL 5030, 2 DRV, LTO Ultrium 230, embedded Fibre, RM Librory 

NOTE: Pleose see lhe StorogeWorks MSL5030 LTO Librory QuickSpecs for oddi tiono l informotion 
including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 
complete so lution oi: 
http://www5.compoq.com/products/quickspecs/11 ~39 no/1.1 ~39 no.HTML 

MSL5026S2 - SOL Tl60 based mid-range librory up to 2 drives and 26 slots 

MSL5026S2, O DRV, RM Librory 

DA- 11473 North Americo- Version 23- July 14, 2003 
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301897-823 

301897-82~ 

301897-825 
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QuickSpecs HP ProLiant OL380 Ge 

Options 

c 

i n v e n I 

MSL5026S2, 1 DRV, SDLT 160/320, RM Librory 

MSL5026S2, 2 DRV, SDLT 160/320, RM Librory 

MSL5026S2, 1 DRV, SDLT 160/320, RM Librory with embedded FC router option 

MSL5026S2, 2 DRV, SDLT 160/320, RM Librory with embedded FC router option 

NOTE: Pleose see the StorogeWorks MSL5026SL Librory GuickSpecs for odditionol informotion 

including Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o 
complete solution ot: 
ht1p: //vu.-v .. 5.coonpoq.com/ produds/ qu ickspecs/ 11453nal 11453 nc.HTML 

MSL5026SL Graphite - SOL Tl 1 O based mid-range library up to 2 drives and 26 slo ts 

MSL5026SL, 1 DRV SDLT RM, grophite 

MSL5026SL, 2 DRV SOL T RM, grophite 

293472-823 

293472-824 

293472-825 

302512-821 

302512-822 

NOTE: Pleose see the StorogeWorks MSL5026SL Grophite Librory QuickSpecs for odditionol informotion including 
Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o complete solution ot: 

ht1p://www5.cornpoq.com/ produds/ quickspecs/ 11440 no/ 11440_no.HHl•L 

MSL5026SL Opa/ - SOL T1 1 O based mid-range library up to 2 drives and 26 slots 

MSL5026, O DR, LVD, RM 231979-821 

MSL5026DLX- 40/BOGB DLT based mid-range library up to 2 drives and 26 slots 

MSL5026DLX, 1 40/SOGB DLT, LVD, RM 

MSL5026DLX, 2 40/BOGB DLT, LVD, RM 

231891-821 

231891-822 

NOTE: Pleose see the StorogeWorks MSL5026DLX Librory QuickSpecs for odditionol informotion including Upgrode Kits, 
Accessories, ond SCSI Coble Kits ond odditionol options needed for o complete solution ot: 
http://www5.coonpoq.com/ produds/ quickspecs/ 1 0860 no/ 1 0860 no.HTML 

MSL6000 and MSL5000 Add-on drives & accessories 

MSL5000 SDLT 160/320 Upgrode DRV (MSL5052S2 & MSL5026S2 only) 

MSL Ultrium 460 upgrode drive in hot plug conister 

MSL5000 LTO Ultrium 1 Upgrode DRV (MSL5060L 1 & MSL5030L 1 only) 

MSL5000 SDLT 110/220 Upgrode DRV 

MSL5000 40/80GB DLT Upgrode DRV 

MSL5000 Dual Magazine LTO (2 X 15 slot magazines) 

MSL5000 Dual Magazine DLT (2 X 13 slot magazines) 

MSL Universal possthrough mechonism 

MSL5026, 5U Poss through extender (required one for eoch unit conneded to the stock, for third ond 
odditionol units) - for MSL5026 & MSL5030 

MSL5052, 1 OU Poss-Through Extender (required one for eoch unit connected to the stock, for third 
ond odditionol units) - for MSL5052 & MSL5060 

SSL2020 - AITSO based library with up to 2 drives and 20 slots 

SSL2020 AIT Mini-Librory 1 drive, 20 slot Toble Top 

SSL2020 AIT Mini-Librory 2 drive, 20 slot Toble T op 

SSL2020 AIT Mini-Librory 1 drive, 20 slot Rockmount 

SSL2020 AIT Mini-Librory 2 drive, 20 slot Rockmount 

SSL2020 AIT Librory Poss Thru with T ronsport 

293475-821 

301901-821 

231823-822 

231823-821 

301902-821 

232136-821 

304825-821 

231824-822 

231824-823 

175195-821 

175 195-822 

175196-821 

175196-822 

1753 12-821 

Add-on drives and accessories 

SS L2020 AIT Librory Poss Thru Extel)der 

AIT 50GB Drive Add-On LVD Drive for SSL2020 AIT Librory 

19 Slot Magazine for SSL2020 AIT Librory 

AIT 50-GB Doto Cosset1e (5 pock) 

·~, ·,- ;;;;::; 6N-< 
1 PM! - 1es.:l1~JOS i 

-- - ~i$1-oo1 , I 
' Q !) f 

AIT Cleoning Cossette --- ~t) I 
NOTE: Pleose see the SSL2020 Automoted AIT Tope Librory Solution QuickSpecs for odditiono l nfor:r:r.àtion including p~ , 
Upgrode Kits, Accessories, ond SCSI Coble Kits ond odditionol options needed for o complel_e sol tion ot : 3 7 n f ~ 
h11p://"''·"•'"5.compoq com/ productsl quickspecs/ 1 0580_ no/ 1 0580_no .HTML 'J • 
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QuickSpecs HP ProLiant OL380 Generation 3 (G3) 

Cluster Options 

c 

Externai Storage - Rack 

i n .., e n t 

Smart Array Cluster Starage 

Smart Array C luster Starage Redundant Controller Option Kit 

4-Port Shared Starage Module with Smart Array Multipoth Software for Smart Array Cluster Storage 

128-MB Coche Module for Smart Array 5302 Controller 

NOTE: 128-MB Coche Module for Smar1 Arroy 5302 Controller (PN 153506-B2 1) is an upgrade 
coche module (128MB Standard) for Smarl Array Cluster Storage Controller. 

256-MB Battery-Backed Coche Module 

NOTE: Please see the Smarl Array Cluster Storage QuickSpecs for odditional information including 

configura tion steps and oddi ti ona l opt ions needed for a comp lete solution at: 

http://wwwS.compaq .corn/ products/quickspecs/ 11 050 no/ 11 OSO_no .HTML 

Proliant Cluster HN Fl 00 for MSA 1000 v2 

ProLiant Cluster HN F200 for MSA 1000 v2 

NOTE: For odditiono l information regarding the Proliant C luster for HNF1 00, HNF200 for 

MSA 1 000 please see lhe fa llowing Qu ickSpecs at: 
http://wwwS.compoq.com/ products/ quickspecs/11 035 na/ 11 035 no .html 

ProLiant Cluster HNFSOO Enhanced Kit for Enterprise Virtua l Array 

Proliant C luster HN F500 Basic Kit for Enterprise Vir1ual Array 

NOTE: For addi tiono l information regarding the ProLiant C luster for HNF1 00, HNF200 for 

MSA 1 000 please see lhe following QuickSpecs at : 
http://www5.compaq .corn/products/ quickspecs/11 055 na/ 11 055 no .htrnl 

ProLiant Cluster HNF500 for MA8000 Basic Kit 

PraLiant Cluster HN F500 for MA8000 Enhanced Kit 

Proliant Cluster HNFSOO for MA8000 Enhanced DT Kit 

NOTE: For additionol information regarding the Praliant Cluster for HNF500 for MSA8000 please 

see the fol lowing QuickSpecs at: 
http ://www5.compoq.corn/products/quickspecs/1 0232 na/ 1 0232 na .html 

Proliant Cluster HN L 1 00- LifeKeeper for Lin ux 

NOTE: For additional informafion regarding lhe Pralianf Clusfer HN L 100 LifeKeeper for Linux, 

please see the following GuickSpecs at: 
http ://www5.compoq.com/ prod ucts/quickspecs/11 533 na/ 11533 na.html 

HP Serviceguard for Linux ProLiant Cluster 
NOTE: Kit includes 2 licenses, documentafion and an Ethernet crossover cab le. 

HP Serviceguard for Linux License 
NOTE: Kit includes sing le license version ond documentation. 

NOTE: For odditionol information regarding the HP Serviceguard for Linux License, please see the 
fo llowing QuickSpecs at : 
http://www5.compoq. com/ products/ quickspecs/ 11 51 8_ na/ 1151 8 na.htm l 

StorogeWorks Enclosure Model 43 14R (rack-mountable) 

StorageWorks Enclosure Model 4354R (rack-mountab le) 

NOTE: The StorageWorks Enclosure 4300 Fomily supporls the Wide Ultra3 , Ultra320 1" Hot Plug 

Hard Drives. 

StorageWorks Enclosure 4200 Redundant Power Supply Option 

StorageWorks Enclos~re 4200 Ultra3 Single 8us 1/ 0 Module Option 

StorageWorks Enclosure 4200 Ultra3 Dual 8us 1/0 Module Option 

StorageWorks Enclosure T ower to Rack Conversion Kit 

DA- 11 473 North America - Version 23 - July 14 , 2003 

20 1724-B21 

2 18252-B21 

292944-B21 

153506-B2 1 

254786-B21 

252408-B22 

252409-B22 

254623-B22 

313047-B2 1 

103250-B26 

379937-B26 

164227-B24 

303523-822 

,,· -----) 

305 199-82 1 

307554 -B21 ' ' ) 

190209-001 

~ 190211-001 

11 9826-B2 1 

190212-B21 

190213-821 

150213-821 
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QuickSpecs HP ProLiont DL380 Gener 

Options 

MSA 1000 

Network Storoge Router 

StorogeWorks Modular 
Arroy 8000/Enterprise 
Modulo r Arroy 1 2000 

StorageWorks 
Enterprise Modular 
Arr 16000 FC 

StorageWorks Options 

i n .., e n t 

MSA1000 

MSA 1 000 Controller 

MSA Fibre Chonnel 1/0 Module 

MSA 1 000 Fobric Switch 

MSA 1 000 Fibre Chonnel Adopter (FCA) 21 O 1 

HP StorageWorks mso hub 2/3 

NOTE: Pleose see the SlorogeWorks by Compoq Modular SAN Arroy 1000 QuickSpecs for 
oddilionol oplions ond configurotion informotion ot: 
http :/ / www5.compoq .com/ producls/ quickspecs/ 1 1 033 no/ 1 1 033 no.HTML 

M2402 2FCX 4SCSI LVD Network Storoge Router 

M2402 2FCX 4SCSI HVD Network Storoge Router 

M2402 4 chonnel LVD SCSI Module 

M2402 4 chonnel HVD SCSI Module 

M2402 2 chonnel FC Module 

MSL5000 Embedded Router Fibre Option Ki t - Grophite 

MSL5026 Embedded Router Fibre Option Kit - Opol 

EMA 12000 D 14 60Hz 

EMA 1 2000 S 1 4 60Hz 

MA8000 60Hz 

EMA 12000 81ue 60Hz 

NOTE : Options include controller, solution kits, ACS. MA8000/ EMA 12000 includes controller shelf, 
drive shelves ond cabine!. Pockoging upgrode lo RA8000/ESA 12000. 

NOTE : Pleose see the StorogeWorks MA8000/EMA 12000 QuickSpecs for FC Hubs, FC swi tches, 
plotform software, host odopters, disks ond options for complete solutions ot: 
http:// www5.compoq .com/ producls/ quickspecs/ 1 0545 no/ 1 0545 no .HTML 

EMA 16000 D 14 60Hz (opol) 

EMA 16000 S 1 4 60Hz (opa I) 

NOTE: Models include: Dual HSG80 controllers in eoch Model 2200 enclosure (2 poirs per single 
bus configurotion, 4 poirs per dual bus configurotion) with 1 G8 coche per controller poir, ond 12 14-
boy drive enclosures with redundont power supplies. Configure-to-Order (CTO) builds ore ovoiloble. 

Options include ACS, plotform kits ond software by HP. 

NOTE: Pleose see lhe SlorogeWorks EMA 16000 QuickSpecs for FC swilches, plotform software, hosl 
odoplers, disks ond oplions for complete solutions oi: 
hHp:/ /www5.compoq .com/ producls/ quickspecs/ 1 0812 no/ 1 0812 no .HTML 

StorogeWorks Diredor 2/64 

NOTE: Pleose see lhe StorogeWorks Director 2/ 64 QuickSpecs for odditionol informotion: 
http://www5.compoq.com/ producls/ quickspecs/ 11 003 no/ 11 003 no .HT/v,L 

StorogeWorks SAN Switch 2/8 -EL 

StorogeWorks SAN Switch 2/8-E L Upgrode 

StorogeWorks SAN Swilch 2/16 

StorogeWorks SAN Switch 2/16-EL Upgrode 

218960-821 

218232-821 

245299-821 

286763-82 1 

262653-821 

262654-821 

262659-82 1 

262660-821 

262661-821 

262672-821 

286694-821 

175990-821 

175991-821 

175992-821 

175993-821 

238792-821 

238791 -821 

286809-821 

Fls : ~ g_ 
----.-.-...... 17-fl--1~ ,,.___...__ ~ . ! 

Doc. r 

- - - ·· • . .. ~rr~=.._..,..,.,.,....~,o-n-·_.. 
0 
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QuickSpecs HP Pro Liant OL380 Gene ratio n 3 (G3) 

Jpti 

U PS 

U ni nterruptible Power 

Systems - Rack 

UF ptions 

i n v e n t 

Please see the UPS a nd POU cab le m atrix that lists cable descriptions, requirem ents, a nd 

specifications for UPS and PDU units: 
ftp ://fi p. com poq . com/ pub/ producls/ servers/Prolionlsloroge/ power-prolecl i o n/ powercord molrix. pclf. 
NOTE: This Web sile is ovoi loble in English on ly. 

HP UPS R1 500 XR (1440VA, 1340 Wott), Low Voltoge 

HP UPS R3000 XR (2880VA, 2700 Wott), Low Voltoge 

HP UPS R3000 XR (3000VA, 2700 Wott), High Voltoge 

Rock-Mountoble UPS R6000 (6000VA, 6000 Wott) High Voltoge 

HP UPS R 12000 XR N +x (200-240V) (hordwired) 

NOTE: UPS R6000 hos o hordwired input; ond the UPS R 12000 XR hos o hordwired input ond 
outpul connection . 

SNMP Seria l Port Cord 

NOTE: Supports lower ond rock UPS XR models. This cord does not support lhe 500, 700, ond 
6000VA UPSs (non-XR models) 

Six Port Cord 

NOTE: Supports tower ond rock UPS XR models. This cord does nol support lhe 500, 700, ond 
6000VA UPSs (non-XR models) 

High to Low Voltoge Tronsformer (250VA) 

NOTE : Supports R6000 UPS series only. 2.5 omps @ 125 Volts mox oulput ocross 
two NEMA 5- 1 S. 

Extended Runtime Module, R 1 500 XR, 2U 

NOTE: 2U eoch, two ERM moximum. 

Extended Runtime Module, R3000 XR, 2U 

NOTE : 3U eoch, one ERM moximum . 

Extended Runtime Module, R6000, 3U 

NOTE: 3U eoch, two ERM moximum . 

Extended Runtime Module, R12000 XR, 4U 

NOTE: 4U eoch, one ERM moximum. 

R 12000 XR 8ockPiote Receptocle Kit, (2) L6-30R 

N OTE: lhe R 12000 XR 8ockPiole Kil h os o hordwired input. 

R 12000 XR 8ockPiote Receptocle Ki t, (2) IEC-309R 

NOTE: The R 12000 XR 8ockPiole Kit h os o hordwired input. 

SNMP-EN Adopter 

NOTE: Supports R6000 UPS series only. 

Mu lt i-Server UPS Cord 

NOTE: Supports R6000 UPS series on ly. 

Sco loble UPS Cord 

NOTE: Supports R6000 UPS series only. 

DA - 1 14 73 North Ame rico - Version 23 - July 14, 2003 

204404 -001 

192186-001 

192 186-002 

347207-00 1 

207552-822 

192 189-82 1 

192185-821 

388643-821 

2 1897 1-82 1 

192 188-82 1 

347224-821 

2 17800-821 

32536 1-00 1 

325361-821 

347225-821 

123508-82 1 

123509-82 1 
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QuickSpecs 
Options 

Modular PDUs 1 U/OU 

(Up to 32 outlets) 

NOTE: 1 U/OU mounting 
brockets shipped with 
lhe unit (optimized for 1 0000 
ond 9000 series rocks). 

Pcl _;ptions 

USB Options 

Rack Builder 

í 

i n v e n t 

HP Modulo r Power Distribution Units (mPDU), Low Volt Model, 24A (1 00-127 VAC) · 

NOTE: This mPDU (252663-071) moy olso be used to connect the low volt model oi the UPS 
R3000 XR. 

HP Modular Power Distribution Units (mPDU), High Volt Model, 24A (200-240 VAC) 

HP Modular Power Distribution Units (mPDU), High Volt Model, 40A (200-240 VAC) 

NOTE: This mPDU (252663-821 ), 40A model hos o hordwired input. 

HP Modular Power Distribution Units (mPDU), High Volt Model, 16A (200-240 VAC) 

NOTE: This PDU hos o detochoble input power cord ond ollows for odoptobility to country specilic 
power requirements. This model moy olso be used with the high volt UPSs R3000 XR ond R6000 For 
Nor1h Americo, need to arder coble PN 340653-001. 

NOTE: Pleose see the following Modular Power Distribution Unit (Zero-U/ 1 U Modular PDUs) 
QuickSpecs for odditionol options including shorter jurnper cobles ond country specilic power cords: 
http://www5.cornpoq.com/ products/ quickspecs/ 11 041 _ no/ 11 041 no.HTML 

Third Porty Modular PDU Mounling Kit 
NOTE: This kit ollows you to mount the Modular PDUs in rocks other thon the 9000/10000 Series 
rocks (ony rocks using the stondord 19"roi l) . For more detoils pleose reler lhe Modular PDU 
QuickSpecs. 

4.5' IEC C 13 lo IEC C14 PDU Jumper Coble (1 per pock) 

4.5' IEC C 13 to IEC C14 PDU Jumper Coble (15 per pock) 

US8 Eosy Access Keyboord (corbon) 

US8 Eosy Access Keyboord (corbonite) 

US8 2-8utton Scroll Mouse (corbon) 

US8 2-8utton Scroll Mouse (corbonite) 

US8 Floppy 

Pleose see lhe Rock 8uilder for conligurotion ossislonce oi http:/ / www.compoq .com/ rockbuilder/ 

252663-072 

252663-821 

252663-824 

310777-821 -, 

142257-006 

142257-007 

267146-008 

DC1688#A8A 

195255-825 

DC1728 

304707-821 

, ·'-' VO-EBiifJE1:::r,...C--.;-!';r··: 
CPNf l - CORREiOS 

10 85 
l· , r 
i 
I 

Fls: J 
3 7 a 1 ·1 

Doe: ----- ' 
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Rack 9000 Series (opol) 

o 

i " y • " t 

HP ProLiont OL380 Generotion 3 (G3) 

HP S 10614 (14U) Rock Cabine! - Shock Pollet 

HP 10842 (42U, 800mm wide)- Pollet 

HP 10842 (42U, 800mm wide) - Shock Pollet 

HP 10647 (47U)- Pollet 

HP 1 064 7 (4 7U) - Croted 

HP 10642 (42U) - Pollet 

HP 10642 (42U)- Shock Pollet 

HP 10642 (42U)- Croted 

HP 1 0636 (36U) - Pollet 

HP 10636 (36U) - Shock Pollet 

HP 10636 (36U) - Croted 

HP 1 0622 (22U) - Pollet 

HP 1 0622 (22U) - Shock Pollet 

HP 1 0622 (22U) - Croted 

NOTE: -821 (paliei) used to ship empty rocks shipped on o truck 
-822 (shock paliei) used to ship rocks with equipment instolled (by custam systems, VARs ond 
Chonnels) 
-823 (croted) used for oi r shipments oi empty rocks 

NOTE: lt is mondotory to use o shock paliei in arder to ship rocks with equipmenl instolled . 

NOTE: Pleose see lhe Rock 10000 OuickSpecs for Technicol Specilicotions such os height, width, 

depth, weight, ond calor: 

http://www5.compoq.corn/products/ quickspecs/1 0995 no/1 0995 no. HTML 

NOTE: For odditionol inlormotion regording Rock Cobinels, pleose see the following URL: 
http:/ /h 18000. www 1 . hp.com/products/servers/proliontstoroge/rock-options/index.html 
NOTE: This Web site is ovoiloble in Engl ish only. 

Rock 9142 (42U) - Paliei 

Rock 9142 (42U)- Shock Paliei 

Rock 9142 (42U)- Croted 

NOTE: -821 (paliei) used to ship empty rocks shipped on o lruck 
-822 (shock paliei) used to sh ip rocks with equipment instolled (by custam systems, VARs ond 
Chonnels) 
- 823 (croted) used for o ir shipments oi empty rocks 

292302-822 

257415-821 

257415-822 

245160-821 

245160-823 

245161-821 

245161-822 

245161-823 

245162-821 

245162-822 

245162-823 

245163-821 

245163-822 

245163-823 

120663-82 1 

120663-822 

120663-823 

NOTE : Pleose see lhe Rock 9000 Ou ickSpecs for Technico l Specilicotions such os height, width, depth, weight, ond calor: 
http ://www5.compoq.com/products/quickspecs/1 0366 no/ 1 0366 no .HTML 

NOTE:. For odditionol inlormolion regording Rock Cobinets, pleose ;ee lhe following URL: 
http ://h 18000.www 1.hp.com/products/servers/proliontst oroge/rock-opt ions/ index.html 
NOTE: This Web si te is ovoiloble in Engl ish on ly. 
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QuickSpecs HP ProLiant DL380 Ge 

Options 

Rack Options for HP 
Rack 1 0000 Series 

i n v e n t 

Rack 81anking Panels - Graphite (Multi) 

NOTE: Canlains one each of 1 U, 2U, 4U and 8U. 

Rack 81anking Ponels- Graphile (1 U) 

NOTE: The Rack 81anking Panels (PN 253214-821) conlains 1 O each oi (1 U). 

Rack 8lanking Panels - Graphile (2U) 

NOTE: The Rack 81anking Panels (PN 253214-822) conlains 1 O each oi (2U) . 

Rack 81anking Panels - Graphile (3U) 

NOTE: The Rack 81anking Panels (PN 253214-823) contains 1 O each of (3U) . 

Rack 81anking Panels - Graphile (4U) 

NOTE: The Rack 81anking Panels (PN 253214-824) contains 1 O each of (4 U). 

Rack 81anking Panels - Graphite (5U) 

NOTE: The Rack 8lonking Panels (PN 253214-825) contoins 1 O eoch oi (5U) . 

800mm Wide Slabilizer Kit (Graphite) 

NOTE: Supported by the Rack 10842 cabine! only. 

600mm Slabilizer Kit- Graphite 

8aying Kit for Rack 1 0000 series (Carbon) 

42U Side Panel - Graphite Metallic 

11 OV Fan Kit (Graphile) 

NOTE: Rool Mount lncludes power cord with IEC320-C 13 to Nema 5-15P. 

220V Fan Kit (Graphite) 

NOTE: Roof Mount lncludes power cord with IEC320-C13 to Nema 6-15P. 

36U Side Panel - Graphile Melallic 

47U Side Panel - Graphite Metallic 

9000/10000 Series Offsel 8aying Kit (42U) 

NOTE: This kit can be used to connect 9000 and 10000 series rocks oi the some U height together. 
Kit contents include hardware for connecting racks and a pane! to cover the 1 OOmm gap at lhe rear 
of lhe two racks. 

NOTE: For additional inlormation regarding Rack Options, please see lhe following URL: 
hHp://h 18000.www 1 .hp.com/ products/servers/ proliantstorage/ rack-options/ index.html 
NOTE: This Web site is available in English only. 
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253214-821 

253214-822 

253214-823 

253214-824 

253214-825 

255488-821 

246107-821 

248929-821 

246099-821 

257413-821 

257414-821 

246102-821 

255486-821 

248931-821 
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Qu_!_ckSpecs HP ProLiant DL380 Generation 3 (G3) 

c. 

Rack Options for Rack 
7000 Series 

Rack Options for Rack 

i n "" e n f 

8aying/Coupling Kit 

42U Side Panel 

NOTE: The 42U Side Panel (PN 120670-821) supporis the Compaq Rack 9142 and Compaq Rack 

9842. 

36U Side Panel 

NOTE: The 36U Si de Ponel (PN 120671 -821) supporis the Compoq Rock 9136. 

600mm Stabilizer Option Kit 

800mm Stabi lizer Option Kit (Opa I) 

NOTE: The 800mm Stobilizer Kit (PN 234493-821) supports the Rock 9842 only. 

9142 Extension Kit 

NOTE: The 9142 Extension Kit (PN 120679-821) supporis the Compaq Rock 9142 only. 

9142 Split Reor Doar 

NOTE: The 9142 Split Rear Doar (PN 254045-821) supporis the 600 mm wide, 42U 9000 series 
rock. 

9136 Extension Kit 

9142 Short Rear Doar 

NOTE: The 9142 Short Rear Doar (PN 2 182 1 7-821) supporis the Compaq Rock 9 14 2 only. 

9136 Short Rear Doar 

Rack 81anking Panel (Multi) 

NOTE: Kit includes four panels in 1 U, 2U, 4U, ond 8U. 

Rack 81anking Panels (1 U) 

NOTE: The Rack 81anking Ponels (PN 189453-821) contoins 1 O each of (1 U). 

Rack 81anking Panels (2U) 

NOTE: The Rock 81anking Ponels (PN 189453-822) contains 1 O eoch of (2U) . 

Rack 8lanking Panels (3U) 

NOTE: The Rack 81anking Panels (PN 189453-823) contains 1 O eoch of (3U). 

Rack 81anking Panels (4U) 

NOTE: The Rack 81anking Panels (PN 189453-824) contains 1 O eoch of (4U). 

Rack 81anking Panels (5U) 

NOTE: The Rack 81anking Panels (PN 189453-825) conta ins 1 O eoch of (5U). 

9000/1 0000 Series Offset 8oying Kit (42U) 

NOTE: This kit can be used to connect 9000 ond 10000 series rocks of the some U height together. 
Kit contents include hardware for connecting racks ond a pane I to cover the 1 OOmm gap at the rear 
of the two racks. 

NOTE: For additional informotian regording Rack Cabinets, pleose see the following URL: 
http:/ / h 18000.www 1 . hp.com/products/servers/pro liantstorage/rock-options/index. html 
NOTE: This Web site is ovoiloble in Engl ish only. 

High Ai r Flow Rack Doar Inseri for 7122 

High Air Flow Rack Doar Inseri for 7142 

High Air Flow Rack Doar Inseri for 7142 (6 pack) 

Compaq Networking Cable Management Kit 

Compaq Rack Extension Kit for 7142 

NOTE: For odditional inforrnation regarding Rock Cobinets, pleose see the fo llowing URL: 
http:/ /h 1 8000.www 1 . hp.com/products/servers/pro liontstoroge/rack-options/index.html 
NOTE: This Web site is available in English only. 

Monitor Utility Shelf- opa l 
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120669-821 

120670-821 

12067 1-82 1 

120673-821 

234493-821 

120679-821 

254045-821 

218216-821 

218217-821 

218218-821 

169940-821 

189453-82 1 

189453-822 

189453-823 

189453-824 

189453-825 

248931-821 

157847-82 1 

327281-821 

327281-822 

292407-821 

154392-821 

303606-821 
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J .. ... 

QuickSpecs HP ProLiant DL380 Ge 

Options 

7000, 9000 and 1 0000 
Series 

i n v e n r 

Bailas! Option Kit 

Rock Rail Adopter Kit (25" depth) 

1 00 kg Sliding Shelf 

Monitor/Utility Shelf - Grophite 

Depth Adjustoble Fixed Roi I 

Coble Monagement D-Rings Kit 

Console Monogement Controller (CMC) Option Kit 

Console Monogement Controller (CMC) Sensors Option Kit 

Console Monogement Controller (CMC) Locking Option Kit 

Console Manogement Controller (CMC) Smoke Sensors Option Kit 

Server Console Switch 1 x 2 porl (1 00-230 VAC) 

Server Console Switch 1 x 4 porl (1 00-230 VAC) 

Server Console Switch 1 x 8 pari (1 00-230 VAC) 

Server Console Switch 2 x 8 pari (1 00-230 VAC) 

Server Console Switch 2 x 8 porl (48VDC) 

IP Console Switch Box, 1 x 1 x 16 

IP Console Switch Box, 3x 1 x 16 

IP Console Interface Adopter, 8 pock 

IP Console Interface Adopter, 1 pock 

IP Console Exponsion Module 

KVM 9 PIN Adapter (4 Pock) 

CPU to Server Console Coble, 12' 

CPU to Server Console Coble, 20' 

CPU to Server Console Coble, 40' 

CPU to Server Console Coble, 3' 

CPU to Server Console Coble, 7' 

CPU to Server Console Coble (Pienum Roted) 20' 

CPU to Server Console Cable (Pienum Rated) 40' 

IP CAT5 Coble 3', 4 pock 

IP CAT5 Coble 6', 8 pock 

IP CAT5 Coble 12', 8 pock 

IP CAT5 Coble 20', 4 pock 

IP CAT5 Coble 40', 1 pock 

Switch Box Conneclor Kit (115V) 

Switch 8ox Connector Kit (230V) 

TFTS600 Rock Keyboord Monitor 

Local Access Cable Kit 

1 U Rock Keyboord & Drower (Corbon) 
NOTE: The 1 U Rock Keyboord & Drower (PN 257054-001) is to be used with the Keyboords for Rocks 
with Trockboll (PN 158649-001) . 

lnput Device Adjustable Roils 

NOTE: lnput Device Adjustoble Roils (287139-821) ore for use with the TFT511 OR, TFT5600RKM . 
ond integroted keyboord/drower which is used in mounting into third porly rocks. 

lnput Device Telco Roil 

NOTE: lnput Device Adjustoble Roils (287138-821) ore for use ONLY with the TFT51 1 OR, 
TFT5600RKM ond integroted keyboord/ drower which is used in mounting into third porly rocks. 

Keyboord/Monitor/ Mouse exfension cobles 

NOTE: For odditi~no(.inlormotion .regording Rock Options, pleo~e see the following URL: 
hllp: //h 18000 .,-.r.wv 1.hp.com/ producls/ servers/ prolionlsloroge/ rock-options/ index.html 
NOTE: This Web site is ovoiloble in Engl ish only. 
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F/s: 

234672-821 

253449-821 

332558-821 

168233-821 

203039-821 

203039-822 

203039-823 

203039-824 

120206-001 

400336-001 

400337-001 

400338-001 

400542-821 

262585-821 

262586-821 

262587-821 

262588-821 

262589-821 

149361-821 

110936-821 

110936-822 

110936-823 

110936-824 

110936-825 

149363-821 

149364-821 

263474-821 

263474 -822 

263474-823 

263474-824 

263474-825 

144007-001 

144007-002 

221546-001 

232985-821 

257054-001 

287139-821 
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QuickSpecs HP ProLiant DL380 Generation 3 (G3) 

~ack 

"arty 

H P Factory Express 

o 

Service and Support 

Offerings (HP Core Pack 

Services) 

i n v e n t 

ound hole rack cabine! roi I kit 

NOTE: Supporl for racks with round mounting holes (include HP Rock System /E ond HP Systems) 

with an adjuslment range of 24"- 36". 

Factory lnstallation, Racking, and Customization Services 

Factory Express Server Conligurotion Levei 1 

NOTE: Free lnstollation of HP Options- lnstollotion oi HP Options memory, NICs, hard drives, 

controllers, processors, 1/0 cords, pre-install stonda rd OEM OS image, and tape drives. lnstallotion 

fees will apply to ali non-HP cerli fied hardware ond osset tags . 

NOTE : Avai lable an PraLiant ML370 G3 Rack Madels Only. 

Factory Express Server Configuratien Levei 2 

NOTE: lncludes Levei 1 Cuslemer lntenl of a PreLiant server and optiens conliguration, OS 

installatien, custom image dewnlead, IP oddressing, netwerk sett ing, and custom packaging . 
Customer unique requiremenls (quick restare creation, cd duplicatien, test reporls, real-time reperling 
ef server MAC address, passwerd, and RILOE). Cuslomer access, va lidation and control through VPN 

(price/server). 

NOTE : Available en ProLianl ML370 G3 Rack Medels Only. 

Factory Express Rack lntegratien Levei 3 with 1 - 3 servers or slorage enclesures 

Factery Express Rack lntegration Levei 3 with 4 - 9 servers or staroge enclasures 

Factory Express Rack lntegratien Levei 3 with 1 O or more servers or storage enclosures 

NOTE : lncludes Levei 1 Customer lntent for standard mounted servers and sterage units plus 

slandard cable mgmt, RAIO cenliguratien, servers & storage, power distributien, nelworking gear and 

accessories (price/ra520ck). 

NOTE: Available en Proliant ML370 G3 Rack Medels Only. 

Factery Express Rack lntegratien Levei 4 with 1 - 3 servers or slorage enclosures 

Factory Express Rack lntegration Levei 4 with 4 - 9 servers or storage enclesures 

Factory Express Rack lntegration Levei 4 with 1 O or more servers or slorage enclosures 

NOTE : lncludes Leve i 2 Custemer lntent plus custemer defined cable management and naming 

canvenlien, custemer furnished image download, IP addressing, clusler configuratiens (SOL, Externa i 

slerage RAIO). Ouick restare creation, cd dupl ica tion, test reperls, real-time reporling of server MAC 

address, passwerd, RILOE). Custemer access and validation through VPN (price/rack). 

NOTE: Available on ProLiant ML370 G3 Rack Models Only. 

Factory Express Rack lntegration Levei 5 with 1 - 3 servers or slorage enclosures 

Factory Express Rack lntegration Levei 5 with 4 - 9 servers or slorage enclosures 

Foctory Express Rock lnteg'rotion Levei 5 with 1 O or more servers o r storoge enclosures 

NOTE: lncludes Levei 4 Cuslomer lntent plus Custem SW layering and extended test, Cuslemer 

access, validatien and conlrel threugh VPN, Clustered racks with netwerking gear and/er externai 

storoge array, Starl-up installation services custem quote. (price/rack). 
NOTE : Factery Express Engineered Solution Levei 6 is a cuslom solutiens available through Factery 

Express . Please contact a your local reseller or Account Manager. 

NOTE : Avai lable on ProLiant ML370 G3 Rack Models Only. 

Hardware Services 4-Hour On-site Service 

4-Hour On-site Service 5-Day x 13-Heur Coverage, 3 Years (Canadian Pari Number) 

4-Hour On-site Service, 5-Day x 13-Hour, 3 Years (U.S. Pari Number) 

4-Heur On-site Service, 7-Day x 24-Hour Coverage, 3 Years (Canadian Pari Number) 

4-Hour On-site Service, 7-Day x 24-Hour Coverage, 3 Years (U .S. Pari Number) 

lnstallation & Stort-up Services 

Hardware lnstallatien (Canodian Pari Number) 

Hardware lnstallation (U .S. Pari Number) 

DA- 11473 Nerlh Ame ri ca - Versien 23 - July 14 , 2003 
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QuickSpecs HP ProLiont DL380 Genera 

Options 

c 

i n w- e n t 

lnstollotion & Stort-Up oi o ProLiont server ond Microsoft 0/S per lhe Customer Description ond/or 
Doto Sheel. To be delivered on o scheduled bosis 8om-5pm, M-F, excl. HP holidoys. (U.S. Por! 
Number) 

lnstollotion & Stort-Up oi o ProLiont server ond Microsoft 0/S per lhe Cuslomer Description ond/or 
Doto Sheet. To be delivered on o scheduled bosis 8om-5pm, M-F, excl. HP holidoys. (Conodion Pari 
Number) 

lnstollation & Stort-Up oi o ProLionl server ond Linux 0/S per the Customer Descriplion and/or Doto 

Sheet. To be delivered on o scheduled bosis 8om-5pm, M-F, excl. HP holidoys. (U.S. Pari Number) 

lnstollation & Start-Up ai o PraLianl server ond Linux 0/S per lhe Custamer Description ond/or Dota 
Sheet. Ta be delivered on o scheduled bosis 8om-5pm, M-F, excl. HP halidoys. (Conodion Pari 
Number) 

Support Plus 

Onsite HW support, 8om-9pm, M-F, 4hr response ond Microsoft 0/S SW Tech supporl offsile, onsite 
oi HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys. (U.S. Por! Number) 

Onsile HW support, 8om-9pm, M-F, 4hr response ond Microsoft 0/S SW Tech support offsite, onsite 

oi HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys. (Conodion Pari Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response ond Linux 0/S SW Tech supporl offsile, onsite oi 
HP's discrelion, 8om-9pm, M-F 2hr response time excl. HP holidoys. (U.S. Pari Number) 

Onsite HW support, 8om-9pm, M-F, 4hr response and Linux 0/S SW T ech support offsile, onsite oi 
HP's discretion, 8om-9pm, M-F 2hr response time excl. HP holidoys. (Conodion Pari Number) 

Support Plus 24 

Onsite HW support 24x7, 4hr response ond Microsoft 0/S SW Tech support offsile, onsile oi HP's 
discretion, 24x7 2hr response time incl. HP holidoys. (U .S. Por! Number) 

Onsite HW support 24x7, 4hr response and Microsoft 0/S SW Tech supporl offsile, onsile oi HP's 
discretion, 24x7 2hr response time incl. HP holidoys. (Conodion Pari Number) 

Onsile HW supporl 24x7, 4hr response and Linux 0/S SW Tech support offsite, onsile at HP's 
discretion, 24x7 2hr response time incl. HP holidays. (U .S. Pari Number) 

Onsite HW support 24x7, 4hr response ond Linux 0/S SW Tech supporl offsite, onsite ot HP's 
discretion, 24x7 2hr response time incl. HP holidoys. (Conodion Pari Number) 

CarePoq Priority Services for Proliant Servers - Priority Si/ver 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Si/ver Software Supporf, 1-hr response, 
Mondoy - Fridoy, 8AM - 5PM local time, 2-hr response ofter hours for Windows NT, Windows 2000, 
Professionol, Server o r Advonced Server Operoting System, T echnicol Account Monoger, Technicol 
Newsletter, SW octivity review, prooctive potch notilicotion, 1 System Heolthcheck per yeor (2-5-2 Pari 

Number for Conodo) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Si lver Subsequent System Supporl for 
Windows NT, Windows 2000, Professionol, Server or Advonced Server Operoting System (2-5-2 Pari 
Number for Co nado) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Software Support, 1-hr response, 
Mondoy- Fridoy, BAM - 5PM local time, 2-hr response ofter hours for Novell NetWore Operoting 
System, Technicol Account Monager, Technicol Newsletter, SW octivity review (2-5-2 Pari Number for 
Co nado) 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Si lver Subsequent System Support for Novell 
NetWore Operoting System (2-5-2 Pari Number for Co nado) 

FM-MSTEC-02 

331072-002 

FM-LSTEC-02 

239929-002 

FM-M01 E2-36 

331070-002 

FM-L01 E2-36 

239931-002 

FM-M02E2-36 

331071-002 

FM-L02E2-36 

FM-M04E2-36 

FM-M24E2-36 

FM-N04E2-36 

FM-N24E2-36 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Si lver Software Supporl, 1-hr response, 239933-002 

Mondoy - Fridoy, 8AM - 5PM local time, 2-hr response ofter hours for Windows NT, Windows 2000,r -;~;;'·.:· --,...--.. ·· - ··· ·-·· ·-- .•.... 
Prolessionol, Server or Advonced Server Operoting System, Technicol Account Monoger, Technical ' ~)~ (\! O 03/?G05 =- eN-} 
Newsletter, SW octivity review, prooctive potch notilicotion, 1 System Heolthcheck per yeo r (6-3 Parti ~~~ -CORRE f OS [. 
Number for U.S.) · , 

1 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Silver Subsequent System Supporl for 130:f}~ !' 
Windows NT, Windows 2000, Professionol, Server or Advonced Server Operollng System (6-3 Po~- . 

b f Fls . 
Num er or U.S.) . 4J2.

3
AA' J 

24 x 7 HW, 4-hr response, Named HW engineer; 24 x 7 Silver Software Supporl, 1-hr response, 'JJ9fl ·I:J.h l 
Mondoy - Fridoy, 8AM - 5PM local time, 2, hr response ofter hours for Novel/ NetWore Operoting t 
System, T echn ica l Account Monager, T echnicol Newsletter, SW activity review (6-3 Pari Number f Doe } 
U.S.) - ~:::=:--::::- / 
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pecs HP ProLiant OL380 Generation 3 (G3) 

24 x 7 HW, 4-hr response, Nomed HW engineer; 24 x 7 Si lver Subsequent System Support for Novell 

NetWare Operoting System (6-3 Port Number for U.S.) 

NOTE: For more informotion, customer/rese llers con contod http ://www .hp.com/ services/ corepock 
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QuickSpecs 
Memory 

HP Proliant Model DL380 Generation 3 (G3) 3.06GHz Models 

Standard Memory 

HP ProLiont DL380 Gen 

1 GB PC21 00 Registered DDR SDRAM DIMM Memory running ot 266MHz comes instolled (2 x 512-MB SDRAM) 

Standard Memory Plus Optional Memary 

Up to 9,216-MB memory is ovoiloble with the optionol instollotion of PC21 00 Reg istered DDR SDRAM DIMM Memory Option Kit 

Standard Memory Replaced with Optional Memory 

Up to 12,288-MB of memory is ovoiloble with the removo! of the stondord 512-MB of memory ond the optionol insto llotion of PC21 00 Registered DDR 
SDRAM DIMM Memory Option Kit 

NOTE: Chort does not represent ali possible configurotions. 

Memory Slot 

i ' 1 ~ 2 3 I 4 5 ~ 6 ,, 

Standard l 1024MB 512MB ! 512MB ~ Empty Empty i Empty ~ Empty 

fOptiona l Í 8,960MB 512MB t 5 12MB 
I 

2048MB 
~ 

2048MB 2048MB I 204 8MB 
" 

I 
:Maximum I 12,288MB 2048MB f 2048MB ~ 2048MB ! 2048MB l 2048MB I 2048MB 

NOTE: In the online spore configurotion, the ROM outomoticolly configures the lost populoted bock os lhe spore memory. lf only bonks A ond B ore 
populoted, bonk Bis the spore bonk. lf bonks A, B, ond C ore populoted, bonk C is the spore bonk, Online spore memory is configured through RBSU. 

Following ore memory options ovoiloble from HP: 

• 4096MB of Advonced ECC PC2100 DDR SDRAM DIMM Memory Kit (2x 2048MB) 
NOTE: The 4096MB of Advonced ECC PC21 00 DDR Memory kit (300682-B21) con only be used in 3.06GHz ond foster 
models. 

• 2048-MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (2x 1024MB) 

• 1024-MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit 2 x 512MB) 

• 512-MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (2 x 256MB) 

HP Proliant Model DL380 Generation 3 (G3) 2 .8GHz and 2.4GHz Models 

Standard Memory 

512-~B PC21 00 Registered DDR SDRAM DIMM Memory running ot 200MHz comes instolled (2 x 256-MB SDRAM) 

Sta .-d Memory Plus Optiona l Memory 

Up to 4,608-MB memory is ovoi loble with the optionol instollotion of PC21 00 Registered DDR SDRAM DIMM Memory Option Kit 

Standard Memory Replaced wit~ Optional Memory 

300682-B21 

300680-B21 

300679-B2 1 

300678-B21 

Up to 6, 144-MB of memory is ovoiloble with the removo! of the stondord 256-MB of memory ond the optionol instollotion of PC21 00 Registered DDR 
SDRAM DIMM Memory Option Kit 

NOTE: Chort does not represent ali possible configurotions. 

Standard 512MB 

~- - r-;:·-------
2 3 4 5 l F~üS i\! W-tt;F~7f-+1' 

......;;2;.;;s;.;;6;.;.M=B~=~~----~ _-2:5:6:M.;.;..;;B~--·~~--E~m_-,:;;p-=ty=-----~.----~=E=m=p=t=y==~---===-E_m_,_p_,tv._t..,_..-CPlVf I Efi. f)}f m Em S f 
256MB 256MB 1024MB 1024MB 1 024M~ ..: 1_224MB __ _ , f 

_1_02~M_B ·--· _ 1024MB ~Q.2~4_M_B_ --~-~1_0_2_4_M_B 2_224M1~ .. ~-~~/l18 9- f 

J I Fls: J 7 rJ 1 J 

JL~ 

Slot 

Optional 4,608MB 
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QuickSpecs 

e 2048-MB of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit (2x 1024MB) 

• 1024-MB .of Advonced ECC PC21 00 DDR SDRAM DIMM Memory Kit 2 x 512MB) 

e 512-MB of Advanced ECC PC21 00 DDR SDRAM DIMM Memory Ki t (2 x 256MB) 

c 

HP ProLiant OL380 Generation 3 (G3) 

300680-B21 

300679-B2 1 

300678-B21 
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QuickSpecs 
Storage 

Drive Support 

Removable Media 

1.44-MB Diskette Drive 

IDE CD-ROM Drive 

Sl imline DVD-ROM (8x24x) 

C Kit (Servers) 

Hord Drives 

Quontity 
Supported 

U/tra320 Hot Pluggable Orives 

Quantity 
Supported 

1-inch 

146.8-GB 1 0,000 rpm 
72 .8-GB 1 0,000 rpm 
36.4-GB 10,000 rpm 
72 .8-GB 15,000 rpm 
36.4-GB 15,000 rpm 
18.2-GB 15,000 rpm 

Up to 6 

0 - 5 

A 

B 

c 

Position 
Supported 

A 

B 

B 

Position 

Supported 

0-5 

HP ProLiont DL380 

Six 6" Wide Ultro3 SCSI hot plug hord drive boy,s 

1.44-MB Diskette Drive 

24x IDE CD-ROM (Universal Media Bay) 

Six 1" Wide Ultra3/ Uitra320 SCSI hot plug hard drives or for five hot plug hard drives 
and one AIT or 20/ 40-GB DAT hot plug tape drive 

Contrai ler 

lntegrated 

lntegrated IDE 

lntegrated IDE 

Contrai ler 

Smort Arroy Si Controller (integrated on system board) 

Smart Array 532 Controller 
Smort Arroy 5302/ 128 Controller 
Smart Array 5304/256 Controller 
Smart Array 6402/ 128 Controller 
Smart Array 531 2 Controller 
Smart Array 641 Controller 
Smart Array 642 Controller 
64-Bit/ 133-MHz Duol Channel Ultra320 SCSI Adapter 

NOTE: Ali U320 Universal Hard Drives are backward compatible ta U2 ar U3 speeds. U320 drives require an optional U320 Smart Array Controller or 
U320 SCSI HBA to support U320 tronsfer rales. 

Exte ool Storoge 

Quontity 
Supported 

StorageWorks Enclosure 4300 Up to 13 
family 

··, (supports Ultra2/ Uitra3 1" 

drives only) 

3U Rackmount Kit 

SU Rackmount Kit 

MSA 1000 

Up to 3 

Please see the MSA 

1 000 Q uickSpecs 
below to determine 
conligurotion 
requirements 

Position 
Supported 

Externai 

Externai 

Externa i 

Contrai ler 

Smart Arroy 532 Controller 
Smart Array 5302/ 128 Controller 
Smart Array 5304/256 Controller 
Smart Array 6402/128 Controller 
Smart Array 5312 Controller 
Smart Array 642 Controller 
64-Bit/133-MHz Duol Channel Ultra320 SCSI Adapter 

64 -Bit/ 133-MHz Dual Channel Ultra320 SCSI Adapter c;;----·-- --·--- . 
~~~~BS-1\~e-s- Ctot-4 

Please see the MSA 1000 Q uickSpecs (URL below) for thf lot~AMbf. \,lpfJ)~~I.Q-S f. 
HBAs ~ 

I ~ 

MSA 1000: h!tp://wwwS.compoq.com/ producls/ quickspecs/ 11 033 no/ 1 i033 _no.HT/v.L 
F ls .~1_0~· 9~0-/ 

I Doe fJ:, 
·:fYa-;---D-7{ 
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QuickSpecs 
:Gi> 

HP ProLiant DL380 Generation 3 (G3) 

w~'s ~imu~'~o ge Capacity- (StorogeWorks Enclosure SCSI Attoched) 

. ln!ern61 , 880.8 GB (6 x 146.8 GB Ultra 320 1 ") 

'·· E~i~r~- 26.7 17 TB (1 3 x (14 x 146.8 GB Ultra 320 1 ")) 

Total 27 .598 TB 

Tape Drives 

NOTE: For an up-to-date listing oi the lates! 0/S Support details for each of the Tape Drives listed below, please see lhe following : 

http:/ / wwwS.compaq .com/products/ quickspecs/North __ America/ 1 0233. html 

NOTE: For an up-to-date lisling of lhe lates! 0/S Support details for each of the Tape Storage Syslems listed below, please see lhe fallowing: 
http:/ / wwwS .compaq .com/ products/ quickspecs/ North America/1 0809 .html 

NOTE: Please see lhe Smart Array Si Conlroller OuickSpecs for add itional information regarding supported oplions ai: 
http:/ /wwwS.cornpaq.com/ producls/ quickspecs/ 1 0890 __ NN 1 0890 NA.HTML 

Internai DAT 20/40 
Internai DAT 72 

Internai AIT 100-GB, Hot Plug 
Internai AIT 50-GB, Hot Plug 
Internai AIT 35-GB, LVD, Hot 
Plug 
Internai 20/40-GB DAT, Hot 
Plug 

Ouantity 
Supported 

Up to 3 

Up to 3 

Position 
Supported 

0+ 1, 2+3, c 

0+1,2+3,C 

C o ntrai ler 

Smart Array Si Controller (integrated on system board) 
Smart Array 532 
Smart Array 5302/32 Controller 
Smart Arroy 5302/64 Cantroller 
Smart Array 5302/ 128 Cantroller 
Smart Array 5304/ 128 Controller 
Smart Array 5304/256 Controller 
Smart Array 6402/128 Controller 
Smart Arroy 5312 Contraller 

64-Bit/ 133-MHz Dual Channel Ultra320 SCSI Adapter 

Smart Array Si Contraller 
Smart Arroy 532 Controller 
Smart Array 5302/128 Controller 
Sma rt Array 5304/256 Cantroller 
Smart Array 6402/128 Controller 
Smart Array 5312 Contraller 
Smart Array 641 Contrai ler 
Smart Array 641 Controller 
64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapter 
NOTE: lhe Smart Array 532 Controller does nat suppart the AIT 100-GB Hat 
Plug Tape Drive. 

-GB DAT DDS-4 8 
Cassette Autoloader (externai) 

SSL 1016 SDLT160/320 tape 
··, auto1oader 

HP StorageWarks AIT 35 GB 
Autoloader 

Ultrium 215, Externa i 
Ultrium 230, Externa i 
Ultrium 460, Externai 

SDLT 11 0/220-GB, Externa i 
SDLT 160/320-GB, Externai 

Externai DAT 72 

AIT 100-GB Externai 
AIT 50-GB Externai 
AIT 35-GB LVD Externai 

Externai 40/80-GB DLT 
Enhonced 

Up to 2 

Up to 2 

Up lo 1 (for a single 
HBA) 
Up to 2 (for a dual 
HBA) 

Up to 2 

Up to 2 

2 

2 

Up to 3 

Externai 

Externai 

Externai 

Externai 

Externai 

Externai 

Externai 

Externai 

DA -11473 

64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapter 

64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapler 

64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapler 

64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapter 

64 -Bit/ 133 -MHz Dual Channel Ultra320 SCSI Adapte-r 

64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapler 

64-Bit/133-MHz Dual Channel Ultra320 SCSI Adapler 

64-Bit/1 33-MHz Dual Channel Ultro320 SCSI Adopler 
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QuickSpecs 
Storage 

SSL2020 AIT Li brory 

MSL5026DLX (40/BOGB DLT­
bosed) 
MSL5026SL (SDLT-bosed) 
Librory 
MSL5052SL (SDLT-bosed) 
Librory 
MSL5030L (L TO-bosed) Librory 
MSL5060S (LTO-bosed) Libro ry 
MSL6060L 1 (Uitrium 460 -
bosed) Librory 
MSL6030 (LTO Ultrium­
bosed) Li brory 

' -. 

Up to 5 

2 drives per SCSI 
chonnel 

Externai 

Externai 

HP ProLiant DL380 Gener 

SAN Access Module fo r Smort Arroy 5302 Controller 
64-Bit/133-MHz Dual Chonnel Ultro320 SCSI Adopter 

64-Bit/133-MHz Dual Chonnel Ultro320 SCSI Adapter 

~;~õ3~õõ5-~c~ 
c~~ - COF~HEios 1 

1 f 

10 91 i 
Fls: - --- --
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HP ProLiant DL380 Generation 3 (G3) 

194989-00 1 

199382-821 

90 to 264 

Frequency Range (Nominal) (Hz) 47 to 63 (50/60) 

!Nominal lnput Vo ltage (Vrms) 100 

Max Rated Output Wattage Rating ~ 400 
' Nominollnput Current (A rm s) 5.8 

Max Rated lnput Wattage Rating (Watts) 571 
Max. Rated VA (Valt-Amp) ' 583 

' 

Efficiency (%) 70 

Power Foctor 0.98 

Leokage Current (mA) 0.3 1 

~- · -,Jm lnrush Current (A peak) 50 
Ml_ )m lnrush Current duration 20 

System Specifications 
Proliant DL380 Generation 3 Fully Configured 

115 208 

~ 400 i 400 
~ 
I 5.0 2.7 

i I• 563 548 

575 559 

71 73 

0.98 0.98 

0.36 0.65 

50 50 

20 20 

Up to 2 Processors, 6 Memory Slots, 6 Hord Drives, 3 PCI Slots, ond 2 Hot Plug Power Supplies 

Nominal ln put Voltage (Vrms) i 100 115 

Fully Loaded System lnput Wattage (W) 431 41 1 

Fully Loaded System lnput Current (A rms) 4.3 3.6 
Fully Loaded System Thermal (BTU- Hr) 1421 1401 

Fully Loaded System VA (Volt-Amp) 425 419 

Syslem Leakage with ali power supp lies loaded 0.63 0.72 
(mA) 

System lnrus h Current with a li powe r s upplies 100 100 
loaded (A) 

' 
220 230 240 

f 400 ~ 400 400 
-

2.5 . 2.4 2.3 

~ I 
-541 541 I 541 

552 552 1 552 
! 74 .. 74 ' ~ 74 
r 0.98 i 0.98 0.98 ' 
~ 0.69 0.72 I 0.75 
ij 50 I 50 I' 50 

~ 20 ~ 20 I 20 

208 ~ 220 230 240 ' 
' 

406 400 395 390 ! 
2.0 1.9 1.8 1.7 

1383 1365 1347 1330 
I 

414 408 403 398 

1.30 1.38 1.44 1.50 

100 100 i 100 

~ 
100 I 

I 
Power cord requirements Nema 5-15P to IEC320-C13 .Option no./Spare no : See Chart below 

. . 
IEC320-C 13 to IEC320-C14 Option no./Spare no.: 

142259-001 / 142258-821 

~c? . I . -v1ew typ1ca system power rat1n g s use lhe Aclive Answers Power Calculotor which is availoble via the online too l locoted ot URL: 
http://h30099. www3. hp .com/ configurolor/powercalcs.asp 
To drill down to calculators: 

; 

Click on: "Proliant Servers" ~ 
Click on the Server of interest. Exomple: DL380 G3 

~'P_o_w_:_'~-:~o-0n-rd~:-:-:-~-~-:-:-lc-:-:-:o-,:-" ,~I:-~~3~:Y-0~-:~~~:-I'-n~e-e_d_t_o_sc-r~o-ll -d~ow--n ~to~se-e~i-t.)~--~--~--~----------------------~--~~------~-:. . 

Country 

~ Standard Power Cord Part Number/Option Power Cord Part 
' Number 

Power Cords (IEC320-C13 to IEC320-C 14) 

Sta nda rd Power Card Part Number/Option Power Cord Part 
Number 

.163719-002/227099-001 

' 142263-003/ 142257 -003 
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QuickSpecs HP ProLiant OL380 Gener 

TechSpecs 

System Unit 

( 

Dimensions (HxWxD) 

Weight 

3.38 X 17.50 X 25 .75 in (8.59 X 44.45 X 65.41 em) 

Maximum: 60 lb (27.22 kg) 

No drives: 47.18lb(20.41 kg) 

lnput Requirements (per Range Line Voltage 90 to 132 VAC/180 to 265 VAC 

100 ta 120 VAC/220 to 240 VAC 

6A (11 OV) ta 3A (220V) 

power supply) Nominal LineVoltage 

BTU Rating 

SCSI Connectors 

Power Supply 
Output Power 
(per power supply) 

Temperature Range 

Relative Humidity 
(non-condensing) 

Maximum Wet Bulb 
T emperature 

Acoustic Noise 

Acoustic Noise 

Rated lnput Current 

Rated lnput Frequency 

Rated lnput Power 

1,4 75 BTU/HR 

50 to 60Hz 

600W 

One externai VHDCI connector 

Rated Steady-State Power 

Maximum Peok Power 

Operating 

Shipping 

Operating 

Shipping 

82.4° F (28° C) 

400W 

400W 

50° to 95o F (1 oo to 35o C) 

-40° to 158° F (-40° to 70° C) 

10% ta 90% 

5% to 95% 

ldle Minimum (Fixed Oisk Orives Spinning) 

L WAd (BELS) 

L pAm (dBA) 

7.0 

55 

Operating Minimum (Rondam Seeks to Fixed Oisks) 

L WAd (BELS) 

L pAm (dBA) 

7.0 

55 

ldle Maximum (Fixed Oisk Orives Spinning) 

L WAd (BELS) 

L pAm (dBA) 

7.2 

56 

Operaling Maximum (Rondam Seeks to Fixed Oisks) 

L WAd (BELS) 

L pAm (dBA) 

7.3 

57 

.l. 

;:. 

~ ~------------------------------------------------------------------------------------;, \ __ 
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QuickSpecs 

o 

Size 

LED lndicators 
(front panel) 

Reod/Write Copocity 
per Diskette 
(high/ mid/ low density) 

Drive Supported 

Drive Height 

Drive Rotation 

Tronsfer Rote 
(high/ mid/ low) 

Bytes/Sector 

Sectors!T rock 
(high/ mid/ low) 

T rocks/Side (high/low) 

Access Times 

Cylinders (high/ low) 

Reod/Write Heods 

3.5 in 

Green 

1.44 MB/ 1.2 MB/ 720 KB 
formatted 

One 

0.50 in (1.27 em) 

300/ 360/ 300 rpm 

500/500/250 KB/s 

512 

18/ 15/9 

80/80 

Track-ta-T rack 
(highmid/ / low) 

Average 
(high/ mid/ low) 

Settling Time 

Latency Average 

80/ 80 

Two 

HP ProLiant DL380 Generation 3 (G3) 

3/3/ 6 ms 

1 7 4/94/94 ms 

15 ms 

100 ms /83 .3 ms /100 ms 
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24X Max IDE 
CD-ROM Drive 
(Universal Media Boy) 

c 

c 

Disk 

Block Size 

Interface 

Access Times 
(typieol) 

Data Transfer Rate 

Coche Buffer 

Start-up Time (typieol) 

Stop Time 

Operating Conditions 

Dimensions 

Applicoble Disk 

Copoeity 

Diometer 

Rototionol Speed 

Center Hole 

Thiekness 

Troek Pitch 

Mode O 

Mode 1 

Mode 2 

IDE (ATAPI) 

Rondam 

Fuii-Stroke 

Sustained 

Burst 

128 KB 

< 1 O seeonds 

< 5 seeonds 

T emperoture 

Humidity 

(HxWxD, moximum) 

Weight 

HP ProLiont DL380 Ge 

CD-DA, CD-ROM (Mede 1 ond 2) 

CD-XA, CD-1 (Mede 2, Form 1 and 2) 

CD-1 Reody, CD Extra, Video CD, CD-Bridge 

Photo CD (Single ond Multi-session) 

CD-WO 

550 MB (Mede 1, 12 em) 

640 MB (Mode 2, 12 em) 

4.7 in, 3.15 in/12in, 8 em 

4200 rpm moximum 

0.6 in/1 .524 em diometer 

0.04 7 in/0.12 em 

1.61.1m 

2,368, 2,352 bytes 

2,352, 2,340, 2,336, 2,048 bytes 

2,352, 2,340, 2,336, 2,048 bytes 

< 140 ms 

< 300 ms 

150 KB/s (sustoined 1 X) 

21 00 to 4800 KB/s 

41 o to 120° F (5° to 55° C) 

10% to 80% 

0.51 X 5.24 X 5.2 in (1.3 X 13.31 X 13.21 em) 

< 340 g 

DA - 114 73 North Amerieo - Version 23 - July 14, 2003 
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NC7781 PCI-X Gigabit 
NIC (embedded) 
1 0/1 00/1 000 WOL 
(Woke On LAN) 

Netwark Interface 

Compatibility 

Data T ronsfer Methad 

Netwark T ronsfer Rale 

Connector 

Cable Support 

/ , .. _:- ' 

(

,· t , . .,.~ r 
,1-J,J::r''l\ \ 

HP ProLiant DL380 Gemyation (cj:J) 

lOBose-T/ lOOBase-TX/1000 BaseTX 

IEEE 802.3/802.3u complionl 

64-bil bus-mosler PCI-X 

1 OBose-T (Holf-Duplex), 

1 O Base-T (Fuii-Duplex) 

1 OOBose-TX (Holf-Duplex) 

1 OOBose-TX (Fuii-Duplex) 

1 OOOBose-TX (Holf-Duplex) 

1 OOOBose-TX (Fuii-Duplex) 

RJ-45 

10Bose-T 

10 Mb/s 

20 Mb/s 

100 Mb/s 

200 Mb/s 

1000 Mb/s 

2000 Mb/s 

Cotegories 3, 4 or 5 UTP; 
up to 328ft (100m) 

1 OOBose-TX Cotegory 5 UTP; up to 328ft (100m) 

~ 1000BoseTX Cotegory 5 UTP; up to 328ft (100m) 

-~,__--------------

Video Controller Controller Chip 

Video ORAM 

Data Transfer Method 

Support Resolution 

640 X 480 

80Q X 600 

1024x768 

1152 X 864 

1280x1024 

Connector 

ATI RAGE XL 

8 MB Video SDRAM 

32-bit PCI 

Supported Calor Depths: 

16.7M, 64K, 256, 16 

16.7M, 64K, 256, 16 

16. 7M, 64K, 256, 16 

16.7M, 64K, 256, 16 

16. 7M, 64K, 256, 16 

VGA 

!;) Copyright 2003 Hewlett-Pockord Developmenl Compony, L.P . 

rhe informotion contoined herein is subject to chonge without notice. 

'v\icrpo..ft ond Windows NT ore US regislered trodemorks of Microsoft Corporotion. Intel is o US regislered trodemork of Intel Corporotion. 

rhe \ .,,. worronties for HP produds ond services ore sei forth in lhe express worronty stotemenls occomponying sue h produds ond services. Nothing herein 
;hould be conslrued os constiluling on odditionol worronty.' HP sholl no! be lioble for technicol or editorial errors or omissions contoined herein. 

Fls: - -----

---~~~-- .. , .. __ _ 
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QuickSpecs HP ProLiant DL380 Generation 3 (G3) 

i n v e n I 

Data Compatible with ali Yes 

Smart Array Controllers 

lnstant Upgrades to other Yes 

Smart Array Controllers 

Consistent Software 

Manageability Tools 

PCI-X Bus 

PCI-X Peak Data 

Transfer Rale 

Yes 

64-bit, 100 MHz (integroted on system boord) 

800 MB/s 

SCSI Protocols Supported Ultro3, Ultro2 

SCSI Peak Data 160 MB/s per chonnel 

T ransfer Rate NOTE: For Proliont servers hoving TWO internai drive boys on seporote SCSI porls : 

Chonnels 

SCSI Ports 

(externai/internai) 

Drives Supported 

(moximum) 

Coche 

Battery-Backed Write 

Coche 

RAIO Support 

Logical Drives 

(moximum) 

Online Configuration 

Online Capacity 

Expansion 

Logical Drive Capocity 

Extension 

SCSI Peok Doto Tronsfer Rote is 320 MB/s total; 160 MB/s per chonnel ond Chonnels is 

2. 

2 
NOTE: For Proliont servers hoving two internai drive boys on seporote SCSI porls: SCSI 
Peok Doto Tronsfer Rote is 320 MB/s total; 160 MB/s per chonne l ond Chonnels is 2. 

0/2 
NOTE: For Proliont servers hoving two internai drive boys on separo te SCSI porls: SCSI 

Peok Doto Tronsfer Rote is 320 MB/s total ; 160 MB/s per chonnel ond Chonnels is 2. 

Moximum = total number of drives 

NOTE: Moximum is the total number of interna i drives on eoch specific Proliont server. 

64 MB Reod ond/or Write Coche 

Yes, with instollotion of Bottery-Bocked Write Coche Enobler, up to 64MB 

O, 1, 1 +O, 5 

Moximum = total number of drives 

Yes 

Yes 

Yes 

Online Stripe Size Yes 

Migration 

Online RAIO Levei Yes 

Migration 

Online Spore Support Yes 

Automatic Dato Recovery Yes 

Drive Roaming Yes 

Redundant Controllers No 
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User Group Management 

This chapter provides information about setting up and managing user groups in 
Cisco Secure Access Control Server (Cisco Secure ACS) Appliance version 3.2 
to control authorization. Cisco Secure ACS enables you to group network users 
for more efficient administration. Each user can belong to only one group in 
Cisco Secure ACS. You can establish up to 500 groups to effect different leveis of 
authorization. 

Cisco Secure ACS also supports externai data base group mapping; that is, i f your 
externai user database distinguishes user groups, these groups can be mapped into 
Cisco Secure ACS. And ifthe externai database does not support groups, you can 
map all users from that database to a Cisco Secure ACS user group. For 
information about externai database mapping, see Chapter 15, "User Group 
Mapping and Specification". 

Before you configure Group Setup, you should understand how this section 
functions. Cisco Secure ACS dynamically builds the Group Setup section 
interface depending on the configuration ofyour network devices and the security 
protocols being used. That is, what you see under Group Setup is affected by 
settings in the Network Configuration and Interface Configuration sections. 

This chapter contains the following sections: 

• User Group Setup Features and Functions, page 6-2-This section is an 
overview o f the features you find within Group Setup. 

• Common User Group Settings, page 6-3-This section details procedures 
that you typically would perform regardless o f your particular network 
security configuriltion. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Setup Features and Functions 

• Configuration-specific User Group Settings, page 6-15-This section 
details procedures that you would perform only as applicable to your 
particular network security configuration. 

• Group Setting Management, page 6-52-This section includes basic 
administrative procedures, such as determining the users in a group or 
renaming a group. 

User Group Setup Features and Functions 

Default Group 

The Group Setup section o f the Cisco Secure ACS HTML interface is the 
centralized location for operations regarding user group configuration and 
administration. For information about network device groups (NDGs), see 
Network Device Group Configuration, page 4-36. 

If you have not configured group mapping for an externai user database, 
Cisco Secure ACS assigns users who are authenticated by the Unknown User 
Policy to the Default Group the first time they log in. The privileges and 
restrictions for the default group are applied to first-time users. If you have 
upgraded from a previous version of Cisco Secure ACS and kept your database 
information, Cisco Secure ACS retains the group mappings you configured before 
upgrading. 

Group TACACS+ Settings 

~ .. 

Cisco Secure ACS enables a full range of settings for TACACS+ at the group 
l~vel. If a AAA client has been configured to use TACACS+ as the security control 
protocol, you can configure standard service protocols, including PPP IP, PPP 
LCP, ARAP, SLIP, and shell ( exec ), to be applied for the authorization o f each 
user who belongs to a particular group. 

Note You can also configure TACACS+ settings at the user levei. User-level settings 
always override group levei settings. 

78-14698-01 
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c 

Common User Gr 

Cisco Secure ACS a1so enab1es you to enter and configure new TACACS+ 
services. For information about how to configure a new TACACS+ service to 
appear on the group setup page, see Protocol Configuration Options for 
TACACS+, page 3-7. 

I f you have configured Cisco Secure ACS to interact with a Cisco 
device-management app1ication, new TACACS+ services may appear 
automatically, as needed, to support the device-management application. For 
more information about Cisco Secure ACS interaction with device-management 
app1ications, see Support for Cisco Device-Management Applications, page 1-18. 

You can use the Shell Command Authorization Set feature to configure TACACS+ 
group settings. This feature enab1es you to apply shell commands to a particular 
user group in the following ways: 

• Assign a shell command authorization set, which you have already 
configured, for any network device. 

• Assign a shell command authorization set, which you have already 
configured, to particular NDGs. 

• Permit or deny specific shell commands, which you define, on a per-group 
basis. 

For more information about shell command authorization sets, see Chapter 5, 
"Shared Profile Components". 

Common User Group Settings 

c 

78-14698-01 

This section presents the basic activities you perform when configuring a new user 
group. This section contains the following procedures: 

• Enabling VoJP Support for a User Group, page 6-4 

• Setting Default Time-of-Day Access for a User Group, pa~e 6-5 

Setting Callback Options for a User Group, page 6-6 

• Setting Network Access Restrictions for a User Group, page 6-7 

Setting Max Sessions for a User Group, page 6-11 

• Setting U sage Quotas for a U ser Group, page 6-13 

User Guide for Cisco Secure ACS 
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ser Group Settings 

Enabling VoiP Support for a User Group 

~ .. 
Note I f this feature does not appear, click Interface Configuration, click Advanced 

Options, and then select the Voice-over,..IP (VoiP) Group Settings check box. 

Perform this procedure to enable support for the null password function o f VoiP. 
This enables users to authenticate (session or telephone call) on only the user ID 
(telephone number). 

When you enable VoiP at the group levei, all users in this group become VoiP 
users, and the user IDs are treated similarly to a telephone number. VoiP users do 
not need to enter passwords to authenticate. 

Lt I) 
Caution Enabling VoiP disables password authentication and most advanced settings, 

including password aging and protocol attributes. 

To enable VoiP support for a group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select the group you want to configure for VoiP support, and 
then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 3 In the Voice-over-IP Support table, select the check box labeled This is a 
Voice-over-IP (VoiP) group - and ali users of this group are VoiP users. 

Step 4 To save the group settings you have just made, click Submit . 
. For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 5 To continue, and specify other group settings, perform other procedures in this 
chapter, as applicable. 

User Guide for Cisco Secure ACS iance, version 3.2 
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Common User G 

Setting Default Time-of-Day Access for a User Group 

~~ 

c 

c 

78-14698-01 

Note If this feature does not appear, click Interface Configuration, click Advanced 
Options, and then select the Default Time-of-Day I Day-of-Week Specification 
check box. 

Step 1 

To define the times during which users in a particular group are permitted or 
denied access, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 3 In the Default Time-of-Day Access Settings table, select the Setas default 
Access Times check box. 

Step4 

~ .. 
Note You must select the Setas default Access Times check box to lirnit 

access based on time or day. 

Result: Times at which the system permits access are highlighted in green on the 
day and hour matrix. 

~~ 
Note The default sets accessibility during all hours. 

In the day and hour rnatrix, click the times at which you do not want to permit 
access to members o f this group. 

p 
Tip Clicking times of day on the graph deselects those times; clicking again 

reselects them. 
At any time, you can click Clear Ali to clear all hours, or you can click 
Set Ali to select all hours. 

User Cuide for Cisco Secure ACS 

Fls: 



Chapter 6 User Group Management 

ser Group Settings 

Step 5 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 6 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Setting Callback Options for a User Group 

Callback is a command string that is passed back to the access server. You can use 
callback strings to initiate a modem to call the user back on a specific number for 
added security or reversal of line charges. There are three options, as follows: 

• No callback allowed-Disables callback for users in this group. This is the 
default setting. 

• Dialup client specifies callback number-Allows the dialup client to 
specify the callback number. The dialup client must support RFC 1570, PPP 
LCP Extensions. 

• Use Windows Database callback settings (where possible)-Uses the 
Microsoft Windows callback settings. I f a Windows account for a user resides 
in a remote domain, the domain in which Cisco Secure ACS resides must 
have a two-way trust with that domain for the Microsoft Windows callback 
settings to operate for that user. 

To set callback options for a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 Select a group from the Group list, and then click Edit Settings. 

Result: The Group Settings page displays the name ofthe group at its top. 

Step 3 In the Callback table, select one o f the following three options: 

• No callback allowed 

• Dialup client specifies callback number 

• Use Windows Database callback settings (where possible) 

User Guide for Cisco Secure ACS iance, version 3.2 
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Step 4 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 5 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Setting Network Access Restrictions for a User Group 

c 

c 
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The Network Access Restrictions table in Group Setup enables you to apply 
network access restrictions {NARs) in three distinct ways: 

o Apply existing shared NARs by name. 

o Define IP-based group access restrictions to permit or deny access to a 
specified AAA client or to specified ports on a AAA client when an IP 
connection has been established. 

o Define CLI/DNIS-based group NARs to permit or deny access to either, or 
both, the calling line ID (CLI) number or the Dialed Number Identification 
Service (DNIS) number used. 

~ .. 
Note You can also use the CLI/DNIS-based access restrictions area to 

specify other values. For more information, see About Network 
Access Restrictions, page 5-7. 

Typically, you define (shared) NARs from within the Shared Components section 
so that these restrictions can be applied to more than one group or user. For more 
information, see Shared Network Access Restrictions Configuration, page 5-9. 
You must have enabled the Group-Level Shared Network Access Restriction 
check box on the Advanced Options page o f the Interface Configuratiori section 
for these options to appear in the Cisco Secure ACS HTML interface. 

However, Cisco Secure ACS also enables you to define and apply a NAR for a 
single group from within the Group Setup section. You must have enabled the 
Group-Level Network Access Restriction setting under the Advanced Options 
page ofthe Interface Configuration section for single group IP-based filter options 
and single group CLI/DNIS-based filter options to appear in the 
Cisco Secure ACS HTML interface. 

Fls: 
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Common User Group Settings 

~~ 
~ \\ 

. . Note When an authentication request is forwarded by proxy to a Cisco Secure ACS 
server, any NARs for TACACS+ requests are applied to the IP address of the 
forwarding AAA server, not to the IP address o f the originating AAA client. 

To set NARs for a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 3 To apply a previously configured shared NAR to this group, follow these steps: 

~ .. 
Note To apply a shared NAR, you must have configured it under Network 

Access Restrictions in the Shared Profile Components section. For more 
information, see Shared Network Access Restrictions Configuration, 
page 5-9. 

a. Select the Only Allow network access when check box. 

b. To specify whether one or all shared NARs must apply for a member o f the 
group to be permitted access, select one of the fo llowing options: 

• All selected shared NARS result in permit 

• Any one selected shared NAR results in permit 

c. Select a shared NAR name in the Shared NAR list, and then click -> (right 
arrow button) to move the name into the Selected Shared NARs list. 

p 
Tip To view the server details o f the shared NARs you have selected to apply, 

you can click either View IP NAR or View CLID/DNIS NAR, as 
applicable. 

User Guide for Cisco Secure ACS version 3.2 
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User Group Management 
L ·~ . ~M .. · 

Common User Gro p ,Setti~~~·-. .._, / ' 

Step 4 

; il2tci I) 
To define and apply a NAR, for this particular user group, that permits~~JY 
access to this group based on IP address, or IP address and port, follow these 
steps: 

p 
Tip You should define most NARs from within the Shared Components 

section so that the restrictions can be applied to more than one group or 
user. For more information, see Shared Network Access Restrictions 
Configuratiori, page 5-9. 

a. In the Per Group Defined Network Access Restrictions section of the 
Network Access Restrictions table, select the Define IP-based access 
restrictions check box. 

b. To specify whether the subsequent listing specifies permitted or denied IP 
addresses, from the Table Defines list, select either Permitted Calling/Point 
of Access Locations or Denied Calling/Point of Access Locations. 

c. Select or enter the information in the following boxes: 

• AAA Client-Select either All AAA Clients or the name o f the NDG or 
the name ofthe individual AAA client to which to permit or deny access. 

• Port-Type the number o f the port to which to permit or deny access. 
You can use the wildcard asterisk (*) to permit or deny access to all ports 
on the selected AAA client. 

• Address-Type the IP address or addresses to filter on when performing 
access restrictions. You can use the wildcard asterisk (*). 

~ .. 
Note The total number o f characters in the AAA Client list and the Port and 

Src· IP Address boxes must not exceed 1024. Although 
Cisco Secure ACS accepts more than 1024 characters when you add 
a NAR, you cannot edit the NAR and Cisco Secure ACS cannot 
accurately apply it to users. 

d. Click Enter. 

Result: The specified the AAA client, port, and address information appears 
in the NAR Access Control list. 

User Guide for Cisco Secure ACS 
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ser Group Settings 

Step5 To permit or deny access to this user group based on calling location or values 
other than an established IP address, follow these steps: 

a. Select the Define CLI/DNIS-based access restrictions check box. 

b. To specify whether the subsequent listing specifies permitted or denied 
values, from the Table Defines list, select one o f the following: 

• Permitted Calling/Point of Access Locations 

• Denied Calling/Point of Access Locations 

c. From the AAA Client list, select either All AAA Clients or the name o f the 
NDG o r the name o f the particular AAA client to which to permit o r deny 
access. 

d. Complete the following boxes: 

~ ... 

p 

Note You must type an entry in each box. You can use the wildcard asterisk 
(*) for all or part of a value. The format you use must match the 
format of the string you receive from your AAA client. You can 
determine this format from your RADIUS Accounting Log. 

• PORT-Type the number o f the port to which to permit or deny access. 
You can use the wildcard asterisk (*)to permit or deny access to all ports. 

• CLI-Type the CLI number to which to permit or deny access . You can 
use the wildcard asterisk (*)to permit or deny access based on part ofthe 
number or all numbers. 

Tip This is also the selection to use if you want to restrict access based on 
other values, such as a Cisco Aironet client MAC address. For more 
informaiion, see About Network Access Restrictions , page 5-7. 

p 

• DNIS-Type the DNIS number to restrict access based on the number 
into which the user will be dialing. You can use the wildcard asterisk (*) 
to permit or deny access based on part o f the number or all numbers. 

Tip This is also the selection to use i f you want to restrict access based on 
other values, such as a Cisco Aironet AP MAC address . For more 
information, see About Network Access Restrictions, page 5-7. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Step7 

Common User Group Settihg 

~~ 
Note The total number of characters in the AAA Client list and the Port, 

CLI, and DNIS boxes must not exceed 1024. Although 
Cisco Secure ACS accepts more than 1024 characters when you add 
a NAR, you cannot edit the NAR and Cisco Secure ACS cannot 
accurately apply it to users . 

e. Click Enter. 

Result: The information, specifying the AAA client, port, CLI, and DNIS 
appears in the list. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

------------------------------·---------------------------------------

Setting Max Sessions for a User Group 

c 
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~~ 
Note If this feature does not appear, click Interface Configuration, click Advanced 

Options, and then select the Max Sessions check box. 

p 
Tip 

Perform this procedure to define the maximum number of sessions available to a 
group, or to each user in a group, or both. The settings are as follows: 

• Sessions available to group-Sets the maximum number o f simultaneous 
connections for the entire group. 

• Sessions available to users of this group-Sets the maximum number o f 
total simultaneous connections for each user in this group. 

As an example, Sessions available to group is set to 1 O and Sessions available to '"' j 
users ofthis group is ·set to 2. If each user is using the maximum 2 simultaneous ~ 
sessions, no more than 5 users can log in. 



' ... 

Chapter 6 User Group Management 

~ .. 
Note A session is any type of connection supported by RADIUS or TACACS+, such as 

PPP, NAS prompt, Telnet, ARAP, IPX/SLIP. 

~ .. 
Note The default setting for group Max Sessions is Unlimited for both the group and 

the user within the group. 

To configure max sessions settings for a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Step 2 

Step 3 

Step4 

StepS 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

In the Max Sessions table, under Sessions available to group, select one o f the 
following options: 

• U nlimited-Select to allow this group an unlimited number o f simultaneous 
sessions. (This effectively disables Max Sessions.) 

• n-Type the maximum number of simultaneous sessions to allow this group. 

In the lower portion o f the Max Sessions table, under Sessions available to users 
o f this group, select one o f the following two options: 

• Unlimited-Select to allow each individual in this group an unlimited 
number of simultaneous sessions. (This effectively disables Max Sessions.) 

• n-Type the maximum number o f simultaneous sessions to allow each user 
in this group. 

~ .. 
Note Settings made in User Setup override group settings. For more 

information, see Setting Max Sessions Options for a U ser, page 7-16. 

To save the group settings you have just made, click Submit. 

For more information~ see Saving Changes to User Group Settings, page 6-54. 
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Step6 

Common User Gr 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Setting Usage Quotas for a User Group 

c 

c 

78-14698-01 

~ .. 
Note 

~ .. 

If this feature does not appear, click Interface Configuration, click Advanced 
Options, and then select the U sage Quotas check box. 

Perform this procedure to define usage quotas for members o f a group. Session 
quotas affect each user o f a group individually, not the group collectively. You can 
set quotas for a given period in two ways: 

• By total duration of session 

• By the total number o f sessions 

If you make no selections in the Usage Quotas section for a group, no usage 
quotas are enforced on users assigned to that group, unless you configure usage 
quotas for the individual users. 

Note The Us.age Quotas section on the Group Settings page does not show usage 
statistics. 

p 
Tip 

Usage statistics are available only on the settings page for an individual user. For 
more information, see Setting User Usage Quotas Options, page 7-18. 

When a user exceeds his or her assigned quota, Cisco Secure ACS denies that user 
access upon attempting to start a session. If a quota is exceeded during a session, 
Cisco Secure ACS allows the session to continue. 

You can reset the usage quota counters for all users of a group from the Group 
Settings page. For more information about resetting usage quota counters for a 
whole group, see Resetting Usage Quota Counters for a User Group, page 6-53. 

To support time-based quotas, we recommend enabling accounting update packets 
on all AAA clients. I f update packets are not enabled, the quota is updated when 
the user logs off. If the AAA client through which the user is accessing your 

---..... - ---- --
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Step2 

Step 3 
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network fails, the quota is not updated. In the case o f multiple sessions, sue h as 
with ISDN, the quota is not updated until ali sessions terminate. This means that 
a second channel will be accepted even ifthe first channel has exhausted the quota 
for the user. 

To set user usage quotas for a user group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

To define usage quotas based on duration of sessions, follow these steps: 

a. In the Usage Quotas table, select the Limit each user of this group to x 
hours of online time per time unit check box. 

b. Type the number o f hours to which you want to limit group members in the 
to x hours box. 
Use decimal values to indicate minutes. For example, a value of 10.5 would 
equal ten hours and 30 minutes. 

~ .. 
Note Up to 5 characters are allowed in the to x hours box. 

c. Select the period for which the quota is effective from the following: 

per Day-From 12:01 a.m. until midnight. 

per Week-From 12:01 a.m. Sunday until midnight Saturday. 

per Month-From 12:01 a.m. on the first ofthe month until midnight on 
the last day o f the month. 

• Total-An ongoing count o f hours, with no end. 

To define user session quotas based on number of sessions, follow these steps: 

a. In the Usage Quotas table, select the Limit each user of this group to x 
sessions check box. 

User Guide for Cisco Secure ACS iance, version 3.2 
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b. Type the number of sessions to which you want to limit users in the to x 
sessions box. 

~" 
Note Up to 5 characters are allowed in the to x sessions box. 

c. Select the period for which the session quota is effective from the following: 

• per Day-From 12:01 a.m. until midnight. 

• per Week-From 12:01 a.m. Sunday until midnight Saturday. 

• per Month-From 12:01 a.m. on the first ofthe month until midnight on 
the last day o f the month. 

• Total-An ongoing count o f session, with no end. 

Step 5 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 6 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Confi_guration-specif~c ~ser Group Setting~ 

( 

78-14698-01 

This section details procedures that you perform only as applicable to your 
particular network security configuration. For instance, if you have no token 
server configured, you do not have to set token card settings for each group. 

This section COJ).tains the following procedures: 

• Setting Token Card Settings for a User Group, page 6-17 

-• Setting Enable Privilege Options for a User Group, page 6-18 

• Enabling Password Aging for the CiscoSecure User Database, page 6-20 

• Enabling Password Aging for Users in Windows Databases, page 6-25 

• Setting IP Address Assignment Method for a User Group, page 6-27 

• Assigning a Downloadable IP ACL to a Group, page 6-28 

• · Configuring TACACS+ Settings for a User Group, page 6-29 · 
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~ .. 

• Configuring a Shell Command Authorization Set for a User Group, page 6-31 

• Configuring a PIX Command Authorization Set for a User Group, page 6-33 

• Configuring Device-Management Command Authorization for a User Group, 
page 6-35 

• Configuring IETF RADIUS Settings for a User Group, page 6-37 

Configuring Cisco IOS/PIX RADIUS Settings for a User Group, page 6-38 

Configuring Cisco Aironet RADIUS Settings for a User Group, page 6-39 

• Configuring Ascend RADIUS Settings for a User Group, page 6-41 

• Configuring Cisco VPN 3000 Concentrator RADIUS Settings for a User 
Group, page 6-42 

• Configuring Cisco VPN 5000 Concentrator RADIUS Settings for a User 
Group, page 6-44 

Configuring Microsoft RADIUS Settings for a User Group, page 6-45 

Configuring Norte1 RADIUS Settings for a User Group, page 6-47 

• Configuring Juniper RADIUS Settings for a User Group, page 6-49 

• Configuring BBSM RADIUS Settings for a User Group, page 6-50 

Note When a vendor-specific variety o f RADIUS is configured for use by network 
devices, the RADIUS (IETF) attributes are available because they are the base set 
of attributes, used as the first 74 attributes for all RADIUS vendors. 

The content o f these subsections is dynamic and based on two factors as follows: 

• For. a particular protoco1 to be listed, a AAA c1ient must be configured to 
authenticate ·using that protocol. For more information, see AAA C1ient 
Configuration, page 4-1 1. 

• The specific attributes for a particular protocol must be configured for display 
at the group level. For more information, see Protocol Configuration Options 
for TACACS+, page 3-7 or Protocol Configuration Options for RADIUS, 
page 3-ll. 
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Setting T oken Card Settings for a User Group 

c 

78-14698-01 

~. 
Note I f this section does not appear, configure a token server. Then, click Externai 

User Databases, click Database Configuration, and then add the applicable 
token card server. 

Lt 

Perform this procedure to allow a token to be cached. This means users can use a 
second B channel without having to enter a second one-time password (OTP). 

Caution This option is for use with token caching only for ISDN terminal adapters. You 
should fully understand token caching and ISDN concepts and prínciples before 
implementing this option. Token caching allows you to connect to multiple B 
channels without having to provide a token for each channel connection. Token 
card settings are applied to ali users in the selected group. 

Step 1 

Step2 

Step 3 

Options for token caching include the following: 

• Session-You can select Session to cache the token for the entire session. 
This allows the second B channel to dynamically go in and out of service. 

• Duration-You can select Duration and specify a period oftime to have the 
token cached (from the time of first authentication). If this time period 
expires, the user cannot start a second B channel. 

• Session and Duration-You can select both Session and Duration so that, if 
the session runs longer than the duration value, a new token is required to 
open a second B channel. Type a value high enough to allow the token to be 
cached for ~he entire session. If the session runs longer than the duration 
value, a new token is required to open a second B channel. 

To set token card settings for a user group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Juinp To list at the top o f the page, choose Token 't '!·~~~'±I"::G7ti2'Hft:::,-f-+1~-~ 
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Step 4 

Step 5 

Step6 

Step7 

In the Token Card Settings table, to cache the token for the entire session, select 
Session. 

Also in the Token Card Settings table, to cache the token for a specified time 
period (measured from the time of first authentication), follow these steps: 

a. Select Duration. 

b. Type the duration length in the box. 

c. Select the unit o f measure, either Seconds, Minutes or Hours. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Setting Enable Privi lege Options for a User Group 

~ .. 
Note If this section does not appear, click Interface Configuration and then click 

TACACS+ (Cisco). At the bottom o f the page in the Advanced Configuration 
Options table, select the Advanced TACACS+ features check box. 

Perform this procedure to configure group-level TACACS+ enable parameters. 
The three possible TACACS+ enable options are as follows: 

• No Enable Privilege-(default) Select this option to disallow enable 
privileges f~r this usei" group. 

• Max Privilege for Any AAA Client-Select this option to select the 
maximum privilege levei for this user group for any AAA client on which this 
group is authorized. 

• Define max Privilege on a per-network device group basis-Select this 
option to define maximum privilege leveis for an NDG. To use this option, 
you create a list of device groups and corresponding maximum privilege 
leveis. See your AAA client documentation for information about privilege 
leveis . · · 
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Step 1 

Step2 

Step 3 

Step4 

Step5 

Step6 

Configuration-specific User Gro 

~ .. 
Note To define leveis in this manner, you must have configured the option 

in Interface Configuration; if you have not done so already, click 
Interface Configuration, click Advanced Settings, and then select 
the Network Device Groups check box. 

If you are using NDGs, this option lets you configure the NDG for 
enable-level mapping rather than having to do it for each user in the group. 

To set enable privilege options for a user group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name of the group at its top. 

From the Jump To list at the top o f the page, choose Enable Options. 

Do one o f the following: 

• To disallow enable privileges for this user group, select the No Enable 
Privilege option. 

• To set the maximum privilege levei for this user group, for any ACS on which 
this group is authorized, ~elect the Max Privilege for Any Access ~erver 
option. Then, select the maximum privilege levei from the Iist. 

• To define the maximum NDG privilege levei for this user group, select the 
Define max Privilege on a per-network device group basis option. Then, 
from the lists, select the NDG and a corres.ponding privilege levei. Finally, 
click Add Association. 

Result: The association ofNDG and maximum privilege levei appears in the 
table. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicabie. 
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Enabling Password Aging for the CiscoSecure User Database 

p 
Tip 

The password aging feature o f Cisco Secure ACS enables you to force users to 
change their passwords under one or more o f the following conditions: 

• After a specified number of days (age-by-date rules) 

• After a specified number of logins (age-by-uses rules) 

• The first time a new user logs in (password change rule) 

Varieties of Password Aging Supported by Cisco Secure ACS 

Cisco Secure ACS supports four distinct password aging mechanisms, as follows: 

• EAP-GTC Windows Password Aging-Users must be in the Windows user 
database and be using a Microsoft client that supports EAP, such as Windows 
XP. For information on the requirements and configuration o f this password 
aging mechanism, see Enabling Password Aging for Users in Windows 
Databases, page 6-25. 

• RADIUS-based Windows Password Aging-Users must be in the Windows 
user database and be using the Windows Dial-up Networking (DUN) client. 
For information on the requirements and configuration ofthis password aging 
mechanism, see Enabling Password Aging for Users in Windows Databases, 
page 6-25. 

• Password Aging for Device-hosted Sessions-Users must be in the 
CiscoSecure user database, the AAA client must be running TACACS+, and 
the connection: must use Telnet. You can control the ability ofusers to change 
passwords during a device-hosted Telnet session. You can also control 
whether Cisco Secure ACS propagates passwords changed by this feature. 
For more information, see Local Password Management, page 8-5 . 

• Password A,ging for Transit Sessions-Users must be in the CiscoSecure 
user database. Users must use a PPP dialup client. Further, the end-user client 
must have CiscoSecure Authentication Agent (CAA) installed. 

The CAA software is available at http: //www.cisco.com. 

Also, to run password aging for transit sessions, the AAA client can be 
running either RADIUS or TACACS+; and the AAA client must be using 
Cisco lOS Release 11.2.7 or later and be configured to senda watchdog 
accounting packet (aaa accounting new-info update) with the IP address of 
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the calling station. (Watchdog packets are interim packets sent periodically 
during a session. They provide an approximate session length in the event that 
no stop packet is received to mark the end ofthe session.) 

You can control whether Cisco Secure ACS propagates passwords changed 
by this feature. For more information, see Local Password Management, 
page 8-5. 

Cisco Secure ACS supports password aging using the RADIUS protocol under 
MS CHAP versions 1 and 2. Cisco Secure ACS does not support password aging 
over Telnet connections using the RADIUS protocol. 

Caution If a user with a RADIUS connection tries to make a Telnet connection to the AAA 
client during or after the password aging waming or grace period, the change 
password option does not appear, and the user account is expired. 

Password Aging Feature Settings 

This section details only the Password Aging for Device-hosted Sessions and 
Password Aging for Transit Sessions mechanisms. For information on the 
Windows Password Aging mechanism, see Enabling Password Aging for Users in 
Windows Databases, page 6-25. For information on configuring local password 
validation options, see Local Password Management, page 8-5. 

The password aging feature in Cisco Secure ACS has the following options: 

• Apply age-by-date rules-· · Selecting this check box configures · 
Cisco Secure ACS to determine password aging by date. The age-by-date 
rules contain the following settings: 

- Active period-The number of days users will be allowed to log in 
before .being prompted to change their passwords. For example, i f you 
enter 20, users can use their passwords for 20 days without being 
prompted to change them. The default Active period is 20 days. 

- Warning period-The number of days users will be notified to change 
their passwords. The existing password can be used, but the 
Cisco Secure ACS presents a waming indicating that the password must 
be changed and displays the number of days left before the password 
expires. For example, i f you enter 5 in this box and 20 in the Active 
period box, users will be notified to change their passwords on the 21st 
through 25th days. 



p 
Tip 

... 
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- Grace period-The number of days to provide as the user grace period. 

~~ 

The grace period allows a user to log in once to change the password. The 
existing password can be used one last time after the number of days 
specified in the active and warning period fields has been exceeded. 
Then, a dialog box warns the user that the account will be disabled i f the 
password is not changed, and enables the user to change it. Continuing 
with the examples above, i f you allow a 5-day grace period, a user who 
did not log in during the active and warning periods would be permitted 
to change passwords up to and including the 30th day. However, even 
though the grace period is set for 5 days, a user is allowed only one 
attempt to change the password when the password is in the grace period. 
Cisco Secure ACS displays the "last chance" warning only once. If the 
user does not change the password, this login is still permitted, but the 
password expires, and the next authentication is denied. An entry is 
logged in the Failed-Attempts log, and the user must contact an 
administrator to have the account reinstated. 

Note Ali passwords expire at midnight, not the time at which they were set. 

• Apply age-by-uses rules-Selecting this check box configures 
Cisco Secure ACS to determine password aging by the number oflogins. The 
age-by-uses rules contain the following settings: 

- Isso e warning after x logins-The number o f the login upon which 
Cisco Secure ACS .begins prompting users to change their passwords. 
For example, ifyou enter 10, users are allowed to log in 10 times without 
a change-password prompt. On the 11th login, they are prompted to 
change their passwords. 

To allow users to log in an unlimited number o f times without changing their 
passwords, type -1. 

- Require change after x logins-The number o f the login after which to 
notify users that they must to change their passwords. Continuing with 
the previous example, i f this number is set to 12, users receive prompts 
requesting them to change their passwords on their 11th and 12th login 
attempts. On the 13th login attempt, they receive a prompt telling them 
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that they must change their passwords. If users do not change their 
passwords now, their accounts expire and they cannot log in. This 
number must be greater than the Issue warning after x login number. 

Tip To allow users to log in an unlimited number o f times without changing their 
passwords, type -1. 

• Apply password change rule-Selecting this check box forces new users to 
change their passwords the first time they log in. 

• Generate greetings for successfullogins-Selecting this check box enables 
a Greetings message to display whenever users log in successfully via the 
CAA client. The message contains up-to-date password information specific 
to this user account. 

The password aging rules are not mutually exclusive; a rule is applied for each 
check box that is selected. For example, users can be forced to change their 
passwords every 20 days, and every 1 O lo gins, and to receive warnings and grace 
periods accordingly. 

I f no options are checked, passwords never expire. 

Unlike most other parameters, which have corresponding settings at the user levei, 
password aging parameters are configured only on a group basis. 

Users who fail authentication because they have not changed their passwords and 
have exceeded their grace períods are logged in the Failed Attempts log. The 
accounts expire and appear in the Accounts Disabled list. 

Before You Begin 

• Verify that your AAA client is running the TACACS+ or RADIUS protocol. 
(TACACS+ only supports password aging for device-hosted sessions.) 

• Set up your AAA client to perform authentication and accounting using the 
same protocol, either TACACS+ RADIUS. 

• Verify that you have configured your password validation options. For more 
information, see Local Password Management, page 8-5. 

Set up your AAA client to use Cisco lOS Release 11.2. 7 or later and to send 
a watchdog accounting packet (aaa accounting new-info update) with the IP 
address o f the calling station. 
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To set password aging rules for a user group, follow these steps: 

Step 1 In the navigation bar, click Groop Setop. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name ofthe group at its top. 

Step 3 From the Jump To list at the top o f the page, choose Password Aging. 

Step 4 

Result: The Password Aging Rules table appears. 

To set password aging by date, select the Apply age-by-date roles check box and 
type the number of days for the following options, as applicable: 

• Active period 

• Waming period 

• Grace period 

~.ol 
Note Up to 5 characters are allowed in each field. 

Step 5 To set password aging by use, select the Apply age-by-oses roles check box and 
type the number o f lo gins for each o f the following options, as applicable: 

Step6 

Step 7 

• Issue waming after x logins 

• Require change after x logins 

~.ol 
Note UP to 5 characters are allowed in each field. 

To force the user to change the password on the first login after an administrator 
has changed it, select the Apply password change role check box. 

To enable a Greetings message display, select the Generate greetings for 
soccessfollogins check box. 
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Step 8 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 9 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Enabling Password Aging for Users in Windows Databases 

( _ 

c 
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~ .. 

Cisco Se cure ACS supports two types o f password aging for users in Windows 
databases. Both types o f Windows password aging mechanisms are separa te and 
distinct from the other Cisco Secure ACS password aging mechanisms. For 
information on the requirements and settings for the password aging mechanisms 
that control users in the CiscoSecure user database, see Enabling Password Aging 
for the CiscoSecure User Database, page 6-20. 

Note You can run both Windows Password Aging and Cisco Secure ACS Password 
Aging for Transit Sessions mechanisms concurrently, provided that the users 
authenticate from the two different databases. 

The two types of password aging in Windows databases are as follows: 

• RAi>IUS-bàsed password aging-RADIUS-based password agÍÍlg depends 
upon the RADIUS AAA protocol to send and receive the password change 
messages. Requirements for implementing the RADIUS-based Windows 
password aging mechanism include the following: 

- Communication between Cisco Secure ACS and the AAA client must be 

;~:~:~~~:~ must support MS CHAP password aging in addition to \ Ç:) 
MS CHAP authentication. \ 

- Users must be in a Windows user database. 

- Users must be using the Windows DUN client. 

- You must enable MS CHAP version 1 or MS CHAP version 2, or both, 
in the Windows configuration within the Externai User Databases 
section. 
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p 
Tip For information on enabling MS CHAP for password changes, see Configuring 

Windows Authentication, page 13-22. For information on enabling MS CHAP in 
System Configuration, see Global Authentication Setup, page I 0-11. 

p 

• PEAP password aging-PEAP password aging depends upon the 
PEAP(EAP-GTC) or PEAP(EAP-MSCHAPv2) authentication protocol to 
send and receive the password change messages. Requirements for 
implementing the PEAP Windows password aging mechanism include the 
following: 

- The AAA client must support EAP. 

- Users must be in a Windows user database. 

- Users must be using a Microsoft PEAP client, such as Windows XP. 

- You must enable PEAP on the Global Authentication Configuration page 
within the System Configuration section. 

Tip For information about enabling PEAP in System Configuration, see Global 
Authentication Setup, page 10-11. 

p 
Tip 

- You must enable PEAP password changes on the Windows 
Authentication Configuration page within the Externai User Databases 
section.· 

For information about enabling PEAP password changes, see Configuring 
Windows Authentication, page 13-22. 

Users whose Windows accounts reside in "remate" domains (that is, not the 
domain within which Cisco Secure ACS is running) can only use the 
Windows-based password aging i f they supply their domain names. 

The methods and functionality of Windows password aging differ according to 
which Microsoft Windows operating system you are using, and whether you 
employ Active Directory (AD) or Security Accounts Manager (SAM). Setting 
password aging for users in the Windows user database is only one part o f the 
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larger task of setting security policies in Windows. For comprehensive 
information on Windows procedures, refer to your Windows system 
documentation. 

Setting IP Address Assignment Method for a User Group 

(_ 

c 

Perform this procedure to configure the way Cisco Secure ACS assigns IP 
addresses to users in the group. The four possible methods are as follows: 

o No IP address assignment-No IP address is assigned to this group. 

o Assigned by dialup client-Use the IP address that is configured on the 
dialup client network settings for TCP/IP. 

o Assigned from AAA Client pool-The IP address is assigned by an IP 
address pool assigned on the AAA çlient. 

o Assigned from AAA server pool-The IP address is assigned by an IP 
address pool assigned on the AAA server. 

To set an IP address assignment method for a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 3 From the Jump To list at the top o f the page, choose IP Address Assignment. 

Step4 In the IP Assignment table, do one o f the following: 

o . Select No IP address assignment. 

o Select Assigned by dialup client. 

o Select Assigned from AAA Client pool. Then, type the AAA client IP pool 
name. 

-··-- -------
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• Select Assigned from AAA pool. Then, select the AAA server IP pool name 
in the Available Pools list and click -> (right arrow button) to move the 
name into the Selected Pools list. 

p 

~ .. 
Note If there is more than one pool in the Selected Pools list, the users 

in this group are assigned to the first available pool in the order 
listed. 

Tip To change the position o f a pool in the list, select the pool name and click 
Up or Down until the pool is in the position you want. 

Step 5 To save the group settings you have just made, click Submit. 

Step 6 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Assigning a Downloadable IP ACL to a Group 

~ .. 
Note 

p 
Tip 

The Downloadable ACLs feature enables you to assign an IP ACL at the group 
level. 

You must have established one or more IP ACLs before attempting to assign one. 
For instructions on how .to add a downloadable IP ACL using the Shared Profile 
Components section o f the Cisco Secure ACS HTML interface, see Adding a 
Downloadable IP ACL, page 5-4. 

The Downloadable ACLs.table does not appear ifit has not been enabled. To 
enable the Downloadable ACLs table, click Interface Configuration, click 
Advanced Options, and then select the Group-Level Downloadable ACLs 
check box. 
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To assign a downloadable IP ACL to a group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Step 2 

Step 3 

Step4 

Step5 

Step 6 

Step 7 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top o f the page, choose Downloadable ACLs. 

Under the Downloadable ACLs section, click the Assign IP ACL check box. 

Select an IP ACL from the list. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring TACACS+ Settings for a User Group 

c 
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~ .. 
Note 

Perform this procedure to configure and enable the service/protocol parameters to 
be applied for the authorization of each user who belongs to the group. For 
information on how to configure settings for the Shell Command Authorization 
Set, see Configuring a Shell Command Authorization Set for a User Group, 
page 6-31. 

To display or hide additional services or protocols, click Interface 
Configuration, click TACACS+ (Cisco lOS), and then select or clear items in the 
group column, as applicable. 

To configure TACACS+ settings for a user group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

User quide for Cisco Secure ACS 
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Step 5 To allow all services to be permitted unless specifically listed and disabled, you 
can select the Default (Undefined) Services check box under the Checking this 
option will PERMIT ali UNKNOWN Services table. 

& 
Caution This is an advanced feature and should only be used by administrators who 

understand the security implications. 

Step 6 To save the group settings you have just made, click Submit. 

Step7 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring a Shell Command Authorization Set for a User Group 

c 
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Use this procedure to specify the shell command authorization set parameters for 
a group. There are four options: 

o None-No authorization for shell commands. 

o Assign a Shell Command Authorization Set for any network device-One 
shell command authorization set is assigned, and it applies to ali network 
devices. 

o Assign a Shell Command Authorization Set on a per Network Device 
Group Basis-Enables you to associate particular shell command 
authorization sets to be effective on particular NDGs. 

o Per Group Command Authorization-Enables you to permit or deny 
specific Cisco lOS commands and arguments at the group levei. 

Note This feature requires that you have previously configured a sheli command 
authorization set. For detailed steps, see Command Authorization Sets 
Configuration, page 5-19. 

User Guide for Cisco Secure ACS 
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Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step6 

Step 7 

Chapter 6 User Group Management 

To specify shell command authorization set parameters for a user group, follow 
these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name ofthe group at its top. 

From the Jump To list at the top ofthe page, choose TACACS+. 

Result: The system displays the TACACS+ Settings table section. 

Use the vertical scrollbar to scroll to the Shell Command Authorization Set 
feature area. 

To prevent the application o f any shell command authorization set, select (o r 
accept the default of) the None option. 

To assign a particular shell command authorization set to be effective on any 
configured network device, follow these steps: 

a. Select the Assign a Shell Command Authorization Set for any network 
device option. 

b. Then, from the list directly below that option, select the shell command 
authorization set you want applied to this group. 

To create associations that assign a particular shell command authorization set to 
be effective on a particular NDG, for each association, follow these steps: 

a. Select the Assign a Shell Command Authorization Set on a per Network 
Device Group Basis option. 

b. Select a De~ice Group and a corresponding Command Set. 

p 
Tip You can select a Command Set that will be effective for all Device 

Groups, that are not otherwise assigned, by assigning that set to the 
<default> Device Group. 

c. Click Add Association. 

Result: The associated NDG and shell command authorization set appear in 
the table. 
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Step 8 To define the specific Cisco lOS commands and arguments to be permitted or 
denied at the group levei, follow these steps: 

Lh 

a. Select the Per Group Command Authorization option. 

b. Under Unmatched Cisco lOS commands, select either Permit or Deny. 

lf you select Permit, users can issue all commands not specifically listed. lf 
you select Deny, users can issue only those commands listed. 

c. To list particular commands to be permitted or denied, select the Command 
check box and then type the name ofthe command, define its arguments using 
standard permit or deny syntax, and select whether unlisted arguments should 
be permitted or denied. 

Caution This is a powerful, advanced feature and should be used by an administrator 
skilled with Cisco lOS commands. Correct syntax is the responsibility o f the 
administrator. For information on how Cisco Secure ACS uses pattem matching 
in command arguments, see About Pattern Matching, page 5-19. 

p 
Tip To enter severa! commands, you must click Submit after specifying a 

command. A new command entry box appears below the box you just 
completed. 

G nfiguring a PIX Command Authorization Set for a User Group 

. 78-14698-01 

Use this procedure to specify the PIX command authorization set parameters for 
a user group. There are three options: 

• None-No authorization for PIX commands. 

• Assign a PIX Command Authorization Set for any network device-One 
PIX command authorization set is assigned, and it applies all network 
devices. 

• Assign a PIX Command Authorization Set on a per Network Device 
Group ~asis-Particular PIX command authorization sets to ~-~_effec~ive ------------, 
on particular NDGs. 

User Guide for Cisco Secure ACS 
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Before You Begin 

• Ensure that a AAA client has been configured to use TACACS+ as the 
security control protocol. 

• On the TACACS+ (Cisco) page o f Interface Configuration section, ensure 
that the PIX Shell (pixShell) option is selected in the Group column. 

• Make sure that you have already configured one or more PIX command 
authorization sets. For detailed steps, see Command Authorization Sets 
Configuration, page 5-19. 

To specify PIX command authorization set parameters for a user group, 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name ofthe group at its top. 

From the Jump To list at the top of the page, choose TACACS+. 

Result: The system displays the TACACS+ Settings table section. 

Scroll down to the PIX Command Authorization Set feature area within the 
TACACS+ Settings table. 

To prevent the application o f any PIX command authorization set, select ( or 
accept the default o f) the N one option. 

To assign a particular PIX command authorization set to be effective on any 
configured network device, follow these steps: 

a. Select the Assign a PIX Command Authorization Set for any network 
device optiop. 

b. From the list directly below that option, select the PIX command 
authorization set you want applied to this user group. 

To create associations that assign a particular PIX command authorization set to 
be effective on a particular NDG, for each association, follow these steps: 

a. Select the Assign a PIX Command Authorization Set on a per Network 
Device Group Basis option. 

b. Select a Device Group and an associated Command Set. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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c. Click Add Association. 

Result: The associated NDG and PIX command authorization set appear in 
the table. 

~ .. 
Note To remove or edit an existing PIX command authorization set 

association, you can select the association from the list, and then click 
Remove Association. 

Configuring Device-Management Command Authorization for a 
User Group 

c 
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~ .. 
Note 

Use this procedure to specify the device-management command authorization set 
parameters for a group. Device-management command authorization sets support 
the authorization o f tasks in Cisco device-management applications that are 
configured to use Cisco Secure ACS for authorization. There are three options: 

• None-No authorization is performed for commands issued in the applicable 
Cisco device-management application. 

• Assign a device-management application for any network device-For the 
applicable device-management application, one command authorization set is 
assigned, and it applies to management tasks on all network devices . 

• Assign a device-management application on a per Network Device Group 
Basis-For the applicable device-management application, this option 
enables you to apply command authorization sets to specific NDGs, so that it 
affects ali management tasks on the network devices belonging to the NDG. 

This feature requires that you have configured a command authorization set for 
the applicable Cisco device-management application. For detailed steps, see 
Command Authorization Sets Configuration, page 5-19. 

User Guide for Cisco Secure ACS 
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To specify device-management application command authorization for a user 
group, follow these steps: · 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top ofthe page, choose TACACS+. 

Result: The system displays the TACACS+ Settings table section. 

Use the vertical scrollbar to scroll to the device-management application feature 
are a, where device-management application is the name o f the applicable Cisco 
device-management application. 

To prevent the application of any command authorization set for the applicable 
device-management application, select the None option. 

To assign a particular command authorization set that affects device-management 
application actions on any network device, follow these steps: 

a. Select the Assign a device-management application for any network device 
option. 

b. Then, from the list directly below that option, select the command 
authorization set you want applied to this group. 

To create associations that assign a particular command authorization set that 
affects device-management application actions on a particular NDG, for each 
association, follow these steps: 

a. Select the Assign a device-management application on a per Network Device 
Group BasiS' option. 

b. Select a Device Group and a corresponding device-management 
application. 

c. Click Add Association. 

Result: The associated NDG and command authorization set appear in the 
table. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Configuring IETF RADIUS Settings for a User Group 

( 

c 
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These parameters appear only when both the following are true: 

• A AAA client has been configured to use one o f the RADIUS protocols in 
Network Configuration. 

• Group-level RADIUS attributes have been enabled on the RADIUS (IETF) 
page in the Interface Configuration section of the HTML interface. 

RADIUS attributes are sent as a profile for each user from Cisco Secure ACS to 
the requesting AAA client. To display or hide any ofthese attributes, see Protocol 
Configuration Options for RADIUS, page 3-11. For a list and explanation of 
RADIUS attributes, see Appendix C, "RADIUS Attributes". For more 
information about how your AAA client uses RADIUS, refer to your AAA client 
vendor documentation. 

To configure IETF RADIUS attribute settings to be applied as an authorization for 
each user in the current group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 2 From the Group 1ist, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 3 From the Jump To list at the top o f the page, choose RAIHUS (IETF). 

Step4 For each IETF RADIUS attribute you need to authorize for the current group, 
select the check box next to the attribute and then define the authorization for the 
attribute in the field or fie1ds next to it. 

Step 5 To save the groúp settings you have just made, click Submit. 

Step6 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To configure the vendor-specific attributes (VSAs) for any RADIUS network 
device vendor supported by Cisco Secure ACS, see the appropriate section: 

• Configuring Cisco IOS/PIX RADIUS Settings for a User Group, page 6-38 

• Configuring Cisco Aironet RADIUS Settings for a User Group, page 6-39 

• Configuring Ascend RAD IUS Settings for a U ser Group, page 6-41 

· • Configuring Cisco VPN 3000 Concentrator RADiUS Settings for a User 
Group, page 6-42 1-H't:_!t: __ _ ri ___ \Jl.._lf_·h'i..;~Ft.;::,...,..-r--;>,.,~·1 
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• Configuring Cisco VPN 5000 Concentrator RADIUS Settings for a User 
Group, page 6-44 

• Configuring Microsoft RADIUS Settings for a User Group, page 6-45 

• Configuring Nortel RADIUS Settings for a User Group, page 6-47 

• Configuring Juniper RADIUS Settings for a User Group, page 6-49 

• Configuring BBSM RADIUS Settings for a User Group, page 6-50 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Cisco IOS/PIX RADIUS Settings for a User Group 

~ .. 

The Cisco IOS/PIX RADIUS parameters appear only when both the following are 
true: 

• A AAA client has been configured to use RADIUS (Cisco IOS/PIX) in 
Network Configuration. 

• Group-level RADIUS (Cisco IOS/PIX) attributes have been enabled in 
Interface Configuration: RADIUS (Cisco IOS/PIX). 

Cisco IOS/PIX RADIUS represents only the Cisco VSAs. You must configure 
both the IETF RADIUS and Cisco IOS/PIX RADIUS attributes. 

Note To hide or display Cisco IOS/PIX RADIUS attributes, see Setting Protocol 
Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A VSA 
applied as an aut;horization to a particular group persists, even when you remove 
or replace the associated AAA client; however, ifyou have no AAA clients ofthis 
(vendor) type configured, the VSA settings do not appear in the group 
configuration interface. 

User Guide for Cisco Secure ACS liance, version 3.2 
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To configure and enable Cisco IOS/PIX RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Step 1 Before you configure Cisco IOS/PIX RADIUS attributes, be sure your IETF 
RADIUS attributes are configured properly. For more information about setting 
IETF RADIUS attributes, see Configuring IETF RADIUS Settings for a User 
Group, page 6-37. 

Step 2 For the Cisco attributes, determine the attributes to be authorized for the group by 
selecting the check box next to the attribute, and then type the commands (such 
as TACACS+ commands) to be packed as a RADIUS VSA. 

Step 3 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 4 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Cisco Aironet RADIUS Settings for a User Group 

c 
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The single Cisco Aironet RADIUS VSA, Cisco-Aironet-Session-Timeout, is a 
virtual VSA. It acts as a specialized implementation (that is, a remapping) of the 
IETF RADIUS Session-Timeout attribute (27) to respond to a request from a 
Cisco Aironet Access Point. You use it to provide a different timeout values when 
users in a group must be able to connect via both wireless and wired devices. This 
capability to provide a second timeout value specifically for WLAN connections 
avoids the difficulties that would arise if you had to use a standard timeout value 
(typically measúred in hours) for a WLAN connection (that is typically measured 
in minutes ). You do not need to use Cisco-Aironet-Session-Timeout i f all 
tpembers o f a group will always connect only with a Cisco Aironet Access Point. 
Rather, use this setting when a group may connect via wired or wireless clients. 

For example, imagine a use r group 's Cisco-Aironet-Session-Timeout set to 600 
seconds ( 1 O minutes) and that same user group 's IETF RADIUS Session-Timeout 
set to 3 hours. When a member o f this group connects via a VPN, 
Cisco Secure ACS uses 3 hours as the timeout value. However, if that same user 
connects via a Cisco Aironet Access Point, Cisco Secure ACS responds to an 
authentication request fiom the Aironet AP by sending 600 seconds in- the· IETF 
RADIUS Session-Timeout attribute. Thus, with the _ ____ _ 
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Cisco-Aironet-Session-Timeout attribute configured, different session timeout 
values can be sent depending on whether the end-user client is a wired device or 
a Cisco Aironet Access Point. 

The Cisco-Aironet-Session-Timeout VSA appears on the Group Setup page only 
when both the following are true: 

• A AAA client has been configured to use RADIUS (Cisco Aironet) in 
Network Configuration. 

• The group-level RADIUS (Cisco Aironet) attribute has been enabled in 
Interface Configuration: RADIUS (Cisco Aironet). 

Note To hide or display the Cisco Aironet RADIUS VSA, see Setting Protocol 
Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A VSA 
applied as an authorization to a particular group persists, even when you remove 
or replace the associated AAA client; however, ifyou have no AAA clients ofthis 
(vendor) type configured, the VSA settings do not appear in the group 
configuration interface. 

To configure and enable the Cisco Aironet RADIUS attribute to be applied as an 
authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. For more 
information about setting IETF RADIUS attributes, see Configuring IETF 
RADIUS Settings for a User Group, page 6-37. 

Step 2 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group .Iist, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step4 From the Jump To list at the top ofthe page, choose RADIUS (Cisco Aironet). 

Step 5 In the Cisco Aironet RADIUS Attributes table, select the [5842\001] 
Cisco-Aironet-Session-Timeout check box. 

User Guide for Cisco Secure ACS liance, version 3.2 

78-14698-01 



' · ·· ·--'<~ ... ... . 

Chapter 6 User Group Management 

c 

Step6 In the [5842\001] Cisco-Aironet-Session-Timeout box, type the session timeout 
value (in seconds) that Cisco Secure ACS isto send in the IETF RADIUS 
Session-Timeout (27) attribute when the AAA client is configured in Network 
Configuration to use the RADIUS (Cisco Aironet) authentication option. The 
recommended value is 600 seconds. 

Step 7 

Step 8 

For more information about the IETF RADIUS Session-Timeout attribute, see 
Appendix C, "RADIUS Attributes" or your AAA client documentation. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Ascend RADIUS Settings for a User Group 

c 
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~.A 
Note 

The Ascend RADIUS parameters appear only when both the following are true: 

• A AAA client has been configured to use RADIUS (Ascend) or RADIUS 
(Cisco IOS/PIX) in Network Configuration. 

• Group-level RADIUS (Ascend) attributes have been enabled in Interface 
Configuration: RADIUS (Ascend). 

Ascend RADIUS represents only the Ascend proprietary attributes. You must 
configure both the IETF RADIUS and Ascend RADIUS attributes. Proprietary 
attributes override IETF attributes. 

The default attribute setting displayed for RADIUS is Ascend-Remote-Addr. 

To hide or display Ascend RADIUS attributes, see Setting Protocol Configuration 
Options for Non-IETF RADIUS Attributes, page 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendor) type 
configured, the VSA settings do not appear in the group configuration interface. 

User Guide for Cisco Secure ACS 
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To configure and enable Ascend RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Confirm that your IETF RADIUS attributes are configured properly. For more 
information about setting IETF RADIUS attributes, see Configuring IETF 
RADIUS Settings for a User Group, page 6-37. 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top o f the page, choose RADIUS (Ascend). 

In the Ascend RADIUS Attributes table, determine the attributes to be authorized 
for the group by selecting the check box next to the attribute. Be sure to define the 
authorization for that attribute in the field next to it. For more information about 
attributes, see Appendix C, "RADIUS Attributes" or your AAA client 
documentation. 

Step 6 To save the group settings you have just made, click Submit. 

Step7 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Cisco VPN 3000 Concentrator RADIUS Settings for a 
UserGroup 

To control Microsoft MPPE settings for users accessing the network through a 
Cisco VPN 3000-series concentrator, use the CVPN3000-PPTP-Encryption (VSA 
20) and CVPN3000-L2TP-Encryption (VSA 21) attributes. Settings for 
CVPN3000-PPTP-Encryption (VSA 20) and CVPN3000-L2TP-Encryption (VSA 
21) override Microsoft MPPE RADIUS settings. I f either o f these attributes is 
enabled, Cisco Secure ACS determines the values to be sent in outbound 
RADIUS (Microsoft) attributes and sends them along with the RADIUS (Cisco 
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VPN 3000) attributes, regardless o f whether RADIUS (Microsoft) attributes are 
enabled in the Cisco Secure ACS HTML interface or how those attributes might 
be configured. 

The Cisco VPN 3000 Concentrator RADIUS attribute configurations appear only 
if both the following are true: 

• A AAA client has been configured to use RADIUS (Cisco VPN 3000) in 
Network Configuration. 

• Group-level RADIUS (Cisco VPN 3000) attributes have been enabled on the 
RADIUS (Cisco VPN 3000) page o f the Interface Configuration section. 

Cisco VPN 3000 Concentrator RADIUS represents only the Cisco VPN 3000 
Concentrator VSA. You must configure both the IETF RADIUS and Cisco VPN 
3000 Concentrator RADIUS attributes. 

Note To hide or display Cisco VPN 3000 Concentrator RADIUS attributes, see Setting 
Protocol Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A 
VSA applied as an authorization to a particular group persists, even when you 
remove or replace the associated AAA client; however, if you have no AAA 
clients ofthis (vendor) type configured, the VSA settings do not appear in the 
group configuration interface. 

To configure and enable Cisco VPN 3000 Concentrator RADIUS attributes to be 
applied as an authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS .Settings for a User Group, page 6-37. 

Step 2 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Step4 

Step5 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top ofthe page, choose RADIUS (Cisco VPN 3000). 

In the Cisco VPN 3000 Concentrator RADIUS Attributes table, determine the 
' attributes to. be authorized for the group by selecting the check box next to the 

attribute. Further define the authorization for that field next to it. 
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For more information about attributes, see Appendix C, "RADIUS Attributes", or 
the documentation for network devices using RADIUS. 

Step 6 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Cisco VPN 5000 Concentrator RADIUS Settings for a 
UserGroup 

~ .. 

The Cisco VPN 5000 Concentrator RADIUS attribute configurations display only 
when both the following are true: 

• A network device has been configured to use RADIUS (Cisco VPN 5000) in 
Network Configuration. 

• Group-level RADIUS (Cisco VPN 5000) attributes have been enabled on the 
RADIUS (Cisco VPN 5000) page o f the Interface Configuration section. 

Cisco VPN 5000 Concentrator RADIUS represents only the Cisco VPN 5000 
Concentrator VSA. You must configure both the IETF RADIUS and Cisco VPN 
5000 Concentrator RADIUS attributes. 

Note To hide or display Cisco VPN 5000 Concentrator RADIUS attributes, see Setting 
Protocol Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A 
VSA applied as .an authorization to a particular group persists, even when you 
remove or replace the associated AAA client; however, if you have no AAA 
clients ofthis (vendor) type configured, the VSA settings do not appear in the 
group configuration interface. 
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To configure and enable Cisco VPN 5000 Concentrator RADIUS attributes to be 
applied as an authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37. 

Step 2 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 4 From the Jump To list at the topo f the page, choose RADIUS (Cisco VPN 5000). 

Step 5 In the Cisco VPN 5000 Concentrator RADIUS Attributes table, select the 
attributes that should be authorized for the group by selecting the check box next 
to the attribute. Further define the authorization for each attribute in the field next 
to it. 

Step6 

Step7 

For more information about attributes, see Appendix C, "RADIUS Attributes", or 
the documentation for network devices using RADIUS. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Microsoft RADIUS Settings for a User Group 

78-14698-01 

Microsoft RADIUS provides VSAs supporting MPPE, which is an encryption 
technology developed by Microsoft to encrypt PPP links. These PPP connections 
can be via a dial-in line, or over a VPN tunnel. 

To control Microsoft MPPE settings for users accessing the network through a 
Cisco VPN 3000-series concentrator, use the CVPN3000-PPTP-Encryption (VSA 
20) and CVPN3000-L2TP-Encryption (VSA 21) attributes. Settings for 
CVPN3000-PPTP-Encryption (VSA 20) and CVPN3000-L2TP-Encryption (VSA 
21) override Microsoft MPPE RADIUS settings. lf ei these attributes .is 
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enabled, Cisco Secure ACS determines the values to be sent in outbound 
RADIUS (Microsoft) attributes and sends them along with the RADIUS (Cisco 
VPN 3000) attributes, regardless ofwhether RADIUS (Microsoft) attributes are 
enabled in the Cisco Secure ACS HTML interface or how those attributes might 
be configured. 

The Microsoft RADIUS attribute configurations appear only when both the 
following are true: 

• A network device has been configured in Network Configuration that uses a 
RADIUS protocol that supports the Microsoft RADIUS VSA. 

• Group-level Microsoft RADIUS attributes have been enabled on the RADIUS 
(Microsoft) page of the Interface Configuration section. 

The following Cisco Secure ACS RADIUS protocols support the Microsoft 
RADIUS VSA: 

• Cisco IOS/PIX 

• Cisco VPN 3000 

• Ascend 

Microsoft RADIUS represents only the Microsoft VSA. You must configure both 
the IETF RADIUS and Microsoft RADIUS attributes. 

Note To hide or display Microsoft RADIUS attributes, see Setting Protocol 
Configuration Options for Non-IETF RADIUS Attributes, page 3-16. A VSA 
applied as an authorization to a particular group persists, even when you remove 
or replace the associated AAA client; however, ifyou have no AAA clients ofthis 
(vendor) type configured, the VSA settings do not appear in the group 
configuration interface. 

To configure and enable Microsoft RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37. 

Step 2 In the navigation bar, dick Group Setup. 

Result: The Group Setup Select page opens. 

User Guide for Cisco Secure ACS version 3.2 
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Step 3 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name of the group at its top. 

Step4 From the Jump To list at the top ofthe page, choose RADIUS (Microsoft). 

Step 5 In the Microsoft RADIUS Attributes table, specify the attributes to be authorized 
for the group by selecting the check box next to the attribute . Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendix C, "RADIUS Attributes", or the 
documentation for network devices using RADIUS. 

~~ 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

Step 6 To save the group settings you have just made, click Submit. 

Step7 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Nortel RADIUS Settings for a User Group 

c 

78-14698-01 

The Nortel RADIUS attribute configurations appear only when both the following 
are true: 

• A network device has been configured in Network Configuration that uses a 
RADIUS protocol that supports the Nortel RADIUS VSA. 

• Group-level Nortel RADIUS attributes have been enabled on the RADIUS 
(Nortel) page ofthe Interface Configuration section. 

Nortel RADIUS represents only the Nortel VSA. You must configure both the 
IETF RADIUS and Nortel RADIUS attributes . 
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~~ 
Note To hide or display Norte! RADIUS attributes, see Setting Protocol Configuration 

Options for Non-IETF RADIUS Attributes, page 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendar) type 
configured, the VSA settings do not appear in the group configuration interface. 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

To configure and enable Norte! RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37 . 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

From the Jump To list at the top of the page, choose RADIUS (Nortel). 

In the Norte! RADIUS Attributes table, specify the attributes to be authorized for 
the group by selecting the check box next to the attribute. Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendix C, "RADIUS Attributes", or the 
documentation for network devices using RADIUS. 

~~ 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 
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Configuring Juniper RADIUS Settings for a User Group 

c 

c 

78-14698-01 

~"' 

Juniper RADIUS represents only the Juniper VSA. You must configure both the 
IETF RADIUS and Juniper RADIUS attributes. 

Note To hide or display Juniper RADIUS attributes, see Setting Protocol Configuration 
Options for Non-IETF RADIUS Attributes, page 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendor) type 
configured, the VSA settings do not appear in the group configuration interface. 

To configure and enable Juniper RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

Step2 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37. 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Step4 

Step5 

Result: The Group Settings page displays the name of the group at its top. 

From the Jump To list at the top ofthe page, choose RADIUS (Juniper). 

In the Juniper RADIUS Attributes table, specify the attributes to be authorized for 
the group by selecting the check box next to the attribute. Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendix C, "RADIUS Attributes", or the 
documentation for network devices using RADIUS. 

~"' 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 
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Step 6 To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring BBSM RADIUS Settings for a User Group 

~ .. 

BBSM RADIUS represents only the BBSM RADIUS VSA. You must configure 
both the IETF RADIUS and BBSM RADIUS attributes. 

Note To hide or display BBSM RADIUS attributes, see Setting Protocol Configuration 
Options for Non-IETF RADIUS Attributes, page 3-16. A VSA applied as an 
authorization to a particular group persists, even when you remove or replace the 
associated AAA client; however, ifyou have no AAA clients ofthis (vendar) type 
configured, the VSA settings do not appear in the group configuration interface. 

To configure and enable BBSM RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Step 1 Confirm that your IETF RADIUS attributes are configured properly. 

Step 2 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37 . 

In the navigation bar, click Group Setup. 

Result: The Groúp Setup Select page opens. 

Step 3 From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name o f the group at its top. 

Step 4 From the Jump To list at the top o f the page, choose RADIUS (BBSM). 

Step 5 In the BBSM RADIUS Attributes table, specify the attribute to be authorized for 
the group by selecting the check box next to the attribute. Where applicable, 
further define the authorization for that attribute in the field next to it. For more 
information about attributes, see Appendix C, "RADIUS Attributes", or the 
documentation for network devices using RADIUS. 

User Guide for Cisco Secure ACS liance, version 3.2 
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c 

~ .. 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

Step 6 To save the group settings you have just made, click Submit. 

For more inforrnation, see Saving Changes to User Group Settings, page 6-54. 

Step 7 To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Configuring Custom RADIUS VSA Settings for a User Group 

c 
Step 1 

Step 2 

Step 3 

78-14698-01 

User-defined, custom Radius VSA configurations appear only when all the 
following are true: 

• You have defined and configured the custom RADIUS VSAs. (For 
inforrnation about creating user-defined RADIUS VSAs, see Custom 
RADIUS Vendors and VSAs, page 9-26.) 

• A network device has been configured in Network Configuration that uses a 
RADIUS protocol that supports the custom VSA. 

• Group-level custom RADIUS attributes have been enabled on the RADIUS 
(Na me) page o f the Interface Configuration section. 

You must configure both the IETF RADIUS and the custom RADIUS attributes. 

To configure and enable custom RADIUS attributes to be applied as an 
authorization for each user in the current group, follow these steps: 

Confirm that your IETF RADIUS attributes are configured properly. 

For more information about setting IETF RADIUS attributes, see Configuring 
IETF RADIUS Settings for a User Group, page 6-37. 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select a group, and then click Edit Settings. 

Result: The Group Settings page displays the name of ,.,.,_u .... , .......... 
TT~~~~~~~-~1-., 
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Step4 

Step 5 

Step6 

Step7 
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From the Jump To list at the top ofthe page, choose RADIUS (custam name). 

In the RADIUS (custam name) Attributes table, specify the attributes to be 
authorized for the group by selecting the check box next to the attribute. Where 
applicable, further define the authorization for that attribute in the field next to it. 
For more information about attributes, see Appendix C, "RADIUS Attributes", or 
the documentation for network devices using RADIUS. 

~ .. 
Note The MS-CHAP-MPPE-Keys attribute value is autogenerated by 

Cisco Secure ACS; there is no value to set in the HTML interface. 

To save the group settings you have just made, click Submit. 

For more information, see Saving Changes to User Group Settings, page 6-54. 

To continue specifying other group settings, perform other procedures in this 
chapter, as applicable. 

Group Setting Management 
This section describes how to use the Group Setup section to perform a variety of 
managerial tasks. 

This section contains the following procedures: 

• Listing Users in a User Group, page 6-53 

• Resetting Usage Quota Counters for a User Group, page 6-53 

• Renaming a User Group, page 6-54 

Saving Changes to User Group Settings, page 6-54 
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Listing Users in a User Group 

c 

To list all users in a specified group, follow these steps: 

Step 1 In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

Step2 From the Group list, select the group. 

Step 3 Click Users in Group. 

Step4 

Result: The User List page for the particular group selected opens in the display 
are a. 

To open a user account (to view, modify, or delete a user), click the name of the 
user in the User List. 

Result: The User Setup page for the particular user account selected appears . 

Resetting Usage Quota Counters for a User Group 

c Step 1 

Step 2 

Step3 

Step4 

78-14698-01 

You can reset the usage quota counters for all members of a group, either before 
or after a quota has been exceeded. 

To reset usage quota counters for all members of a user group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select the group. 

In the Usage Quotas section, select the On submit reset ali usage counters for 
ali users of this group check box. 

Click Submit at the bottom o f the browser page. 

Result: The usage quota counters for all users in the group are reset. The Group 
Setup Select page appears. 

User Guide for Cisco Secure ACS 
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ng Management 

Renaming a User Group 

Step 1 

Step2 

Step 3 

Step4 

Step5 

To rename a user group, follow these steps: 

In the navigation bar, click Group Setup. 

Result: The Group Setup Select page opens. 

From the Group list, select the group. 

Click Rename Group. 

Result: The Renaming Group: Group Name page appears. 

Type the new name in the Group field. Group names cannot contain angle 
brackets ( < or > ). 

Click Submit. 

~ .. 
Note The group remains in the same position in the list. The number value of 

the group is still associated with this group name. Some utilities, such as 
the database import utility, use the numeric value associated with the 
group. 

Result: The Select page opens with the new group name selected. 

Saving Changes to User Group Settings 

Step 1 

After you have completed configuration for a group, be sure. to save your work. 

To save the configuration for the current group, follow these steps: 

To save your changes and apply them later, click Submit. When you are ready to 
implement the changes, click System Configuration, and then click Service 
Control, and click Restart. 

p 
Tip To save your changes and apply them immediately, click 

Submit + Restart. 

User Guide for Cisco Secure ACS Appliance, version 3.2 
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Step2 

c 

c 

78-14698-01 

opens. 

~ .. 
Note Restarting the service clears the Logged-in User Report and temporarily 

interrupts all Cisco Secure ACS services. This affects the Max Sessions 
counter. 

To verify that your changes were applied, select the group and click Edit Settings. 
View the settings. 

-----------------------------~ 
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CISCO SYSTEMS 

Cisco Intrusion Detection System 

c 

c 

4200 Series Appliance Sensors 

The Cisco lntrusion Detection System (IDS) 4200 appliance sensors are members of 

the market-leading Cisco IDS Series of products that provide Pervasive Protection 

throughout the network. 

lntroduction 

The Cisco IDS 4200 Series appliance sensors are 

purpose-built, high-perforrnance network security 

"appliances" that protect against unauthorized, 

malicious activity traversing the network, such as 

attacks by hackers. Cisco IDS sensors analyze traffic 

in real time, enabling users to quickly respond to 

security breaches. 

Cisco's world-renowned Cisco Countermeasures 

Research Team (C-CRT) uses a combination ofhighly 

innovative and sophisticated detection techniques, 

including stateful pattern recognition, protocol . 

parsing, heuristic detection, and anomaly detection, 

that provide comprehensive protection from a variety 

of both known and unknown cyber threats. 

Furthermore, Cisco's patent-pending Signature 

Micro-Engine (SME) technology allows granular 

customization of sensor signatures, resulting in 

precisely tuned sensors that minimize the occurrence 

of "false positives." 

unauthorized sessions. The installation and 

management o f these turnkey appliances is easy using 

a wide array of management solutions, including a 

Web user interface, a command-line interface (CLI), 

or Cisco's highly scalable CiscoWorks VPN/Security 

Management solutions (VMS) . 

Application 

The Cisco IDS 4200 Series o f appliance sensors 

includes three products: the Cisco IDS 4210, the Cisco 

IDS 4235, and the Cisco IDS 4250. The entire Cisco 

IDS appliance portfolio delivers a broad range of 

solutions that allow easy integration into many 

different environments, including enterprise and 

service provider environments. Each appliance sensor 

addresses the bandwidth requirements at one of a 

variety of performance marks, from 45 Mbps to 

gigabit. 

The Cisco IDS 4210 can monitor up to 45 Mbps of 

traffic and is suitable for Tl/El and T3 environments. 

At 200 Mbps, the Cisco IDS 4235 can be deployed to 

provide protection in switched environments, on 

multiple T3 subnets, and with the support of 10/100/ 

When unauthorized activity is detected, the sensor can 

send alarms to the management console(s) with 

details of the activity. Additionally, the Cisco IDS 

Active Response System delivers unparalleled 

protection by controlling other systems, such as 

routers, firewalls, and switches, to terrninate 

1000 interfaces, it can also be deployed on partially - I 
utilired glgablt Unh. y_; 
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The Cisco IDS 4250 supports unparalleled performance at 500 

Mbps and can be used to protect gigabit subnets and traffic 

traversing switches that are being used to aggregate traffic from 

numerous subnets. 

s~r 
Sensors can be placed on almost any network segme t ?f~-~ 
enterprise-wide network where security visibillty is quire1\. , ~ ~ j \ 

c 

Corporate 
Remate User 

Service Provider. Partners. 
Vendors or Remate Office 

Public Internai 

Internai Services 
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Product Specifications 

Table 1 Listo f characterisics o f the Cisco IDS 421 O, 4235, and 4250 app1iance sensors. 
d

/~-~\) ~:- \ 

. 

Performance 

Standard monitoring interface 

Standard command and control 
interface 

Optional interface 

rmance upgradable 

Advanced Protection Algorithms 

Stateful pattern recognition 

Protocol parsing 

Heuristic detection 

Anomaly detection 

Attack Protection 

sw-pslfloods 

Do51 mitigation 

Wormslviruses 

CG12/WWW attacks 

Buffer overflow protection 

RP attack detection 
---

gmentation attacks 

ICMP3 attacks 

SMTP4/Sendmaii/IMAP5/POP6 

attacks 

FTP7, SSH8, Telnet, and rlogin 
attacks 

DNS9 attacks 

TCP hijacks 

Windows/NetBIOS attacks 

. 

Cisco IDS 421 O Cisco IDS 4235 Cisco IDS 4250 

45 Mbps 

10/100BASE-T 

10/10 

10/ 100BASE-T 

No 

No 

1 rack unit 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

200 Mbps1 

10/100/ !000BASE-TX 

10/100/ 1000BASE-TX 

No 

No 

1 rack unit 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Cisco Systems. Inc. 

500 Mbps2 

10/ 100/1000BASE-TX 

10/ 100/ !000BASE-TX 

1000BASE-SX (fiber) 

Yes 

1 rack unit 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

Yes 

-R~ÊBIZBe5 ~e-~[· 
~CORREIOS' ' 

Ali contents are Copyright C> 1992-2002 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy State 

-.. 112 
ellt • • . ..; 7 
fl s: Page 3 of 7 - -----



ç .... 

rr:roiillll~~l'41 

~~-l 
I 

TCP applicalion proleclion Yes Yes Yes 
/ ) 

BackOrifice allacks Yes Yes Yes ~- - lt't··. 
NTP10 attacks Yes Yes Yes 

Customizable signatures using SME Yes Yes Yes 
lechnology 

Aulomated signalure updates Yes Yes Yes 

Alarm summarizalion Yes Yes Yes 

Support for 802.1 q lraffic Yes Yes Yes 

Secure Communícalíon 

IPSec11/SSL 12 belw-n sensor and Yes Yes Yes 
managemenl console 

Encrypled signature packages Yes Yes Yes 

SSH for remote adminislralion Yes Yes Yes 

S{"'" supporl for secure file Yes Yes Yes 
l .tr 

IDS Evasíon Proleclíon 

IP fragmenlalion reassembly Yes Yes Yes 

TCP slream reassembly Yes Yes Yes 

Unicode deobfuscalion Yes Yes Yes 

Aclive Response Aclíons 

Router ACL 14 modifications Yes Yes Yes 

Firewall policy modifications Yes Yes Yes 

Swilch ACL modificalions Yes Yes Yes 

Session lermination via TCP resels Yes Yes Yes 

IP session logging/session replay Yes Yes Yes 

Aclive Nolifícation Actíons 

display Yes Yes Yes 

E(" alerta Yes Yes Yes 

E·page alerta Yes Yes Yes 

Cuslomizable scripl execution Yes Yes Yes 

Multiple alarm destinations Yes Yes Yes 

Third·party tool inlegration Yes Yes Yes 

IDS aclive updale bulletins Yes Yes Yes 

Adminislralion 

Web user interface (HTTPS1'i Yes Yes Yes 

CLI (console) Yes Yes Yes 

r -~ 
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Cisco VMS support 

High Availability 

Redundant power supply 

Failure Detection 

Monitoring link failure detection 

Communications failure detection 

Services failure detection 

Device failure detection 

Dimensions 

Height 

Width 

Rack-mountable 

Power 

Autoswitching 

Frequency 

Operating current 

Operating Environment 

Operating temperatura 

Nonoperating temperatura 

Operating relativa humidity 

Nonoperating relative humidity 

dissipation (worst case with 
'ower usage) 

1 Denial of service 
· -2Com~on Gateway Interface 
3Internet Control Message Protocol 
4Simpie MaU Transfer Protocol 
5Internet Message Access Protocoi 
6Post Oflice Protocol 
7FIIe Transfer Protocoi 

No 

Yes 

Yes 

Yes 

Yes 

1.7 in. (4.32 em) 

16.8 in. (42.54 em) 

22 in. (55.8 em) 

23 lb (I 0.43 kg) 

Yes 

100-240 VAC 

50-60Hz 

2.0A at ll5V 
I.OA at220V 

to• to 35"C (50" to 95"F) 

-40° to 70°C (-40° to 158°F) 

8 to 80% at 30°C (noneondensing) 

5 to 95% (noncondensing) 

898 Btu/hr (maximum) 

Yes 

Yes 

Yes 

Yes 

Yes 

1.67 in. (4.24 em) 

17.6 in. (44.70 em) 

27.0 in. (68 .58 em) 

35 lb (15 .88 kg) 

Yes 

110- 220 VAC 

50-60Hz 

2.7A at ll5Y 
l.3A at 220V 

I O" to 35"C (50" to 95"F) 

-40° to 65°C (-40° to 149°F) 

8 to 80% (noncondensing) 

5 to 95% (noncondensing) 

983 Btu/hr (maximum) 

8Secure Sheil Protocol 
9Domain Name System 
10Network Timing Protocol 
11 IP Security 
12Secure Sockets I..ayer 
13Serial Contrai Protocol 
14Access controllist 
15HTTP Secure 

Yes 

Yes 

Yes 

Yes 

Yes 

1.67 in . ( 4.24 em) 

17.6 in. (44 .70 em) 

27.0 in. (68.58 em) 

35 lb ( 15.88 kg) 

Yes 

110-220 VAC 

50-60Hz 

2.7Aat ll5Y 
1.3Aat220V 

I O" to 35"C (50" to 95"F) 

-40° to 65°C (-40° to 149°F) 

8 to 80% (noneondensing) 

5 to 95% (noncondensing) 

983 Btulhr (maximum) 
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Note: Agency Approvals 

• 1 200 Mbps performance for IDS 4235 is based on the following 

conditions: 2200 new TCP connections per second, 2200 HTTP 

Transactions per second, Average Packet Size 438 Bytes 

• Emissions: FCC (CFR 47 Part 15) Class A, CISPR 2c.,._ ..... ,.,."" 

EN 55022 Class A, EN 55024, EN61000-3-2, EN610 

VCCI Class A, AS/NZS 3548 Class A, CE Mark 

• 2 500 Mbps performance for IDS 4250 is based on the following 

conditions: 2700 new TCP connections per second, 2700 HTTP 

Transactions per second, Average Packet Size 456 Bytes 

• Safety: UL 1950, CSA 22.2 No.950, IEC 60950, EN 60950, AS/ 

NZS 3260, CE Mark 

Table 2 Ordering Information for Cisco IDS 4200 Series Appliance Sensor 

Product number Product description 

IDS-421 O-K9 Cisco IDS 45 Mbps Appliance Sensor (chassis, software, SSH, 10/ IOOBASE-T with RJ-45 connector) 

IDS-4235-K9 Cisco IDS 4235 Sensor (chassis, software, SSH, 10/100/IOOOBASE-T with RJ-45 connector) 

IDS-4250-TX-K9 Cisco IDS 4250 Sensor (chassis, software, SSH, 10/ 100/ IOOOBASE-T with RJ-45 connector) 

IDS-4250-SX-K9 Cisco IDS 4250 Senso r (chassis, software, SSH, I OOOBASE-SX with SC connector) 

~~ \0-SX-INT= IOOOBASE-SX monitoring interface with SC connector 

IDS-PWR= Spare power supply for the Cisco IDS 4235/4250 appliance sensors 

IDS-SCSI= Spare SCS1 1 hard disk drive for Cisco IDS 4250 Appliance Sensor 

IDS-RAIL-2= Two post rail kits for the Cisco IDS 4235/4250 Sensor platforms 

IDS-RAIL-4= Four post rail kits for the Cisco IDS 4235/4250 Sensor platforms 

CON-SNT-IDS421 O Cisco SMARTnet™ 8 x 5 x NBD2 service (Cisco IDS 4210) 

CON-SNTE-IDS421 O Cisco SMARTnet 8 x 5 x 4 enhanced service (Cisco IDS 421 O) 

CON-SNTP-IDS421 O Cisco SMARTnet 24 x 7 x 4 premium service (Cisco IDS 4210) 

CON-OS-IDS421 O Cisco SMARTnet 8 x 5 x NBD Onsite standard service Cisco (IDS 4210) 

CON-OSE-IDS421 O Cisco SMARTnet 8 x 5 x 4 Onsite enhanced service (Cisco IDS 4210) 

CON-OSP-IDS421 O Cisco SMARTnet 24 x 7 x 4 Onsite premium service (Cisco IDS 4210) 

CON-SNT-IDS4235K9 Cisco SMARTnet support 8 x 5 x NBD (Cisco IDS 4235) 

CON-SNTE-IDS4235K9 Cisco SMARTnet support 8 x 5 x 4 (Cisco IDS 4235) 

CON-SNTP-IDS4235K9 Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4235) 

CON-OS-IDS4235K9 Cisco SMARTnet Onsite support 8 x 5 x NBD (Cisco IDS 4235) 

CON-OSE-IDS4235K9 Cisco SMARTnet Onsite support 8 x 5 x 4 (Cisco IDS 4235) 

CON-OSP-IDS4235K9 Cisco SMARTnet Onsite support 24 x 7 x 4 (Cisco IDS 4235) 

~:(. H-IDS4250TK Cisco SMARTnet support 8 x 5 x NBD (Cisco IDS 4250-TX) 

CO "iSNTE-IDS4250TK Cisco SMARTnet support 8 x 5 x 4 (Cisco IDS 4250-TX) 

CON-SNTP-IDS4250T Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4250-TX) 

CON-OS-IDS4250TK Cisco SMARTnet Onsite support 8 x 5 x NBD (Cisco IDS 4250-TX) 

CON-OSE-IDS4250TK Cisco SMARTnet Onsite support 8 x 5 x 4 Cisco (IDS 4250-TX) 

CON-OSP-IDS4250TK Cisco SMARTnet Onsite support 24 x 7 x 4 (Cisco IDS 4250-TX) 

CON-SNT-IDS4250SK Cisco SMARTnet support 8 x 5 x NBD Cisco (IDS 4250-SX) 

CON-SNTE-IDS4250SK Cisco SMARTnet support 8 x 5 x 4 (Cisco IDS 4250-SX) 

CON-SNTP-IDS4250SK Cisco SMARTnet support 24 x 7 x 4 (Cisco IDS 4250-SX) 

CON-OS-IDS4250SK Cisco SMARTnet Onsite support 8 x 5 x NBD (Cisco IDS 4250-SX) 

CON-OSE-IDS4250SK SMARTnet Onsite support 8 x 5 x 4 (Cisco IDS 4250-SX) 

CON-OSP-IDS4250SK SMARTnet Onsite support 24 x 7 x 4 (Cisco IDS 4250-SX) 
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Export Considerations 

The Cisco IDS 4200 Series appliance sensors are subject to export 

controls. Refer to the export compliance Web site for guidance at: 

htt://www.cisco.com/wwl/export/crypto/ 

For specific export questions, contact export@cisco.com. 

' 

Additional lnformation 

Cisco Intrusion Detection System: 

http://www.cisco.com/go/ids 

Cisco VMS Solutions (IDS Management): 

http://www.cisco.com/go/vms 
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Step 7 

Lt 
Caution 

Lt 
Caution 

Configuring Si~tures---
_,r I•· r~ 

_,/' , / o•"' ,.,::,c ' ' 
I . •i;,J{q _.\)1 

Select one o r more o f the Action check boxes to specify the actions that you want the s Ór to take .: 
when detecting a particular attack: " J .... / / , 
~.. ' ·< . ~···,_/ 

Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 
destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remote 
Hosts" section on page 24 for more inforrnation. 

Block-The sensor issues a command to a PIX Firewall or Cisco router. That device then denies the 
host or network from which the attack originated entry to the monitored network. 

IP Log-The sensor generates an IP session log with information about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarm. 

Generation o f IP logs slows down the performance o f the sensor. Use only when necessary. 

You do not have to set the action to IP Log to log the alarrn. You only need the IP Log action ifyou want 
to log the binary packets to an IP log file . 

• TCP Reset- The senso r resets the TPC session in which the attack signature was detected. 

~ .. 
Note For the alarrn to take no actions for that signature, deselect ali the check boxes. Some actions are 

not available for each signature. 

Step 8 Add any appropriate comments in the Comments field . 

Step 9 In the Signature Name field, enter the signature name. 

Step 10 Enter the values for the remaining parameters. 

' Note You must enter values for the parameters that are required. The other parameters are optional. 

Refer to Cisco lntrusion Detection System Signature Engines Version 3.1 found at the following website 
for more inforrnation on parameter values: 

http://www.cisco.com/univercd/cc/td/doc/product/iaabu/csids/csids8/index.htm 

Note To reset the forrn, click Reset. 

Step 11 Click OK. 

Result: The custom signature now appears in the Custom Signatures section. 

Step 12 To detete the signature that you just created, select the check box, and then click Delete. 

Cisco lntrusion Detection 
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• Confi!Jtlring s;ignatures 

L{ ol0~ \ ' 
) __ _i/ ___ , ) 
~~ction Signatures 

~ .. 
Note 

TCP connection signatures are user-configurable signatures based on the transport-layer protocol (TCP) 
and the port number o f the packets being monitored. You can enable/disable signatures, change the 
severity levei or action associated with a signature, and add new TCP connection signatures. 

The levei o f traffic logging determines the type o f packets that fire TCP connection signatures. By 
default, only TCP connection requests (SYN packets) fire the alarm. See the "Configuring the Levei of 
Traffic Logging" section on page 74 for more information. 

This section includes these topics : 

Configuring TCP Connection Signatures, page 46 

Adding TCP Connection Signatures, page 49 

Configuring TCP Connection Signatures 

Step 1 

Step 2 

To configure TCP connection signatures, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > TCP Connection 
Signatures. 

Result: The TCP Connection Signatures pane! appears. 

Figure 34 TCP Connection Signatures Pane/ 
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Select the signature(s) check box that you want to enable, and then click Enable. 

Result : The circle is riow solid indicating that the signature is enabled. 
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Step 3 

c 
Step4 

Step 5 

c 

78-13876-01 

~ .. 
Note Enabling a signature sets the severity for that signature to its default severity levei. ~ 

~ .. 
Note Show Ali displays the entire listo f TCP connection signatures. Next Page allows you to page 

through the entire list ofTCP connection signatures. The Go to Page list box allows you to page 
through the entire list ofTCP connection signatures by selecting a page in the list box, and then 
clicking Go to Page. See the "Setting Signature Pagination" section on page 126 for the 
procedure for setting IDS Device Manager signature pagination. 

Select the signature(s) check box that you want to disable, and then click Disable. 

Result: The circle is now clear indicating that the signature is disabled. 

~ .. 
Note Disabling a signature sets the severity levei for that signature to None. 

Select the signature(s) check box that you want to delete, and then click Delete. 

Result: The signature has disappeared from the list. 

Click the edit icon to change the severity levei or action for a TCP connection signature. 

Result: The Editing pane! appears. 

Figure 35 Editing Pane/ 
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~~From the Severity list box, select the severity levei o f the signature: 

Step 7 

&. 
Caution 

&. 
Caution 

• None 

Note Selecting any value other than None automatically enables the signature. Selecting None 
disables the signature. lfyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the IDS Event Viewer. 

• High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 

Select one o r more o f the Action check boxes to specify the actions that you want the senso r to take 
when detecting a particular attack: 

~ .. 
Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 

destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remote 
Hosts" section on page 24 for more information. 

• Block-The sensor issues a command to a PIX Firewall o r Cisco router. That devi c e then denies the 
host or network from which the attack originated entry to the monitored network. 

IP Log-The senso r generates an IP session log with information about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarm. 

Generation ofiP logs slows down the performance o f the sensor. Use only when necessary. 

You do not have to set the action to IP Log to log the alarm. You only need the IP Log action ifyou want 
to log the binary packets to an IP log file. 

• TCP Reset-The senso r resets the TPC session in which the attack signature was detected. 

~ .. 
Note For the alarm to take no actions for that signature, deselect ali the check boxes. Some actions are 

not available for each signature. 

Cisco lntrusion Detection 
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Step 8 

Step 9 

Add any appropriate comments in the Comments fi eld. 

~ .. 
Note To reset the form, click Reset. 

Click OK. 

config\r:: t:~ft 7/ \ 
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Adding TCP Connection Signatures 

Step 1 

c 

c ~ 

Step 2 

78-13876-01 

To add TCP connection signatures, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > TCP Connection 
Signatures. 

Result: The TCP Connection Signatures pane! appears . 

Figure36 TCP Connection Signatures Pane/ 
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Click Add to add a new TCP connection signature. 

Result: The Adding pane! appears . 
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Step 3 

Step 4 
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From the Severity list box, select one of the following to change the severity levei of a signature: 

None 

~ .. 
Note Selecting any value other than None automatically enables the signature. Selecting None 

disables the signature. Ifyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the IDS Event Viewer. 

High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 
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Step 5 

ih 
Caution 

ih 
Caution 

Step 6 

Step 7 

Step 8 

Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 
destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remote 
Hosts" section on page 24 for more information. 

Block-The sensor issues a command to a PIX Firewali or Cisco router. That device then denies the 
host or network from which the attack originated entry to the monitored network. 

IP Log-The senso r generates an IP session log with information about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarm. 

Generation ofiP logs slows down the performance ofthe sensor. Use only when necessary. 

You do not have to set the action to IP Log to log the alarm. You only need the IP Log action ifyou want 
to log the binary packets to an IP log file . 

• TCP Reset-The sensor resets the TPC session in which the attack signature was detected. 

~ .. 
Note For the alarm to take no actions for that signature, deselect ali the check boxes. Some actions are 

not available for each signature. 

Add any appropriate comments in the Comments field. 

~ .. 
Note Add a name for the new TCP connection signature in the Comments field. 

~ .. 
Note To reset the form, click Reset. 

Click OK. 

To enable the TCP connection signature that you just added, find the new signature in the listo f TCP 
signatures, select the check box, and then click Enable. 

UDP Connection Signatures 

78-13876-01 

~ .. 
Note 

UDP Connection Signatures are user-configurable signatures based on the transport-layer protocol ~· 
(UDP) and port number of the packets being monitored. You can enable/disable signatures, change th 
severity levei or action associated with a signature, and add new UDP connection signatures. 

The levei o f traffic logging determines the type o f packets that fire UDP connection signatures. By 
default, only UDP"connection requests (SYN packets) tire the alar!TI. See the "Configuring the Leve i of 
Traffic Logging" section on page 74 for more information . 
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C"~:_,- . j ' his section includes these topics : 

Configuring UDP Connection Signatures, page 52 

Adding UDP Connection Signatures, page 54 

Configuring UDP Connection Signatures 

Step 1 

Step 2 

To configure UDP connection signatures, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > UDP Connection 
Signatures. 

Result: The UDP Connection Signatures pane! appears. 

Figure38 UOP Connection Signatures Pane/ 
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Select the signature(s) check box that you want to enable, and then click Enable. 

Result: The circle is now solid indicating that the signature is enabled. 

~ ... 
Note Enabling a signature sets the severity for that signature to its default severity levei. 

~ ... 
Note Show Ali displays the entire list o f UDP connection signatures. Next Page allows you to page 

through the entire list ofUDP connection signatures. The Go to Page list box allows you to page 
through the entire list ofUDP connection signatures by selecting a page in the list box, and then 
clicking Go to Page. See the "Setting Signature Pagination" section on page 126 for the 
procedure for setting IDS Device Manager signature pagination . 
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Step 8 Add any appropriate comments in the Comments field . 

Note To reset the form, click Reset. 

Step 9 Click OK. 

Adding TCP Connection Signatures 

Step 1 

c 
Step 2 

78-13876-01 

To add TCP connection signatures, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > TCP Connection 
Signatures. 

Result: The TCP Connection Signatures pane! appears. 

Figure36 
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Click Add to add a new TCP connection signature. 

Result: The Adding pane! appears. 
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Step 3 
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Enter the ID number for the new signature. 

Value: (1-65535) 
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From the Severity list box, select one o f the following to change the severity levei o f a signature: 

None 

~ .. 
Note Selecting any value other than None automatically enables the signature. Selecting None 

disables the signature. Ifyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the i.DS Event Viewer. · · 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the IDS Event Viewer. 

High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 
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Step 5 

Lh 
Caution 

Lh 
Caution 

Step 6 

Step 7 

Step ~ 

Select one o r more o f the Action check boxes to specify the actions that you want th 
when detecting a particular attack: 

Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 
destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remote 
Hosts" section on page 24 for more information. 

Block-The senso r issues a command to a PIX Firewall o r Cisco router. That device then denies the 
host or network from which the attack originated entry to the monitored network. 

IP Log- The senso r generates an IP session log with information about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarm. 

Generation ofiP logs slows down the performance ofthe sensor. Use only when necessary. 

You do not have to set the action to IP Log to log the alarm. You only need the IP Log action ifyou want 
to log the binary packets to an IP log file . 

• TCP Reset-The senso r resets the TPC session in which the attack signature was detected. 

Note For the alarm to take no actions for that signature, deselect ali the check boxes. Some actions are 
not available for each signature. 

Add any appropriate comments in the Comments field. 

Note Add a name for the new TCP connection signature in the Comments field . 

' Note To reset the form, click Reset. 

Click OK. 

To enable the TCP conneçtion signature that you just added, find the new signature in the .list o f TCP . 
signatures, select the check box, and then click Enable. 

UDP Connection Signatures 

78-13876-01 

~ .. 
Note 

UDP Connection Signatures are user-configurable signatures based on the transport-layer protocol ~ 
(UDP) and port number of the packets being monitored. You can enable/disable signatures, change th 
severity levei or action associated with a signature, and add new UDP connection signatures. 

The levei of traffic logging determines the type o f packets that tire UDP connection signatures. By 
default, only UDP .connection requests (SYN packets) tire the alarm. See the "Configuring the Levei o f 
Traffic Logging" section on page 74 for more information. 
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• 
·his section includes these topics : 

Configuring UDP Connection Signatures, page 52 

Adding UDP Connection Signatures, page 54 

Configuring UDP Connection Signatures 

Step 1 

StepZ 

To configure UDP connection signatures, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > UDP Connection 
Signatures. 

Result: The UDP Connection Signatures pane! appears. 

Figure38 UDP Connection Signatures Pane/ 
@ífflttiffim±ji•f'·ttttl f . . 1. .. - • i. 113 .. .. 
A. Edii Y'- Go~ Hetl 

•: c}O: 3 :.t ~ 
13-ad\ Ret-1 Hcne 

tuu Sunu -· 
iJ~ -~-- - · · ~ SJoniiture 
Conllguration 

~·1[105.I•Jr.;, L' I( 1W '\ 
.:,<.J!':~Jm& • ~ ru:•Jr o:, 

TCP(cnn,:,cto;n 
:=-'~' ' ill!roõ ~ 
• WP Conue Chon 
Sij1~otlur e~ 

~ ;;. r •· • ' , r.:· ' 
, ReassamblyOptions 

· 1' 1,• " 

;:. ,, -· . ~ ·· ~ . 

> ,.,,, •• , .. r~ , . .., .. ,, ~~ 
~ C>::~t.; ~0 1.11, .. ~ 

' ::::~ · , , , ·~ "'r •:l'>;'lr' · 
iS~-'-o _ c:..__ 

IDS Devlce 

EMIIIId I) ---· s-ly Actian Carrmlllls 

r [J <) -- --= ~~ ~~~ --~"; ~;;~-- ~~~~un_~~~ 
·r- ~ O UOP trall\c • ~cho None None UDP trame- echo 

UOP trame· dlsurd None None 
uOPtramC- ­

dlscard . 
uõPtramc­

d;rrtime 
UOPirafric -

cha!~ __ 
UDPtr1tnc-time 

r [J' Ü 70 UDP lratnc • gopher None None g:~~c. 
r: [3' 0 80 UOP hfftc • www None None UOP lratllc- www 

r rY O -~~-~:=-----;;": ~:na ~ ==-~- --
·r[!( () 111 VOPntllc-sunrpc None None- - UoPtraft\c -;;;;;--- - -
r ·cr -o ·-·,-n-vo~mc~- "NOne N õ"r; -- uOP~.;-------
r (;' -~ UOP lratnc • xdmcp None None UOPtraflk -ldmcp -
rrr-c) ---m UOPtra~NO;;;--·None U oPhtnc-bg;- --- -

-----;~:Ff ~~)(1 ;.;:c:.y·-;:~~~~~;1~~-::~.: ~ ~~~;~~-:7~~-r;s:~-

, c;;o Pa~P. 1Page 1 Sigld f0- 1791 3 

-lo! xl 

~ 
Serectlhe edil 
icontochange 
the severilyor 
action 
assocratedwtth 
a particular 
slgn;ture. A 
checkmaf1( 
lndlcateslhat 
thesignaturels 

~ 

o 
N 

'"' r~r+r ---- ~ Õone - ---- - - ------ -- ...: ;::: 

Select the signature(s) check box that you want to enable, and then .click Enable. 

Result: The circle is now solid indicating that the signature is enabled. 

~ .. 
Note ·Enabling a signature sets the severity for that signature to its default severity levei. 

~ .. 
Note Show Ali displays the entire list o f UDP connection signatures. Next Page allows you to page 

through the entire list ofUDP connection signatures. The Go to Page list box allows you to page 
through the entire list of{)DP connection signatures by selecting a page in the list box, and .then 
clicking Go to Page. See the "Setting Signature Pagination" section on page 126 for the 
procedure for setting IDS Device Manager signature pagination. 
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Step 3 

Step 4 

Step5 

c 

.c Step 6 

78-13876-01 

Select the signature(s) check box that you want to disable, and then click Disable. 

Result: The circle is now clear indicating that the signature is disabled . 

Note Disabling a signature sets the severity levei for that signature to None. 

Select the signature(s) check box that you want to delete , and then click Delete . 

Result: The signature has disappeared from the list. 

Click the edit icon to change the severity levei or action for a UDP connection signature . 

Result: The Editing pane! appears . 

Figure .19 Editing Pane/ 
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From the Severity list box, select the severity levei o f the signature: 

~ .. 
Note 

None 

Selecting any value other than None automatically enables the signature. Selecting None 
disables the signature. Ifyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information--Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

Low--Catego_rizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 
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o_{ -~ <~·o {edium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 37 ~n the IDS Event Viewer. 

Step 7 

~ 
Caution 

~ 
Caution 

Step 8 

High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 

Select one o r more o f the Action check boxes to specify the actions that you want the senso r to take 
when detecting a particular attack: 

Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 
destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remote 
Hosts" section on page 24 for more information. 

Block-The sensor issues a command to a PIX Firewall o r Cisco router. That device then denies the 
host or network from which the attack originated entry to the monitored network. 

o IP Log-The senso r generates an IP session log with information about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarm. 

Generation ofiP logs slows down the performance o f the sensor. Use only when necessary. 

You do not have to set the action to IP Log to log the alarm. You only need the IP Log action ifyou want 
to log the binary packets to an IP log file. 

o TCP Reset-The senso r resets the TPC session in which the attack signature was detected. 

~ .. 
Note For the alarm to take no actions for that signature, deselect ali the check boxes. Some actions are 

not available for each signature. 

Add any appropriate comments in the Comments field. 

~ .. 
Note To reset the form, click Reset. 

Click OK. 

. , Adding UDP Connection Signatures 

Step 1 

To add UDP connection signatures, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > UDP Connection 
Signatures. 

Result: The UDP Connection Signatures pane! appears. 
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Figure 40 UDP Connection Signatures Pane/ 
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Click Add to add a new UDP connection signature. 

Result: The Adding pane! appears. 
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Enter the ID number for the new signature. 

Value: (1-65535) 
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From the Severity list box, select the severity levei o f the signature: 

None 

Note Selecting any value other than None automatically enables the signature. Selecting None 
disables the signature. Ifyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the IDS Event Viewer. 

High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 
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Step 5 

&. 
Caution 

&. 
Caution 

Step 6 

Step7 

Step 8 

String Signatures 
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Select one o r more o f the Action check boxes to specify the actions that you want the ~o r to take ' 
1 

) 

when detecting a particular attack: '/ ., J ·' 1 I ,· 
~ . , , ·--,";., I 
__ .. ·-
Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 

destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remote 
Hosts" section on page 24 for more inforrnation. 

• Block-The sensor issues a command to a PIX Firewali or Cisco router. That device then denies the 
host or network from which the attack originated entry to the monitored network. 

IP Log-The senso r generates an IP session log with inforrnation about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarrn . 

Generation ofiP logs slows down the performance ofthe sensor. Use only when necessary. 

You do not have to set the action to IP Log to log the alarrn. You only need the IP Log action ifyou want 
to log the binary packets to an IP log file . 

• TCP Reset-The senso r resets the TPC session in which the attack signature was detected. 

Note For the alarrn to take no actions for that signature, deselect ali the check boxes. Some actions are 
not available for each signature. 

Add any appropriate comments in the Comments field . 

~. 
Note Add a name for the new UDP connection signature in the Comments field. 

ClickOK. 

To enable the UDP connection signature that you just added, find the new signature in the listo f UDP 
signatures, select the checkbox next to it, and then click Enable. 

String-matching signatures are user-configurable signatures based on the content of a particular TCP 
sess·ion. You can enable/disable signatures, change the severity levei or action associated with a 
signature, and add new string-matching signatures. 

We recommend that you add new string-matching signatures through the Custom Signatures pane! by 
using the STRING.* signature engines . See the "Working with Custom Signatures" section on page 38 
for the procedure. When you add them as cus tom signatures, they appear in the list o f Customer 
Signatures. Or refer to Cisco !ntrusion Detection System Signature Engines Version 3.1 found at the 
foliowing website for more inforrnation on creating STRING.* signatures: 
http://www.cisco.com/univercd/cc/td/doc/product/iaabu/csids/csids8/index.htm 
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Configuring String-Matching Signatures, page 58 

Adding a String-Matching Signature, page 60 

Configuring String-Matching Signatures 

To configure string-matching signatures, follow these steps: 

Step 1 In the IDS Device Manager main window, select Configuration > Sensing Engine > String 
Signatures. 

Result: The String Signatures panel appears . 

Figure42 String Signatures Pane/ 
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Step 2 . Select the signature(s) check box that you want to enable, and then cl ick Enable. 

Step 3 

Step 4 

Result: The circle is now 'solid indicating that the signature is enabied. 

~ .. 
Note . Enabling a signature sets the severity for that signature to its default severity levei. 

Select the signature(s) check box that you want to disable, and then click Disable. 

Result: The circle is now clear indicating that the signature is disabled. 

Select signature(s) check box that you want to delete, and then click Delete. 

Result: The signature has. di sappeared from the li st. 

~ .. 
Note Disabling a si"gnature sets the severity levei for that signature to None. 
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Step 5 

Step6 

Step 7 

Step 8 

Step 9 

Step 10 

Step 11 

Click the edit icon to change the severity leve i or action for a string signature. 

Result: The Editing pane! appears. 

Figure 43 Editing Pane/ 
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To change the port number, enter a new value in the Port field . 

To change the direction o f traffic to be monitored, use the list box in the Direction field: 

To specified port-Specifies that incoming packets should be searched for the defined string. 

From specified port-Specifies that outgoing packets should be searched for the defined string. 

Both directions-Specifies that both incoming and outgoing packets should be searched for the -
defined string. 

To change the number o f occurrences o f the string that causes the sensor to generate an alarm, enter a 
new value in the Occurrences field. 

To edit the string, change the value in the Regular expression field . 

Add any appropriate c'omments in the Comments field . 

From the Severity list box, select the severity levei o f the signature: 

-None 

~ .. 
Note Selecting any value other than None automatically enables the signature. Selecting None 

disables the signature. Ifyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information-'-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 
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Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the IDS Event Viewer. 

High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 

Step 12 Select one o r more o f the Action check boxes to specify the actions that you want the senso r to take 
when detecting a particular attack: 

Lt 
Caution 

Lt 
Caution 

Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 
destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remote 
Hosts" section on page 24 for more information. 

• Block-The sensor issues a command to a PIX Firewall o r Cisco router. That device then denies the 
host or network from which the attack originated entry to the monitored network. 

IP Log-The senso r generates an IP session log with information about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarm. 

Generation o f IP logs slows down the performance o f the senso r. Use only when necessary. 

You do not have to set the action to IP Log to log the alarm. You only need the IP Log action ifyou want 
to log the binary packets to an IP log file. 

• TCP Reset-The senso r resets the TPC session in which the attack signature was detected. 

Note For the alarm to take no actions for that signature, clear ali the check boxes. Some actions are 
not available for each signature: 

~ .. 
Note To reset the form, click Reset. 

Step 13 Click OK. 

Adding a String-Matching Signature 

To add a string-matching signature, follow these steps: 

Step 1 In the IDS Device Manager main window, select Configuration > Sensing Engine > Str ing 
Signatures. 

Result: The String Signatures pane! appears . 

Cisco lntrusion Detection Note Version 3.1 
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Step 2 

( . 

Step 3 
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Figure 44 String Signatures Pane/ 
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Click Add to add a new string signature. 

Result: The Adding pane! appears. 

Figure45 Adding Pane/ 
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Enter the ID number for the new signature . . 

Value: (1-65535) 
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c~ 
.~;~\ \\ 
~.1 .3)~ Step4 J , :~,:: Step 5 

_ _. ~ '-. 

:, L ---
Step 6 

Step 7 

Step 8 

Step 9 

Enter the port in the Port field. 

To specify the direction o f traffic to be monitored, use the list box in the Direction field: 

To specified port-Specifies that incoming packets should be searched for the defined string. 

From specified port-Specifies that outgoing packets should be searched for the defined string. 

• Both directions-Specifies that both incoming and outgoing packets should be searched for the 
defined string. 

Enter the number o f occurrences o f the string that causes the senso r to generate an alarm in the 
Occurrences field. 

Enter the string to be used for the new string-matching signature in the Regular expression field. 

Add any appropriate comments in the Comments field. 

~ .. 
Note Add the name o f the new signature in the Comments field. 

From the Severity list box, select the severity levei of the signature: 

• None 

Note Selecting any value other than None automatically enables the signature. Selecting None 
disables the signature. Ifyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

• Medi um-Categorizes the attack as moderately sever: These attacks are shown with a orange icon 
in the IDS Event Viewer. 

• High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 

Step 10 Select one o r more o f the Action check boxes to specify the actions that you want the senso r to take 
when detecting a particular attack: 

Lt. 
Caution 

~ .. 
Note Setting actions does not determine whether or not an alarm is logged or sent to an additional 

destination. See the "Configuring Event Logging" section on page 88 and/or "Adding Remate 
Hosts" section on page 24 for more information. 

• Block-The sensor issues a command to a PIX Firewall o r Cisco router. That device then denies the 
host or network from which the attack originated entry to the monitored network. 

IP Log-The senso r generates an IP session log with information about the attack. An IP session 
log contains binary data for ali packets to and from the source address o f the alarm. 

Generation o f IP logs slows down the performance o f the sensor. Use only when necessary. 
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----------------------------------------------------------------~~ ~-
You do not have to set the action to IP Log to log the alann. You only need.the IP Log action ti; - ' 

~ 
Caution 

c 

to log the binary packets to an IP log file . 

• TCP Reset-The sensor resets the TPC session in which the attack signature was detected. 

~ .. 
Note For the alarm to take no actions for that signature, deselect ali the check boxes. Some actions are 

not available for each signature. 

Note To reset the fonn, click Reset. 

Step 11 Click OK. 

Step 12 To enable the new string-matching signature, find the new string signature in the String Signatures list, 
select the check box, and then click Enable. 

ACL Policy Violation Signatures 

c 

ACL policy violation signatures are user-configurable signatures based on access control violations by 
network devices in the syslog stream. 

You can configure two types of ACLs: 

• User defined ACLs-Created and updated by users 

• IDS defined ACLs-Created and updated by IDS Device Manager device management 

There are no default ACL policy violation signatures when you configure a sensor for the first time. You 
must create ACL policy violation signatures, and you can modify them after you create them. 

1his section includes these topics: 

• Configuring User-Defined ACLs, page 63 

• Configuring IDS-Defined ACLs, page 70 

• Enabling/Disabling/Deleting ACL Policy Violations Signatures, page 67 

• Editing ACL Policy Violations Signatures, page 68 

Configuring User-Defined ACls 

78-13876-01 

Step 1 

Step 2 

Step 3 

To configure user-defined ACLs, follow these steps: 

Log on to the router and enter enable mode by typing en and the enable password. 

Enter configuration mode by typing: 

conf t 

Type the following commands: 

logging sensor _ip_address 

logging trap info 

where sensor _ip_address is the IP address o f the command a . d-controhnterface o f the senso r. 
R6S- l\l""iJ3-'Z!Jtr:c-:enr·l· 
CPMI - CORREIOS f 

. . t. 
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Step 6 

Step 7 

Step 8 

Step 9 

wr mem 

Set the user-defined ACLs on each router to send policy violation information by adding the text string 
"log" to the end of each line that defines a deny rui e. For example: 

access-list 199 deny tcp host 10.1.1.1 any 1og 

This rui e denies TCP traffic between host I 0.1.1.1 and "any" other host. The string "log" at the end o f 
the deny rule ensures that the policy violation is logged. 

~ .. 
Note Rules that do not contain the text string "log" at the end o f the line cause the router not to log 

the policy violation. 

To make the changes permanent on the router, type: 

wr mem 

In the IDS Device Manager main window, select Configuration > Sensing Engine >Data Sources. 

Result: The Data Sources pane! appears . 

Figure46 Data Sources Pane/ 
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Click Add to add a data source. 

Result: The Adding pane! appears. 
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Figure 47 Adding Pane/ 
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Step 10 In the IP Address field, enter the IP address o f the router that will publish syslog data to the sensor. 

Step 11 In the Network Mask field, enter 255 .255 .255.255 i f it is an IP address. 

~ .. 
Note If you are monitoring syslogs from multiple routers on the same network, enter the network 

address and the netmask rather than the single IP address o f each router. 

~ .. 
Note To reset the form, click Reset. 

Step 12 Click OK. 

Step 13 In the IDS Device Manager main window, select Configuration > Sensing Engine > ACL Policy 
Violations . 

Step 14 Result: The ACL Policy Violations pane! appears. 
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• Configuring Signatures 

Figure48 ACL Policy Violations Pane/ 
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Step 15 

Step 16 

Click Add to add a new ACL policy violations signature . 

Result: The Adding pane! appears. 

Figure49 Adding Pane/ 
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Step 17 From the Severity list box, select the severity levei o f the signature: 

o None 

Step 18 

~ .. 
Note Selecting any value other than None automatically enables the signature. Selecting None 

disables the signature. Ifyou chose None at this point and want to enable the signature I ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Oisabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

Information-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the lOS Event Viewer. 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
lOS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the lOS Event Viewer. 

o High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the lOS 
Event Viewer. 

Add any appropriate comments in the Comments field . 

~ .. 
Note To reset the form, click Reset. 

Step 19 Click OK. 

Enabling/Disabling/Deleting ACL Policy Violations Signatures 

Step 1 

Step 2 

c 
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In the lOS Device Manager main window, select Configuration > Sensing Engine > ACL Policy 
Violations. · 

Result: The ACL Policy Violations panel appears. 
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Step 3 

Step 4 

Step 5 
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To enable the new ACL policy violations signature, select the signature(s) check box, and then click 
Enable. 

Result: The circle is now solid indicating that the signature is enabled. 

Note Enabling a signature sets the severity for that signature to its default severity levei. 

To disable the new ACL policy violations signature, select the signature(s) check box, and then click 
Disable. 

Result: The circle is now clear indicating that the signature is disabled. 

~ .. 
Note Disabling a signature sets the severity levei for that signature to None. 

To detete the new ACL policy violations signature, select the signature(s) check box, and then click 
Delete. 

Result: The signature has disappeared from the list. 

·------------·-~~~~-------·--------

Editing ACL Policy Violations Signatures 

Step 1 

Step 2 

In the IDS Device Manager main window, select Configuration > Sensing Engine > ACL Policy 
Violations . 

Result: The ACL Policy Violations pane! appears. 
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Step 3 
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Click the edit icon to edit an ACL policy violations signature. 

Result: The Editing pane! appears. 

Figure 52 Editing Pane/ 
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Step 5 

Step 6 

From the Severity list box, select the severity levei o f the signature: 

• None 

Note Selecting any value other than None automatically enables the signature. Setecting None 
disables the signature. Ifyou chose None at this point and want to enable the signature !ater, you 
can do so by editing the Severity levei again or enabling the signature through the Signature 
Groups pane!. See "Enabling/Disabling/Editing Signatures Within a Group List" section on 
page 33 for more information. 

lnformation--Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the IDS Event Viewer. 

• High- Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 

Add any appropriate comments in the Comments field. 

~ .. 
Note To reset the form, click Reset. 

Click OK. 

Configuring IDS-Defined ACls 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

To configure IDS-Defined ACLs, foltow these steps: 

Log on to the router and enter enable mode by typing en and the enable password. 

Enter configuration mode by typing: 

conf t 

Type the foltowing commands: 

logging sensor _ip_addre'ss 

logging trap info 

where s.ensor _ip_address is the IP address o f the command and control interface o f the senso r. 

Exit configuration mode by pressing Ctrl-Z. 

To make the changes permanent on the router, type: 

wr mem 

In the IDS Device Manager main window, select Configuration > Blocking > Blocking Properties. 

Result: The Blocking Properties pane! appears. 
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Figure 5:1 Blocking Properties Pane/ 
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Step 8 Select the Enable Policy Violations Logging check box to enable the logging of ACL policy violations 
on the blocking device 

Step 9 Click OK. 

Step 10 In the IDS Device Manager main window, select Configuration > Sensing Engine > ACL Policy 
Violations . 

Step 11 Result: The ACL Policy Violations pane! appears. 
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Step 12 

Figure 54 ACL Policy Violations Pane/ 
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Click Add to add a new ACL policy violations signature. 

Result: The Adding pane! appears . 

Figure 55 Adding Pane/ 
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Step 13 Enter the name o f the new ACL in the ACL field. 

Value: IDS_interface_direction_O 

Note Interface is the name of the interface that the sensor is managing. Direction is IN/OUT. 

Step 14 From the Severity list box, select the severity levei of the signature: 

• Nane 

Note Selecting any value other than Nane automatically enables the signature. Ifyou chose Nane at 
this point and want to enable the signature !ater, you can do so by editing the Severity levei again 
or enabling the signature through the Signature Groups pane!. See "Enabling/Disabling/Editing 
Signatures Within a Group List" section on page 33 for more information. 

Information-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

• Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

• Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icon 
in the IDS Event Viewer. 

• High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 

Step 15 Add any appropriate comments in the Comments field. 

Step 16 Click OK. 

Step 17 Repeat Steps 9-13 for the second ACL. 

Value: IDS_interface_direction_I 

~ .. 
Note The sensor"device management oscillates between the O and I ACLs. You need both ofthem and 

you must enter them as separate signatures. 

Choosing Service Ports for STATE.HTTP Signatures 

78-13876-01 

I f you are running a web server on nonstandard HTTP ports, use the Service Ports pane! to add those 
ports. 

You need to configure the signatures for the STATE.HTTP engine to specific service ports. For more 
information on the STATE.HTTP signature engine, refer to the Cisco Intrusion Detection System 
Signature Engines Version 3.1 found at the following website : 

http://www.cisco.com/univercd/cc/td/doc/product/iaabu/csids/csids8/index .htm 

CPlVH - CORF\E!OS 
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Step 1 

Step2 

Step 3 

To choose service ports, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > STATE.HTTP 
Service Ports. 

Result: The STATE.HTTP Service Ports pane! appears. 

Figure 56 Service Ports Pane/ 
i§jRrttiiftdUFi•ftttl I. I.' .. ç f! I S . ... 

Fie Edt V- Go Conwu-icatt01 Heb 

~ ~ a ~ & Q 4 a a ~ 
Beck Rdoed Hcne s-ct-. Nebctrpe Pmt S~ Shop 

IIJ!.J...._ ... , .. ~ ~ - ., 
'Slonature 
Configoralion 

SI!JII'411J 't'(· r• IOJII:i 

Ç •J$1Un1:;1\JIIi;l;.f0: :> 

"ST ATf.IHlP 
S~cePtH1 s 

·' f llters 

~ Reassembly Options 

111-.J>- , ;Ooeunent Done 

_!ol x! 

~ 
Spetitttlle 
se!Viceportsto 
beusedwilh 
lhe 
MicroEnglne 
STATE .HlTP 

~ 

:e 
"' -~,r,._ __ J.a U_2_::II ~_j /~ r: 

In the Service Ports field, enter the service ports (separated by commas) that you want to use with the 
STATE-HTTP engine. 

Default: 80,3128,8010,8080,8888,24326 

~ .. 
Note 

~ .. 
Note 

We recommend that you edit the default list to turn offports that you are sure you are not using. 
For example, i f you are only using port 80, delete the other entries. 

To reset the form, click Reset. 

Click OK. 

Configuring the Levei of T raffic Logging 

Levei o f Traffic Logging is used in conjunction with the TCP and UDP connection signatures. lt 
configures what type o f packets cause the TCP and UDP connection signatures to fire alarrns. 

Cisco lntrusion Detection Note Version 3.1 
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Step 1 

c 

Step 2 

C' 

Step 3 
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Configuring Signatures • 

To configure the levei o f traffic logging, follow these steps: á?j~ 
,_._.,., ' J3Cf ~ \ \ . ' . .c ~ i 

In the IDS Device Manager main window, select Configuration > Sensing Engine \ Levei of Trarftc 
Logging. \ 1 -- ~"o,.. ' J 

Result: The Levei o f Traffic Logging pane! appears. 

Figure 57 leve/ oF lfadic logging Pane/ 
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In the Levei o f Traffic Logging field, specify the levei o f traffic you want the senso r to log when TCP 
and UDP connection signatures are enabled: 

~ .. 

None--Disables logging. 

No TCP or UDP connection signatures will fire even it enabled. 

TCP connection requests and UDP traffic ( default). 

The TCP connection signatures that are enabled will fire for SYN packets to the specific port. The 
UDP connection signatures that are enabled will fire for any UDP packet to those ports. 

TCP connection requests, SYN-ACK, FIN, RST, and UDP traffic. 

TCP SYN-ACK packets from the specified port and UDP traffic. 

Use this option to configure TCP reset action for TCP connection signatures. 

Note To reset the forrn, click Reset. 

Click OK. 

·---------·- :-~·· ; 

. ~ -
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~ ... 
Note 

Configuring Filters 

Step 1 

You can define filters for a sensor to enable and disable alarms that have specific hosts and networks as 
their source or destination. Defining filters allows you to tune the sensor by reducing the number offalse 
positives. You can also define filters to disable alarms based on a particular traffic flow that traverses the 
network segment that is being monitored. In this case you are defining traffic flow based on the source 
and destination that bounds the traffic flow. 

You can exclude signatures to disable alarms based on signature ID, IP address, and direction that 
includes the following: 

Exclude a signature. 

Exclude a source or destination IP address or network. 

Exclude a specific source and destination IP address or network. 

Exclude a specific signature by source and/or destination IP address . 

• Exclude a signature based on source and/or destination direction (for example, IN or OUT). 

CSPM and the IDS Director may have created filters using older configuration formats . The IDS Device 
Manager reads in and writes out these filters, but you cannot view, edit, or delete them through the IDS 
Device Manager. 

You can also define a set ofports that will be excluded from triggering a Back Orifice 2K TCP alarm. 
You can configure these TCP ports to exclude alarms from the TCP port B02K signatures (signatures 
3990, 3991, 3992). The UDP ports are unaffected (signatures 4054 and 5044). For more information on 
these signatures, click NSDB on the Too!Bar and then click the signatures IDs 3990, 3991 , and 3992. 

This section includes these topics: 

Configuring Filters, page 76 

Configuring Excluded BO Ports, page 78 

To configure filters for enabled signatures, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > Filters > Filtered 
Signatures. 

Result: The Filtered Signatures pane! appears. 
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Step Z 

Step 3 
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Figure 58 Filtered Signatures Pane/ 
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Click Add to configure a fi i ter for an enabled signature based on the source o r destination o f the traffic. 

Result: The Adding pane! appears . 

Figure 59 Adding Pane/ 
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Select one o f the following from the Action list box: 

lnclude 

Exclude 
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~/ Note Include/exclude specifies whether the identified signature for the source/destination pair should 

be included o r excluded. Includes are used to override excludes. In typical scenarios you exclude 
ali addresses for a given alarm, and then add an include only for those addresses you want the 
alarm to fire on. 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

In the Signature field, enter the signature that should be included or excluded. 

In the Sub-Signature field, enter the subsignature (i f applicable) of the signature that should be 
included or excluded. 

~. 
Note Ifyou enter multiple signatures, the value must be an '*'. 

In the Source IP field, enter the source IP address o f traffic that triggers the signature o r subsignature. 

In the Destination IP field, enter the destination IP address oftraffic that triggers the signature or 
subsignature. 

~. 
Note To reset the form, click Reset. 

Click OK. 

Configuring Excluded BO Ports 

Step 1 In the IDS Device Manager main window, select Configuration > Sensing Engine > Filters > 
Excluded BO Ports. 

Result: The Excluded BO Ports pane! appears 
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Step 2 

Step 3 

Step 4 

Step 5 

Figure 60 Exc/uded BO Ports Pane/ 
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In the Ali Ports field, enter the ports that you do not want to trigger BO signatures. 

~. 
Note Packets moving in either direction on these ports will not trigger BO signatures. The values may 

be a single port, a range ofports (port-port), ora list of comma-delimited ports and port ranges. 
Do not use spaces. 

In the Source Ports field, enter the source ports that you do not want to trigger BO signatures. 

In the Destination Ports field, enter the destination ports that you do not want to trigger BO signatures. 

Click OK. 

c nfiguring Spam Control 

Step 1 

78-13876-01 

You can limit the number ofrecipients in email messages. 

To configure spam control, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > Spam Control. 

Result: The Spam Control pane! appears. 
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Step 2 

Step 3 

Figure 61 Spam Control Pane/ 
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In the Max number of Recipients in a Mail Message field, enter a number between 2-65000. 

Default: 250 

~ .. 
Note To reset the form, click Reset. 

Click OK. 

Reassembly Options 

You can configure the sensor to reassemble a datagram that has been fragmented over multiple packets. 
You can specify boundaries that the senor uses to determine how many datagrams, how many fragments 
per datagram, and how long to wait for more fragments o f a datagram. The goal is to ensure that the 
senso r does not allocate ali o f its resources to datagrams that cannot be completely reassembled, either 
beca use the senso r missed some frame transmissions or beca use an attack has been launched that is based 
on generating random fragment datagrams. 

You can configure the sensor to only monitor TCP sessions that have been established by a complete 
three-way handshake. You can also configure how long to wait for the handshake to complete, and how 
long to keep monitoring a connection where no more packets have been seen. The goal is to prevent the 
senso r from creating alarms where a valid TCP session has not been established. There are known attacks 
against IDS systems that try to get the IDS to generate alarms by simply replaying pieces o f an attack. 
The TCP session reassembly feature helps to mitiga te these types o f attacks against the IDS . 

This section includes these topics : 

Configuring IP Fragment Reassembly, page 81 

Configuring TCP Session Reassembly, page 82 
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Configuring IP Fragment Reassembly 

Step 1 

c 

Step 2 

Step 3 

c 
Step 4 

Step 5 

78-13876-01 

To configure IP fragment reassembly, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > Reassembly 
Options > IP Fragment Reassembly. 

Result: The IP Fragment Reassembly pane! appears. 

Figure 62 IP Fragment Reassembly Pane/ 
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In the Max Partia! Datagrams field, enter a numerical value between I and 65000 to specify the 
maximum number o f partia! datagrams the senso r can attempt to reconstruct at one time. 

Default: 2000 

In the Max Fragments per Datagram field, enter a numerical value between I and 3000 to specify the 
maximum number o f fragments that can be accepted in to a single datagram. 

Default: 3000 

In the Fragment Datagram Timeout _field, enter a numerical value between I and 300 to specify the 
maximum number o f seconds that can elapse before the senso r stops keeping track o f a particular 
exchange for which it is trying to reassemble a datagram. 

Default: 30 

Note To reset the form, click Reset. 

Click OK. 
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a Configuring SignaiUres 

.--~--............ 
"' I •, 

&~ur.Wg 1'2). S ssion Reassembly 

\ (-'V--~v 0 ' _:. ~ To configure TCP session reassembly, follow these steps: 

\ ,, / -----------------
~r Srep 1 Select Configuration > Sensing Engine > Reassembly Options > TCP Session Reassembly. 

Step 2 

Step 3 

Step 4 

Step 5 

Result: The TCP Session Reassembly pane! appears. 

Figure63 
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To specify that the sensor track only sessions for which the three-way handshake is completed, select 
Enabled in the TCP Three Way Handshake list box. 

In the TCP Embryonic Timeout field, enter a numerical value between 1 and 180 to specify the number 
o f seconds that can elapse before the senso r frees the resources allocated for an initiated, but not fully 
established, TCP session. 

Default: 5 

In the TCP Open Establish Timeout field, enter a numerical value between 1 and 3600 to specify the 
number o f seconds that ca'n elapse before the sensor frees the resources allocated to a fully established 
TCP connection when no more packets are being seen for that connection. 

Default: 90 

~ .. 
Note To reset the form, click Reset. 

Click OK 
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Configuring Internai Networl<s ; '--'. .J ~ 6) ,

1 
) 

You can identify internai networks for each sensor you manage with the IDS Device Man~ ~· ·. /JE.~7 
network are networks you consider trusted. Internai networks are handled differently from externai 
networks with regard to alarms and reports. 

c 

c 

78-13876-01 

Internai networks may be represented by a sim pie IP address (I 0.1.1.1 ), a range o f IP addresses 
(I 0.1.1.1-1 0.1.1.20), the IP address/bitmask (I 0.1.1.1/24), o r the IP netmask (I 0.1.1.0 255.255 .255.0) . 

Note Addresses that are configured as internai networks are marked with the keyword IN when the alarm is 
generated. Ali other addresses are marked with the keyword OUT. You can use the IN and OUT 
keywords when creating filters. See the "Creating Filters" section on page 76 for more information. 

Step 1 

Step 2 

To identify an internai network, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > Internai 
Networks. 

Result: The Internai Networks pane! appears. 

Figure 64 Internai Networks Pane/ 
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Click Add to set up the IP addresses for protected devices. 

Result: The Adding pane! appears. 
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Step 3 

Step 4 

Figure 65 Adding Pane/ 
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In the Internai Network field, ente r the IP address o f the protected devi c e o r the beginning o f the range 
o f protected devices. 

~ .. 
Note For example, to define the I O. network as internai, add 1 0.0.0.0 as the IP address and 255 .0.0.0 

as the netmask. To add a single host as internai, add for example, 172.21 .10.22 as the IP address. 

~ .. 
Note To reset the form, click Reset. 

Click OK. 

Configuring Data Sources 

~ .. 
Note 

Step 1 

A Cisco lOS router can publish syslog data to a sensor. You must specify the interface that the Cisco lOS 
router uses. 

You must configure data sources when designating ACL policy violation signatures. See the "ACL Policy 
Violation Signatures" section on page 63 for more information. 

In the IDS Device Manager maio window, select Configuration > Sensing Engine > Data Sources. 

Result: The Data Sources pane! appears . 
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Step 3 
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Figure66 Data Sources Pane/ 
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Click Add to add a data source. 

Result: The Adding pane! appears. 

Figure 67 Adding Pane/ 
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In :e IP Add::;~ld, enter the IP address ofthe interface ofthe ro~:r that will publish syslog data r- J 
the senso r, or the IP address o f a network i f multiple routers from the same network will be sending V 
syslog data to the sensor. 

) 
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' \ :ç':rrguring ~i!Jnajtures 

! ~ ' . 

\ \ ..... ·v--.· ~,s,1tteepp} · In the Network Mask field, enter 255.255.255.255 if only a single router interface will publi sh syslog 
\.,~· r· \ .. / data to the sensor, or enter the netmask i f a network was entered in Step 3. 

-------- .,._ ~ .. 
Note To reset the forrn, click Reset. 

Step 5 Click OK. 

Configuring the Sensing Properties 

Step 1 

You can use the Sensing Properties pane! to specify the following: 

Which interface to use for sensing. 

The severity ofthe alarm to generate when the sensing interface stops seeing packets for a specified 
amount o f time. 

The severity o f the alarrn to generate when the sensing interface is physically disconnected from a 
switch or hub. 

How long the sensor will store inforrnation after no more packets are seen from a certain host. 

To configure the sensing properties, follow these steps: 

In the IDS Device Manager main window, select Configuration > Sensing Engine > Sensing 
Properties. 

Result: The Sensing Properties pane! appears. 

Figure 68 Sensing Properties Pane/ 
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Step 2 

Step 3 

c 
Step 4 

Step 5 

Step 6 

c 
Step 7 

In the Sensing Interface field, select Custom or Automatic from the list box. 

~ .. 
Note We recommend selecting Automatic, because it allows the sensor to determine the monitoring 

interface. 

~ .. 
Note Select Custom ifyou need to do a manual override ofthe sensing interface device. You need to 

know the specific device name for your sensor. 

In the Traffic Flow Severity field, select the alarm severity levei o f the traffic flow alerts. 

Defauit: 5 

~ .. 
Note The sensor generates the 994 Have Traffic aiarm with this severity when the sensing interface 

sees traffic. lt generates the 995 No Traffic aiarm with this severity when the sensing interface 
has not seen any traffic on the sensing interface for Traffic Fiow Timeout seconds. 

In the Traffic Fiow Timeout field, enter a numerical vaiue between O and 65000 to specify the number 
o f idie seconds before triggering a No Traffic Aiert. 

Defauit: 90 

In the Link Status Aiarm Levei fieid, seiect the aiarm severity levei o f the link status aiert. 

Defauit: 5 

~ .. 
Note The senso r generates the 995 No Traffic aiarm with this severity i f the sensing interface is 

physically disconnected from a switch or hub. The 994 Have Traffic aiarm fires when it is 
reconnected and seeing packets. Currently, the IDS 421 O only has this ability. 

In the Storage Timeout Seconds fieid, enter a numerical vaiue between 1 O - 600 to specify the number 
o f seconds to wait before deieting stored history, after the host goes siient. 

Defauit: 300 

~ .. 
Note To reset the form, click Reset. 

Ciick OK. 

Configuring Logging 

78-13876-01 

This section includes the following procedures : 

• Configuring Event Logging, page 88 

Exporting Event Logs, page 89 

• · Configuring Automatic IP Logging, page 91 

Configuring IP Logging, page 92 
'1 
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• Configuring Logging 

c~, ~ 
\fbnfi~ring)ent logging 

I " ' . } \.V !~, 

\ \ \.)..· V / ""'· ' A sensor can generate audit event logs locally on the sensor based on network data streams, or syslog 
\ . 'c· p (/ data streams, o r both, depending on what the senso r has been configured to watch. 

~~ To configure how events will be logged, follow these steps: 

Step 1 

Step 2 

Step 3 

Step4 

In the IDS Device Manager main window, select Configuration > Logging > Event Logging. 

Result: The Event Logging pane! appears. 

Figure 69 Event Logging Pane/ 
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Select the Enable check box. 

From the Levei list box, select the severity levei o f the signature: 

~ 
Selectlhe leotel 
andtypesoflhe 
events lo"WTite 
(onlywhen 
toaglnais 
enabled). -

lnformation-Categorizes the attack as not relevant to security. These attacks are shown with a blue 
icon in the IDS Event Viewer. 

Low-Categorizes the attack as mildly severe. These attacks are shown with a yellow icon in the 
IDS Event Viewer. 

Medium-Categorizes the attack as moderately sever. These attacks are shown with a orange icc;m 
in the IDS Event Viewer. 

High-Categorizes the attack as highly severe. These attacks are shown with a red icon in the IDS 
Event Viewer. 

Select one or more of the Type check boxes to specify types of events you want to log: 

Alarms 

Errors 

CmdLogs 

IPLogs 

Cisco lntrusiiln Detection Note Version 3.1 
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Lt. 

Note 

~ .. 

If you select alarm type, ali alarms for enabled signatures with st:verities gr~f~nhan .or !;_qÚà 
to the selected levei are logged to the /usr/nrlvar/Jog .timestamp file. You do nÕ't a.J.e tG se!"' a 
specific action for the signature. 

Note You can only set the Levei and Type options after you have enabled event logging. Alarms, 
Errors, and ComdLogs are written to the event Jog. IPLogs are stored separately. Select 
Monitoring > Logs to view the Jog fiies. 

Caution If you select IPLogs, you must also set the severity levei to Information. When an alarm occurs for 
signatures with an action ofiPLog, ali packets to and from the source address o f the alarm are Iogged in 
a binary format in the /usr/ne/nr/iplogliplog.address.timestamp files. 

c ~ .. 
Note To reset the form, click Reset. 

Step 5 Click OK. 

Exporting Event Logs 

78-13876-01 

You can specify an FTP server that event logs are sent to at regular intervals. 

To export event logs, foliow these steps: 

Step 1 In the IDS Device Manager main window, select Configuration > Logging > Exporting Event Logs. 

Result: The Exporting Event Logs pane! appears. 

Cisco.lritrusion Detection 

3 7 o 1 
Doe: 



• Configuring Logging 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

Figure 70 Exporting Event Logs Pane/ 
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Select the Export Archived Event Log Files check box. 

Export Archived Event Log Files determines i f the logs are automatically exported. 

~ .. 
Note I f the check box is selected, the senso r checks to see i f local event logging has been enabled. I f 

the check box is clear, a waming message is displayed. 

In the Target FTP Server IP Address field, enter the IP address ofthe FTP server you want to connect to 
and to send the logs to. 

The following FTP servers support the FTP log export functions: 

Sambar FTP Server Version 5.0 (win32) 

Web-mail Microsoft FTP Service Version 5.0 (win32) 

Serv-U FTP-Server v2 .5h for WinSock (win32) 

Solaris 2.8 

HP-UX (HP-UX qdir~5 B. l0.20 A 90001715) 

Windows 2000 (Microsoft ftp server version 5.0) 

Windows NT 4.0 (Microsoft ftp server version 3.0) 

In the Target FTP Directory field, enter the target directory on the remo te FTP server ( 1 to 128 
characters ). 

In the FTP Username field, ente r the FTP server login na me (I to 16 characters). 

In the FTP Password field, enter the FTP serve r password associated with the login name (I to 8 
characters ). 

~ .. 
Note . To reset the form, click Reset. 
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Step 7 

Step 8 

Confi7gu in!f.loggiiig..,~ , . 1... . 
I .... ~·-,. _ _.. . 

. í 4 .11-<6 I \ \ 

Chck OK. \ 1._ v/ 
, t • 

Verify the event logs are being exported by viewing the messages.sapd file by selectin\, 
1 

.-'·":.v 
Monitoring>Logs>Messages>sapd. "'-- ·· -. ..__ __ __ 

Note Logs are FTPed every time the current event log is closed and archived. By default, this occurs once a 
day o r when the logs fi li up the I 04876 bytes allocated to them, whichever comes first. 

Configuring Automatic IP Logging 

c 
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~ .. 

You can configure a sensor to generate an IP session log when the sensor detects an attack. When IP 
logging is configured as a response action for a signature and the signature is triggered, ali packets to 
and from the source address ofthe alarmare logged for a specified period oftime.You can set the number 
o f minutes events are logged. 

Note IP logging requires that event logging be enabled with Information as the severity levei and at least 
IPLogs for the type. 

Step 1 

Step 2 

To set the amount o f minutes o f automatic IP logging, follow these steps: 

In the IDS Device Manager main window, select Configuration > Logging > Automatic IP Logging. 

Result: The Automatic IP Logging pane! appears. 

i :.! :L :__ . .:_..::.j 
~ El'tr,l ~,;~~ ::: 

'Erf_•ll<,•yE•.,r:l•i ;· 
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trlgg ered, all 
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partic ul ar ro~enl 

are logge dfor a 
specifted 

~ 

In the Minutes o f IP Logging field, enter the number o f minutes you want IP logging to be done (I to 
60). 

Default: 15 

Cisco lntrUsion l>etection 
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• Configuring Logging 

I ~ > \ ~" 
: ') \) . . ' Note To reset the form, click Reset. 

--~ -Ste~)J Click OK. 

~~s.'.(p 4 Download the logs by selecting Monitoring > Logs > IP Logs > Archived. 

Note The IP logs are in a binary TCP dump format. To view the contents o f the logs, download them 
to your desktop, and run a toollike Ethereal to view the logged packets. You can download 
Ethereal from the foliowing website: 
www.ethereal.com 

Configuring IP Logging 

You can configure the sensor to capture ali traffic related to the specified hosts. The IP logging option 
logs ali traffic or a list o f IP addresses . 

~ 
Note IP logging requires that event logging be enabled with lnformation as the severity levei and at least 

IPLogs for the type. 

To generate log files for specific IP addresses, foliow these steps: 

Step 1 In the IDS Device Manager main window, select Configuration > Logging > IP Logging. 

Result: The IP Logging pane! appears. 
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Step 2 

Step 3 

Step 4 

Figure 72 IP logging Pane/ 
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Click Add to enter IP addresses. 

Result: The Adding pane! appears. 

""' • ~- ·~ ~(t ~ :i!! ~ 
R<lood Hono S...d> "- -·""'""" 

Ctut Snn11 

à 8 

-· IDS Devlce Manager --L ....... ;,.. __ -J.:....._.JJ 
~ EW I"'I LCIÇ!j!n~ 
~ ::~r urt w; F.·t.,:•! l<J J ;i 

> =v.:t:.rr •. ;t ! !P lNii:l•'•li 

~~ L~ ..... ~ - --

--

ll 

., ........ 
--~MH*r-==~~======~ 

In the IP Address field , enter the source IP address to log. 

_!o!x! 

-~c -, _ 
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In the Network Mask field, enter 255.255.255.255 i f it is a single IP address, or enter the netmask if it 
is a network. 

~ .. 
Note To reset the form, click Reset. 
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·----........, 

<·1 • Ste~ ''Cliy OK 

~-y · ~~J 
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• / Logs > IP Logs > Archived. Logging continues until the address is removed from the IP Logging 
"''·, \ // 

'-. .. _______ / list. IP Logging slows down the performance o f the senso r. 

~. 
Note The IP logs are in a binary TCP dump format. To view the contents o f the logs, download them 

to your desktop, and run a tool like Ethereal to view the logged packets . You can download 
Ethereal from the following website : 
www.ethereal.com 

Configuring Blocking 
You can configure a sensor to block an attack by generating ACL rules for publication to a Cisco lOS 
router, or a Catalyst 6000 family switch, or by generating shun rules on a PIX FirewalL 

This section includes the following procedures: 

• Setting Up Blocking on the Sensor, page 94 

• Blocking with Multiple Sensors, page I O I 

• Tracking Which Hosts/Networks Are Being Blocked, page I06 

• Manual Blocking/Unblocking, page I07 

Setting Up Blocking on the Sensor 

You can configure your sensor to block an attack by generating ACL rules for publication to a Cisco lOS 
router, or a Catalyst 6000 famiiy switch, or by generating shun rules on a PIX FirewaiL That device is 
referred to as a blocking device . 

o 

You must tune your sensor to identify hosts and networks that should never be blocked. You may have a 
trusted network device whose normal, expected behavior appears to be an attack. But such a device o 
should never be blocked. And trusted, internai networks should never be blocked. Proper tuning of 

Step 1 

Step 2 

signatures reduces the number o f false positives and helps ensure proper network operation. Tuning and 
filtering o f signatures prevents the alarms from being generated. I f the alarm is not generated, the 
associated block also does not occur. 

To set up blocking on the sensor, follow these steps: 

In the IDS Device Manager main window, select Configuration > Biocking > Biocking Properties. 

Result: The Blocking Properties pane! appears . 
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Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

Lh 
Caution 

-·· 

Figure 74 Blocking Properties Pane/ 
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Select the Enable Blocking check box to tum blocking on for the sensor. 

In the Minutes o f Block field, enter the number o f minutes you want an address to be blocked (I to 
32,767). 

Default: 15 

In the Maximum Block Entries field, enter how many blocks are to be maintained simultaneously (O to 
1000). 

Default: 250 

~ 
Note The number ofblocks will not exceed the Maximum Block Entries. Ifthe maximum is reached, 

new blocks will not occur until existing blocks time out and are removed. 

Select the Enable Policy Violations Logging check box to enable the logging of ACL policy violations 
on the blocking devi c e ( optional). 

Note To generate alarms for policy violations, configure a policy violation signature by selecting 
Configuration '> Sensing Engine > ACL Policy Violations. See the "Configuring IDS-Defined 
ACLs" section on page 70 for more information. 

Default: Not selected 

Do not select the Allow the Sensor IP to be Blocked check box unless necessary. 

We recommend that you do not allow the sensor to block itself, beca use it will stop communicating with 
the managed device. I f you can ensure that senso r creating a rui e to block its own IP address will not 
prevent the sensor from acces'sing the blocking device, you can select this option. 

' ' 
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--···-......... ~ -

~ .. 
Note To reset the form, click Reset. 

Click OK. 

Select Configuration > Blocking > Never Block Addresses. 

Result: The Never Block Addresses pane! appears. 

Figure 75 Never Block Addresses Pane/ 
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Step 10 Click Add to add addresses the blocking devices should never block. 

Step 11 Result: The Adding pane! appears. 
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Step 12 In the IP Address field, enter the IP address o f the host o r network that should neve r be blocked. 

Step 13 In the Network Mask field, enter 255 .255 .255 .255 ifit is a host, or enter the network mask ofthe 
network that should never be blocked. 

~ .. 
Note To reset the form, click Reset. 

Step 14 Click OK. 

Step 15 Select Configuration > Blocking > Blocking Devices. 

Result: The Blocking Devices pane! appears. 
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Step 16 

Step 17 

Lh 
Caution 

Step 18 

Devices Pane/ 
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Click Add to add the blocking devices that the sensor will manage. 

Result: The Adding pane! appears . 

Figure 78 Adding Pane/ 
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A single sensor can manage mult.iple devices, but multiple sensors cannot be used to contrai a single 
device. In th is case, use a master blocking sensor. See the "Biocking with Multiple Sensors" section on 
page I O I for the procedure for setting up a mas ter blocking senso r. 

In the IP Address field , ente r the address o f the blocking device. 
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Step 19 In the NAT Address field, ente r the NAT address o f the senso r. 

~ .. 
Note This is only necessary when the sensor is connecting to the managed device through another 

router or firewall that is using NAT translation ofthe IP address ofthe sensor. In this case, enter 
the IP address that the IP address o f the senso r is being translated to . 

Step 20 In the User Name field , enter the user that Telnets to the blocking devi c e (I to 16 characters). 

Note The user name is optional i f no user name is needed to log on to the device. 

Step 21 In the Password field, enter the Telnet o r SSH password o f the blocking device ( 1 to 16 characters) . 

Step 22 In the Enable Password field, ente r the enable password o f the blocking device ( 1 to 16 characters ). 

~ .. 
Note The enable password is optional i f the user already has enable privileges. 

Step 23 In the Device Type field, enter the type o f device that will do the blocking (Cisco Router, Catalyst 6000 
VACL, PIX). 

Step 24 Select the SSH check box, i f PIX is the Devi c e Type. 

Note To reset the form, click Reset. 

Step 25 Click OK. 

~ .. 
Note You do not have to designate an interface for the PIX Firewall. Ifyou are using a PIX Firewall, 

the procedure is complete. You must designate at least one interface for ali other devices. 

Step 26 Select Configuration > Blocking > Blocking Device Interfaces. 

Result: The Blocking Device Interfaces pane! appears. 
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Step 27 

~ .. 
Note 

Step 28 
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Click Add to configure the interfaces for each blocking device. 

Result: The Adding pane! appears. 

Figure DO Adding Pane/ 
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You cannot configure the interfaces for the PIX Firewall. The blocking direction is not available for 
Catalyst 6000 VACL devices . 

In the IP Address field , enter the address o f the blocking device. 
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ConfigLlfing Blocking ! ' \ '\ \ ( ~ . ,~ ) 

Step 29 

\ ., v ;~- , ) 

I n the Blocking Interface field, enter the interface on the blocking device that is used for blo~.~D:/ 
32 characters). 

~ .. 
Note Ifyou are using Catalyst 6000 family VACLS for blocking, enter the VLAN number. 

Step 30 From the Blocking Direction list box, select the direction o f the traffic flowing through the interface 
that should be blocked (in, out). 

Step31 In the Pre Shun ACL Name field, enter the name ofthe preblock ACL (I to 64 characters). 

Step 32 In the Post Shun ACL Na me field, ente r the name o f the postblock ACL (I to 64 characters ). 

Note To reset the form, click Reset. 

Step 33 Click OK. 

~ .. 
Note For more information on preshun and postshun ACLS, refer to the Cisco Intrusion Detection 

System Sensor Configuration Note Version 3. 1 found at the following website: 
http://www.cisco.com/univercd/cc/td/doc/product/ iaabu/csids/csids8/index .htm 

Blocking with Multiple Sensors 

~ .. 

Multiple sensors can forward blocking requests to a specified master blocking sensor, which controls 
one or more devices. The sensor that is sending its block requests to the master blocking sensor is 
referred to as a "blocking forwarding sensor." On the blocking forwarding sensor, you must specify 
which remote host serves as the master blocking sensor. And on the master blocking sensor you must 
add the blocking forwarding sensors to its remote host configuration. 

Note When using a master blocking sensor only the master blocking sensor is configured to manage the 
network devices. The blocking forwarding sensors should not be configured to manage network devices. 

C· This section includes these topics: 

• Configuring the Master Blocking Sensor, page I O 1 

• Configuring the Blocking Forwarding Sensor, page 103 

Configuring the Master Blocking Sensor 

Step 1 

78-13876-01 

To configure the master blocking sensor, follow these steps: 

----------------------------------------------------------------·--------
In the IDS Device Manager main window, select Configuration > Communications > Remote Hosts. 

Result: The Remote Hosts panel appears . 
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Step2 

Step 3 

Step 4 

Figure81 Remote Hosts Pane/ 
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Click Add to add a remate sensor as a blocking forwarding sensor. 

Result: The Adding pane! appears. 

Figure82 Adding Pane/ 

...... 
j======···-··-------

.. ~---- -..=~~~== -- j4sooo . --........ 

.....,....,. r 
~~-~-;;;IÕ;;;;·gõ;;;,;'; .. ::;,,;;,:;,,co,,;;;,"', === 
~AIIItll~ j749ac75e098bc289dftec436a51l8d1e ........... ---r=--
~~~~I90M9 .. 90~d~.,~,~,~;.~~~,---~ 
outbound Auth Key j2301 ac 46defabS327 4985.(51 0Ba5J7bc 

_!o!xl 

~ 
ldenlify any 
remotehost 
wtlichmay 
recelve events 
oract as a 
Master 
Blocklno 

~ 

~ 
kfentiftanv 
remotehOst 
Ywtlk h may 
receiveevi!nls 
oradas a 
Master 
Btoclôno 
Sensor . -

~ 
"' ~-~~--------~"~~~~~~--------------------------------------~~~~~~~~~~ 

In the Host Name field, enter the name of the blocking forwarding sensor (I to 256 characters). 

In the Host ID field, ente r the Host ID o f the blocking forwarding senso r (I to 65535). 
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Step 5 

Step 6 

Step 7 

Step 8 

Step 9 

Config~{ll_~ng • 

/ r- , >"'-
( ', --~~ ' \ 

In the Organization Name field, enter the organization name ofthe blocking forwhrding~nsor (I ,to\ 
I j ,. 

256 characters). \ .. v ;' .. "" ' 

In the Organization ID field, enter the organization ID o f the blocking forwarding se 

In the IP Address field, enter the IP address o f the blocking forwarding sensor. 

In the Post Office Port field, enter the Post Office port on the blocking forwarding sensor (I 025 to 
65535). 

Default: 45000 

In the Heartbeat Interval field, ente r the remo te Post Office heartbeat interval (I to 65535). 

Default: 5 

Step 10 Do not select the Enable IPSec check box for the blocking forwarding sensor. 

Default: Off 

~ .. 
Note You can enable IPSec on the remote host ifyou are using the Cisco IDS Director or the Cisco 

Security Policy Manager rather than the IDS Device Manager as your IDS manager. Refer to 
your IDS manager documentation for the procedure for configuring IPSec. Ifyou want to 
configure IPSec between two sensors, for instance, between the master blocking sensor and the 
blocking forwarding sensor, refer to the Cisco Intrusion Detection System Sensor Configuration 
Note Version 3.1 for the instructions. The configuration note is found at the following website: 
http://www.cisco.com/univercd/cc/td/doc/product/ iaabu/csids/csids8/index.htm 

' Note To reset the form, click Reset. 

Step 11 Click OK. 

~ .. 
Note Repeat these steps for each blocking forwarding sensor you need to add to the master blocking 

sensor. 

Configuring the Blocking Forwarding Sensor 

C To configure a blocking forwarding sensor, follow these steps: 

78-13876-01 

Step 1 In the IDS Device Manager main window, select Configuration > Communications > Remote Hosts. 

Result: The Remote Hosts pane! appears. 
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Step 2 

Step 3 

Step 4 

FigureS:/ Remate Hosts Pane/ 
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Click Add to add a remote sensor as a master blocking sensor. 

Result: The Adding pane) appears . 

Figure84 Adding Pane/ 
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In the Host Name field, enter the name o f the master blocking sensor (I to 256 characters). 

-In the Host ID field, ente r the host ID o f the master blocking senso r (I to 65535). 
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Step 5 

Step 6 

Step 7 

Step 8 

Step 9 

Configuring Blocking • 

~:·-,.~- .. 
l . ·- -·"··~~ ( \ 

In the Organization Name fi eld, enter the organization na me of the master bloc~ng sensor 8_3to 2~6 
characters) . I 6.. J v· 
In the Organization ID field , ente r the organization ID o f the mas ter bloc'king s~sor (I to ~5.35) . . :I~ I .-

In the IP Address field, ente r the IP address o f the mas ter blocking senso r. "-..., ' · -

--------In the Post Office Port field, enter the Post Office port on the mas ter blocking sensor ( 1025 to 65535). 

Default: 45000 

In the Heartbeat Interval field , enter the remate Post Office heartbeat interval (I to 65535). 

Default : 5 

Step 10 Do not select the Enable IPSec check box for the mas ter blocking sensor. 

Default: Off 

~ .. 
Note You should only enable IPSec on the remate host if you are using the Cisco IDS Director or 

CSPM rather than the IDS Device Manager as your IDS manager. 

~ .. 
Note To reset the form, click Reset. 

Step 11 Click OK. 

Result: The remate host is added to both the Remate Hosts and the Master Blocking Sensor panels. 

Step 12 In the IDS Device Manager main window, select Configuration > Blocking > Master Blocking 
Sensor. 

Result: The Master Blocking Sensor pane! appears. 

Figure 85 Master Blocking Sensor Pane/ 
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Step 13 Select the hosts check box that you want to be mas ter blocking sensors . 
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c ;,> Óick Enoblo. ( .,: . -. ':"v I 

\ \~ . ~ 
\ , / Note To reset the form, click Reset. 

"--........ -.. ./ 
----···--Step 15 Click OK 

~ .. 
Note Repeat this procedure on each blocking forwarding sensor. 

T racking Which Hosts/Networks Are Being Blocked 

On occasion, you may want to determine which addresses are being blocked. You can see the list of 
addresses and networks on the Manual Blocking pane!. This pane! also shows you the current status of o 
devices, which are being managed by the sensor. 

To view the list of addresses and networks being blocked, follow these steps: 

Step 1 In the IDS Device Manager main windows, select Administration > Manual Blocking. 

Result: The Manual Blocking pane! appears 
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Figure 86 Manual Blocking Pane/ 
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Configuring Blocking • 

You can see a list of ali host/network addresses being blocked and the current status of devices . 

Manual Blocking/Unblocking 

c Step 1 

78~ 13876-01 

On occasion, you may want to block an address for a short period oftime. You can configure the address 
and the amount oftime on the Manual Blocking pane!. 

To configure manual blocking, follow these steps: 

In the IDS Device Manager main windows, select Administration > Manual Blocking. 

Result: The Manual Blocking pane! appears. 
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Step 2 

Step 3 

Lt. 
Caution 
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Click Add to add an address. 

Result: The Adding pane! appears. 

Figure88 
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In the IP Address field, enter the IP address to be blocked. 

----~ 
Ifyou are blocking a single IP address, leave the netmask field blank. F illing in the netmask prevents the 
IP address from being blocked on a PIX Firewall. 
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Step 4 

Step 5 

Step 6 

Step 7 

Configurin_~~lockjn~ 

/ -.. ,. ·, ' \ 
I ' 

----------------------------------~(-\. _~.,-~-., oij~_.~ ... ··\ . Note PIX Firewalls do not block networks . - , . 

.... ..__ 
In the Netmask field, enter the netmask address to be blocked. 

In the Time to block field, ente r the number o f minutes to block ( 1-70560). 

Note Entering -I creates a permanent block. 

Note To reset the form, click Reset. 

Click OK. 

Result: The Manual Blocking pane) appears showing the minutes for the block. Click Refresh in your 
browser to see the minutes pass. 

Figure 89 Monitoring Blocking Pane/ 
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To cancel the block before the assigned minutes have passed, click Unblock. 
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~~_yorirg Tasks 
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' / / This section includes the following procedures: 
1.. r"' , / " ·-· ;..; \ ' ' ............ __;,:.. ........ '/ 

log Files 

Eventlogs 

Log Files, page 110 

Viewing Log Files, page 112 

Viewing Sensing Interface Statistics, page 116 

Downloading the IDS Event Viewer, page 117 

This section includes the following topics: 

Event Logs, page 11 O 

Error and Command Logs, page 111 

IP Session Logs, page 112 

Event logs are ASCII files written to the /usr/nr/var directory with the naming convention of 
log.YYYYMMDDHHMM. Log files capture data on alarms, command, and errors. 

Event alarm data are unique because the record format contains optional as well as fixed components. 

Fixed alarm data include the following information: 

Which sensor detected the event. 

When the alarm was generated. 

• The type o f alarm. 

• The source and target o f the event. 

The optional data field contains information that cannot be described by the fixed portion o f the alarm 
record format. This information may be a string associated with an event, or context data that consists 
of a snapshot of incoming and outgoing TCP traffic (a 256-byte maximum in both directions). 

Example I shows a typical line written to a log file. 

Example 1 Log File Llne 

4,10 2 5294,1998 /0 4 / 16,16:58:36,1998 / 04 /16, 11 : 58 : 36,10008,11,100,0UT,OUT,1,20 0 1 , 0 ,TCP/IP, 
10.1.6.1,10.2.3 . 5,0,0,0.0.0.0, 

Each comma-delimited field contains different data. The first field indicates what kind o f record was 
logged. Table I maps the in i tia! field of a log file with its corresponding record type . 

lãble 1 Log File lnitial Field ReFerence Values 

Field Values Record Types 

2 Erro r 

3 Command Log. 

4 Event (alarm) 
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In the pre~ious table, field value 4 denotes an event record. Table 2 provides a/~feré·~~e f~e ~esf of 

the fields m Example I. . \ ·.: _: ~ .Oy/ \ 
Tãble2 logFileFie/dReFerence Values ~ ( ·-: "· <,--_. 

--Sample Field Value Field Type 

4 Record Type 

1025294 Record ID 

1998/04/16 GMT Datestamp 

16:58:36 GMT Timestamp 

1998/04116 Local Datestamp 

11 :58:36 Local Timestamp 

10008 Application ID 

11 Host ID 

100 Organization ID 

OUT Source Direction 

OUT Destination Direction 

1 Alarrn Levei 

2001 SigiD 

o SubSigiD 

TCP/IP Protocol 

I O. 1.6.1 Source IP Address 

1 0.2.3.5 Destination IP Address 

o Source Port 

o Destination Port 

0.0.0.0 Router IP Address 

phf String Data 

474554206A756E6B2F7068 Context Data 1 

663F6A 756E6BODZZ 

I. The context data is encodcd in a hexadccimal-ASCII formal, which has two 
characters for cach onc rcprescntcd, convertcd to hexadccimal. For example, thc 
letter "A" is represented as 41 . Context may contain bidirectional traffic, that is, 
both sides o f a conversation. The separator for the two sides o f thc contcxt is the 
two characters is "ZZ." 

Error and Command Logs 

78-13876-01 

Two other types o f records, erro r and command log, are similar in structure to the event record. Both o f 
these record types have the same first eight fields contained in event records (Record Type, Record ID, 
GMT Date and Timestamp, Local Date and Timestamp, Application ID, Host ID, and Organization ID). 
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rc ~ 

~~' ~ \ An error record type has a ninth field denoting the actual error string generated by a service. The ( ~ ~ -· "' \ 
· 0 V 1 :,·. j command log record type also contains fields for the source application ID, host ID, and organization 

\ \A / " ID, in addition to the command string. In both cases, you have a complete record o f errors and 
' , commands. 

'-... \ . 
......__ Errors are also written to error files specific to each daemon. 

IP Session Logs 

IP session logs capture ali incoming and outgoing TCP packets associated with a specific IP address, and 
therefore contain binary data. They are written to a /usr/nr/var/iplog directory o f the senso r with the 
naming convention o f iplog.source_IP _address.yyyymmddhhmm. 

In addition to detecting attack signatures,packetd is able to monitor the traffic associated with a specific 
type of attack. For example, packetd can be configured to monitor ali packets associated with an IP 
spoof. The packetd daemon c reates a separa te log file in /usr/nr/var/iplog for each o f these monitoring 
sessions. The name o f each session log file is based on the IP address o f the attacking host and a time 
stamp (for example, iplog. IO.l45.16.152.yyyymmddhhmm). When the IP log fileis closed, it is moved 
to the /usr/nr/var/iplog/new directory. O 

Viewing log Files 

Step 1 

Log files are stored in the foliowing directories: 

• Event logs are stored in the /usr/nr/var directory. 

• IP logs are stored in the /usr/nr/var/iplog directory. 

Error logs are stored in the /usr/nr/var/errors directory. 

To view and save log files, foliow these steps: 

In the IDS Device Manager main windows, select Monitoring > Logs > Events > Current. 

Result: The Current pane! appears. 
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Step 2 

Step 3 

Step 4 

Figure 90 Current Pane/ 
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Click the file name to view the log file . 

Result: The log file appears on another browser page i f the file is not empty. 

~ .. 
Note Ali log files start out as a certain size and are then filled with data . The percentage used 

designates the percent o f a log file that has been written to so far. 

Note I f the log file is empty, the browser prompts you to save the file beca use it cannot open it. 

~ .. 
Note You can click the column headers to sort up and down. 

To save the log file, select File > Save As in your browser. 

To view archived logs, select Monitoring > Logs > Events > Archived. 

Result : The Archived pane! appears. 
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Step 5 

Step 6 

Step 7 

Figure91 An:hived Pane/ 
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Click any file to view the archived event logs. 

Result: The archived event log appears in a new page ofyour browser. 
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Select Monitoring > Logs > IP Logs > Archived to display archived IP logs. 

Result: The Archived pane! appears. 
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Select File> Save As in your browser to download the IP log file . 

~ 
Toviewalog 
llle,seleclthe 
file na me. To 
savetle file lo 
thelocathost, 
rlght-cttckttle 
filenameand 
setectSave 
TargetAsfrom 
theshortcut 
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Caution 

Step 8 

Step 9 

Monitoring T~ks":J.I!I 

/

1( ,_. ,..:-.... 
:~ ,.; .. , _ ( \ 

I / I 

( ~ -~~ ,' \ . 
Some web brow'e"' downlo•d the file in the ASCII fonnot mthe< th•n in' bin•'Y fo,mot~(P iQ,. :>· } 
must be downloaded in a binary format. · L _ / 

~ ... 
Note The IP logs are in a binary TCP dump format. To view the contents o f the logs, download them 

to your desktop, and run a tool like Ethereal to view the logged packets . You can download 
Ethereal from the following website: 
www. ethereal. com 

Select Monitoring > Logs > Errors > Current to display the current error logs . 

The error logs contain informational messages and error messages. 

Result: The Current pane! appears. 

Figure!J3 Current Pane/ 
i/i'MtttftM f,fi ,tttti r ... .. _g r ... s .• 

Fie Ecfl _v""' Go COIT'ITI.ri:ator H~ . 

• ~ ~ ~ & ~ ~ ~ ~ ~ 
:.:... Bd. A~ H011110 Setteh Ncbctpe Pri1: Seo.ft, S~ 

C riU h11111 --IDS Devlce Mmager 

\,&;Na_.í?i~ ti • ,:D.:J.::.:,j!~~.!,;~!.J~· -.. 
s-cKTO:• u .. ~,.~ ~n~ t L, ;· ) E., ~o · ) ~,,.,..,, 

e; . . :.. .l 
} Events 

... Messages 

~ IP L.ogs 
Nt1n~ Sll!! O<lU! l" 

"7, ... .. i,:,_,.,,•:! l-~ j --35tfihu-:~-~-2õo2~-=5õTl~ó~ 
""' ' ' ·.- rl ;>ll ...... n ~ ~'; O _!!!~, D~~JODl ~:49 :4S.fl!l!.T 

.'!:.rr· ..: : ~ ' O Thu, 04 Apt 2002 20;49:47 OMT 
" ':.••' 1;:~.!J" . • t :!1 ~ _ -~~ Apr 2002 20:49;44 OMT 
~r?~··~ ;J•' .:.• IJ"!ir .,.J ', Ir. O Thu, 04 Apt 2002 20:49;43 OMT 

_!a!x! 

-~ 
Toviewllog 
tte,select the 
ftlename. To 
savel'leflteto 
l'le tocathost, 
righl·c Wckthe 
fllenameand 
setectsave 
Target As from 
theshortcut 

:=.....--

~ 
~~~:~ __________ o_~---~-· -·--------------------------------------~--·~Y~~~~-~ ~~~~~rn~~~~~~ ~ 

Click any file name to view the error logs for the daemons currently running . 

Result: The current error log file appears in a new page ofyour browser. 

Step 10 Select Monitoring > Logs > Errors > Archived to display the error Iogs stored in the /usr/nr/var/errors 
directory. 

Result: The Archived pane! appears . 
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Step 11 Click any file name to view the archived error log files. 

~ 
To viewa tog 
ft le , uJetllhe 
ftle name. To 
SiM!Ihetllelo 
ltle loc alhost, 
right- dickthe 
ftlename and 
selec\Save 
Target As rrom 
lhe shortcut 
m enu. -

Result: The archived error Iog file appears in a new page of your browser. 

Viewing Sensing Interface Statistics 

In the IDS Device Manager main window, select Monitoring > Sensing Interface Statistics to view a 
report that shows the characteristics of the network traffic captured by the sensing interface (see 
Figure 95): 
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Figure 95 Sensing lntertáce Statistics Pane/ 
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Monitoring Tasks • 

You can use the Sensing Interface Statistics pane! to verify that the sensing interface is seeing traffic. If 
the IP packets and other counters are set to zero, the senso r is not detecting traffic. I f the senso r is not 
detecting traffic, refer to the "Troubleshooting" section in Cisco lntrusion Detection System Getting 
Started Version 3.1 found at the following website for more inforrnation: 

http://www.cisco.com/univercd/cc/td/doc/product/ iaabu/csids/csids8/index.htm 

Downloading lhe lOS Event Viewer 

Step 1 

o 

78-13876-01 

To download the IDS Event Viewer, follow these steps: 

In the IDS Device Managerrnain window, select Monitoring > IDS Event Viewer. 

Result: The IDS Event Viewer pane! appears . 
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Step 2 

Step 3 

Step4 

Step 5 

Figure 96 IDS Event Wewer Pane/ 
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Click View the Event Viewer's Readme to see infonnation on installation, running the IDS Event 
Viewer, and signatures. 

Click Download the Windows NT/2000 IDS Event Viewer to install the IDS Event Viewer. 

Copy the executable to the directory ofyour choice. 

Install the IDS Event Viewer. 

For installation instructions, refer to Cisco Jntrusion Detection System Getting Started Version 3.1 or the 
Cisco Jntrusion Detection System Event Viewer Configuration Note Version 3.1 found at the following 
website: 
http://www.cisco.com/univercd/cc/td/doc/product/ iaabu/csids/csids8/index.htm 

Note You can use the IDS Event Viewer to manage up to three sensors . 

For more detailed infonnation on configuring and using the IDS Event Viewer, refer to the Cisco 
Jntrusion Detection System Event Viewer Configuration Note Version 3.1 found at the following website: 

http: //www.cisco.com/univercd/cc/td/doc/product/iaabu/csids/csids8/index.htm 

Administrative T asks 
This section includes the following topics: 

Viewing System Information, page 119 

Configuring Automatic Updates, page 120 

Running and Viewing Diagnostics, page 122 
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Starting and Stopping Processes, page I 23 

Setting Up Severity Leveis, page 124 

Administrative Tas~ (~ 
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Viewing System lnformation 

o 
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You can view your system information by selecting Administration > System Information in the IDS 
Device Manager main window (see Figure 97). 

Figure!J7 System lnfonnation Pane/ 
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The System InformatiÕn-panel displays the following application status, sensor appliance, and support 
information: 

Sensor Version 

Host Name 

Host ID 

Organization Name 

Organization ID 

Post Office Port 

.Web Server Port 

IP Address 

Netmask 

Default Route 

CSIDS Daemon Status-Displays ali the daemons that are running 

CSIDS Connectton Status-Displays the Postoffice connection status wtth remote destinationsJnd 
connection status with managed devices. 

CSIDS Version-Displays the version o f the running daemons .-------·--· 
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• MAC Address 

• Hardware 

• Operating System 

• CPU usage 

• Memory usage (MB) 

• CSIDS Logging Disk Space Usage (MB) 

• TAC link 

~ .. 
Note From this pane!, you can tell whether the sensor is communicating with the IDS Event Viewer by what 

is listed under the CIDS Connection Status line. [Established) indicates that the connection is viable . 
[SynSent] indicates that the connection is down and the sensor is not communicating with the IDS Event 
Viewer. 

Configuring Automatic Updates 

You can configure automatic signature and service pack updates, so that when signatures or service 
packs are loaded on a central FTP server, they will be downloaded and applied to your sensor. 

Ifthe FTP server or the network between the sensor and the server is slow, it is possible for an FTP file 
transfer timeout for the update to occur. The update FTP session times out after 600 seconds. I f this 
occurs, an error is logged in the errors.idsapply.txt or idsapply.txt ifiDS is not running. The update is 
not attempted when a timeout occurs. 

This section includes these topics : 

• Increasing the FTP Timeout Value, page 120 

• Supported FTP Servers, page 121 

• Configuring Automatic Updates, page 121 

lncreasing the FTP Timeout V alue 

Step 1 

Step 2 

To increase the timeout, follow these steps: 

Log in to the sensor as root. 

Type the following : 

SAP FTP TIMEOUT=l200 
export SAP_FTP_TIMEOUT 

Step 3 Type the following : 

/usr/nr/bin/idsupdate stop 

Step 4 Type idsupdate to reschedule the updates . 

Result: The new updates use 1200 seconds as the FTP timeout value. 
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Supported FTP Servers 

o 

The following FTP servers are supported for updates : 

~ .. 
Note 

Sambar FTP Server Version 5.0 (win32) 

Web-mail Microsoft FTP Service Version 5.0 (win32) 

Serv-U FTP-Server v2.5h for WinSock (win32) 

Solaris 2.8 

HP-UX (HP-UX qdir-5 B.l 0.20 A 90001715) 

Windows 2000 (Microsoft ftp server version 5.0) 

Windows NT 4.0 (Microsoft ftp server version 3.0) 

The sensor cannot automatically download signature update and service packs from Cisco. com. 
You need to download the signature update or service pack to your own FTP server, and then 
configure the sensor to download them from your FTP server. 

Configuring Automatic Updates 

Step 1 

c 

Step 2 

78-13876-01 

To configure automatic signature and service pack updates, follow these steps: 

In the IDS Device Manager main window, select Administration > Update. 

Result: The Update pane! appears. 

Figure 98 Update Pane/ 
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In the FTP Serve r field, ente r the IP address o f the FTP serve r to p_Q,U_fg r ~l!P<!~tes. 
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Step 4 

Step 5 

Step 6 

Step 7 

~ . ~ ·~ 
~- ~ - ··.~.-- · · 

~~ 
Note The sensor does not use DNS so you must enter the IP address and not the name. 

In the Usemame field , enter the usemame to use when logging into the FTP server (I to 16 characters) . 

In the Password field , enter the username password on the FTP server (I to 16 characters ). 

In the Path field, enter the path to the directory on the FTP server where the updates are located (I to 
128 characters) . 

Note The path entered is relative to the directory where you log in . To use an absolute path, add an 
extra "/" before the directory name. 

Perforrn one o f the following : 

Select the Disabled check box. 

Select the Performed at check box. 

Specify the specific times the update mechanism should run by selecting a time and day from the O 
list boxes. 

~~ 
Note You can select multiple times and days. Select times when there is little user activity on the 

network. 

~~ 

Select the Performed every check box. 

Schedule recurring updates by selecting an hour, time, and day from the list boxes. 

Click Update Now to apply the update immediately. 

Note To reset the forrn, click Reset. 

Click OK. 

~~ 
Note You can have the sensor immediately check for an update by clicking Update Now. 

o 
_ Running and Viewing Diagnostics 

Step 1 

The diagnostics are designed to be used by TAC when troubleshooting a problem on the sensor. Prepare 
a diagnostics report before contacting TAC. 

To run and view diagnostics on the sensor, follow these steps: 

In the IDS Device Manager main window, select Administration > Diagnostics in to run diagnostics 
on the sensor. 

Result: The Diagnostics pane! appears . 
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Figure 99 Oiagnostics Pane/ 
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Result: The results are displayed in a report, which includes a listo f the installed OS packages. 

This will run diagnostics on the sensor. lhe command may take several minutes to complete 
execution. 

Note Every time you click Run Diagnostics, you generate a new report. 

Click View Last Report to view the report that was generated the last time the diagnostics were run . 

~~ 
Note Running diagnostics on the sensor takes a while . 

To save the diagnostics report, select Menu > Save As in your browser. 

Starting and Stopping Processes 

Step 1 

78-13876-01 

To stop and start IDS Device Manager processes, follow these steps: 

In the IDS Device Manager main window, select Administration > System Control . 

Result: The System Contrai panel appears. 

r;~.:~~~;··;· ::·:~~~~~J-~ 
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Step 3 

Control Pane/ 
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Select one o f the following actions from the list box: 

Stop and restart IDS processes 

.· ilid 
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Stopand 
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POONerDown 
optionwill 
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~ 

Stop and restart IDS processes only stops and restarts the IDS applications and does not affect the 
IDS Device Manager. 

Reboot 

Reboot safely shuts down and then restarts the sensor. 

PowerDown 

Power Down safely powers off the senso r. 

_A 
Waming These actions affectthe operation of the sensor. For reboot and power down, a 

thirty-second delay and user notification are included. lf you rebootthe sensor, you must 
log in to the IDS Device Manager after the sensor comes online. 

Click OK. 

Setting Up Severity leveis 

You can assign text-based severity leveis to Leveis I though 5. Instead o f displaying the numerical value 
o f a severity, you see the text mapping as shown in the following default severity leveis: 

O= None 

I = Information 

Information refers to events that on their own are not considered security relevant, but when 
combined with other information could be used to develop trends or conduct forensic research . 
Information alarms are identified by a blue icon in the IDS Event Viewer. 

Cisco lntrusion Detection 

78· 13876-01 

o 

o 

/ 



o 

78-13876-01 

~ .. 
Note 

Step 1 

Step 2 

2 = Information 

3 = Low 

Low refers to unusual or suspicious traffic and overt reconnaissance; events that are in violation of 
the gray area of an RFC. Low alarms are identified by a yellow icon in the IDS Event Viewer. 

4 =Medium 

Medi um refers to denial o f service o f auto-recoverable services, network and/or service floods, 
stealth scans, and extremely suspicious traffic. Medium alarms are identified by an orange icon in 
the IDS Event Viewer. 

5 = High 

High refers to denial o f service that is not automatically recoverable, exploits that result in 
unauthorized access ofany type, and obviously malicious RFC violations. High alarms are identified 
by a red icon in the IDS Event Viewer. 

Ifyou change the severity mappings in the IDS Device Manager, you need to also change the 
corresponding severity mappings in the IDS Event Viewer to maintain consistency. 

To map severity leveis, follow these steps: 

In the IDS Device Manager main window, select Administration>IDM Properties>Severity 
Mapping. 

Result: The Severity Mapping pane! appears. 

Figure 101 Severity Mapping Pane/ 
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Select one o f the following values for each o f the Levei I though 5 fields: 

Information 

Low 
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Step 3 

Note The severity levei must be equal to or greater than the severity levei of the previous levei. For 
example, Levei I must be equal to or have a lower severity levei than Levei 2. 

~ .. 
Note To reset the form, click Reset. 

Click OK. 

Setting Signature Pagination 

Step 1 

You can define the pagination properties for displaying signature pages, which affects the pagination for 
the lists under the following panels: 

Configuration > Sensing Engine > Signature Groups 

• Configuration > Sensing Engine > Custom Signatures 

• Configuration > Sensing Engine > TCP Connection Signatures 

Configuration > Sensing Engine > UDP Connection Signatures 

Configuration > Sensing Engine > String Signatures 

Configuration > Sensing Engine > ACL Policy Violations 

To define signature pagination, follow these steps: 

In the IDS Device Manager main window, select Administration > IDM Properties > Signature 
Pagination . 

Result: The Signature Pagination pane! appears. 
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Figure 102 Signature Pagination Pane/ 
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Select one o f the following check boxes: 

-la!xl 

• Pagination Size-Enter the number o f signature IDs to display on a page (5 to I 000). 

Default: 15 

• Disabled 

Note To reset the form, click Reset. 

Click OK. 

Restoring Defaults 

c 
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Select Configuration > Restore Defaults to clear ali current configurations and restore the factory 
defaults to the sensor (see Figure I 03 ). 
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Caution 

Figure 103 Hestore Defaults Pane/ 
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Clicking Reset Configuration clears ali the current IDS application configuration parameters and sets 
them to the default values. The host configuration (IP address, netmask, default gateway, allowed hosts, 
password, and time) are not affected . 
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Click NSDB on the Too!Bar to view the Network Security Database (see.Figure 104). 

Figure 104 Network Security Database 
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A typical NSDB entry contains the following criticai security infonnation: 

Signature Name-The name ofthe signature appears at the top ofthe entry. In Figure 105, it is IP 
Fragment Incomplete Datagram. 

ID-A unique ID for the signature. In Figure 105, it is 1208. 

Sub ID--An optional subsignature ID for the signature. In Figure I 05 , it is O, which means there is 
no subsignature ID. 

Recommended Alann Levei--The alann levei that we recommend you set for that signature. In 
Figure I 05, it is 2. 

Signature Type-The signature type indicates what it affects. 

. ~ ... 

Network--C&tegorizes a vulnerability as being network-based. 

Host-Categorizes a vulnerability as being host-based . 

Note Cisco IDS mainly uses the network classification because at this time no host-based 
signatures are being developed. 

In Figure I 05, the Signature Type is Network. 

I 
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Signature Structure-Defines how many packets it takes for the sensor to positively identify an 
alarm condition on the network. There are two signature structure types: 

- Atomic signature-Requires only one packet to be inspected to identify an alarm condition. 

- Composite signature-Requires multiple packets to be inspected to identify an alarm condition. 

In Figure I 05, the Signature Structure is Atomic. 

Implementation-The signatures examine the packet headers to identify an alarm condition. There 
are two implementation types: 

- Content-based signatures-Examine the payload and headers o f a packet to identify an alarm 
condition. 

- Context-based signatures-Evaluate the packet headers to identify an alarm condition. 

In Figure I 05, the Implementation is Content. 

• Release Version-This number indicates in which release this signature originated. In Figure I 05, 
it is release 2.2 .1.5. 

Description-A concise explanation o f the signature and what exploits it detects. 

Benign Trigger(s)-A concise explanation of any activity that may appear to be an exploit but are 
actually normal network activity. 

Data Field Information Tag-Provides a bit ofthe information used to create a signature, such as an 
example URL. 

• Related Vulnerabilities-Each signature can have zero or more related vulnerabilities. Each 
vulnerability information page provides background on the vulnerability and a link to any available 
countermeasures. 

User Notes-The user-defined notes page is an empty template in which you can fill in security 
information customized to your network security environment. 
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Figure 105 IP Fragment lncomplete Datagram NSDB Entry 
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Managing Data • 

Managing Data 
For infonnation on setting up, viewing, and managing events from up to three sensors, refer to the Cisco 
Intrusion Detection System Event Viewer Configuration Note Version 3.1 found at the following website: 

http://www.cisco.com/univercd/cc/td/doc/product/ iaabu/csids/csids8/index.htm 

T roubleshooting 
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Use the following sensor commands when troubleshooting issues with TAC: 

lfyou have difficulty connecting to the sensor through the IDS Device Manager, SSH or Telnet to 
the senso r and type the following command to check the version and status o f the senso r (whether 
it is running): 

cidServer version 

. ~~ 
Note The server is started automatically at boot, so you do not need to start or stop it during 

normal use . 
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I f the server is not running, start it by entering the following command: 

cidServer start 

I f you are troubleshooting an issue with TAC and you need to stop and start the server, enter the 
following commands: 

cidServer stop 
cidServer start 

The following list contains terms that are pertinent to Cisco IDS . 

Numerais 

3DES 

A 

AAA 

ACE 

ACK 

ACL 

activeACL 

atarm 

attack. 

authentication 

Triple Data Encryption Standard. A stronger version ofDES, which is the 
default encryption method for SSH v. I. 

authentication, authorization, and accounti.ng. A Cisco lOS Software and PIX 
Firewall command for controlling how users can log into a router ora PIX 
Firewall. 

access control entry. An entry in the ACL that describes what action should be 
taken for a specified address or protocol. 

Notification sent from one network device to another to acknowledge that some 
event occurred (for example, the receipt ofa message). 

access control list. The means by which access to, and denial of, services is 
controlled. It is a listo f the services available, each with a listo f the hosts 
permitted to use the service. 

The ACL created and maintained by device management (managed) and applied 
to the router block interfaces. 

An·IDS message that is used internally to indicate a network exploit in progress 
or a potential security problem occurrence. 

An assault on system security that derives from an intelligent threat, that is, an 
intelligent act that is a deliberate attempt ( especially in the sense o f a method o r 
technique) to evade security services and violate the security policy ofa system. 

Used to describe the hash key value, usually a 32-byte hexadecimal value. 

Cisco lntrusion Detection 

78-13876-01 

·~ 

o 

o 



o 

c 

78-13876-01 

B 

benign trigger 

blocking 

c 
C&C 

cipherkey 
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A situation in which a signature is fired correctly, but the source oft~êis 
nonmalicious. 

Refers to the ability of the sensor to use a network device to deny entry to a 
specific network host or an entire network. See blocking. 

command and control. Refers to the network interface on a sensor through which 
it is managed. 

Used to describe the encryption key value. For Data Encryption Standard (DES), 
a valid encryption key is a 16-byte hexadecimal value. 

Cisco intemetworking architecture that "fuses" together the scalability, stability, 
and security advantages o f the latest routing technologies with the performance 
benefits of ATM and LAN switching, and the management benefits ofVLANs. 
See Cisco lOS. 

Cisco /OS Cisco lntemetworking Operating System. Cisco Systems software that provides 
common functionality, scalability, and security for ali products under the 
CiscoFusion architecture. Cisco lOS software allows centralized, integrated, and 
automated installation and management of intemetworks, while ensuring 
support for a wide variety o f protocols, media, services, and platforms. See 
CiscoFusion. 

Cisco Secure Policy Cisco Secure Policy Manager is a scalable, comprehensive security policy 
Manager management system. 

configuration Configuration management refers to the ability o f the IDS manager to remotely 
management manage the configuration o f sensors. This ability allows network security 

personnel to centrally manage ali the sensors across an enterprise-wide 
collection. 

contra/ interface 

countermeasure 

D 

daemon/service 

When device management (managed) opens a Telnet or SSH session with a 
network routing device, it uses one o f the routing interfaces o f the device as the 
remote IP address. This is the control interface. 

An action, device, procedure, or technique that reduces a threat, a vulnerability, 
or an attack by eliminating or preventing it, by minimizing the harm it can cause, 
or by discovering and reporting it so that corrective action can be taken. 

A daemon o r service performs a specific function, such as writing log files, ~) 
analyzing IP traffic, or processing events . { 
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DES Data Encryption Standard. A strong encryption method where the strength lies 
in a 56-bit key rather than an algorithm. 

device management Device management refers to the ability o f the senso r to interact with network 
devices. For example, it can dynamically reconfigure the ACLs of a router to 
block an attacker. Device management is controlled by the managed service. 

director 

DNS 

DoS 

E 

encryption 

engine 

The director is the UNIX-based IDS manager. A single director can manage and 
monitor a group of sensors, which enables security personnel to secure a 
network from a centralized console. 

Domain Name System. An Intemet-wide host name to IP address mapp ing. DNS 
enables you to convert human-readable names into the IP addresses needed for 
network packets . 

Denial o f Service. A denial o f service attack is an attack whose goal is just to 
disrupt the operation o f a specific system o r network . 

Application o f a specific algorithm to data so as to ai ter the appearance o f the 
data making it incomprehensible to those who are not authorized to see the 
information. 

A component o f the senso r designed to support many signatures in a certa in 
category. Each engine has parameters that can be used to create new signatures 
or tune existing signatures. 

enterprise network Large and diverse network connecting most major points in a company or other 
organization. Differs from a WAN in that it is privately owned and maintained. 

F 

fatse negative 

false positive 

filtering router 

firewati 

fragmentation 

A situation in which a signature is not fired when offending traffic is detected. 

A situation in which a signature is fired incorrectly. 

An internetwork router that selectively prevents the passage o f data packets 
according to a security policy. 

A security device that protects the perimeter o f the network. 

IP fragmentation involves breaking a single IP packet into multiple segments 
that are ali below the maximum transmission size for the network. 
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IETF 
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Hypertext Transfer Protocol. The standard protocol used by websites to convey 
information to web users . By default, this protocol uses TCP port 80. 

An extension to the standard HTTP protocol that provides confidentiality by 
encrypting the traffic from the website. By default this protocol uses TCP port 
443 . 

Internet Control Message Protocol. Network layer Internet protocol that reports 
errors and provides other information relevant to IP packet processing. 
Documented in RFC 792. 

Internet Engineering Task Force. Task force consisting of over 8Q working 
groups responsible for developing Internet standards. The IETF operates under 
the auspices ofiSOC. 

A security service that monitors and analyzes system events for the purpose of 
finding, and providing real-time o r near real-time warning o f, attempts to access 
system resources in an unauthorized manner. 

Describes intrusion detection technology and provides basic design 
considerations and scenarios for deployment. 

Intrusion Detection System Device Manager. A web-based device manager for 
sensors . The IDM provides basic configuration and management capability. 

Management Center for IDS Sensors. Web-based IDS manager can manage 
configurations for up to 300 sensors. 

Intrusion Detection System Device Viewer. The IDV provides basic monitoring 
and reporting capability to complement the web-based IDM. 

32-bit address assigned to hosts using TCP/IP. An IP address belongs to one of 
five classes (A, B, C, D, orE) and is written as 4 octets separated by periods 
( dotted decimal format) . Each address consists o f a network number, an optional 
subnetwork number, and a host number. The network and subnetwork numbers 
together are used for routing, and the host number is used to address an 
individual host within the network or subnetwork. A subnet mask is used to 
extract network and subnetwork information from the IP address. 

IP Security Protocol. A framework of open standards that provides data 
confidentiality, data integrity, and data authentication between participating 
peers. IPSec provides these security services at the IP layer. IPSec uses IKE to , . 
handle negotiation o f protocols and algorithms based on local policy and to 
generate the encryption and authentication keys to be used by IPSec. IPSec can 
be useci to protect one or more data flows between a pai r ofhosts, between a pair 
of security gateways, or between a security gateway and a host. 
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/Pspoofing 

ISOC 

L 

logging 

M 

manager 

managed 

MTU 

N 

network device 

nrConfigure 

NSDB 

Cisco lntrusion Detection 

IP spoofing attack occurs when an attacker outside your network pretends to be 
a trusted use r either by using an IP address that is within the range o f IP 
addresses for your network or by using an authorized externai IP address that 
you trust and to which you want to provide access to specified resources on your 
network. Should an attacker get access to your IPSec security parameters, that 
attacker can masquerade as the remote user authorized to connect to the 
corporate network. 

Internet Society. International nonprofit organization, founded in 1992, that 
coordinates the evolution and use of the Internet. In addition, ISOC delegates 
authority to other groups related to the Internet, such as the IAB. ISOC is 
headquartered in Reston, Virginia (United States). 

Logging o f security information is performed on two leveis: logging o f events 
(such as IDS commands, errors, and alarms), and logging of individual IP 
session information. 

Used to describe the node managing the IDS sensor, for example one ofthe 
following : IDS Director, CSPM, IDM, or IDS MC. 

Service responsible for managing and monitoring network devices (routers and 
packet filters 

Maximum Transmission Unit. Represents the maximum packet size that a 
network segment can handle. I f a packet is larger than the MTU, the sending 
host breaks it into multi pie frames and then transmits the multiple frames across 
the network for reassembly at the destination host. 

A rbuter or packet fi! ter, especially one that works with a sensor to block or cut 
unauthorized connections. 

The Java-based tool for centralized configuration management o f remo te 
sensors used by the IDS Director. 

Network Security Database. A database ofsecurity information that explains the 
signatures used by your IDS along with the vulnerabilities on which these 
signatures are based. 

78-13876-01 

-A 
': ) 

o 

) 

o 

) 



o 

o 

78-13876-01 

p 

packetd 

PIX Firewa/1 

postoffice 

R 

/ .' - :-:.-,""' Glós~ • 

( 4 o'-\~ . I \\ , vy· ' 
""'- I. -.....______ _ 

Service that provides intrusion detection; packetd is used when the senso r itself 
is capturing packets directly from the network. 

Private Internet Exchange Firewall. A Cisco network security device that can be 
programmed to block/enable addresses and ports between networks. 

The proprietary protocol that maintains communication across a network 
between IDS services. 

regular expression A mechanism by which you can define how to search for a specified sequence 
of characters in a data stream or file . 

RPC remote-procedure call. Technological foundation of client/server computing. 

RSA 

s 
SA 

Security Monitor 

senso r 

sensor fidelity 

shunning 

RPCs are procedure calls that are built or specified by clients and are executed 
on servers, with the results returned over the network to the clients. 

Acronym stands for Rivest, Shamir, and Adelman, the inventors o f the 
technique. Public-key cryptographic system which may be used for encryption 
and authentication. 

Security association. An instance ofsecurity policy and keying material applied 
to a data flow. 

Monitoring Center for Security. Provides event collection, viewing, and 
reporting capability for network devices. Used with the IDS MC. 

The sensor is the intrusion detection engine. lt analyzes network traffic, 
searching for signs o f unauthorized activity. 

A senso r has good fidelity i f it does not exhibit false positives or false negatives 
'llnd exhibits true positives and true negatives and minimized benign triggers . 
Signature threshold tuning may be necessary to achieve fidelity. 

Shunning refers to the ability ofthe sensor to use a network device to deny entry 
to a specific network host or an entire network. See blocking. 

signature A signature distills network information and compares it against a rule set that 
indicates typical intrusion activity. 

signature inspector The subsystem that inspects aggregate traffic for known signatures . 
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Switched Port Analyzer. Feature o f the Catalyst 5000 switch that extends the 
monitoring abilities of existing network analyzers in to a switched Ethernet 
environment. SPAN mirrors the traffic at one switched segment onto a 
predefined SPAN port. A network analyzer attached to the SPAN port can 
monitor traffic from any o f the other Catalyst switched ports. 

Security Parameter Index. A 32-bit entity used to uniquely identify an SA at the 
receiver. Value ranges are OxiOO- Oxffffffff(numeric). 

Secure Shell. A utility that provides a remote secure C & C interface so the 
sensor can be configured without exposing plain text user names or passwords 
to the network connecting the remote user to the sensor. 

Secure Socket Layer. Encryption technology for the Web used to provide secure 
transactions, such as the transmission of credit card numbers for e-commerce. 

A more granular representation o f a general signature. They typically further 
define a broad scope signature. 

The program used to initialize the sensor and set up communications between it 
and the IDS manager. 

Denial of service attack that sends a host more TCP SYN packets (request to 
synchronize sequence numbers, used when opening a connection) than the 
protocol implementation can handle 

Terminal Access Controller Access Control System. Authentication protocol, 
developed by the DDN community, that provides remote access authentication 
and related services, such as event logging. User passwords are administered in 
a central data base rather than in individual routers, providing an easily scalable 
network security solution. 

Terminal Access Controller Access Control System Plus. Proprietary Cisco 
enhancement to Terminal Access Controller Access Control System (TACACS). 
Provides additional support for authentication, authorization, and accounting. 

Tra'nsmission Control Protocol. Connection-oriented transport layer protocol 
that provides reliable full-duplex data transmission . TCP is parto f the TCP/IP 
protocol stack. 

Standard terminal emulation protocol in the TCP/IP protocol stack. Telnet is 
used for remote terminal connection, enabling users to log in to remote systems 
and use resources as i f they were connected to a local system. Telnet is defined 
in RFC 854. 

A value, either upper- or lower-bound that defines the maximum/minimum 
allowable condition before an alarm is sent. 

Transport Layer Security. A future IETF protocol to replace SSL. 
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Inference o f inforrnation from observable characteristics o~a.ta . flow_(s);e~~ 
when the data is encrypted or otherwise not directly available. Slleh____.,....... 
characteristics include the identities and locations ofthe source(s) and 
destination(s), and the presence, amount, frequency, and duration o f occurrence. 

A situation in which a signature is not fired when nonoffending traffic is 
detected. 

A situation in which a signature is fired properly when the offending traffic is 
detected. 

User Datagram Protocol. Connectionless transport layer protocol in the TCP/IP 
protocol stack. UDP is a simple protocol that exchanges datagrams without 
acknowledgments or guaranteed delivery, requiring that error processing and 
retransmission be handled by other protocols. UDP is defined in RFC 768 . 

VLAN ACL. An ACL that filters ali packets (both within a VLAN and between 
VLANs) that pass through a switch. Also known as a Security ACL. 

virtual LAN. A logical division of a LAN into different broadcast domains . 

One or more attributes of a compu ter ora network that permita subject to 
initiate pattems o f misuse on that computer or network. 
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This document should be used in conjunction with the following publications: 

Cisco Intrusion Detection System Sensor Installation and Safety Note 

Cisco lntrusion Detection System Sensor Accessories Contents and Installation Instructions 

Cisco Intrusion Detection System Getting Started Version 3.1 

.Cisco Intrusion Detection System Sensor Configuration Note Version 3.1 

Cisco Intrusion Detection System Signature Engines Version 3.1 

Release Notes for Cisco lntrusion Detection System Sensor Version 3.1 

Cisco Intrusion Detection System Device Manager Version 3.1 

Cisco Intrusion Detection System Event Viewer Version 3.1 
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• Obtaining Documentation 

For additional information on the Cisco Intrusion Detection System, refer to the following 
documentation: 

Cisco Intrusion Detection System Director for UNIX Configuration and' Operations Guide Version 
2.2.3 

• Release Notes for Cisco Intrusion Detection System Director for UNIX Version 2.2.3 

Cisco Secure Policy Manager Solution Guide Series : Intrusion Detection System, Version 2.3.li 

Cisco Secure Policy Manager Installation Guide, Version 2.3.Ji 

• Release Notes for Cisco Secure Policy Manager Version 2.3i 

Catalyst 6000 Intrusion Detection System Module Installation and Configuration Note Version 3.0 

• Release Notes for Catalyst 6000 Intrusion Detection System Module Software Release 3.5(J)S4 

• Intrusion Detection Planning Guide 

Obtaining Documentation 
The following sections explain how to obtain documentation from Cisco Systems. 

World Wide Web 

You can access the most current Cisco documentation on the World Wide Web at the following URL: 

http: //www.cisco.com 

Translated documentation is available at the following URL: 

http://www.cisco.com/public/countries_languages.shtml 

Documentation CD-ROM 

Cisco documentation and additional literature are available in a Cisco Documentation CD-ROM 
package, which is shipped with your product. The Documentation CD-ROM is updated monthly and may 
be more current than printed documentation. The CD-ROM package is available as a single unit or 
through an annual subscription. 
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Cisco d~cumenta~ion is _available in the following w_ays : · _ \ \. , · _) 

• Regtstered Ctsco D1rect Customers can order Ctsco product documentat10n from the...ti_c:!'._~Q.Ikmg 
Products MarketPlace: 

http: //www.cisco .com/cgi-bin/order/order_root .pl 

• Registered Cisco.com users can order the Documentation CD-ROM through the online Subscription 
Store: 

http://www.cisco.com/go/subscription 

• Nonregistered Cisco.com users can order documentation through a local account representative by 
calling Cisco corporate headquarters (Califomia, USA) at 408 526-7208 or, elsewhere in North 
America, by calling 800 553-NETS (6387). 

c:Jocumentation Feedback 

I f you are reading Cisco product documentation on Cisco. com, you can submit technical comments 
electronically. Click Leave Feedback at the bottom ofthe Cisco Documentation home page. After you 
complete the form, print it out and fax it to Cisco at 408 527-0730. 

You can e-mail your comments to bug-doc@cisco.com. 

To submit your comments by mail, use the response card behind the front cover ofyour document, or 
write to the following address: 

Cisco Systems 
Attn: Document Resource Connection 
170 West Tasman Drive 
San Jose, CA 95134-9883 

We appreciate your comments. 
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Cisco provides Cisco.com as a starting point for ali technical assistance. Customers and partners can 
obtain documentation, troubleshooting tips, and sample configurations from online tools by using the 
Cisco Technica1 Assistance Center (TAC) Web Site. Cisco.com registered users have complete access to 
the technical support resources on the Cisco TAC Web Site. 

Cisco.com is the foundation of a suíte o f interactive, networked services that provides immediate, open 
access to Cisco information, networking solutions, services, programs, and resources at any time, from 
anywhere in the world. 

Cisco.com is a highly integrated Internet application and a powerful, easy-to-use tool that provides a 
broad range o f features and services to help you to 

Streamline business processes and improve productivity 

Resolve technical issues with online support 
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• Obtaining Technical Assistance 

Download and test software packages 

Order Cisco learning materiais and merchandise 

Register for online skill assessment, training, and certification programs 

You can self-register on Cisco .com to obtain customized inforrnation and service. To access Cisco.com, 
go to the following URL: 

http: //www.cisco.com 

T echnical Assistance Center 

The Cisco TAC is availabl~ to ali customers who need technical assistance with a Cisco product, 
technology, or solution. Two types of support are available through the Cisco TAC: the Cisco TAC 
Web Site and the Cisco TAC Escalation Center. 

lnquiries to Cisco TAC are categorized according to the urgency of the issue : 

Priority level4 (P4)-You need inforrnation or assistance concerning Cisco product capabilities, o 
product installation, or basic product configuration. 

• Priority levei 3 (P3)-Your network performance is degraded. Network functionality is noticeably 
impaired, but most business operations continue . 

Priority levei 2 (P2)-Your production network is severely degraded, affecting significant aspects 
ofbusiness operations. No workaround is available. 

• Priority levei I (P 1 )-Your production network is down, anda criticai impact to business operations 
will occur if service is not restored quickly. No workaround is available. 

Which Cisco TAC resource you choose is based on the priority o f the problem and the conditions o f 
service contracts, when applicable. 

Cisco TAC Web Site 

The Cisco TAC Web Si te allows you to resolve P3 and P4 issues yourself, saving both cost and time. The 
site provides around-the-clock access to online tools, knowledge bases, and software. To access the 
Cisco TAC Web Site, go to the following URL: 

http: //www.cisco.com/tac 

Ali customers, partners, and resellers who have a valid Cisco services contract have complete access to 
the technical support resources on the Cisco TAC Web Site. The Cisco TAC Web Site requires a 
Cisco.com login ID and password. Ifyou have a valid service contract but do not have a login ID or 
password, go to the following URL to register: 

http: //www.cisco.com/register/ 

Ifyou cannot resolve your technical issues by using the Cisco TAC Web Site, and you are a Cisco.com 
registered user, you can open a case online by using the TAC Case Open tool at the following URL: 

http://www.cisco.com/tac/caseopen 

I f you have Internet access, it is recommended that you open P3 and P4 cases through the Cisco TAC 
Web Site. 

Cisco lntrusion Detection Note Version 3.1 
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The Cisco TAC Escalation Center addresses issues that are classified as .priority levei I ~~'prinritÇ" 
levei 2; these classifications are assigned when severe network degradation significantly impacts 
business operations. When you contact the TAC Escalation Center with a P I o r P2 problem, a Cisco TAC 
engineer will automatically open a case. 

To obtain a directory o f toll-free Cisco TAC telephone numbers for your country, go to the following 
URL: 

http: / /www.ci sco.com/warp/publ ic/68 7/Directory/DirT AC. shtml 

Before calling, please check with your network operations center to determine the levei ofCisco support 
services to which your company is entitled; for example, SMARTnet, SMARTnet Onsite, or Network 
Supported Accounts (NSA). In addition, please have available your service agreement number and your 
product serial number. 

This document is to be used in 'conjunction with the documents listed in the "Related Documentation" section. 
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Q. What is the Cisco Secure lntrusion Detection System (lOS)? 

A. The Cisco Secure lOS is an enterprise-class, network-based intrusion-detection system. Designed to address the increased 

requirements for security visibility, denial-of-service (DoS) protection, antihacking detection , and e-commerce business defenses, the 

Cisco Secure lOS family leads the market in innovative security monitoring solutions. Sensor devices detect unauthorized activity 

traversing the network, such as attacks by hackers, by analyzing traffic in real time, enabling users to quickly respond to security 

breaches. When unauthorized activity is detected, Sensors can send alarms to a management console with details of the activity 

and can contrai other systems, such as routers, to terminate the unauthorized session(s). 

Q. What is a "network-based" lOS? 

A. Two basic types of IDSs are on the market today-host-based and network-based systems. The fundamental difference 

between them is the source of the activity that they monitor and analyze to detect intrusions. Host-based IDSs monitor activity on 

a host or end system, while network-based IDSs monitor network traffic. Host-based IDSs are used to protect criticai network 

servers or other individual systems containing sensitive information. The implementation of these systems is in the form of small 

clients or applications. Host-based systems require the use of the resources of a host server-disk space, RAM. and CPU time, a 

setup that impacts system performance. lntrusions are detected primarily by analyzing operating-system audit trails, application 

audit trails, and other system activity. Host-based IDSs are ideal if a limited number of criticai servers must be protected, but they 

do not scale well if enterprise-wide solutions are needed. 

Network-based IDSs are used to monitor activity on a specific network segment. Whereas a host-based lOS resides on a 

workstation and shares CPU with other user applications, a network-based solution is a dedicated platform. Network-based IDSs 

perform a rule-based or expert system analysis of traffic using parameters set up by the security manager, and the signatures, which 

flag suspicious or attack activity. The systems analyze network packet headers to make security decisions based on source, 

destination, and packet type. They also analyze packet data to make decisions based on the actual data being transmitted. These 

systems scale well for network protection beéause the number of actual workstations, servers, or user systems on the network is not 

critical-the amount of traffic is what matters. In addition, sensors placed around the globe can be configured to report back to a 

central si te, enabling a small team of security experts to support a large enterprise. The Cisco Secure lntrusion Detection System, a 

network-based IDS, provides network administrators with enhanced security technology and capabilities to secure their networks. 
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Q. How does the Cisco Secure Intruslon Detection System fit into the Cisco end-to-end security strategy known as the Ci 

blueprint for secure e-business? 

SAFE is a comprehensive security blueprint that tells organizations how to safely engage In e-Buslness today. 

Developed for real-world network deployment, SAFE helps customers compete in the Internet Economy by lntegrating scalable, 

high performance security services throughout the e-Business infrastructure. It takes a simplified, modular approach to security in 

which design, implementation and management processes are ali detailed for the customer. The customer can choose from severa! 

individual modules, or "building blocks," each designed, tested and provento address speclfic e-Business applicatlons, such as 

electronic commerce or supply chain management. This modular approach gives customers the flexibility to deploy SAFE in stages, 

allowing organizations to leverage their existing security infrastructure whlle staying within budget on new e-Business initiatives. 

SAFE will help companies prepare for the convergence of data, voice and video over Internet Protocol (IP) based networks. 

Built on Cisco AWID- the Architecture for Voice, Video and Integrated Data-SAFE provides companies with a secure, 

cost-effective migration path to converged networks. 

A key advantage o f SAFE is that, in an increasingly connected world, where executives are questioning whether securing the 

perimeter is enough, SAFE delivers answers for fully protecting every access point to the network. lndeed, SAFE is enhanced by a 

rich ecosystem of programs, products, partners and services-all addressing the key requirements for safeguarding a network: 

secure connectivity, perimeter security, security monitoring, identity and security management. 

The Cisco Secure Intrusion Detection System is a dynamic security component of the SAFE security blueprint which includes 

0 /alls, virtual private networks (VPNs), and authentication products. When used in conjunction with firewalls, encryption, 

'àmhentication, and active audit, the system allows customers to build and operate secure electronic business environments. 

Q. If I already have a firewall , do I really need an lOS? 

A. Absolutely. Although an lOS will not replace your firewalls-or other security devices for that matter-it serves a very 

complementary role and addresses certain risks that firewalls cannot. The primary function of the firewall is to contrai access to 

services and hosts based on your site security policy. If a service or connection to a specific hostis permitted, firewalls typically 

permit ali such traffic, and they do not inspect the content of the permitted traffic. An example is permitting public access to a Web 

server on a DMZ. Ali connection requests to the Hypertext Transfer Protocol (HTTP) port on that Web server will be permitted 

by the firewall , including malicious traffic directed at the HTTP server to exploit a buffer overflow vulnerability. Although most 

firewalls will not protect against data/content-driven attacks (for example, buffer overflow), IDSs will. Furthermore, firewalls 

typically will not protect you against attacks originating from inside your network or entering your environment from other ingress 

points not protected by firewalls {for example, remate access servers). IDSs can be strategically deployed to monitor activity from 

internai sources and other network ingress points without impacting your network. Deploying an IDS to complement your 

firewall(s) will significantly enhance your security posture. 

Q. What components are required to deploy Cisco Secure lOS? 

A. A Cisco Secure lOS installation consists of the following: 

C le installation has at least one management console, which provides a visual alarm display and a remote system configuration 

utility. Multiple management consoles can be deployed for larger, distributed environments. 

• One or more sensors is deployed strategically on your production network(s) . The sensors analyze and detect unauthorized 

activity traversing the network; send alarms back to a central management console; and they can be configured to respond to these 

events by terminating the offending session(s) . Sensors can be configured to send alarms to multiple management consoles 

simultaneously, allowing deployments to scale in large enterprise environments. 

Public 
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Q. What management console options are available for the Cisco Secure lOS? 

A. A management console, which provides a visual alarm graphical user interface (GUI) display anda remate system cuJruii"H-arJton 

utility, is required for the Cisco Secure lOS. Current offerings include: 

• Cisco Secure lOS Oirector-HP OpenView Network Node Manager "plug-in" that runs on UNIX {Solaris and HP-UX) 

• Cisco Secure Policy Manager (v2.2+)-Windows NT-based package 

Alarm vlewing, analysis and reporting packages are also available from Cisco Security Associates partners 

{see: http://www.cisco.com/warp/publid778/security/sap/management.html) 

Q. What sensor options are available for the Cisco Secure lOS? 

A. The current Cisco Secure lOS sensing portfolio includes: 

• Catalyst® 6000 lOS Module-Full-featured lOS module that occupies one slot in a Catalyst 6x000 chassis 

• Network Sensor appliances-IDS-4230 and IDS-4210 "plug-and-play" appliances 

Q. How does the sensor work? 

A. Sensors monitor the network traffic by directly "tapping" the line {for example, via a shared-media hub) or by receiving copies 

ofthe traffic (for example, Switched Port Analyzer [SPAN] port on a switch) using a passive, promiscuous interface {the "monitoring 

int~e ") . The senso r analyzes the captured packets and compares them against a rule set o f typical intrusion activity (that is, 

" s~:~res") . Ifthe captured packets match a defined intrusion pattem in the rule set, the sensor sends an alarm to the management 

console and automatically responds (if configured to do so). The alarms are sent out a separa te management interface so as not to 

Impede continuai packet capture by the monitoring interface. 

Q. Where should sensors be installed? 

A. Sensors may be placed on almost any network segment of the enterprise-wide network where security visibility is required; 

for example: 

• Internai network segments where criticai resources are located 

• In front of a firewall 

• Behind a firewall 

• Behind a dialup modem server 

• At extranet connections 

• On the OMZ 

When deploying sensors, you must install them so that they can "see" the network traffic that you want to monitor. This is typically 

done with shared-media hubs or SPAN ports on switches. 

Q. How do you deploy sensors in a switched environ'ment? 

A. ( \1 most lOS products on the market today. sensors must be placed on the switch SPAN port to monitor network traffic. This 

·1s the-.:ase for the Cisco Secure lOS appliance sensors as well. Although the SPAN port can provide access to network traffic, it does 

have certain limitations (for example, limited number of SPAN sessions, trunked traffic). The Catalyst 6000 lOS Module was 

designed specifically to address switched environments by integrating the lOS functionality directly into the switch and taking traffic 

right off the switch backplane. 

Q. What kind of a performance impact does the sensor impose on the monitored network? 

A. None. Sensors operate by "tapping" the network (for example, via a shared-media hub) or off copies of the packets (for 

example, via a switch SPAN port). The monitoring interfaces ~n the sensors are passive and do not source packets onto the network 

(the one exception is TCP reset packets for automatic response) . 
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Q. Can the sensor itself be attacked and compromised? ' L -~ -- \'·· ·-
A. A properly configured and installed sensor cannot be compromised. The monitoring interface (connected to the prod 4o 

network) cannot be detected, and packets cannot be directed at it. The interface is in promiscuous mode, and has neither a protocol 

stack nor an IP address bound to it. It is not susceptible to "antisniff" detection techniques. The separate management interface 

does have an IP address, but Cisco recommends that a separate, isolated management subnet be used to provide connectivity from 

the management interface on the sensor to the IDS management console. In addition, only a very limited number of servlces are 

available from the management interface, and access controls can be configured to allow only designated management systems to 

connect to the sensor. 

Q. What types of attacks does the Cisco Secure IDS detect? 

A. The Cisco Secure Intrusion Detection System has the most extensive and comprehensive signature list designed to detect attacks 

in ali of the following categories: 

• Exploits-Activity indicative ofsomeone attempting to gain access or compromise systems on your network, such as Back Orifice, 

failed login attempts, and TCP hijacking 

• DoS-Activity indicative of someone attempting to consume bandwidth or computing resources to disrupt normal operations, 

such as Trinoo, TFN, and SYN floods 

• Reconnaissance-Activity indicative o f someone probing o r mapping your network to identify "targets o f opportunity, " such as 

(\g sweeps and port sweeps; usually a precursor to an actual exploit attempt 

>-fVt';suse-Activity indicative of someone attempting to violate corporate policy; this can be detected by configuring the sensor 

to look for custam text strings in the network traffic; for example, XYZ Corporation could easily configure the Cisco Secure IDS 

to send an alarm on and eliminate any connection that transmits the phrase "XYZ Confidential" in e-mail or File Transfer 

Pro toco! (FTP) . 

Q. Which protocols can the Cisco Secure IDS monitor? 

A. The Cisco Secure Intrusion Detection System can monitor ali of the major TCPIIP protocols, including IP, Internet Contrai 

Message Protocol (ICMP), TCP, and User Datagram Protocol (UDP) . It can also statefully decode application-layer protocols such 

as FTP, Simple Mail Transfer Protocol (SMTP), HTTP, Domain Name System (DNS), remate procedure call (RPC), NetBIOS, 

NNTP and Telnet. 

Q. Do the Cisco Secure IDS sensors reassemble fragmented packets to detect fragmented attacks? 

A. Yes, the IDS-4230, IDS-4210 and the Catalyst 6000 IDS Module ali reassemble fragmented packets to detect attacks that use 

fragmentation to evade the IDS. 

Q. Can I create my own signatures? 

A. Cisco Secure IDS users can easily create custam string-based signatures for immediate defense from certain attacks, for example, 

~ting e-mail attachments with the .vbs file extension to identify the I LOVE YOU worm. This same capability can be used to 

~ ;h for data unique to the customer environment. For example, XYZ Corporation could easily configure the Cisco Secure IDS 

to detect and eliminate any connection that transmits the phrase "XYZ Confidential" in e-mail or FTP. 

Q. How difficult is it to install a Cisco Secure IDS sensor? 

A. Appliance sensors were designed for technician-level installation, requiring the sensors to be simply plugged into the network, 

turned on, and configured with severa! simple initialization parameters . These parameters include standard network items such as 

IP address, host name, network masks, management console IP address, and so forth. Installation ofthe Catalyst 6000 IDS Module 

requires sliding the module into an open chassis slot, configuring the module with the parameters similar to configuration of the 

appliance, and configuring the switch to recognize the card and send traffic to it. After the sensors are initialized and running, 

configurations can be modified and pushed to them from Cisco Secure Policy Manager (CSPM) or the Cisco Secure IDS Director. 
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Q. How easy ls it to replace a sensor that falls? 

A. If a sensor (either an appliance or the Catalyst 6000 IDS Module) fails, you simply remove the failed unit and relllacê'-U 

new one. lnitializing the new unit requires only that you configure it with the same initialization parameters ·that were 

on the failed unit, such as the IP address, host name, network masks, management console IP address, and so forth. The 

configuration of the failed unit, which is stored on the CSPM or Cisco Secure IDS Director platform, can be quickly pushed to the 

new sensor and the sensor is back on line. 

Q. How many false positives will the Cisco Secure IDS generate? 

A. False positives occur when an IDS mistakenly reports certain benign activity as malicious, requiring human intervention to 

diagnose the event. Obviously, false positives are undesirable beca use they consume valuable human resources. Although ali IDS 

products on the market today are subject to false positives, special care is taken when the Cisco Secure IDS signatures are designed 

in arder to minimize the occurrence o f false positives, and they are tested extensively to valida te the design. The sensors also provides 

very flexible and easy-to-use "tuning" functionality to allow users to instruct the sensors to not alarm based on certain parameters, 

such as by signature type and source or destination IP address. A specific example is where an authorized network management 

system performing node discovery triggers the ping sweep signature. Although ping sweeps can be indica tive of malicious 

reconnaissance activity, this alarm is clearly a false positive because the source is an authorized network management system. 

To prevent this false positive from reoccurring, the user can configure the sensor to not alarm on ping sweeps from the network 

mc .ment system IP address. With this configuration, however, any other attacks that origina te from that device will be 

dis red. Sensor tuning to reduce false positives will probably be required during installation of any new sensor. 

Q. Can the sensor detect attacks if the traffic is encrypted, for example IPSecurity (IPSec) or Secure Sockets Layer (SSL)? 

A. The Cisco Secure IDS Sensor analyzes both packet header information (context data) and packet data information {content data) 

to determine if suspicious activity is occurring. Encryption algorithms encrypt the data portion o f the packet for confidentiality. 

Because it can process only what it can "see," the Sensor sensor cannot detect attacks that require inspection ofthe payload or data 

fields within a packet. It will, however, still alarm and respond to attacks, which are detected from the unencrypted packet header 

information. Ali network-based IDSs suffer this problem. Therefore, in networks carrying encrypted traffic, Sensor placement is 

criticai. To take advantage of their full intrusion-detection capability, the Cisco Secure IDS Sensors should be installed where the 

traffic has already been decrypted. Otherwise, the Sensor can be placed on an encrypted segment and will detect ali but the packet 

data or payload-based attacks. 

Q. How are the Cisco Secure IDS signatures updated? 

A. Cisco posts signature updates on Cisco Connection Online (CCO) approximately every 60 days (additional releases may be 

required in extraordinary situations). Customers with maintenance agreements can download and install the signature updates. 

Installing the update on the sensor will not overwrite any changes the user may have made in customizing the configuration. 

Q. How can the Cisco Secure IDS Sensors respond to stop attacks? 

A. ( 'ddition to sending alarms, appliance sensors can be configured to automatically respond to attacks by applying access 

<;o l lists (ACLs) on specified Cisco routers to block ali traffic from the attack source or to send out TCP reset packets to break 

any established connections from the attack source. Response actions are not currently supported in the Catalyst 6000 IDS Module, 

but will be in the future . 

Q. How do the Cisco Secure IDS Sensors and management consoles communicate with each other? 

A. Communication between the Cisco Secure IDS Sensors and management consoles is provided by a proprietary, reliable UDP 

transport protocol that guarantees transmission to intended recipients and maintains connection status with ali of the IDS 

components. Ali alarm transmissions from the sensor to the management console are acknowledged . If connectivity from the sensor 

to the management console is disrupted, the sensor will continue to monitor the network, and will queue alarms and retransmit 

until successful. 
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Q. How much additional network traffic does the Cisco Secure lOS generate? 
0

.-0 L t_ -· ·· ; .·' ) 

A. Because each alarm and acknowledgement is contained In a single UDP packet, there is negligible impact on n'et'VI(.Qrk .ttaffic. 

Q. Are Cisco Secure IDS communications encrypted? 

A. IPSec functionality is included on the appliance Sensors to allow customers to encrypt traffic to management consoles with IPSec 

capabilities, CSPM for example. IPSec is also planned for the Cisco Secure IDS Module in the future. 

Q. If I Jose connectivity to a remote sensor, can I tell from the management console? 

A. Both CSPM and the Cisco Secure IDS Director monitor the health of a Sensor via a continuous heartbeat. If communications 

with the Sensor are lost for more than one minute (by default), a visual indicator is displayed on the CSPM and Cisco Secure IDS 

Director, indicating a communications failure with the Sensor. If it is determined that a sensor has failed. it can be quickly replaced 

with another sensor and the configuration, stored on the CSPM or Cisco Secure IDS Director platform, can be quickly pushed to 

the new sensor. 

Q. Does the Cisco Secure IDS Director require HP Open View Network Node Manager? 

A. Cisco Secure IDS Director does require HP OpenView Network Node Manager, and it does not come with the Director. It must 

be purchased separately by the customer. 

Q. How difficult is it to install the Cisco Secure IDS Director? 

C nstalling the Director software on a Solaris or HP-UX platform with HP OpenView Network Node Manager preinstalled is 

very easy. The install is completely scripted and the user is prompted for a mínima! amount ofinformation during the install process . 

When installed and running, the Director will prompt the user to begin establishing communications with the sensors. As each 

sensor is contacted, the default configuration parameters are pulled back to the Director and the user is prompted to customize the 

security policy for that sensor. When the user is finished setting up the new policy parameters, they are stored on the Director and 

pushed back out to the sensor, where they are immediately enforced. 

Q. How many sensors can one Cisco Secure IDS Director manage? 

A. Although the technicallimit is very large (greater than 1 000), Cisco typically recommends a ratio o f 20 to 25 ensors per Director 

for practical reasons. With ratios greater than this, operators can be easily overwhelmed with the volume of information that they 

may be required to analyze, thereby diminishing the overall effectiveness of the IDS. For deployments larger than 25 sensors, 

multi pie directors can be installed to scale the number of sensors. 

Q. Can I have multiple Cisco Secure lOS Directors? 

A. The Cisco Secure IDS architecture supports the deployment of multi pie director platforms. Sensors can send alarms to multi pie 

directors simultaneously, and directors can forward alarms to other directors, allowing customers to build large, hierarchical 

management infrastructures. 

)l,___Besides the GUI, how can the Cisco Secure IDS Director notify me when it receives an alarm? 

~ .'he Cisco Secure IDS Director provides e-mail notification and custom script execution functionality in addition to an iconic 

alarm display. Taking advantage of HP OpenView functionality, the Director can also send out Simple Network Management 

Protocol (SNMP) traps with the alarm details. 

Q. What skills are required to operate the Cisco Secure IDS? 

A. Designing the IDS architecture and analyzing the alarms requires personnel with both security and networking knowledge. This 

is true for ali IDS products on the market today. 

Q. Does anyone offer a 24x7 managed lOS service using the Cisco Secure lOS? 

A. Yes, numerous managed service providers offer a managed IDS service using the Cisco Secure IDS. These managed service 

providers include Exodus, AT&T, Counterpane, IBM Emergency Response Services, and NetSolve. 
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Q. Where can I get more detailed information on CSPM? 

A. lnformation on CSPM can be found at http://www.cisco.com/go/policymanager. 

Q. What type of Cisco seiVice and support is provided for the Cisco Secure lOS? 

A. The IDS-4230, IDS-4210. and Catalyst 6000 lOS Module sensors are covered by ali six leveis of SMARTnet"' maintenance. 

This includes hardware support as well as sensor software upgrades and access to the Jatest signatures posted on CCO. The Director 

software is covered by Software Application Support (SAS) and Software Application Support Plus Upgrades (SAU) . 

Q. Does Cisco offer a host-based intrusion-detection product? 

A. No. Cisco has chosen to partner with a select set of vendors who offer a host-based IDS product. These Technology Partners 

have been signed up through the Cisco Security Associates program; they include the "entercept" product offered by ClickNet 

Software and the Vigilent product offered by PentaSafe Security Technologies. 
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Adding Sensors and Sensor Groups 

IDS MC uses a hierarchy of groups and sensors. A group can contain sensors, 
other groups, or a combination of sensors and groups. When you start IDS MC, 
you always have at least one active, defined group-the Global group. The 
IDS MC hierarchy can contain many leveis o f groups and sensors, justas a folder 
in Windows 2000 can contain many levels of folders and files. Figure 4-1 
illustrates an example o f the IDS MC hierarchy. 
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Chapter 4 Adding Sensors and Sens 

Figure 4-1 IDS MC Hierarchy Consisting oF the Global Group, Groups, and 
Sensors 

Notice the Global group in Figure 4-1. 

The IDS MC hierarchy of groups and sensors enables you to configure more than 
one sensor at a time by configuring an entire group o f sensors. Configuring more 
than one sensor at a time in this way is possible because a sensor can acquire 
settings from its parent group. A sensor must, in fact, acquire settings from its 
parent group i f a parent defines those settings as mandatory. A child cannot 
override the values for such settings. 

This chapter explains how to add groups and sensors to your IDS MC hierarchy 
and to perform other tasks. 

--- --.-

Using Management Center for IDS Sensors 1.1 
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c 

From the Devices tab, you can add sensors that you want to manage with IDS MC. 
You can add and delete sensors, and you can add and delete sensor groups. 
However, you cannot delete the Global group. I f you have established settings 
elsewhere, you can apply them to sensors and groups that you set up from the 
Devices tab. 

For step-by-step procedures on performing a specific task, refer to the 
corresponding section. 

• Adding Sensors to a Sensor Group, page 4-3 

• Using SSH in lOS MC and Security Monitor, page 4-8 

• Handling Rejected SSH Fingerprints, page 4-11 

• Deleting Sensors from a Sensor Group, page 4-13 

• Creating Sensor Subgroups, page 4-14 

• Deleting Sensor Groups, page 4-16 

Adding Sensors to a Sensor Group 

Step 1 

c 

You can add a sensor to any sensor group, including the Global group. 

To add a sensor to a sensor group, follow these steps: 

Select Devices > Sensor. 

The Sensor page appears. 

-- - --·-----
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r This page 
r allows you to 

· ' Add or Delete 
sensors. 

, To Delete, 
1 select Hems in 
t the tree and 
' then click 
Delete . 

To Add, click 
; Add and you 
' willthen be 
prompted for 

j the group to 
i addthe 
f sensor . 

. ,. [i§]~ r .1"~ •o;.• .·_... •~ ~ ,. 
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Step 2 Click Add. 

The Select Group page appears. 

Step 3 Select the group you want to add a sensor to. 
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Step 5 
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Click Next. 

The Enter Sensor Information page appears. 

Enter Sensor lnformatlon 

Enter the sensor 
ldentification sel!ings 
here. Vou ITlllY check 
Diacower Setting• to 

· retrieve the sensor 
sellings information 
from the de vice. 

Provide the information required by the Enter Sensor Information page: 

a. Enter the IP address o f the senso r. 

b. Enter the NAT address o f the sensor, if there is one. 

c. Enter the sensor name. 

d. To retrieve sensor settings from the sensor, select the Discover Settings 
check box. 

Note lf you choose to discover settings, you may have to wait from 30 
seconds to severa} minutes, depending upon the size and complexity 
o f your network and its traffic. 

e. Enter the user ID and password for Secure Shell (SSH) communications 
between your host and the sensor: 

When you are using a sensor appliance, the user ID is netrangr, and the 
password is one that you assign. 

When you are using an IDS module, the user ID is ciscoids, and the 
password is one that you assign. 
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f. lf you want to use existing SSH keys, select the check box associated with 
that option. However, you cannot use SSH keys if you intend to use this 
sensor as a master blocking sensor. 

For more information, see Learn More About the Secure Shell Protocol, 
page 4-8. Also, see Using SSH in IDS MC and Security Monitor, page 4-8. 

Note SSH supports two forms of authentication: password and public key. 
lf you have set up a public key between IDS MC and the sensor, you 
can use that key by selecting the Use Existing SSH keys check box. 
lf you have not set up the key, o r i f you do not want to use it, leave 
the Use Existing SSH keys deselected, and IDS MC will use SSH 
password authentication. 

g. Click N ext. 

The Sensor Information page appears as follows in IDS MC 1.0 and in IDS MC 
1.1 i f the last senso r you added used sensor software version 3 .x; a simplified 
version o f this page appears in IDS MC 1.1 if the last sensor you added used 
sensor software version 4.x. 

Center for lOS Sensors 1.1 
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Ifyou are using IDS MC 1.0 or ifyou are using IDS MC 1.1 and adding a 3.x 
sensor, provide the following information in the Sensor Information page: 

a. Select the version number that you are using from the Version list box. I f you 
have reached this point, the version must be 3.x. 

b. Enter a comment ( optional). 

c. Enter the Host ID (typically the last octet of the IP address of the sensor). 

d. Enter the Org N ame. 

Note Use lowercase letters only in the Org Name field; do not use numbers, 
symbols, spaces, or capitalletters. The Host ID and Org Name are 
case sensitive with respect to how postoffice processes audit events on 
the local host. Host names and Org Name values are not passed 
between different postoffice clients; only the Host ID and Org ID 
values are passed. 

e. Enter the Org ID. The default value is 100. 

Note Within a postoffice domain, no sensor or sensor group can have the 
same Org ID/Host ID pair as another sensor or sensor group. 

If you are using IDS MC 1.1 and you are adding a sensor operating with sensor 
software 4.x, provide the following information in the Sensor Information page: 

a. Select the version number that you are using from the Version list box. The 
version must be 4.x because you are using IDS MC 1.1. 

b. Enter a comment (optional). 

Click Finish. 

The Sensor page appears, updated with a record o f the sensor you just added. 

--- ....... 
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Learn More About the Secure Shell Protocol 

Secure Shell (SSH) is a protocol for secure remo te login and other secure network 
services over an insecure network. For more information about SSH, see 
Designing Network Security by Merike Kaeo (Indianapolis: Cisco Press, 1999). 

Note IDS MC and Security Monitor make SSH available because ofthe importance of 
being able to transmit login information (including passwords) in an encrypted 
form. 

The Secure Shell Working Group (SECSH) o f the Internet Engineering Task 
Force (IETF) has the goal o f updating and standardizing SSH. More information 
is available at http://www.ietf.org/html.charters/secsh-charter.html. 

More information about using public keys for SSH authentication is available at 
http: //www. chiark.greenend.org.uk/~sgtatham/putty/docs . html. 

Using SSH in lOS MC and Security Monitor 

IDS MC and Security Monitor support SSH for secure remote login to a sensor. 
Neither IDS MC nor Security Monitor manages SSH keys, however. The sensor 
software provides the SSH server, and IDS MC and Security Monitor provide 

Fls:" 2 O L . 
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Step 1 

Step 2 

Step 3 

& c Caution 

Step 4 
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support for an SSH Windows client- PuTTY. Documentation for PuTTY is 
available at http://www.chiark.greenend.org.uk/-sgtatham/putty/docs.html. More 
information about using public keys for SSH authentication is available at 
http://www.chiark.greenend.org.ukl-sgtatham/putty/docs.html. 

Version 1.0 ofiDS MC and Security Monitor uses PuTTY 0.51. Version 1.1 of 
IDS MC and Security Monitor uses PuTTY 0.53b. 

Directions for using SSH keys with PuTTY are available at 
http://www.chiark.greenend.org.uk/-sgtatham/putty/docs.html. 

PuTTY's Pageant utility is an SSH authentication agent. We recommend using 
Pageant to manage your keys in IDS MC. More information on Pageant is 
available at http://www.chiark.greenend.org.uk/-sgtatham/putty/docs.html. 

Sensor appliances running IDS software versions 3.x and !ater, and IDSMs 
running IDS software 3.1(1) and later, have a /usr/nr/. ssh directory. You must 
create the authorized_keys file (if it does not exist) and then place that 
authorized_keys file in the /usr /nr 1. ssh directory. Finally, you must place your 
public key in the authorized_keys file . 

To use SSH keys in IDS MC or Security Monitor, follow these steps: 

Use PuttyGen to generate your keys. Instructions are available at 
http :/ /www. chiark. greenend. org. uk/ -s gtatham/putty I docs.html. 

Copy the public key to the sensor's -. ssh/authorized_keys file. 

Save the private key. We recommend the name sensorname . key for the private key 
and use it in this example. 

Guard your private key carefully because ofits importance to the security ofyour 
network, and back it up to a secure location. 

Create a session for the sensor and perform the following steps: 

a. At a command line prompt, enter putty. 

b. Enter the hostname when prompted. 

c. Click Protocol SSH. 

d. Select System > Saved Sessions. 

e. Select sensorname.key (the name ofthe saved session in this example) from 
the list box. 

-ROO-N.o. 03/2005 -~~ ' 
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f. Click Load. 

Your saved settings appear in the configuration panel. 

g. Click Connection. 

h. Enter the auto-login username: netrangr. 

i. Click session. 

j. Click SSH. 

k. Enter the private key file for authentication: sensorname.key. 

I. Enter save. 

m. Enter cancel. 

n. Enter putty@host name. 

You will be prompted for the passphrase that you generated in Step 1. 

learn More About SSH Fingerprints 

c 

SSH fingerprints are described in the following material, which is quoted 
verbatim from the PuTTY User Manual 
(http://www.chiark.greenend.org.uk/~sgtatham/putty/docs.html). PuTTY is 
copyright 1997-2001 Simon Tatham. 

"I f you are using SSH to connect to a server for the first time, you will probably 
see a message [similar to the following]: 

"The server's host key is not cached in the registry. You have no 
guarantee that the server is the computer you think it is. 

"The server's key fingerprint is: ssh-rsa 1024 
7b:e5:6f:a7:f4:f9:81:62 : 5c:e3:lf:bf:8b:57:6c:Sa 

"If you trust this host, hit Yes to add the key to PuTTY's cache and 
carry on connecting. 

"If you want to carry on connecting just once, without adding the key 
to the cache, hit No. 

"If you do not trust this host, hit Cancel to abandon the connection. 

Using Management Center for IDS Sensors 1.1 

Doe: ---
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"This is a feature o f the SSH protocol. It is designed to protect you against a 
network attack known as spoofing: secretly redirecting your connection to a 
different computer, so that you send your password to the wrong machine. Using 
this technique, an attacker would be able to leam the password that guards your 
login account, and could then log in as ... you and use the account for [his or her] 
own purposes. 

"To prevent this attack, each server has a unique identifying code, called a host 
key. These keys are created in a way that prevents one server from forging another 
server's key. So if you connect to a server and it sends you a different host key 
from the one you were expecting, PuTTY can wam you that the server may have 
been switched and that a spoofing attack might be in progress. 

"PuTTY records the host key for each server you connect to, in the Windows 
Registry. Every time you connect to a server, it checks that the host key presented 
by the server is the same host key [that was presented] the last time you connected. 
I f it is not, you will see a waming, and you will have the chance to abandon your 
connection before you type any private information (such as a password) into it." 

Handling Rejected SSH Fingerprints 

c 

Note 

Several situations can cause an SSH fingerprint to be rejected during the 
authentication process. 

When an SSH fingerprint is rejected, you may see one ofthe following messages: 

• 

• 

Error importing configuration files from the sensor: Could not 
find version in string "Unknown version" 

Import failed. Please check the Audit Log for details 

The IDS MC audit log will contain one o f the following messages: 

The SSH fingerprint has changed . Please refer to the documentation 
for instructions on how to handle rejected fingerprints. 

• sensorname: Error executing SSH while importing sensor version from the 
sensor - Sensor authentication error. Check usemame, passphrase, and SSH 
keys. 

sensorname refers to the name o f the affected senso r. 
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Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

~L. - .---
A rejected SSH fingerprint can indicate a spoofing attack on your network. Benign 
causes o f a rejected SSH fingerprint include a change in a device on your network, 
such as a network card or an IP address. You can accept the rejected fingerprint, 
but the security ofyour network depends on your doing so only after you establish 
that the rejection is due to benign causes. 

To accept a rejected SSH fingerprint, follow these steps: 

Run the following command: 

C:\plink -ssh userid@ipAddress 

where: 

the userid is usually netrangr for sensor appliances and ciscoids for IDSMs. 

ipAddress is the IP address to the sensor. 

You will see something similar to the following: 

WARNING -POTENTIAL SECURITY BREACH! The server's host key does not 
match the one PuTTY has cached in the registry. This means that either 
the server administrator has changed the host key, or you have 
actually connected to another computer pretending to be the server. 
The new key fingerprint is: 1024 
2a:c5:3f:aa:d4:59:82:ld:83:65 : 58:al:4e:59:06:bf. If you were expecting 
this change and trust the new key, enter "Y" to update PuTTY's cache 
and continue connecting. If you want to carry on connecting but 
without updating the cache, enter "n". If you want to abandon the 
connection completely, press Return to cancel. Pressing Return is the 
ONLY guaranteed safe choice. Update cached key? (y/n, Return cancels 
connection) Connection abandoned. 

Enter y. 

Enter the password o f the sensor when prompted. 

Terminate the session by entering exit. 

Verify that the fingerprint was accepted by running the command again (Steps 1, 
3, and 4). 

This time you should not get the warning message and update cached key prompt. 

Verify that you can communicate normally with your sensor by using IDS MC. 

Using Management Center for lOS Sensors 1.1 
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Deleting Sensors from a Sensor Group 

Step 1 

c 

Step2 

6 
Caution 

Step3 

You can delete a sensor from any sensor group, including the Global group. 

To delete a sensor from a sensor group, follow these steps: 

Select Devices > Sensor. 

The Sensor page appears. 

1. n 9.9.9.9 nlner 

10 1 

3.1 (2)S30 bob 2002-11-0614:29:37 2002-11-0614:29:54 

In the tree, select the sensor that you want to delete. 

Ifyou choose to delete a sensor, IDS MC does not ask you to confirm your choice. 

Click Delete. 

The Sensor page appears, updated to show that the sensor was deleted. 
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~ Add or Delete 
sensors. 

To Delete, 
select ltems in 
thetree and 
then click 
Delete . 

To Add, click 
. Add and you 
willthen be 
prompted for 

• the group to 
addthe 

' sensor. 

c 
You can add a subgroup to any sensor group, including the Global group. 

To create a sensor subgroup, follow these steps: 

Step 1 Select Devices > Sensor Group. 

The Sensor Group page appears . 

Center for lOS Sensors 1.1 
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Step 2 

Step 3 

Step4 

Step 5 

In the tree, select the name ofthe sensor group that you want to add a subgroup to . 

Click Create Subgroup. 

The Add Group page appears. 

AddGroup 

Grot41~me: 

Parert: Global 

~a~~~r---------~~------~=-~~ 
..:.1 

r. Defal.M (use parert values) 

r Copy settngs from group I Global iJ 

In the Group Name field, enter the name of the subgroup you want to add. Next, 
select the Default (use parent values) radio button, or select the Copy settings 
from group radio button and select the name ofthe group from the associated list 
box. 

Click OK. 

The Sensor Group page appears, showing the sensor subgroup that you just added. 

Using Center for lOS Sensors 
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Deleting Sensor Groups 

Chapter4 

1/) 
N 
o 
a; 

You can delete a subgroup from any sensor group, including the Global group. 

To delete a sensor group, follow these steps: 

Step 1 Select Devices > Sensor Group. 

The Sensor Group page appears. 

Center for lOS Sensors 1.1 
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Step 2 

~ 
Caution 

Step 3 

o 
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In the tree, select the group that you want to delete. 

Ifyou choose to delete a sensor group, IDS MC does not ask you to confirm your 
choice. 

Click Delete. 

The Senso r group page appears again, showing the parent o f the group you just 
deleted. 
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Tuning Sensor Signatures Using Policy Override 
Settings 

Some legitima te network activity, such as some types o f network virus scanning, has the same 
characteristics as an actual attack against the network. To prevent these legitimate activities from being 
reported as an attack, you can tune attack signature settings on a per-device basis. The purpose oftuning 
isto reduce the number ofjalse positives, or detected attacks that are really expected behavior. 

Signature tuning falls into three categories: filtering, blocking, and sensing. 

Filtering tuning enables you to override the generation o f notifications and audit event records by a 
sensor. Filtering enables you to define specific overrides to the applied sensor signature for that sensor 
object. The definition o f such overrides enables you to tune the sensor to prevent the generation o f alarms 
and audit event records based on false positives, or expected behaviors on your network that satisfy 
conditions of an attack signature. 

In IDSM 2.5.0, 2.5.0, and !ater versions, you can also define advanced filtering rules that disable the 
notification o f suspicious behavior based on specific traffic flows across the monitored network segment. 
These refinements are specified in the Filtering pane!, and such filter rules disable the generation of 
alarms and audit event records for traffic originating from or destined to networks and hosts specified in 
these filter rules. 

Blocking tuning enables you to configure a senso r to override the blocking o f specific networks for which 
monitored traffic is studied by the sensor signature running on that sensor. 

For example, your senso r signature may have an attack signature set to block the source o f the traffic 
whenever the signature is encountered. However, you may have a network device that generates that 
signature as parto f the device's expected behavior. By tuning the sensor to ignore that attack signature 
when the source is the trusted network device, you avoid having alarms generated and traffic blocked for 
that device. However, you still receive alarms and blocking services for that attack signature i f it appears 
in traffic generated from other devices. 

Sensing tuning enables you to configure severa! parameters associated with attack signatures and the 
sensor device. 

For specific signatures that are available to a sensor running IDSM 2.5.0 and !ater, you can modify how 
often you are notified about a particular type of attack based on how often the attack occurs and the 
amount o f time that has transpired since the attack was initially detected. 

For a sensor running IDSM 2.2.1.5, 2.5.0, 2.5.0, and !ater, you can specify which IP-based data streams 
should be studied based on the ability o f the sensor to reassemble a fragmented datagram. For a sensor 
running IDSM 2.5.0 and !ater, you can also specify which TCP data streams should be studied based on 
the ability ofthe sensor to reassemble the entire session. This preventsfa/se negatives, or actual attacks 
that are missed, due to the inability o f the sensor to reconstruct the datagram or session. 

Cisco Secure Pol 
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cons1dered by an attack signature. Some attack signatures are based on a specific port number. These 
settings allow you to identify additional ports, such as those used by custom TCP services or those used 
by well-known services that you have reassigned to another port, that should be monitored by those 
signatures. 

Task List for Signature Tuning 

o 

You can perform the following tasks on a Sensor node to tune the applied sensor signature. 

• "Defining Sensor-Specific Simple Filter Rules to Override Applied Signature Template Rules" on 
page 2 

• "Defining Sensor-Specific Advanced Filter Rules to Override Applied Signature Template Rules" 
on page 3 

• "Defining Global Policy Overrides for the Blocking o f Detected Attacks" on page 4 

• "Tuning Signatures Applied to a Sensor" on page 4 

• "Specifying IP Fragment Reassembly Options for a Sensor" on page 5 

• "Specifying TCP Session Reassembly Options for a Sensor" on page 6 

• "Identifying the Packet Capture Device o f a Sensor" on page 7 

• "Identifying Additional Ports Used by Specific Signatures Applied to a Sensor" on page 7 

Defining Sensor-Specific Simple Filter Rules to Override Applied Signature 
T emplate Rules 

o Step 1 

A sensor would normally generate a notification and audit event record when it detects a signature 
pattern. Signature patterns, identified by the signature set applied to a sensor, identify noteworthy 
patterns in network activity and/or network packet contents. You can define filter rules that exclude 
specific network packets and activities from generating these notifications and audit event records based 
on a specific network o r host acting as either the source o r destination o f the network traffic. 

To define a simple filtering rule that overrides applied signature template rules, follow these steps: 

Click the Senso r icon (~) that represents the sensor for which you want to define a simple filter rui e, 
and then click the Filtering tab in the View pane. 

Result: The Filtering pane! appears in the View pane. 

Step 2 Click the Simple Filtering tab. 

Step 3 To define the fi i ter rui e settings, click Add. 

Result: The Create Filter dialog box appears. 

Step 4 To specify the primary signature on which the filter rule should be based, select that signature in the 
Choose a signature to be excluded box. 

Step 5 

Result: The Subsignature to be excluded box lists any valid sub-signature. 

To specify the sub-signature on which this fi !ter rule should be based, select that sub-signature in the 
Subsignature to be excluded box. 

Cisco Secure 
OL-0949-01, Version 2.3.11 
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Step 6 

Step 7 

Step 8 

Step 9 

Step 10 

Step 11 

Step 12 

Task Llst for Signatu 

To specify the network or host address that is excluded from normal signature evaluation, type that 
address in the IP Address box, and then press Tab. 

To specify the mask for the network or host network that corresponds to the address specified in the IP 
Address box, type that value in the Network Mask box. 

To specify how the sensor should interpret this rule, select the role ofthe IP address in the Address Role 
box. 

To accept your changes and close the Create Filter dialog box, click OK. 

To define additional simple til ter rules, repeat Step 3 through Step 9 for each rui e that you want to define. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

P"""'fining Sensor-Specific Advanced Filter Rules to Override Applied Signature 
h:!mplate Rules 

In addition to defining simple filter rules that prevent alarms based on a particular source or destination, 
you can define advanced filter rules that prevent alarms based on a particular traffic flow that traverses 
the monitored network segment. In this case, you define a traffic flow based on the source and destination 
bounding the traffic flow. As you may expect, any flow restriction rules that you have defined on gateway 
objects in the Network Topology tree will reduce the number offlows that exist between any source and 
destination that you specify. However, the sensor will prevent alarms based on any valid traffic flows 
between that source and destination. 

To define a filter rule that overrides the applied signature template rules, follow these steps: 

Step 1 Click the Senso r icon (~ ) that represents the sensor for which you want to define an advanced fi! ter 
rule, and then click the Filtering tab in the View pane. 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

Step 9 

Result: The Filtering pane! appears in the View pane. 

Click the Advanced Filtering tab. 

To define the filter rule settings, click Add. 

Result: The Create Filter dialog box appears. 

To specify the primary signature on which the filter rule should be based, select that signature in the 
Choose a signature to be excluded box. 

Result: The Subsignature to be excluded box lists any valid sub-signature. 

To specify the sub-signature on which this filter rule should be based, select that sub-signature in the 
Subsignature to be excluded box. 

To specify the scope o f the source for this fi i ter rui e, select that type under Source Address. 

If you selected an option other than Exclude alarms from any IP address, specify values that match the 
scope type in the boxes that appear under Destination Address. 

To specify the scope o f the destination for this til ter rui e, select that type under Source Address. 

I f you selected an option other than Exclude alarms to any IP address, specify values that match the 
scope type in the boxes that appear under Destination Address. 

Step 10 To accept your changes and close the Create Fi !ter dialog box, clicrk_O_ K_. ___ ·------. 

Cisco Secure Pol 
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Step 11 To define additional advanced fi !ter rules, repeat Step 3 through Step I O for each rui e that yo 
define. 

Step 12 To accept your changes and close the selected pane!, click OK. 

Step 13 To save any changes that you have made, click Save on the File menu. 

Defining Global Policy Overrides for the Blocking of Detected Attacks 

o 
Step 1 

Step 2 

Step 3 

A sensor can be configured to generate ACL rules and publish them to Managed Devices that block 
attacks that it detects based on a specific signature pattem. You can prevent specific networks and hosts 
from ever being blocked by such ACL rules. These networks and hosts are excluded from ali such rules, 
despite the settings defined in the signature set applied to the sensor. In other words, these override rules 
are global for ali signatures that the sensor uses to study network traffic. 

To specify the networks or hosts that should never be blocked when an attack is detected, follow these 
steps: 

Click the Sensor icon (f!j) that represents the sensor for which you want to define global blocking 
overrides, and then click the Blocking tab in the View pane. 

Result: The Blocking pane! appears in the View pane. 

Click the Never Block Addresses tab. 

To define a policy override rule to the block-enabled attack signatures applied to the selected sensor, 
click Add. 

Result: A new entry appears in the Never Block Addresses list. 

Step 4 To specify the address ofthe network or host for which you want to override (not apply) any ACL rules 
that might be generated as the result o f the sensor detecting an ongoing attack, type that address in the 
IP Address box. 

Step 5 To specify network mask that corresponds to the address that you specified in the IP Address box, type 
that value in the Subnet Mask box. 

Step 6 For each network or host that you do not want blocked when attacks are detected, repeat Step 3 through 
Step 5. 

Step 7 To accept your changes and close the selected pane!, click OK. 

Step 8 To save any changes thàt you have made, click Save on the File menu. 

T uning Signatures Applied to a Sensor 

OL-0949-01, Version 2.3.1i 

Specific signatures that are available for a sensor running 2.5.0 IDSM software provide one or two 
parameters that you can modify to tune how often you are notified about a particular type o f attack. This 
tuning is based on how often an attack occurs and the amount o f time that has transpired since the attack 
was initially detected. 

Cisco Secure Pol 
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c 

To tune signatures for a sensor, follow these steps: 

Step 1 Click the Senso r icon (fij ) that represents the sensor that you want to tune, and then click the Sensing 
tab in the View pane. 

Result: The Sensing pane! appears in the View pane. 

Step 2 To view the tab where you can specify how often you want to be notified that a specific attack has been 
detected by the sensor, click the Signature Tuning Parameters tab in the Sensing pane!. 

Step 3 To view the list o f editable parameters for a specific signature type, double-click that signature type in 
the Signature Name box. 

Step 4 

Step 5 

Step6 

Step 7 

Step 8 

Result: The Signature Parameter Editor dialog box appears. 

To specify how many seconds should transpire after the initial attack that satisfies this signature is 
detected and before this counter and the threshold value are reset, type that value in the Expiration box. 

(Optional) To specify the number oftimes that the sensor can detect the same attack type before issuing 
an additional notification, type that value in the Threshold box. 

For each signature that you want to tune, repeat Step 3 through Step 5. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

Specifying IP Fragment Reassembly Options for a Sensor 

OL-0949-01, Version 2.3.1i 

For IDSM 2.2.1.5, 2.2.1.6, 2.2.1.7, 2.2.1.8, 2.5.0, 2.5.0, and !ater, you can specify which IP-based data 
streams should be studied based on the ability o f the senso r to reassemble an entire datagram. In other 
words, you can specify boundaries that the senso r uses to determine how complete a datagram can be in 
terms ofthe reassembly offrames that are transmitted across the physical wire as part ofthat datagram. 
The ultimate goal for defining these reassembly settings is to ensure that the sensor does not allocate ali 
its resources to datagrams that cannot be completely reconstructed, either because the sensor missed 
some frame transmissions or because an attack has been launched that is based on generating random 
fragmented datagrams. 

Ali reassembly settings work in conjunction to ensure that the sensor has adequate system resources 
available to study network activities. However, unless you understand the likelihood of fragmented 
datagrams occurring on your network over a specified period o f time, we recommend that you do not 
modify the default values provided for the IP fragment reassembly settings. However, we recommend 
two algorithms for determining these values: 

• For sensors running IDSM 2.5.0 or !ater, we recommend that the Maximum Partia! Datagrams times 
the Maximum Fragments Per Datagram remain less than or equal to 5,000. 

• For sensors running 2.2.1 .5, 2.5.0, or !ater non-IDSM software versions, we recommend that the 
Maximum Partia! Datagrams times the Maximum Fragments Per Datagram rema in Iess than o r equal 
to 2,000,000. 
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Task Llst for Signatu 

To specify IP fragment reassembly options for a sensor running an applicable IDSM software version, 
follow these steps: 

Step 1 Click the Sensor icon (fij) that represents the sensor for which you want to specify IP fragment 
reassembly options, and then click the Sensing tab in the View pane. 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

Step 7 

Step 8 

Result: The Sensing pane! appears in the View pane. 

To view the tab where you can specify the mapped ports that this sensor should consider, click the 
Advanced Sensor Settings tab in the Sensing pane!. 

To specify that you want the sensor to reassemble IP datagrams, select the Reassembly Fragments 
check box under IP Fragment Reassembly. 

To specify the maximum number o f partia! datagrams that the senso r can attempt to reconstruct at one 
time, type that value in the Maximum Partia! Datagrams box. 

To specify the maximum number o f fragments that can be accepted in to a single datagram, type that 
value in the Maximum Fragments Per Datagram box. 

To specify the maximum number o f seconds that can transpire before the sensor stops tracking a 
particular exchange for which it is trying to reassemble a datagram, type that value in the Fragmented 
Datagram Timeout box. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

Specifying TCP Session Reassembly Options for a Sensor 

For IDSM 2.5.0 and !ater, you can specify which TCP data streams should be studied based on the ability 
ofthe sensor to reassemble the entire session. Like IP fragment reassembly settings, these settings ensure 
that valuable system resources are not reserved for sessions that are no longer active. 

To specify TCP session reassembly options for a sensor running an applicable IDSM software version, 
follow these steps: 

Step 1 Click the Senso r icon (·~ ) that represents the sensor for which you want to specify TCP session 
reassembly options, and then click the Sensing tab in the View pane. 

Result: The Sensing pane! appears in the View pane. 

Step 2 To view the tab where you can specify the mapped ports that this sensor should consider, click the 
Advanced Sensor Settings tab in the Sensing pane!. 

Step 3 To specify that the sensor track only sessions for which the three-way handshake is completed, select the 
TCP Three Way Handshake check box. 

Step 4 To specify how strict the reassembly requirements are for this senso r when it attempts to reassemble the 
entire TCP session, select that type in the TCP Strict Reassembly box. 

Step 5 To specify the number o f seconds that can transpire before the sensor frees the resources allocated to a 
fully established TCP session,.type that value in the TCP Open Establish Timeout box. 

Step 6 

Ol-0949-01, Verslon 2.3.11 

To specify the number o f seconds that can transpire before the senso r frees the resources allocated for 
an initiated, but not fully established, TCP session, type that value in the TCP Embryonic Timeout box. 
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Step 7 

Step 8 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

ldentifying the Packet Capture Device of a Sensor 

' 

You can identify the type o f packet capture device that a sensor should use to retrieve network packets 
that it evaluates against the active sensor signature set configured for the sensor. This packet capture 
devi c e identifies the type ofphysicallayer driver that should be used to capture network packets. In other 
words, it identifies the type and speed ofthe physical network that is attached to the monitoring interface 
installed in the sensor. 

Note This option is not available on line card models ofthe IDS software, such as IDSM 3.0. 

C To identify the packet capture device of a sensor, follow these steps: 

Step 1 Click the Sensor icon (~) that represents the sensor for which you want to identify a packet capture 
device, and then click the Sensing tab in the View pane. 

Step 2 

Step3 

Step 4 

Result: The Sensing pane! appears in the View pane. 

To specify the packet capture device for this sensor, select the correct type in the Packet Capture Device 
list. 

For non-switch-based sensors, you can specify one o f the following values: 

• /dev/spwrO-Identifies the network type that the sensor is studying as an Ethemet network. 

• /dev/mtok-Identifies the network type that the sensor is studying as one o f the older Token Ring 
networks operating at 4 or 16 MB transfer rates. 

• /dev/mtok36-Identifies the network type that the sensor is studying as one of the newer Token 
Ring networks operating at 4, 16, o r 100 MB transfer rates. 

• /dev/ptpciO-Identifies the network type that the sensor is studying as an FDDI network. 

• /dev/iprbO-Identifies the device name o f the NIC interface used for packet capture. 

• auto-Selects the device that is the default sniffing device on the appliance. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

ldentifying Additional Ports Used by Specific Signatures Applied to a Sensor 

OL-0949-01, Version 2.3.1i 

For IDSM 2.5 and !ater, you can specify additional ports that should be considered by advanced attack 
signatures that study specific network services (identified by the TCP port used by that network service). 
These port settings enable you to identify any well-known network service ports that you have 
reassigned on your internai network, and to identify any custom TCP-based services that you run across 
your internai networks, that you want the senso r to study for specialized attacks that target these network 
services. 
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o 

Step 1 Click the Senso r icon ( ~ ) that represents the senso r for which you want to specify a port, and then 
click the Sensing tab in the View pane. 

Step 2 

Stepl 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

Result: The Sensing pane! appears in the View pane. 

To view the tab where you can specify the mapped ports that this sensor should consider, click the Port 
Mapping tab in the Sensing pane!. 

To specify additional ports that should be considered by the attack signature that studies for hijacked 
ports on a TCP-based service, type each port number in the TCP HIJACK Ports box, separating entries 
with a comma. 

To specify additional ports that should be considered by the attack signature that studies for TCP-based 
flood attacks, type each port number in the TCP SYNFLOOD Ports box, separating entries with a 
comma. 

To specify additional ports that should be considered by the attack signature that studies for Telnet-based 
attacks, type each port number in the TCP Telnet Ports box, separating entries with a comma. 

To specify additional ports that should be considered by the attack signature that studies for HTTP-based 
attacks, type each port number in the TCP HTTP Ports box, separating entries with a comma. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 
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ISCO SYSTEMS 

CiscoWorks Security lnformation 
Management Solution 3.1 

o 

1etForensics 

One of the greatest challenges in enterprise 

security is managing the flood of alerts 

generated by a growing number of 

multivendor security devices and systems. 

Automation is required to lsolate and 

prioritize the few messages that indicate 

real security threats. 

The key to more effective security 

automation lies in a software technology 

known as Security Information 

Management (SIM). CiscoWorks Security 

Information Management Solution 

(CiscoWorks SIMS) is based on technology 

from netForensics v3.1 and incorporates 

powerful features for gathering and 

analyzing the overwhelming amount of 

security event data that companies are 

Cisco Systems. Inc. 

experiencing. Companies can manage their 

growing security infrastructure and 

effectively monitor millions of event 

messages, without additional staff. 

With CiscoWorks SIMS, the user has a 

solution that delivers: 

• Complete event monitoring for SAFE 

and ali multivendor security 

environments 

• Real-time event correlation to detect 

both known and unknown threats 

• Advanced visualization for fast and 

intuitlve security monitoring 

• Integrated risk assessment to 

understand the overall vulnerability of 

any particular asset within the 

enterprise 

• Comprehensive reporting and forensics 

for alllevels o f security operations 

• Productivity gains and cost reduction 

Cisco Works SIMS delivers these capabilities 

using the award-winning netForensics 

software, which is the central component of 

the solution. 

Ali contents are Copyright o 1992-2002 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statemen ~-­
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v3.1 collects, analyzes, and correlates security event inforrnation from across the enterprise in a series offour distinct 

phases: norrnalization, aggregation, correlation, and visualization. 

Normalization and Aggregation 

In the norrnalization and aggregation phases, security events are collected from virtually ali intrusion detection 

systems, firewalls, operating systems, applications, and anti-virus systems and transformed into a common 

easy-to-understand XML format. 

Correlation 

Forrnatted records are then correlated using two distinct yet complementary forms of event correlation. The first is 

a statistical correlation mechanism that relies upon event categorization and threat scoring to determine the threat 

potential of security-based anomalies. The second is an optional rules-based correlation feature that separates false 

positive security alarrns from potentially significant security incidents by invoklng "time aware" security policy rules 

for each event received. 

With statistical correlation, normalized security events are categorized in to security incident types by asset or asset 

group. Incident types can range from a reconnaissance attack, to a virus attack, to a denial of service attack, to name 

just a few. For each asset a threat score is continuously computed by combining event severity with asset value to 

determine an overall measurement of security incident potential. The key advantage is the ability to find those 

anomalies that may go undetected by a rules-based correlation implementation. 

Visualization 

netForensics v3.1 displays correlated results on a centralized, real-time console with a graphical, java-based interface 

that is powerful, intuitive, and user friendly. 

Cisco Systems, Inc. Fl~s:_P_M11 -~C?.JOii)R3REIO,, 
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Ali 

The Executive Dashboard provides a real-time, enterprise-level view of security trends and the Real-Time Console 

facilitates fast isolation of security attacks using real-time correlation and analysis capabilitles. 

Risk Assessment 

In security terms, risk assessment involves understanding the overall vulnerability of any particular asset within the 

enterprise. Risk is commonly defined as the combination of threat, vulnerability, and value, where: 

• Threat is any abnormal traffic or activity directed against a system or asset. netForensics scores each threat type, 

whether it's a port scan or login failure. These scores are then considered In the overall risk calculation. 

• Value is the levei of importance (perhaps in dollars) of any particular system or asset. The value is a user-defined 

variable for each asset in the enterprise. 

• Vulnerability is the likelihood that a threat will be successful against a system or asset. 

The solution combines each of the above to formulate an overall risk score for each asset within the enterprise, with 

higher scores indicative of higher asset vulnerabllities. The solution produces a Risk Assessment Report that provides 

the necessary details behind each asset and lts assoclated risk. By understanding the vulnerabllity of specific assets 

within an enterprise, companies can strengthen appropriate security policies. 

Summary 

As securing the enterprise IT infrastructure becomes more challenging, companies must rely on technology to help 

assimilate the amount of security event information that flows from an ever-lncreasing number of security devices 

and systems. In addition, technology must be used to not only aid organizations In reducing the risk of attacks, but 

also to help accelerate responses when attacks occur. CiscoWorks SIMS increases the effectiveness of existing security 

teams and thereby helps achieve a real , measurable ROI. 

Devices Supported for Monitoring 

Table 1 Event Sources and Versions Supported 

Application/Device Version netforensics Components 

Third-party applications - Universal Agent 

Historical data See Syslog File Agent Batch Agent 

Arbor PeakFiow DoS 2.1 Agent for Arbor Peakflow 

Check Point FireWall-1 NG, 4.1 Agent for Check Point 

Cisco lOS® ACL, FW, IDS 12.2, 12.0 Syslog File Agent 

Cisco Secure ACS 3.0 Agent for CSACS 

Cisco Secure IDS 4.0, 3.1, 2.5, 2.2 CSIDS Agent/Syslog Agent 

Cisco Secure PIX® 6.2, 6.1, 6.0, 5.3, 5.2, 5.1, 5.0 Syslog File Agent 

Cisco Secure PIX IDS 6.2. 6.1. 6.0, 5.3. 5.2 Syslog File Agent 

Cisco VPN Concentrator 3.1, 2.5.2 Syslog File Agent 
- - ----,. 

CyberGuard Firewall 5.1 Agent for CyberGua d ;'p~ I'< v,.v;...~'IJU-l- '-:-l'f 
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Table 1 Event Sources and Versions Supported 

Application/Device Version netForensics Components 

Dragon Sensor/Squire 5.0 /1.3.1 Agent for Dragon 

Entercept HIDS 2.5, 2.0 Agent for Entercept 

ISS ReaiSecure HIDS/NIDS 6.5, 6.0, 5.5 I 7.0, 6.5, 6.0 Agent for ISS ReaiSecure 

Secure Computing Sidewinder 5.2 Agent for Sidewinder 

Snort NIDS 1.8 Agent for Snort 

Symantec Enterprise FWIVPN 7.0, 6.5 Agent for Symantec 

o Symantec ManHunt NIDS 2.2 Enterprise FirewaiiiVPN 

Tripwire NIDS 3.0 Agent for ManHunt 

UNIX OS events Sola ris 817/6, Linux 7.2/7.1 Agent for Tripwire 

Windows events Windows 2000 Server/Advanced UNIX OS File Agent 
Server 

The list of supported event sources and versions is frequently updated 

System Requirements 

Supported Operating Systems 

Table 2 lists the supported operating systems for different netForensics components. 

Table 2 Quick Lookup for Supported Operating Systems 

netForensics Component Supported Operating System 

nF Engine Red Hat Linux, Solaris 8 

nF Master Red Hat Linux, Sola ris 8 

nF Provider/Oracle 9i Database Red Hat Linux, Solaris 8 

nF Web Server Red Hat Linux, Solaris 8 

nF Agent for Arbor PeakHow Red Hat Linux, Sola ris 8, Windows 

nF Agent for Check Point Red Hat Linux, Solaris 8, Windows 

nF Agent for CSACS Windows 2000 

nF Agent for CSIDS Red Hat Linux, Sola ris 8 . 
nF Agent for CSIDS 4.0 Red Hat Linux, Sola ris 8, Windows 

nF Agent for CyberGuard Red Hat Linux, Solaris 8, Windows 

nF Agent for Dragon Red Hat Linux, Solaris 8 

Ali 

.li . 
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Table 2 Quick Lookup for Supported Operating Systems 

netforensics Component Supported Operating System 

nF Agent for Entercept Windows 2000 

nF Agent for ISS ReaiSecure Windows 2000 

nF Agent for ManHunt Red Hat Linux, Solaris 8, Windows 

nF Agent for Raptor Solaris 8, Windows 2000 

nF Agent for Sidewinder Red Hat Linux, Sola ris 8, Windows 

nF Agent for Snort Red Hat Linux, Solaris 8 

nF Agent for Tripwire Red Hat Linux, Sola ris 8, Windows 

nF Agent for Windows Windows 2000 

nF Batch Agent Red Hat Linux, Sola ris 8 

nF Batch Agent for Check Point Red Hat Linux, Solaris 8, Windows 

nF Syslog File Agent Red Hat Linux, Sola ris 8, Windows 

nF Universal Agents Red Hat Linux, Solaris 8, Windows 

nF UNIX File Agent Red Hat Linux, Solaris 8 

Note: Red Hat Linux 7.1 (Kernel2.4.9) or Advanced Server only; Windows 2000 Server/Advanced Server (Service 

Pack 2) only; Solaris on SPARC only 

Full lnstall 

Table 3 Minimum System Requirements for Full lnstall 

Component Requirement 

Operating System See " Supported Operating Systems" 

Processar Linux: Dual Intel Pentium 4 1.5 GHz (server class) 

Solaris: Dual UltraSPARC-IIi 444 MHz (server class) 

Memory 4GB total system memory 

Free disk space 18GB (see " Disk Partitions" in the netForensics Quick Start Guide) 

Storage Device CD-ROM 

Software packages Linux: Anonymous FTP Server, development libraries, kernel development 

Solaris 8: See "Solaris Patches and Packages " in the netForensics Quick Start Guide) 

Cisco Systems. Inc. 
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Jrdering lnformation 

CWSIM-3.1-SS-K9 

CWSIM-3.1-SL-K9 

CWSIM-3.1-EN-K9 

CWSIM-3.1-DS-K9 

CWSIM-3.1-DL-K9 

CWSIM-3.1-ADD20-K9 
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ISCO SVSTEMS 

CiscoWorks VPN/Security 

c 

Management Solution, Version 2.1 

CiscoWorks VPN/Security Management Solution (VMS) is the ftagship integrated 

security management solution from Cisco, and is an integral part of the SAFE 

blueprint for network security. VMS protects the productivity of organizations, by 

combining Web-based tools for configuring, monitoring, and troubleshooting 

enterprise virtual private networks (VPN), firewalls, and network and host-based 

intrusion detection systems (IDS). CiscoWorks VMS delivers the industry's first 

robust and scalable foundation and feature set that addresses the needs of small 

and large-scale VPN and security deployments. 

Today's business challenges and resulting 

security deployments require more 

scalability than merely supporting a large 

number of devices. Many customers have 

limited staffing, yet are asked to manage a 

myriad o f security devices. These customers 

must manage the security and network 

infrastructure; frequently update many 

remate devices; implement change contrai 

and auditing when multi pie organizations 

are involved in defining and deploying 

policies; enhance security without adding 

more headcount; or roll out remate access 

VPN to ali employees and monitor the VPN 

service. VMS enables customers to 

deployment security infrastructures from a 

small to large environment. using the 

following multi-faceted scalability features: 

• Complete SAFE Coverage 

In order to completely manage a 

SAFE environment, a network 

management solution must manage 

SAFE infrastructure components, 

support features based upon an 

appliance or the Cisco lOS® Software, 

and support the range of management 

functionality. CiscoWorks VMS is 

Cisco Systems, Inc. 

uniquely able to scale across SAFE 

blueprint components, including 

firewalls, VPNs, and network- and 

host-based IDS. CiscoWorks VMS also 

takes advantage of Cisco Secure Access 

Control Server (ACS) by using a 

common ACS logon. CiscoWorks VMS 

can manage a feature set through an 

appliance, for example, the Cisco PIX® 

Firewall, or through the Cisco lOS 

Software. Scalable management also 

involves more than configuring devices. 

CiscoWorks VMS provides the 

complete range of management with 

features to configure, monitor, and 

troubleshoot the network. 

Scalable Foundation 

CiscoWorks VMS implements a 

foundation with a consistent user 

experience, which makes it easier to 

scale management to many devices. 

CiscoWorks VMS provides users with a 

consistent GUI, workflow, ACS logon, 

roles definition, platforms, database 

engine, installation, and more. An 

industry-leading feature of this 

foundation is the A ·a-{J.pdate.Ceature .. ___ _ 
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which allows numerous devices to be updated easily and quickly. Auto Update enables devices, even remote and 

dynamically addressed devices, to periodically "call home" to an update server and "pull" the most current 

security configurations or the Cisco PIX Operating System. Auto Update is required to effectively scale remote 

office firewall deployments across intermittent links or dynamic addresses. Prior policy updating methods relied 

on a "push" model. Although this model works for known devices, it does not work for remote devices with 

unknown addresses or devices that are not always active. Without Auto Update a more manual process is 

required to update each remote device. The Auto Update feature provides a dramatic scalability improvement for 

organizations that want to deploy devices with many remote and locallocations. In addition to easier and faster 

policy updates Auto Update also provides consistent policy deployments. 

• Enterprise Operational Integration 

CiscoWorks VMS enables organizations to easily integrate management into their operations. One operational 

need is to replicate policies to multiple locations. The Smart Rules hierarchy addresses this need, by enabling 

administrators to define device groups and implement policy inheritance. For example, an administrator can 

define a device group for the New York sales office and deploy that same policy to ali other sales offices quickly 

and consistently. The Command and Control Workflow feature provides change control and auditing, and is 

particularly important for customers who have separate groups for network and security operations. The solution 

includes processes for generating, approving, and deploying configurations. This can enable security operations 

to define and approve new policies. Network operations can !ater deploy the new policies during their regular 

maintenance window. An audit of the changes can be maintained. 

• Centralized Role-Based Access Control (RBAC) 

Role-based access control enables organizations to scale access privileges. CiscoWorks VMS conveniently uses a 

common ACS logon for users, admin, devices, and applications. CiscoWorks VMS enables different groups to 

have different access rights across different devices and applications. 

• Integrated Infrastructure Management 

Scalability requires that multiple components are managed- notjust firewalls but also VPNs, network- and 

host-based IDS, routers, switches, and so on. CiscoWorks VMS not only manages the security infrastructure, but 

also manages the network infrastructure. Customers benefit from being able to manage these components from 

one solution. Integrated monitoring is also required to see the larger picture. CiscoWorks VMS provides 

integrated monitoring of Cisco PIX and Cisco lOS syslogs, and events from network and host-based IDS, along 

with event correlation. 

_,.. 
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CiscoWorks VPN/Security Management Solution (VMS) Components 

The following table lists CiscoWorks VMS modules and their functions. 

Table 1 

VMSModule Usage 

Management and Monitoring Centers: 

New! • Management Center for PIX Firewalls Configures PIX firewalls 

New! • Management Center for IDS Sensors Configures Network-based IDS 

New! • Management Center for VPN Routers Configures VPN routers 

New! • Monitoring Center for Security Monitors network and host-based IDS events, lOS and PIX 
syslog 

New! • Auto Update Server Permits configurations to be pulled from update server 

New! • Common Services Provides a set of common software and services for the 
Management Centers 

Cisco Secure Policy Manager Configures PIX firewall, lOS firewall; and VPN 

Cisco IDS Host Sensor and Console Configures Host-based IDS, to protect criticai servers 

VPN Monitor Monitors IPSec-based site-to-site and remote access VPN 

Resource Manager Essentials Provides operational management. such as software 
distribution, change audit, syslog analysis 

CD One/ CiscoView Provides graphical device management 

The following provides a summary of each CiscoWorks VMS module. For more detailed information, consult the 

data sheets for the individual modules. 

Management and Monitoring Centers 

The Management and Monitoring Centers are the newest modules in CiscoWorks VMS andare available exclusively 

within VMS. These centers include the Management Center for PIX Firewalls, Management Center for IDS Sensors, 

Management Center for VPN Routers, and Monitoring Center for Security. Common Services provides common 

functionality across the centers. Auto Update Server is used with the Management Center for PIX Firewalls. These 

centers supply multifaceted scalability by offering features such as a consistent user experience, auto update, 

command and control workflow, and role-based access control. 

Figure 1 shows CiscoWorks VMS displayed as a "drawer" in the CiscoWorks dashboard. In the drawer are folders 

for the new Management and Monitoring Centers. 
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Figure 1 

CiscoWorks VPN I Security Management Solution 

VMS is displayed 
as drawer within 
the CiscoWorks 
dashboard. 

The Management 
and Monitoring 
Centers are 
displayed within 
the folders. 

CiscoWorks Management Center for PIX Firewalls 

.. • .. · 
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The CiscoWorks Management Center for PIX Firewalls and Auto Update Server enable the large-scale deployment 

of Cisco PIX Firewalls. The Management Center for PIX Firewalls provides the following features: 

• Smart Rules hierarchy and inheritance 

• User-defined device and customer groups including nesting 

• Global role-based access with administrative privileges per device and customer groups with other CiscoWorks 

products and Cisco Secure ACS 

• Mandatory and default device settings inheritance 

• Workflow deployment to device, directory, or Auto Update Server 

• Look and feel of Cisco PIX Device Manager but with scalability to thousands of PIX firewalls 

• Integration with other CiscoWorks network management software 

• Complete SAFE coverage for centralized management o f Cisco PIX firewalls, including access contrai, VPN, IDS, 

and authentication, authorization, and accounting (AAA) 

Smart Rules is an innovative feature that allows common information including access-rules and settings to be 

inherited for ali firewalls in a device or customer group. Smart Rules allows a user to define common rules once, 

which results in reduced configuration time, fewer administrative errors, and higher device scalability. Using Smart 

Rules, a user can configure a common rule such as allowing ali HTTP traffic once and can apply this rule globally to 

ali firewalls. Smart Rules can also be defined on a device or customer group basis. 
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Management Center for lOS Sensors 

The Management Center for IDS Sensors is used for the configuration of IDS sensors. Network administrators can 

use this module to configure network and switch lOS sensors. Many sensors can be quickly configured using group 

profiles, with the Management Center for lOS Sensors. Additionally, a more powerful signature management feature 

is included to increase the accuracy and specificity of detection. Some prominent features are: 

• Easy-to-use Web-based interface 

• Wizards that walk users through common management tasks 

• Access to the Network Security Oatabase (NSOB)-Provides meaningful information on alarms for users without 

IDS security expertise 

• Ability to define a hierarchy of sensors containing groups and subgroups; ability to configure multi pie sensors 

concurrently using group profiles 

• Support for severa) hundred sensor deployments from each console 

• Use of a robust relational data base to store a high volume of data 

Management Center for VPN Routers 

The Management Center for VPN Routers is used for setup and maintenance of large-scale VPN connections and 

provides users with a point -and- click interface for setting up and deploying connections. This application is intended 

for scalable configuration of site-to-site VPN connections in a hub-and-spoke topology for centralized, multidevice 

configuration and deployment oflnternet Key Exchange (IKE) and IP Security (IPSec) tunnel policies on VPN routers. 

Major features include: 

• Wizard-based interface for the creation of IKE and VPN tunnel policies 

• Hierarchical lnheritance and Smart Rules hierarchy to reflect the organizational and common setup of devices 

and simplified device management 

• IKE-KA (IKE Keep Alive) or generic routing encapsulation (GRE) with Open Shortest Path First (OSPF) and 

Enhanced Interior Gateway Routing Protocol (EIGRP) for failover routing scenarios. 

• Centralized RBAC model allows for centralized management of users and accounts 

Monitoring Center for S~curity 

The Monitoring Center for Security provides integrated monitoring to reduce the number of security monitoring 

consoles, reduce the number of events to monitor, and provide a bigger picture o f security status. 

• lntegràted monitoring is used to capture, store, view, correia te and report on events from many of the devices in 

the SAFE blueprint such as Cisco Network IDS, Switch IDS, Host IDS, firewalls and routers. 

• Event correlation is used to identify attacks that are not easily recognizable from a single event. A flexible 

notification scheme and automated responses to criticai events also aid in quick action. 

• The event viewer can read both real-time and historical events. 

• Events are color-coded and admiriistrators can quickly isolate problems. Administrators can also define 

thresholds and time periods when rules can be triggered to provide notification. 

• On-demand and scheduled reports facilitate ongoing monitoring. 
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Auto Update Server 

The Auto Update Server is the first product in the industry that allows users to implement a "pull" model for security 

and PIX operating system management. Auto Update Server permits remote firewall networks with unprecedented 

scalability. The Auto Update Server allows Cisco PIX firewalls, when used with the Management Center for PIX 

Firewalls, to both periodically and automatically contact the update server for any security configuration, Cisco 

PIX Operating System, and PIX Device Manager (PDM) updates. The Auto Update Server supports the following 

features: 

• Security management of remote Cisco PIX firewalls that use Dynamic Host Control Protocol (DHCP) 

• Automated Cisco PIX OS distribution to groups o f Cisco PIX firewalls 

• Automated Cisco PDM updates to remote firewalls 

• Configuration verification at periodic intervals 

• Automated replacement of inaccurate or tampered configurations 

• New firewalls configured at "boot time" with Cisco.com and the Cisco PIX Management Center 

The Auto Update Server is an indispensable component of any large-scale remote Cisco PIX firewall deployment. 

Auto Update Server is an easy-to-use solution to automatically update ali remote or local firewalls with new 

operating system releases. Cisco is the industry's first vendor to provide this pull model of security policy and 

operating system management. 

Cisco Secure Policy Manager (CSPM) 

Cisco Secure Policy Manager is a scalable, powerful policy-based security management system for Cisco firewalls and 

IPSec VPN routers. CSPM 3.1 introduces severa! features including support for Windows 2000 Server, Windows 

2000 Workstation, improved client/server and network object comment. With Cisco Secure Policy Manager, Cisco 

customers can define, distribute, enforce, and audit network-wide security policies from a centrallocation. CSPM 

provides the following capabilities: 

• Streamlines the tasks of managing complicated network security elements, such as perimeter access control, 

Network Address Translation (NAT) , and IPSec-based VPNs. 

• Dramatically simplifies firewall and VPN deployment in enterprise and service provider networks. 

• Provides simple graphical user interface (GUI) allows administrators to visually define high-level security policies 

for multiple Cisco firewalls and VPN routers. These policies can be distributed throughout the network from a 

centrallocatlon, thus completely ellminating the costly, time-consuming practice of manually implementing 

security configurations on a command-by-command and device-by-device basis. 

• Provides basic system auditing functions, including real-time alarm notification and a Web-based reporting 

system. 

Cisco lOS Host Sensor and Console 

Cisco IDS Host Sensor and Console provides real-time analysis and reaction to network hacking attempts. The Cisco 

IDS Host Sensor and Console can stop known and unknown attacks, including NIMDA and the Code Red Worm 

viroses. Cisco IDS Host Sensor and Console can identify an attack and prevent access to criticai server resources 

before any unauthorized transactions occur. Unlike traditional detection products, Cisco IDS Host Sensor and 
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Console proactively protects the host by evaluating requests to the operating system and the application 

programming Interface (API) before they are processed. Using a blend of "signature" and behavioral techniques, 

Cisco IDS Host Sensor and Console stops attacks. 

Cisco IDS Host Sensor and Console can intercept and validate software calls made lnto the operating system and 

kernel. Calls are matched to a constantly updated data base o f both defined and gene ri c attack behaviors. I f an attack 

is found, preemptive action is automatically taken to protect the system by referencing a policy that is customized to 

the environment. Actions ranging from "Log Event" to "Terminate Process" are taken. Ali activity on the hostis 

seen, and is not impaired by encryption, switched data, or reliance on system log lnformation. The attack data base 

consists of the following types of attack recognition capability: 

• Individual attack-Protects against single hacklng "exploits" by matching known attack behaviors against 

activity in the system OS or applications, for example, MDAC and GetAdmin 

• Generic attack-Protects against a whole category o f hacking "exploits" directed against the operating system 

and applications, covering unknown and known attacks, for example, Buffer Overflow Exploits, Code Red, and 

so forth 

• Resource protection-Prevents malicious access to system resources, including processes, services, registry keys, 

password files, authentication mechanisms, and so forth 

• Shielding and HTTP protocol protection-Provides additional protection for specific applications, for example, 

IIS Web Server (requires additionallicense) 

CiscoWorks VPN Monitor 

CiscoWorks VPN Monitor is a Web-based management tool that allows network administrators to collect, store, and 

view information on IPSec VPN connections for remote-access or site-to-site VPN terminations. Multiple devices can 

be viewed from an easy-to-use dashboard that is configured using a Web browser. This dashboard provides the 

following capabilities: 

• Provides data on system resources related to real-time memory usage, percent CPU usage per device, and aclive 

tunnel and active sessions. This data simplifies the identification of devices with potential performance problems 

and devices with the highest usage. 

• Enables viewing of current and lohg-term packet rates and packet dropped percentage which can aid in 

determining where excess tapacity can be tapped or quickly identify bottlenecks and devices throughput 

problems. 

• Enables identification of the devices with most persistent problems through the event log; key device and VPN 

statistics are evaluated against a set of global and device-specific thresholds, and exceptions are recorded in the 

event log. 

• Provides graphing of key common metrics; device performance comparisons provide a global view of short-term 

trends in VPN performance, enabling administrators to identify problem areas before they become criticai 

failures. 

CiscoWorks Resource Manager Essentials (RME) 

CiscoWorks Resource Ma"nager Essentials provides the operational management for the network. CiscoWorks RME 

allows network managers to perform the following: 

• Quickly build a complete network lnventory '"" '-' ~ ~ ~ ... ..., 
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• Manage device credentials information 

• Monitor and report on hardware, software, configuration, and inventory changes 

• Manage and deploy configuration changes and software image updates to multiple devices 

• Monitor and troubleshoot criticai LAN and WAN resources 

• Quickly identify devices that can be used for VPNs, if upgraded with the appropriate Cisco lOS Software 

• Discover which VPN devices have hardware encryption modules 

• Graphically compare configurations of VPN devices 

• Isolate IPSec-related problems by running customized Syslog reports 

CiscoView (CO One) 

The CiscoView graphical device management application provides dynamic status, monitoring, and configuration 

information for the broad range o f Cisco internetworking products. Cisco View provides a physical view o f a device 

chassis, with color-coding of modules and ports enabling administrators to check status. Monitoring capabilities 

display performance and other statistics. Configuration capabilities allow comprehensive changes to devices, 

provided that users have the proper security access privileges. 

CiscoView features include: 

• Real-time monitoring of key information relating to device performance, traffic, and usage, with metrics such as 

utilization percentage, frames transmitted and received, errors, and a variety of other device-specific indicators. 

• Ability to change device configurations such as IP route, virtual LAN (VLAN), and duplex settings 

• Multiuser access to a single CiscoView server in a Web-based application 

Server Specifications 

Server Hardware 

• IBM PC-compatible computer with 1GHz or faster Pentium processar, 

• Sun UltraSPARC 60 MP with 440 MHz or faster processar 

• Sun UltraSPARCIII (Sun Blade 2000 Workstation or Sun Fire 280R Workgroup Server) 

• CD-ROM drive 

• lOBaseT or faster connection 

• 1 GB minimum memory 

• 9 GB minimum available disk drive space 

• 2 GB virtual memory 

• Color monitor with video card capable of 16-bit 

Server Operating System 

CiscoWorks VMS requires the following operating systems: 

• Windows 2000 Professional. Windows 2000 Server (Service Pack 2) 

• Sun Solaris 2. 7 w Patches: 

- 106327-05 Shared Library Patch for C++ ~r------·-· -· - - -- -
"''"'"' " 1n , .,..., " . 

- 106980-10 Libthread Patch 
· ~ ·~ .... ,~ 
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- 107636-03 X Input and Output Method Patch 

- 107081-11 Motif 1.2.7 and 2.1.1: Runtime Llbrary Patch 

- 108376-03 (1) Open Windows 3.6.1 Xsun Patch 

• Sun Solaris 2.8 w/Patches: 

- 109742 has been replaced by 108528-13 

- 109322 has been replaced by 108827-15 

- 109279 has been replaced by 108528-13 

- 108991 has been replaced by 108827-15 

Client Requirements 

Hardware 

• IBM PC-compatible computer with 300-MHz or faster Pentium 

• Solaris SPARCstation or Sun Ultra 10 

Client Operating System 

• ~dows 98, Windows NT 4.0, or Windows 2000 Server or 

U essional Edition with Service Pack 2 

• Solaris 2. 7, 2.8 

Client Browser 

• Internet Explorer 6.0 or 5.5 with Service Pack 2, on Windows 

2000 Server or Professional Edition, Windows 98, and Windows 

NT4.0. 

• Netscape Navigator 4.79, on Windows 2000 Server or 

Professional Edition and Windows 98. Netscape Navigator 4. 76 

on Solaris 2.7, 2.8. 

Explorer 6.0 or 5.5, but not on Netscape Navigator. 

supporting Internet Explorer The Management Center 

the Monitoring Center for Security are also supported on Netscape 

Navigator. 

Service and Support 

CiscoWorks products are eligible for coverage under the Cisco 

Software Application Service (SAS) program. This service program 

offers customers contract-based 24x7 access to the Cisco Technical 

Assistance Center (TAC), full Cisco.com privileges, and software 

maintenance updates. A Software Application Service contract 

ensures that customers have easy access to the information and 

services needed to stay current with newly supported device 

packages, patches, and minor updates. For further information on 

service and support offerings, contact your local sales office. 

Ordering lnformation 

CiscoWorks VPN/Security Management Solution (VMS) is available 

for purchase through normal Cisco sales and distribution channels 

worldwide. CiscoWorks VMS includes ali the necessary components 

needed for an independent installation on a Microsoft Windows or 

Sun Solaris workstation. 

For More lnformation 

See http://www.cisco.com/warp/publidcdpd/wr2k/vpmnso/prodlit/ 

Email ciscoworks@cisco.com 

CISCO SYSTEMS 
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USA 
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Fax: 408 526-4100 
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Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 
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USA 
www.cisco.com 
Tel: 408 526-7660 
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Cisco Systems, Inc. 
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!122-01 to !129-01 
Singapore 068912 
www.cisco.com 
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Cisco Catalyst 6500 Series lntrusion 

o 

c 
Figure 1 

Cisco IDSM-2 

Detection System (IDSM-2) Services Module 

Cisco integrated network security solutions enable organizations to protect 

productivity gains and reduce operating costs. 

The Cisco IDSM-2 is part of the Cisco 

Intrusion Detection System. lt works in 

concert with the other components to 

efficiently protect your data infrastructure. 

With the increased complexlty of security 

threats, achieving efficient network 

intrusion security solutions is criticai to 

maintaining a high levei of protection. 

Vigilant protection ensures business 

continuity and minimizes the effect of 

costly intrusions. 

For details on the complete Cisco Intrusion 

Detection System, go to www.cisco.com/go/ 

ids 

Cisco integrated network security solutions 

enable organizations to protect their 

connected business assets from threats and 

increase the operating efficlency of 

intrusion protection. Among these 

solutions ls the second generatlon of the 

Cisco lntrusion Detection System (IDS) 

module, the IDSM-2, for the widely 

Cisco Systems, Inc. 

deployed Cisco Catalyst® chassis. With an 

installed base in the hundreds ofthousands, 

the Catalyst chassis ls a logical platform for 

additional services such as firewall, virtual 

private network (VPN) and intrusion 

detection system (IDS) services. 

Recognizing the value of this approach, 

Cisco introduced this second-generation 

module that provides unique benefits to 

customers seeking IDS attack protection. 

Features and Benefits 

The Cisco IDSM-2 offers the following 

features and benefits: 

• Cisco is the only vendar to provide an 

in-switch IDS solution supplying 

access to the data stream via VLAN 

access controllist (VACL) capture 

capable of supporting an unlimited 

number of VLANs 

• Transparent operation via passive, 

promiscuous operation that inspects 

copies of packets via VACL capture and 

Switch Port Analyzer/Remote SPAN 

(RSPAN/SPAN) without exposing the , 

network to performance degradation or~ 
downtime ifthe unit needs maintenance 

because it is not in the 

switch-forwarding path 

CPMI- CO REIOS 
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• One-rack-unit size takes up only a single slot In the Cisco Catalyst chassis making it an effective platform across 

ali Catalyst chassis, from the 3-slot Catalyst 6503 Switch to the largest chassis available, allowlng as many 

modules to be installed simultaneously as desired providing protection for a greater number ofVLANs and traffic 

• 500 megabits per second (Mbps) of IDS inspection provides high-speed packet-examination capabilities and 

allows for more protection of a wider variety of networks and traffic 

• Multiple techniques for capture and actions including SPAN/RSPAN as well as VACL capture combined with 

shunning and TCP resets allows customers to monitor various network segments and traffic while the product 

provides timely action to mitigate threats 

• Uses the same code as the award-winning Cisco IDS network appliances allowing users to standardize on a single 

management technique and makes installation, training, operation, and support simpler and faster while taking 

advantage of Cisco IDS comprehensive attack recognition and signature coverage 

• lmproved management techniques such as support by the Cisco VMS 2.1 security bundle, as well as built-in Cisco 

IDS Device Manager (IDM) and IDS Event Viewer (IEV) local management capabilities and CLI support make 

the IDSM-2 easier to manage and more capable of detecting and responding to threats while alerting operators 

to potential attacks. In addition, the new option makes management of multiple devlces across wide and varied 

networks much simpler 

Technical Specifications 

Cisco IDSM-2 Part Numbers 

WS-SVC-IDS2-BUN-K9 

Cisco IDSM-2 Service Part Numbers 

CON-xxxx-WS-IDSM2-K9 

Service key for "xxxx" in the part number: 

• SNT = 8x5xnext business day 

• SNTE = 8x5x4 hour service 

• SNTP = 24x7x4 hour service 

• OS = 8x5xnext business day 

• OSE = 8x5x4 hour service onsite 

• OSP = 24x7x4 hour service onsite 

Form Factor 

One rack-unit module uses one slot in the Cisco Catalyst 6500 chassis 

Cisco Systems, Inc. 
Ali contents are Copyright C> 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statemen . 
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LEDs and Switches 

Single indicator (LED) 

• OFF-no power 

• YELLOW-booting up/standby 

• GREEN-application is running 

• RED-module fault located 

Shutdown switch used before removing the module from the chassis. 

Hot-Swap Requirements 

Module shutdown required before remova! 

Module insertionlremoval never affects the Cisco Catalyst switch 

Processor 

Pentium 1.13 GHz on main board with lXP on the accelerator 

Operating System 

Red Hat Linux 6.2 

Maximum Number of Modules per Chassis 

Unlimited per chassis 

Traffic Capture Methods 

VACL capture 

SPAN 

RSPAN 

Minimum Code Revision 

Release 4.0 

Features: 

• TCP resets 

• IP logging 

• SME (Signature Micro Engine) 

• IDM 

• NTP Synchronization 

• Local CLI (Command-line Interface) 

• Performance enhancements 

Cisco Systems, Inc. 
Ali contents are Copyright Cl 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Catalyst Supervisor Software Requirements 

Catalyst OS 7.5{1) (minimum) 

Native Cisco lOS Software Release 12.1 (19)E 

Catalyst Supervisor Hardware Options with IDSM-2 

With Catalyst OS 7.5.{1): Supervisor Engine lA 

• Supervisor Engine 1AIPFC2 

• Supervisor Engine 1AIMSFC1 

• Supervisor Engine 1AIMSFC2 

• Supervisor Engine 2 

• Supervisor Engine 2/MSFC2 

With Native Cisco lOS Software Release 12.1{19)E: 

• Supervisor Engine 2/MSFC2 

Performance Metrics 

600 Mbps with 450-byte packets 

Supports up to 5,000 TCP connections per second (new arrivals) 

Supports up to 500,000 concurrent connections 

100% alarm rate 

Catalyst performance not affected by additional VLANs or devices in the Cisco Catalyst chassis 

Fabric Enabled 

Maximum Number of VLANS {802.1q tagging) 

Unlimited 

Failover Protection 

The IDSM-2 is a passive device that has no disruptive effect on the Cisco Catalyst chassis in the event of failure. 

Management 

Cisco IDM and IEV are included with IDSM-2. 

• Cisco IEV PC-based configuration manager (3 devices) 

• Cisco IDM on-board Web browser (1 device) 

• Cisco VMS 2.1 with Security Monitor and IDS Management Center v 1.1 (minimum 20 devices) 

Cisco Systems, Inc. 
Ali contents are Copyright Q 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Physic•l Dimensions 

Occupies any slot in the Catalyst 6000 chassis, andas many IDSM-2 

modules can be lnserted as desired. 

Height: 3.0 em (1.2 in.) 

Width: 35.6 em (14.4 in.) 

Depth: 40.6 em (16 in.) 

Weight: 2.27 kg (5 Ib) 

Operating Environment 

Operating temperature: O to 40"C (32 to 104.5"F) 

Non-operating temperature: -40 to 70"C (-40 to 158"F) 

Operating relative humidity: 10 to 90% (noneondensing) 

Non-operating relative humidity: 5 to 95% (noncondensing) 

Operating and non-operating altitude: sea levei to 3050m 

(10,000 ft.) 

o 

G G .,. I 

, -f--0~() , \ 
Agency Approvals ( \),o :J:)~·~ ~~J. 
Emissions 0 "' Y i_ _ _, 

·-· L "' 
FCC Part 15 (CFR 47) Class A, ICES-003 Class A, EN55 - ~--
A, CISPR22 Class A, AS/NZS 3548 Class A, VCCI Class A with 

UTP eables, EN55022 Class B, CISPR22 Class B, AS/NZS 3548 

Class B, VCCI Class B with FTP cables 

Safety 

CE marking according to UL 1950, CSA 22.2 No. 950, EN 60950, 

IEC 60950, TS 001, AS/NZS 3260 

Export Restrictions 

Cisco IDSM-2 is classified as a "strong eneryption" product and is 

export restricted. For details see: 

http://www.cisco.com/wwl/export/crypto/tool/ 

Addition•l lnform•tion 

For information about the Cisco Catalyst 6500 Switch, see http:// 

www.cisco.com/go/6000 

For information about the Cisco Secure Intrusion Detection System, 

see http://www.cisco.com/go/ids/ 

o CISCO SYSTEMS 
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Sanjose. CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 
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Fax: 408 526-4100 

-® 
European Headquarters 
Cisco Systems International BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
I IOI CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems, Inc. 
I 70 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
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Caveats 

Caveats 
This section includes the following topics: 

• Caveat for Operating a 2.2.0 Sensor with a 2.1 .1 Director 

• Caveats for Operating a 2.2.0 Director with a 2.1.1 Sensor 

• Caveats for nrConfigure 

• Caveats for the sapd Service 

• Caveats for the Security>Advanced>Shunning>Disable Menu Function 

Note Refer to the netranger220-readme.txt file bundled with the NetRanger software for 
last-minute changes and caveats. 

~eat for Operating a 2.2.0 Sensor with a 2.1.1 Director 
V Operating a 2.2.0 Sensor with a 2.1.1 Director is not supported. 

Note It is highly recommended that you upgrade to the 2.2.0 Sensor to take advantage ofthe latest 
enhancements. 

Caveats for Operating a 2.2.0 Director with a 2.1.1 Sensor 

o 

Ifyou operate a 2.2.0 Director with a 2.1.1 Sensor, keep the following issues in mind: 

• The 2.2.0 Director's nrConfigure adds 2.2.0 tokens to the 2.1 .1 Sensor's configuration files. 
These 2.2.0 tokens will be ignored by the 2.1.1 Sensor. 

• The 2.2.0 Director's nrConfigure cannot restart 2.1.1 Sensors due to differences in postofficed 
services. Although the Director does transfer the configuration files, it cannot apply these 
changes and restart the Sensor. To apply any configuration changes, open a Telnet session to the 
2.1.1 Sensor and manually run nrstop and nrstart. 

• Ifyou want to use the 2.2.0 nrConfigure with a 2.1.1 Sensor, you will most likely have to enable 
the fileXferd service on the Sensor. 

To enable this service, Telnet to the Sensor, open the /usr/nr/etc/daemons file in a text editor, 
either add "nr.fileXferd" to the Iist o f daemons or uncomment the "nr.fileXferd" line, save your 
changes and exit the editor, and then run nrstop and nrstart from the command line. 

• Certain 2.2.0 Director menu functions have no effect on a 2.1.1 Sensor, including: 

Security>Daemons>Restart 

Security>Daemons>Stop 

Security>Daemons>Start 

2 NetRanger Version 2.2.0 Release Notes 
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Caveats fo 

Caveats for nrConfigure 
The following are caveats conceming the nrConfigure management tool : 

• You can not run more than one copy ofthe nrConfigure GUI. Ifthis is attempted, error messages 
will be generated. 

• IfnrConfigure crashes the first time you start it, you can restart the GUI without further problems. 

• nrConfigure may freeze i f a remo te machine it is trying to configure is not reachable. Make sure 
that the remote machine is communicating on the network, and try again. 

Caveats for the sapd Service 

o 

I f a logfile contains any errors, sapd may not load it in to the RDBMS, causing sapd to fail and 
generate an error. lfthis happens, follow these steps: 

Step 1 Type nrstop to stop the NetRanger services. 

Step 2 Type the following command to find the name o f the logfile that caused problems: 

more /usr/nr/var/messages.sapd 

Step 3 Delete the logfile, mentioned in the messages.sapd file, from the /usr/nr/var/new 
directory. 

Step 4 Type nrstart to restart the NetRanger services. 

Note When you restart the NetRanger services, it is very likely that you will have duplicate records 
in your database. 

Caveats for the Security>Advanced>Shunning>Disable Menu Function 

o 

The Security>Advanced>Shunning>Disable menu function keeps the managed service from 
communicating with any routers it is controlling. Ifyou invoke this function and then try to 
implement manual shunning, your commands will not be passed to the router. 

Also, any currently shunned networks or hosts will not be removed from the shun list. 

This menu function is norrnally used to temporarily disable managed so you can pass configuration 
commands to the router safely. 

Use the Security>Advancéd>Shunning>Enable menu function to resume shunning. Ifyou reboot 
the Sensor, then the temporary disabling o f shunning is also reset. 

..I:lL:U:' 1 n r-. ~ , ~ ,ll 
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Upgrade lnformation 

Upgrade lnformation 
This section discusses the following topics: 

• Upgrading a Sensor from 2.1.1 to 2.2.0 

• Upgrading a Director from 2.1.1 to 2.2.0 

• Removed Functionality in NetRanger Version 2.2.0 

• Downloading the Sensor and Signature Update 

Upgrading a Sensor from 2.1.1 to 2.2.0 
I f you have an existing 2.1 .1 Sensor and would like to upgrade the software to NetRanger version 
2.2.0, use Table I to guide you in the process. 

Table 1 Upgrading a Sensor from 2.1.1 to 2.2.0 

~e_t_o_2_._2._0_, _b_ut_k_e_e_p_S_o_l_a_ri_s_2_.5_._1* ___________ Upgrade to 2.2.0 

lf you want to keep your 
configuration files: 

Refer to Chapter 3, "lnstallation 
and Configuration" in the 
NetRanger User Guide. 

2 Refer to the "Upgrading Device 
Management (for Cisco routers)" 
section ofChapter 3, "lnstallation 
and Configuration". 

3 Refer to the "Downloading the 
Sensor and Signature Update" 
section o f these Release Notes. 

4 Ifthe Director has also been 
upgraded and its configuration files 
changed, use nrConfigure's lnsert 
Senso r feature to finalize the 
configuration. 

lf you want to create new 
configuration files: 

Refer to Chapter 3, "lnstallation 
and Configuration" in the 
NetRanger User Guide. 

2 Run sysconfig-sensor on the 
Senso r. 

3 Run sysconfig-director on the 
Director, and then use 
nrConfigure's Add Host feature to 
finalize the Sensor upgrade. 

4 Refer to the "Downloading the 
Sensor and Signature Update" 
section ofthese Release Notes. 

and upgrade 
to Solaris 2.6 

Refer to the "Building a Sensor 
o (Optional)" section ofChapter 3, 

"lnstallation and Configuration" in 
the NetRanger User Guide. 

Ifyou want to upgrade your 
Sensor hardware, contact your 
Cisco Sales representative to order 
a Sensor appliance, which runs on 
a customized version of Solaris 
2.6. 

*Solaris 2.5 .1 is not year 2000 compliant. Be sure to install the Y2K patches for Solaris 2.5.1. 

o 

4 NetRanger Version 2.2.0 Release Notes 
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Upgrading a Director from 2.1.1 to 2.2.0 
Ifyou have an existing 2.1.1 Director and would like to upgrade the software to NetRanger version 
2.2.0, use Table 2 to guide you in the process. 

Note NetRanger on AIX 4 .1.x is no longer supported. Contact a Cisco sales representative to 
migrate to Solaris or HP-based 2.2.0 Director. 

Table 2 Upgrading a Director from 2.1.1 to 2.2.0 

lf your 2.1.1 Director is: 

_S_un_S_ol_a_ri_s_S_PA_R_C_2_.5_.1 ______________________ HP-UX 10.10 

Keep Solaris 2.5.1 
and keep configuration 
files* 

r\ want to keep your 
~ration files, refer to 
Chapter 3, "Installation and 
Configuration" in the NetRanger 
User Guide. 

Keep Solaris 2.5.1 and 
create new configuration 
files* 

Refer to Chapter 3, 
"Installation and 
Configuration" in the 
NetRanger User Guide. 

2 Run sysconfig-director on 
the Director. 

3 Use nrConfigure to finalize 
the Director configuration. 

4 To upgrade and configure 
2.1 .1 Sensors, refer to 
Table I ofthese Release 
Notes. 

Upgrade to Solaris 2.6 

Refer to the "Uninstalling the 
Director" section of 
Chapter 3, "Installation and 
Configuration" in the 
NetRanger User Guide. 

2 Upgrade the operating 
system to Solaris 2.6. 

3 Refer to the "Director 
Installation and 
Configuration" section of 
Chapter 3, "Installation and 
Configuration" in the 
NetRanger User Guide. 

4 To upgrade and configure 
2.1.1 Sensors, refer to 
Table I o f these Release 
Notes. 

*Solaris 2.5.1 is not year 2000 compliant. Be sure to instai! the Y2K patches for Solaris 2.5.1. 

Refer to the "Uninstalling the 
Director" section of 
Chapter 3, "Installation and 
Configuration" in the 
NetRanger User Guide. 

2 Upgrade the operating 
system to HP-UX 10.20. 

3 Refer to the "Director 
Installation and 
Configuration" section of 
Chapter 3, "Installation and 
Configuration" in the 
NetRanger User Guide. 

4 To upgrade and configure 
2.1.1 Sensors, refer to 
Table I ofthese Release 
Notes. 

~oved Functionality in NetRanger Version 2.2.0 
~' For NetRanger version 2.2 .0, NetView for AIX support on the Director and licensing have both been 

removed. 
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Downloading the Sensor and Signature Update 

o 

o 

The Sensor Update contains updates to the signatures list, the Sensor's intrusion detection software, 
and the Network Security Database (NSDB). This patch is updated periodically. 

To obtain the Sensor Update Patch, follow these steps: 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

I f you have not already clone so, become a CCO member. 

To become a CCO member, access the following URL: 

http :/ /www.cisco.com/register/ 

and follow the registration instructions. 

Access the following URL: 

http : //www . cisco.com/cgi-bin/tablebuild . pl/nr22-sensor 

Log on with your CCO usemame and password. 

Download the latest readme and either the Solaris SPARC or Solaris x86 Sensor Update 
files. 

For each file, follow the instructions for downloading. You can download via FTP, HTTP, 
or e-mail. 

When you have downloaded ali the files, use the FTP facility to transfer them to the 
Senso r. 

Follow the instructions in the readme file for installing the Sensor update. 

6 NetRanger Version 2.2.0 Release Notes 
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Enhancements 
For the 2.2.0 release ofNetRanger, the following were a top priority: 

• Installation Enhancements 

• Support Enhancements 

• Usability Enhancements 

lnstallation Enhancements 

o 

The following installation enhancement was made for the Sensor: 

• Technician Installation-The Sensor has been repackaged as a hardware/software appliance 
with a simplified setup procedure. The technician will first attach the monitoring and control 
interfaces to the appropriate points on the network. The technician would then temporarily attach 
a monitor and keyboard to the Sensor and start the initialization script. This script will prompt 
for severa! network-related parameters such as IP address, host name, netmask and then severa! 
NetRanger-specific parameters such as host and organization. There are a total o f seven 
questions to answer. In a standard deployment, the security office should provi de answers for the 
technician in advance. 

On the Director, the following enhancements were made: 

• Simplified install with HP OpenView-Clearly outlined steps and procedures for configuring 
OpenView and then installing the NetRanger Director. 

• Interactive Senso r setup wizard-This new wizard allows the operator to easily connect with 
a newly installed Sensor. The wizard asks severa! network-related questions, connects with the 
new Sensor, and then opens nrConfigure with the default configuration. From this point on the 
operator can customize the intrusion detection policy and apply it on the new Sensor. 

• Full-featured configuration manager (see the following section). 

Support Enhancements 

o 
The following enhancements were made to simplify technical support ofNetRanger: 

• The Sensor appliances have easy to understand part numbers: 

NRS-2E (Ethernet) 

NRS-TR (Token Ring) 

NRS-2FE (Fast Ethernet) 

NRS-SFDDI (Single FDDI) 

NRS-DFDDI (Dual FDDI) 

Optional -DM suffix on the above part numbers indicates device management option 
(shunning) 

• Device management for ali network devices is now bundled in a single option package. 

• Sensor migrated to a common platform, with the following characteristics: 

Single or Dual 400 MHz Processor 

100 MHz PCI Bus Monitoring Cards 

_or. c oo ,.,.., , ,..,,..,.. -~-
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• Technology Migration Program-Cisco provides a Technology Migration Program that allows 
customers to trade in oi der hardware for credit against new purchases. There are three 'leveis' of 
trade in. Each levei will be given a certain credit for their Sparc-based Sensor and their 
Pentium-based Sensor. The three leveis oftrade-in are: 

Customers who have purchased WheelGroup products prior to the Cisco acquisition 
effective April 1, 1998. 

Customers that have purchased equipment since the WheelGroup acquisition effective April 
1, 1998. 

Customers who wish to upgrade from a software-only purchase to the new 2.2.0 appliance. 

These three trade-in deals will be available until April 30, 1999. Contact your Cisco sales 
representative for details. 

• SmartNet Support allowing ali six leveis ofCisco support will be available for the Sensors. 
Software App1ication Support with Upgrades will be avai1able for the Director. 

L(Jbility Enhancements 

o 

The following enhancements were made for product usability: 

• The NetRanger User Guide was completely reorganized to reflect the new product configuration. 

• The nrConfigure tool was changed to offer expanded remote configuration services, including: 

Point and click configuration o f Sensors 

Configuration archival and version control 

Sensorrecoverytool 

Remote signature updates 

• The Network Security Database (NSDB), an HTML-based encyclopedia o f network security 
information, is now available. 

• Support for Cisco Routers expanded to the following models: Cisco 1600, Cisco 3600, and Cisco 
7200. 

• Reduced false positive alarm rate by creating a new RecordOfExcludedNetAddress token (an 
enhancement ofthe previous RecordOfExcludedAddress token). The new token allows the 
user to exclude alarms for entire networks by providing a netmask. The new token also allows 
the user to exclude alarms based on whether the network address was the source, or destination 
address for the alarm. 

The RecordOfExcludedAddress token is still supported in NetRanger version 2.2.0. 

• System error messages about logging, communication, and other NetRanger services, are now 
graphically represented on the Director's interface. Users can access the Error information in the 
same way they can access attack Alarm information. 

• NetRanger can now log and alarm on policy violations on a Cisco router via the syslogd service. 
Users can configure the router to send syslogd log files to the Sensor, which can then pass the 
information to the Director for alarm display. 

8 NetRanger Version 2.2.0 Release Notes 
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NetRanger version 2.2.0 contains the following new signatures: 

• 1103 IP Fragments Overlap-Some implementations ofthe TCP/IP IP fragmentation 
re-assembly code do not properly handle overlapping IP fragments. Teardrop is a widely 
available attack tool that exploits this vulnerability. 

• 2153 Smurf-This triggers when a large number o f ICMP Echo Replies are targeted ata 
machine. They can be from one or many sources. This will catch the attack known as Smurf, 
described in the related vulnerability page. Because this attack can come from many sources, 
automatic shunning o f individual hosts is not very effective. I f only one network is being used to 
broadcast the replies, the network can be shunned. 

• 2154 Pingo f Death Attack-This triggers when a large number o f ICMP Echo Replies are 
targeted at a machine. They can be from one or many sources. This will catch the attack known 
as Smurf, described in the related vulnerability page. Because this attack can come from many 
sources, automatic shunning of individual hosts is not very effective. I f only one network is being 
used to broadcast the replies, the network can be shunned. 

• 3001 TCP Port Sweep-This triggers when a large number ofiCMP Echo Replies are targeted 
at a machine. They can be from one or many sources. This will catch the attack known as Smurf, 
described in the related vulnerability page. Because this attack can come from many sources, 
automatic shunning o f individual hosts is not very effective. I f only one network is being used to 
broadcast the replies, the network can be shunned. 

• 3003 TCP Frag SYN Port Sweep-This triggers when a large number o f ICMP Echo Replies 
are targeted at a machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadcast the replies, the network can be shunned. 

• 3005 TCP FIN Port Sweep-This triggers when a large number o f ICMP Echo Replies are 
targeted at a machine. They can be from one or many sources. This will catch the attack known 
as Smurf, described in the related vulnerability page. Because this attack can come from many 
sources, automatic shunning o f individual hosts is not very effective. I f only one network is being 
used to broadcast the replies, the network can be shunned. 

• 3006 TCP Frag FIN Port Sweep-This triggers when a large number o f ICMP Echo Replies 
are targeted ata machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadca,st the replies, the network can be shunned. 

• 301 O TCP High Port Sweep-This triggers when a large number o f ICMP Echo Replies are 
targeted at a machine. They can be from one or many sources. This will catch the attack known 
as Smurf, described in the related vulnerability page. Because this attack can come from many 
sources, automatic shunning o f individual hosts is not very effective. lf only one network is being 
used to broadcast the replies, the network can be shunned. 

• 3011 TCP FIN High Port Sweep-This triggers when a large number o f ICMP Echo Replies 
are targeted at a machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadcast the replies, the network can be shunned. 
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• 3012 TCP Frag FIN High Port Sweep-This triggers when a large number ofiCMP Echo 
Replies are targeted at a machine. They can be from one or many sources. This will catch the 
attack known as Smurf, described in the related vulnerability page. Because this attack can come 
from many sources, automatic shunning o f individual hosts is not very effective. I f only one 
network is being used to broadcast the replies, the network can be shunned. 

• 3015 TCP Null Port Sweep-This triggers when a large number ofiCMP Echo Replies are 
targeted at a machine. They can be from one or many sources. This will catch the attack known 
as Smurf, described in the related vulnerability page. Because this attack can come from many 
sources, automatic shunning o f individual hosts is not very effective. I f only one network is being 
used to broadcast the replies, the network can be shunned. 

• 3016 TCP Frag Null Port Sweep-This triggers when a large number of ICMP Echo Replies 
are targeted at a machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadcast the replies, the network can be shunned. 

• 3020 TCP SYN FIN Port Sweep-This triggers when a large number o f ICMP Echo Replies 
are targeted at a machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadcast the replies, the network can be shunned. 

• 3021 TCP Frag SYN FIN Port Sweep-This triggers when a large number ofiCMP Echo 
Replies are targeted at a machine. They can be from one or many sources. This will catch the 
attack known as Smurf, described in the related vulnerability page. Because this attack can come 
from many sources, automatic shunning o f individual hosts is not very effective. I f only one 
network is being used to broadcast the replies, the network can be shunned. 

• 3030 TCP SYN Host Sweep-This triggers when a large number o f ICMP Echo Replies are 
targeted at a machine. They can be from one or many sources. This will catch the attack known 
as Smurf, described in the related vulnerability page. Because this attack can come from many 
sources, automatic shunning of individual hosts is not very effective. I f only one network is being 
used to broadcast the replies, the network can be shunned. 

• 3031 TCP FRAG SYN HostSweep-This triggers when a large numberofiCMP Echo Replies 
are targeted at a machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadcast the replies, the network can be shunned. 

• 3032 TCP FIN Host Sweep-This triggers when a large number o f ICMP Echo Replies are 
targeted ata machine. They can be from one or many sources. This will catch the attack known 
as Smurf, described in the related vulnerability page. Because this attack can come from many 
sources, automatic shunning o f individual hosts is not very effective. I f only one network is being 
used to broadcast the replies, the network can be shunned. 

• 3033 TCP FRAG FIN Host Sweep-This triggers when a large number o f ICMP Echo Replies 
are targeted at a machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadcast the replies, the network can be shunned. 
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• 3034 TCP NULL Host Sweep-This triggers when a large number o f ICMP Echo Replies are 
targeted at a machine. They can be from one or many sources. This will catch the attack known 
as Smurf, described in the related vulnerability page. Because this attack can 'come from many 
sources, automatic shunning o f individual hosts is not very effective. I f only one network is being 
used to broadcast the replies, the network can be shunned. 

• 3035 TCP FRAG NULL Host Sweep-This triggers when a large number o f ICMP Echo 
Replies are targeted at a machine. They can be from one or many sources. This will catch the 
attack known as Smurf, described in the related vulnerability page. Because this attack can come 
from many sources, automatic shunning o f individual hosts is not very effective. I f only one 
network is being used to broadcast the replies, the network can be shunned. 

• 3036 TCP SYN FIN Host Sweep-This triggers when a Iarge number o f ICMP Echo Replies 
are targeted ata machine. They can be from one or many sources. This will catch the attack 
known as Smurf, described in the related vulnerability page. Because this attack can come from 
many sources, automatic shunning o f individual hosts is not very effective. I f only one network 
is being used to broadcast the replies, the network can be shunned. 

• 3037 TCP FRAG SYN FIN Host Sweep-This triggers when a large number o f ICMP Echo 
Replies are targeted at a machine. They can be from one or many sources. This will catch the 
attack known as Smurf, described in the related vulnerability page. Because this attack can come 
from many sources, automatic shunning o f individual hosts is not very effective. I f only one 
network is being used to broadcast the replies, the network can be shunned. 

• 3106 Mail Spam-Counts number o f Rcpt to: !ines in a single mail message and alarms after a 
user-definable maximum has been exceeded (default is 250). 

• 3107 Majordomo Execute Attack-A bug in the Majordomo program will allow remote users 
to execute arbitrary commands at the privilege levei o f the server. 

• 3108 MIME Overflow Bug-Fires when an SMTP mail message has a MIME "Content-" field 
that is excessively Iong. The token "MimeContentMaxLen" defines the Iongest valid header 
Iength for MIME Content-.. . Header tokens. It defaults to 200 and is settable to any value greater 
or equal to 76. 

• 3109 Q-Mail Length Crash-This signature triggers when an attempt is made to pass an overly 
Iong command string to a mail server. 

• 3221 WWW cgi-viewsource Attack-Triggers when someone attempts to use the 
cgi-viewsource script to view files above the HTTP root directory. 

• 3222 WWW PHP Log Scripts Read Attack-Triggers when someone attempts to use the PHP 
scripts mlog or mylog to view files on a machine. 

• 3223 WWW IRIX cgi-handler Attack-Triggers when someone attempts to use the 
cgi-handler script to execute commands. 

• 3224 HTTP WebGais-Triggers when someone attempts to use the webgais script to run 
arbitrary commands. 

• 3225 HTTP Gais Websendmail-Triggers when someone attempts to use the script 
websendmail to read the password file on a machine. 

• 3226 WWW Webdist Bug-Triggers when an attempt is made to use the webdist program. 

• 3227 WWW Htmlscript Bug-Triggers when an attempt is made to view files above the html 

root directory. \ .._/ 

• 3228 WWW Perfomer Bug-Triggers when an attempt is made to view files above the html __l_ 
root directory. ~~-- · - -
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• 3229 Website Win-C-Sample Buffer Overftow-This signature triggers when an attempt is 
made to access the win-c-sample program distributed with WebSite servers. 

• 3229 WWW LPerformer Bug-This signature triggers when an attempt is made to access the 
win-c-sample program distributed with WebSite servers. 

• 3230 Website Uploader-This signature triggers when an attempt is made to access the 
uploader program distributed with WebSite servers. 

• 3231 Novell convert-This signature triggers when a user has attempted to use the convert.bas 
program included with Novell's web server to illegally view files. 

• 3232 WWW finger attempt-This signature triggers when an attempt is made to run the 
finger.pl program via the HTTP server. 

• 3233 WWW count-cgi Overftow-This signature triggers when an attempt is made to overftow 
a buffer in the cgi Count program. 

• 3251 TCP Hijacking Simplex Mode-This signature triggers when an attempt is made to 
overftow a buffer in the cgi Count program. 

• 3576 INN Control Message Exploit-This signature triggers when an attempt is made to 
execute arbitrary commands via the control message. 

• 3400 Sunkill-Fires when someone attempts to cause the telnetd server to lock up. This will 
catch the program known as sunkill. 

• 3525 IMAP Authenticate Buffer Overflow-Fires when someone attempts to cause the telnetd 
server to lock up. This will catch the program known as sunkill. 

• 3526 Imap Login Buffer Overflow-Fires when someone attempts to cause the telnetd server 
to lock up. This will catch the program known as sunkill. 

• 3550 POP Buffer Overflow-Fires when someone attempts to cause the telnetd server to lock 
up. This will catch the program known as sunkill. 

• 3550 POP Buffer Overflow-Fires when someone attempts to cause the telnetd server to lock 
up. This will catch the program known as sunkill. 

• 3600 lOS Telnet Buffer Overflow-Fires when someone attempts to cause the telnetd server to 
lock up. This will catch the program known as sunkill. 

• 3601 lOS Command History Exploit-This signature triggers on an attempt to force a Cisco 
router to reveal prior users' command history. 

• 4002 UDP Flood-This triggers when a large number ofUDP packets are directed ata host. This 
will fire when the Pepsi attack is launched across a protected boundary. This signature is also 
indicative o f a UDP port sweep. 

• 4051 Snork-This triggers when a large number ofUDP packets are directed ata host. This will 
fire when the Pepsi attack is launched across a protected boundary. This signature is also 
indicative o f a UDP port sweep. 

• 4052 Chargen DoS--This triggers when a large number o f UDP packets are directed ata host. 
This will fire when the Pepsi attack is launched across a protected boundary. This signature is 
also indicative o f a UDP port sweep. 

• 4150 Ascend Denial ofService-This signature triggers when an attempt has been made to send 
a maliciously malformed command to an ascend router in an attempt to crash the router. 

• 6110 RPC RSTATD Sweep-Triggers when RPC requests are made to many ports for the 
RSTATD program. 
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• 6111 RPC RUSERSD Sweep-Triggers when RPC requests are made to many ports for the 
RUSERSD program. 

• 6112 RPC NFS Sweep-Triggers when RPC requests are made to many ports for the NFS 
program. 

• 6113 RPC MOUNTD Sweep-Triggers when RPC requests are made to many ports for the 
MOUNTD program. 

• 6114 RPC YPPASSWDD Sweep-Triggers when RPC requests are made to manyports for the 
YPPASSWDD program. 

• 6115 RPC SELECTION_SVC Sweep-Triggers when RPC requests are made to many ports 
for the SELECTION_SVC program. 

• 6116 RPC REXD Sweep-Triggers when RPC requests are made to many ports for the REXD 
program. 

• 6117 RPC STATUS Sweep-Triggers when RPC requests are made to many ports for the 
STATUS program. 

• 6118 RPC ttdb Sweep-This signature triggers on an attempt to access the tooltalk database 
daemon on multiple ports on a single host. 

• 6180 rexd Attempt-Triggers when a cal! to the rexd program is made. The remote execution 
daemon is the server responsible for remote program execution. This may be indica tive o f an 
attempt to gain unauthorized access to system resources. 

• 6190 statd Buffer Overflow-Triggers when a large statd request is sent. This could be an 
attempt to overftow a buffer and gain access to system resources. 

• 6191 RPC.tooltalk Buffer Overftow-This signature tires when an attempt is made to overftow 
an internai buffer in the tooltalk rpc program. 

• 6192 RPC mountd Buffer Overflow-This signature triggers on an attempt to overftow a buffer 
in the RPC mountd application. This may result in unauthorized access to system resources. 

Related Documentation 
Use these release notes in conjunction with the following documents : 

• NetRanger User Guide 

o • Regu/atory Compliance and Safety Informationfor NetRanger 
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Cisco Connection Online 

c 

Cisco Connection Online (CCO) is Cisco Systems' primary, real-time support channel. Maintenance 
customers and partners can self-register on eco to obtain additional information and services. 

Available 24 hours a day, 7 days a week, CCO provides a wealth of standard and value-added 
services to Cisco 's customers and business partners. CCO services include product information, 
product documentation, software updates, release notes, technical tips, the Bug Navigator, 
configuration notes, brochures, descriptions o f service offerings, and download access to public and 
authorized files . 

eco serves a wide variety o f users through two interfaces that are updated and enhanced 
simultaneously: a character-based version anda multimedia version that resides on the World Wide 
Web (WWW). The character-based CCO supports Zmodem, Kermit, Xmodem, FTP, and Internet 
e-ma i!, and it is excellent for quick access to information over lower bandwidths. The WWW version 
ofCCO provides richly formatted documents with photographs, figures, graphics, and vídeo, as well 
as hyperlinks to related information. 

You can access CCO in the following ways: 

• WWW: http://www.cisco.com 

• WWW: http://www-europe.cisco.com 

• WWW: http://www-china.cisco.com 

• Telnet: cco.cisco.com 

• Modem: From North America, 408 526-8070; from Europe, 33 1 64 46 40 82. Use the 
following terminal settings: VT 100 emulation; databits : 8; parity: none; stop bits: 1; and 
connection rates up to 28.8 kbps. 

For a copy ofCCO's Frequent1y Asked Questions (FAQ), contact cco-help@cisco.com. For 
additional information, contact cco-team@cisco.com. 

Note Ifyou are a network administrator and need personal technical assistance with a Cisco 
product that is under warranty or covered by a maintenance contract, contact Cisco's Technical 
Assistance Center (TAC) at 800 553-2447, 408 526-7209, or tac@cisco.com. To obtain general 
information about Cisco Systems, Cisco products, or upgrades, contact 800 553-6387, 
408 526-7208, or cs-rep@cisco.com. 

Q umentation CD-ROM 
Cisco documentation and additionalliterature are available in a CD-ROM package, which ships with 
your product. The Documentation CD-ROM, a member ofthe Cisco Connection Family, is updated 
monthly. Therefore, it might be more current than printed documentation. To order additional copies 
o f the Documentation CD-ROM, contact your local sales representative or call customer service. 
The CD-ROM package is available as a single package oras an annual subscription. You can also 
access Cisco documentation on the World Wide Web at http://www.cisco.com, 
http://www-china.cisco.com, or http://www-europe.cisco.com. 

lfyou are reading Cisco product documentation on the World Wide Web, you can submit comments 
electronically. Click Feedback in the toolbar and select Documentation. After you complete the 
form, click Submit to send it to Cisco. We appreciate your comments. 
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This document isto be used in conjunction with the documents listed in the "Related Documentation .. section. 
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Cisco Secure Intrusion Detection Syst 
Technical Overview 

This document provides a technical overview ofthe components, capabilities, and architecture ofthe Cisco Secure Intrusion Detection 

System, formerly known as NetRanger. Intrusion Detection was developed to extend security visibility in to the network and monitor the 

activity ofusers while they are on the network. The Cisco Secure lntrusion Detection System (lOS) augments Cisco's end-to-end security 

solution as a dynamic security component by detecting, responding to, and reporting unauthorized activity from data derived directly from 

the network. 

Cisco Secure Intrusion Detection System Components 

O The Cisco Secure lOS is a real-time intrusion detection security system that includes the Cisco Secure IDS Sensors, stealthy security 

appliances that act as "sniffers," and the Cisco Secure lOS Director, a centralized management console. The Director collects incoming Sensor 

data, translates it, and presents it to security personnel in a map-based and intuitive graphical interface. Users can quickly access additional 

o 

information about the type of attack from the Director's Network Security Database (NSDB). The Director also allows security personnel to 

manage the configuration of remote Sensors. And finally, the Director can manage Sensor data by exporting it to third-party relational 

databases. 

Specific lnformation on Cisco Secure Intrusion Detection System Components 

• Sensor- The Sensor is a network appliance that combines high reliability with installation and maintenance simplicity. Each network 

segment monitored requires a dedicated Sensor, including the Internet, intranets, and extranets. The Sensor appliance is optimized for 

specific data rates and interfaces, such as Ethernet (lOBaseT), Fast Ethernet (lOOBaseT), Token Ring (4 and 16 Mbps), and Fiber Distributed 

Data Interface (FDDI) (Single or Dual mode). lt uses an expert rules-based system engine to distilllarge volumes ofiP network traffic into 

meaningful security events. lt features a unique "three-tiered" attack detection capability to pinpoint unauthorized activity, including, 

Named attacks, General Category attacks, and Extraordinary attacks. The Sensor can also monitor a router's syslogs for security policy 

violations, log the security data, "kill" active TCP sessions, and dynamically manage a router's access control lists to shun intruders 

• Director-The Director provides a map-based graphical interface that provides local, centralized or distributed management for up to 

hundreds o f Sensors across a distributed network. The Director was developed to provide an operations-friendly, point-and-click interface 

for consistent response to security events. lt can also perform other important functions: manage data through third-party tools, access a 

network security database, remotely monitor and manage Sensors, and send event information to a trouble-ticketing system, pager or e-mail 

to alert security personnel when security events occur 

• Post 0./fice- The Post Office is the communications architecture that provides robust, reliable, and efficient communications between Cisco 

Secure lOS Sensors and Cisco Secure lOS Directors. Ali communication is supported by a proprietary, connectionless-based protocol that 

can switch between alternate routes to maintain point-to-point connections 

Public 
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The relationship between these components is illustrated in Figure I. 

Figure I Cisco Secure IDS System Overview 

Director 

o 
Sensor Capabilities 

The capabilities ofthe Sensor are best described as the following: 

• Network sensing 

• Attack response 

• Device management 

Network Sensing 

Network sensing involves the real-time intrusion detection monitoring ofnetwork packets and syslog data from Cisco routers. The Cisco 

Secure IDS intrusion detection process captures and analyzes network packets. It not only analyzes single packets, but it retains state on user 

sessions to detect multiple packet attacks and packet content string matches. The Sensor captures network packets with one of its own 

interfaces, then reassembles and compares this data against a rui e set that indicates typical intrusion activity. 

The high performance ofthe Sensor allows it to scan nearly every packet on a network segment. Therefore, the user is not required to 

c reate profiles and omit signatures, which entails constant and extraordinary knowledge o f the network to ensure that the correct attack 

signatures are enabled. 

O 
When the Cisco Secure IDS analyzes network data, it looks for patterns of misuse. Patterns can be as simple as an attempt to access a 

cific port on a specific host, oras complex as sequences o f operations distributed across multi pie hosts o ver an arbitrary period o f time. 

The first type of pattern is termed an atomic pattem;' the second, a composite pattern. 

The Cisco Secure IDS searches for patterns of misuse by exarnining either the data portion or the header portion of network packets. 

Content-based attacks derive from the data portion, and context-based attacks derive from the header portion. Table I illustrates examples of 

the types of attacks and patterns that Cisco Secure IDS detects. 

Table I Types o f Pattems and Attacks 

Attack 

Context (header) 

Content (data) 

Ato mie 

Ping of death 
Finge r 

MS IE attack 
E-mail attacks 

Pattern 

Composite 

Pon sweep 
• SYN attack 
• TCP hijacking 

Telnet attack 

Public 
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Another way to look at methodology besides content and context attacks, is via the Cisco Secure IDS's sophisticated and effective ... h,.,.,._.,,., .. 
attack detection capability. Examples include: 

o Named attacks -Single attacks that have specific names or common identities 

- Smurf 

-PHF 

- Land 

o General Category attacks-Attacks that keep appearing in new variations with the same basic methodology 

- Impossible IP Packet 

- IP fragmentation 

o Extraordinary attacks-Extremely complicated or multi-faceted attacks 

- TCP hijacking 

- E-mail spam 

The sophistication ofthe Cisco Secure IDS's expert system attack detection allows it to detect General Category attacks on-the-fly even 

as hackers launch new variations to fool security systems. For example there are now many variations ofthe original named "Land" attack 

who ali variations ofthe general category "lmpossible IP Packet." So even as more variations evolve, over time the general category 

sign will detect them. This attack database is managed, tested, and upgraded by a specialized team that includes some ofthe industry's 

most experienced security professionals. 

Because a busy network environment can create false positive alarms, the Cisco Secure IDS Sensor can be fine-tuned on a 

device-by-device basis. For example, i f a network management system was constantly creating alarms while pinging the network, the Cisco 

Secure IDS can be fine-tuned to ignore the specific alarm from that specific address. This capability would not compromise network security 

because the Cisco Secure IDS would still recognize any other alarms from that address. 

Custom Signaturcs 

Users can create custom attack signatures from the Director. These string matching signatures can be used to create a defense for specific new 

attacks or to detect information unique to the user's environment. For example, the user may be concemed that users are sending unsecured 

"proprietary" documents across the Internet. A signature can be created to detect ali instances o f the word "proprietary." 

Attack Response 

After it detects an attack, a Sensor can respond in the following user-configurable ways: 

o Generate an alarm. Alarms are generated by the Sensor, and are typically routed to one or more remote Director systems. 

o Log the alarm event. Ali Sensor log data is written to ftat files, which are either event logs or IP session logs. 

o Record the session to an IP session log to either gather evidence o r an unlawful activity o r to record an intruder's knowledge o f the network. 

This capability is commonly used in conjunction with a "fishbowl" or "honeypot" technique where an intruder is vectored into a "safe" 

o k or server that impersonates important applications or information. 

Note: IP session logs are written only when a certain event or events occur (for example, a connection request from a specific IP address, or 

detection o f a string such as "Confidential"). When these types of conditions are met, the Sensor can be configured to write every incoming 

and outgoing packet to an IP session log for a predefined period oftime. 

o Event logs are continually active, and they can contain alarm, command, and error entries. 

Note: Both event and IP session information can be logged locally on a Sensor system as well as remotely on Director systems; exactly what 

information is sent and where it is sent depends on how each Sensor system is configured. 
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• "Kill" the session by resetting TCP connections. The Sensor can reset individual TCP connections after an attack to elimina te the~· ~:__.V 
Communication between ali other connections continues, thereby decreasing the likelihood of denial-of-service problems that can occur 

after shunning TCP-based attacks. 

• Shun the attack and deny network access. This option includes using the Device Management feature described in the next section. Shunning 

an attack involves reconfiguration and reloading ofthe security filters or access controllist (ACL) o f a Cisco router. This type of automated 

response by the Sensor should be configured only for attack signatures with a low probability of false positive detection, such as an 

unambiguous SATAN attack. A shun can also be manually executed from the Director system in response to an attack or suspicious activity. 

Note: Shunning requires careful review before it is deployed, whether as a set ofautomatic rules or operational guidelines for staff. In case 

an alarm is generated from a criticai host or network, the Cisco Secure IDS can be configured to never shun that host or network. This safety 

mechanism prevents denial-of-service attacks using the Cisco Secure IDS infrastructure. 

Device Management 

Device management is a product feature that allows the Sensor to dynamically reconfigure the ACLs on a Cisco router to shun the source o f 

an attack in real time. This capability greatly enhances the ability ofthe Sensor to secure a network from externai and internai threats and 

Oes the user extensive reach to stop misuse network-wide. 

The Sensor (illustrated in Figure 1-2) uses one ofits network interface cards (NICs) to monitor traffic, and another interface to execute 

commands and communicate with the router. This scenario allows the Sensor to dynamically update the ACLs on the router in response to 

traffic that enters the network. 

Currently, the Sensor is packaged to support Ethernet, Fast Ethernet, Token Ring, and FDDI monitoring interfaces. 1t is important that 

the Sensor be used on a promiscuous mode hub and not on a switched hub. lfused on a switched hub, the Sensor can only "see" traffic ifthe 

switch supports a monitoring or Switched Port Analyzer (SPAN) port. The command interface is always Ethernet. 

Router Syslog Monitoring 

With over two million Cisco routers installed around the world, the ACL is the most prevalent security mechanism used on networks. Because 

they are used to enforce policy, the Cisco Secure IDS Sensor can monitor their system logs for policy violations and send alarms to the 

Director. 

Figure 2 Example Sensor-Network Device Deployment 

o 
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Director Capabilities 

The Director provides centralized command and control o ver the Sensors in an organization 's network. The software-based Director includes 

installation wizards for fast and complication-free installation. From a capabilities perspective, a Director monitors and manages Sensors, 

collects and analyzes network security data, downloads new attack signatures, and facilitates user operation. The Director does not feature 

onboard reporting, because this could compromise its ability to process criticai attack information; consequently, data is exported to 

third-party database and reporting systems. 

Network Security Database 

The Director uses a map-based, color icon method of displaying alarms, allowing the user to drill down and pinpoint the exact alarm and 

analyze its threat potential. The HTML-based Network Security Database is available on the Director to provide an attack description, possible 

countermeasures, and can be customized to include the specific response procedures for the organization. This scenario ensures response 

consistency despi te staff and shift changes. 

Sensor Monitoring 

The Director displays real-time security information sent to it by Sensors. This information is presented via icons drawn on one or more 

network security maps. 

Q irector arranges icons into hierarchical security maps based on the Network Node Management (NNM) user interface ofHP 

Ope e . Users can double-click on an icon to view the next lower "submap" in the hierarchy. The bottom layer ofthe submap hierarchy 

contains Alarm and Error icons, as illustrated in Figure 3. 

Figure 3 Sample Director Alarm lcons 

Each icon, whether it represents a Machine, an Application, or an Alarm, has a state, which is expressed in the form oftextual and graphical 

attributes. The most visible indication o f an icon 's state is its colo r. These colors represent states and alarm leveis, which are defined in Table 2. 

Table 2 Icon Calor, State, and Default Alarm Levei 

lcon Color lcon State Default Alarm Levei 

-oGreen 
çre-l-lo_w ________________ M_a-~-i-n-al----------------2---3----------

Normal 

Red Criticai 4-5 

An icon's color propagares upward through the submap hierarchy. For instance, an Alarm icon that is defined as "Criticai" is red. The 

application that generates a red alarm will turn red to match the Alarm; in turn, the machine that owns the Application will also turn red. 

Every icon in a Director hierarchy also possesses textual attributes, mosto f which are accessible by the use r. Each type o f icon (Machine, 

Application, Alarm) has a different set of attributes. 

Sensor Management 

The Director can remotely manage the configuration ofservices on a Sensor. The application responsible for Sensor management 

is nrConfigure. The signature configuration dialog of nrConfigure is shown in Figure 1-4. Configuring signatures on a remote Sensor is a key 

method for securing a network with the Cisco Secure IDS. 
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Sensor Installation 

The Sensor can be quickly and easily installed by a technician and requires no special training. The Sensor is simply attached to the network 

and the technician enters basic network addressing information via a laptop compu ter. The Director is then programmed to look for the Sensor. 

When it establishes communications, the Sensor first downloads its configuration, which is stored in the Director's Configuration Librarian 

as SENSO R X, VERSION I. The Sensor then begins exporting alarms and can receive commands from the Director. As the Sensor is 

reconfigured, each configuration is given a new version number. 

The Sensor does not require specialized software licensing, and can be moved around the network at will. 

Sensor Recovery 

!f a Sensor goes out o f service, an alarm is immediately displayed by the Director. !f it is determined that the Sensor has failed, a replacement 

Sensor can be delivered to the location and quickly installed. The configuration can be quickly restored via the Configuration Librarian in 

nrConfigure. 

Figure 4 Managing Sensor Actions with nrConfigure 

o 

o 
nrConfigure is a Java-based tool used for remate Sensor configuration and configuration file management. With this tool, a user can change 

tbe configuration files on a remate Sensor, and also manage versions ofthose configuration files . This functionality allows users to keep 

current as well as past configurations. At any point, nrConfigure allows a user to "roll back" a Sensor to a previous configuration. Users can 

easily replicare a specific configuration to one or more Sensors without having to individually configure each one. 
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For any given version ofa Sensor's configuration, nrConfigure allows users to make changes to the following types ofinformation: 

• Communications 

• Data management 

• Device management 

• Director forwarding 

• Event processing 

• Intrusion detection 

• System files 

• Collection o f Sensor Data 

The Director can collect and stage Sensor data using a simple push-pull mechanism: the Cisco Secure lOS writes (pushes) the data into flat 

files, then stages (pulls) the data into a database. The entire process is illustrated in Figure 5. 

Writing to intermediate flat files in this manner provides leveis o f fault tolerance and performance that cannot be achieved when writing 

directly to a database. Data throughput in a distributed application such as the Cisco Secure lOS is constrained only by the weakest link in the 

system. With Cisco Secure IDS's data collection process, data collection is not dependent on (or affected by) database availability or 

peÜ ce fluctuations. 

Figure 5 Sensor Data Collection 

alarms, events 

t 
Director 

logs 

Staging 
area 

GUI 

UNIX 
workstation 

Windows 
workstation 

ThO ctor currently ships with drivers for Oracle and Remedy. However, these drivers can also be configured to write to other databases, 

such as Sybase and lnformix. Example scripts shipped with the Director show how the native bulk load tools ofa database can be easily 

integrated into the Cisco Secure lOS. 

The Director also includes a configurable file management capability that automatically archives event and IP logs, either on a Sensor or 

a Director. Sample file management profiles are provided for both Sensor and Director configurations. 

Analysis of Sensor Data 

The Director can also analyze Sensor data using third-party tools that provide relational database management, report writing, file 

management, and trouble-ticketing functionality. 

As a foundation for custom reports, the Director includes a set o f Sequenced Query Language (SQL) queries that can be easily 

customized or integrated in to any third-party tools. 
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easily generate reports showing the following: 

• Ali alarrns oflevels 4 and 5 occurring in the last 30 days 

• A graph ofWeb server activity over the last 24 hours 

• A table o f ali events in the last 30 days in arder of increasing alarm leveis 

Support for User-Defined Actions 

The Director can generate user-defined actions. A common action is to notify staff members via e-mail messages o r feed data onto third-party 

devices, such as a printer or data base management system. Support for multiple action scripts is also provided. 

Post Office Capabilities 

Cisco Secure IDS services and hosts communicate with one another through the Post Office, including communication between services on 

the same host as well as those across a network. Ali communication is based on a unique three-part address with Organization, Host, and 

Application identifiers, which uniquely identify each Cisco Secure IDS node. 

The proprietary three-part addressing scheme o f the Cisco Secure IDS has the following characteristics: 

Ot can be layered on top of existing network protocols. 

t allows for fault-tolerant connectivity across heterogeneous network architectures. 

• lt addresses a much larger domain than the current 32-bit IP protocol. 

The three-part addressing scheme ofthe Cisco Secure IDS also serves as the basis for a point-to-point protocol that allows for up to 255 

alternate routes between two hosts. This alternate routing protocol automatically switches to the next route whenever the current route fails . 

It also uses a system heartbeat to detect when a connection to the preferred route can be reestablished. A system errar message is generated 

(and logged) whenever a connection goes down, and any packets that were lost during the state transition are resent. 

Another feature that complements alternate routing is the ability to build hierarchies o f Sensor and Director systems through the use of 

message propagation. Instead ofbroadcasting events from a Sensor onto multi pie hosts, information can be sent to a single Director, which 

can then propagate packets onto other platforms defined in its local configuration files . Sensors can propagate rnessages to more than one 

Director, thereby ensuring fault-tolerant communication. 

Figure 6 illustrates this concept through a simple hierarchy of Director machines. 

In addition to providing performance benefits and fault tolerance, distribution hierarchies can sirnplify system management. For example, 

local Director machines might be responsible for monitoring from 9 A.M. to 5 P.M. and then transfer contrai onto a central Director every 

evening. 

Figure 6 Director Hierarchy Based on Message Propagation 

o 
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Cisco Secure lntrusion Detection System Architecture 

Sensors, Directors, and the Post Office each have separa te operational components, called daemons or services. Beca use each major Cisco 

Secure IDS function is accomplished by a separate service, the results are a security system that is fast, durable, and scalable. 

The services, illustrated in Figure 7, are defined as follows: 

• sensord/packetd- Both ofthese services provide intrusion detection. sensord is used when a Sensor is cooperating with a network device 

that supports copy_tollog_to functions (which sends copies o f captured packets to the Sensor); packetd is used when the Sensor itself is 

capturing packets directly from the network. 

• Loggerd- This service is the logging facility ofthe Cisco Secure IDS. Jt is responsible for writing error, comrnand, and alarrn entries to log 

files on the Sensor. 

• sapd-This service provides data and file management. It is responsible for moving log files to database staging areas, off-line archives, 

and other routine processes to prevent file systems from filling up. 

• Postofficed-This service handles communication between Cisco Secure IDS services and Cisco Secure IDS nodes. As illustrated in Figure 

7, when sensord detects unauthorized activity, it signals postofficed; postofficed is then responsible for telling loggerd to start logging, 

alerting smid on the Director, and communicating orders to a router ifthe attack isto be shunned. 

• so ífhis service runs on the Director only, and is responsible for translating Sensor data into meaningful inforrnation for nrdirrnap. 

• nr, ap-This service is responsible for displaying various symbols that represent machines, collections of machines, applications, 

alarrns, and errors on the Director graphical interface. 

• eventd-This service is responsible for maintaining user-defined event notification processes. Users can define what kinds o f alarrns o r other 

events launch an action, usually an e-mail or pager notification. 

• configd-This service provides a mechanism through which nrdirrnap can interface with other services such as postofficed, sensord, and 

managed. In other words, commands on the graphical interface can be executed via the underlying configd service. 

Figure 7 Cisco Secure IDS 2.2.0 Architecture 
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CHAPTER 

Configuring Administrative Control 
Communications 
f-·. 

6 
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Before Cisco Secure Policy Manager can manage a Managed Device, you must 
configure a Policy Distribution Point to communicate with that Managed Device. 
In addition, you must provi de the administrative passwords and other connection 
information required to actually manage that Managed Device. This chapter 
focuses on the constraints that you must consider when defining the settings that 
enable this administrative traffic to flow across your network. 

The following sections describe device-specific settings that you must configure 
before you can manage a Managed Device, as well as those settings that enable 
the generation and distribution o f audit event messages, in the form o f syslog data 
streams. 

Policy Distribution Panel 

OL-0422-04 

The Policy Distribution Point pane! is primarily an informational pane!. lt 
represents the Policy Distribution Point residing on a Cisco Secure 
Policy Manager serve r. The role o f the Policy Distribution Point is criticai to the 
operation of the security system. From this panel, you can disable the Policy 
Distribution Point, which prevents this host from generating and distributing 
commands to any Managed Devices residing on your network. You can also 
enable previously disabled Policy Distribution Points. 
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learn More About Policy Distribution Points 

Within the Cisco Secure Policy Manager system, the Policy Distribution Point 
plays a criticai role. This component performs the following tasks: 

lt discovers a subset o f the existing configuration settings for the Managed 
Devices that it controls. 

• lt accepts the intermediate network policies from the Policy Server Point. 

• It acts as a distributed component o f the security system that generates 
command sets. lt translates the intermediate policies into device-specific 
command sets for each Managed Device that it controls . 

lt acts as a distributed component o f the security system that publishes 
command sets. It publishes the appropriate generated device-specific 
command set to each Ma!l_aged Device that it controls. 

• lt acts as a distributed component o f the security system that provides 
feedback to the system and user. It queries each Managed Device that it 
controls about the device's status with respect to publishing and discovery 
attempts, including successes and problems during a publishing attempt and 
connection problems during discovery. 

These command sets can be published securely using secure protocols, such as 
PIX Secure Telnet, or the Policy Distribution Point can use an IPSec tunnel to 
publish the command sets securely to the Managed Devices that it contrais. 

Because each type ofManaged Device has its own contra! agent within the Policy 
Distribution Point component, a Policy Distribution Point can control more than 
one Managed Device type and multi pie Managed Devices of a specific type. For 
example, a single Policy Distribution Point can contrai three IOS routers and four 
PIX Firewalls if configured to do so. However, in scenarios where a Policy 
Distribution Point controls more than one Managed Device, it is criticai to 
consider the placement o f the primary server o r secondary serve r on which the 
Policy Distribution Point resides in relation to the Managed Devices that you want 
it to control. In addition, some Managed Devices have restrictions with respect to 
which interface(s) in the device can be used to configure them. In such cases, 
considering the limitations ofthe Managed Device can also help you determiii.e 
the correct placement ofPolicy Distribution Points on your network. 

Because the Policy Distribution Point component is installed on ali Cisco Secure 
Policy Manager hosts, you can always alter the way that you want to configure 
your distributed security system. Justas you can enable or disable a Policy 
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Chapter 6 Configuring Administrative Control Communications 
Policy Distribution Panel 

Monitor Point for use as a valid option in configuring your security system, you 
can also enable or disable a Policy Distribution Point. Cisco Secure 
Policy Manager uses the selection o f a Policy Distribution Point to ensure that the 
communication between a selected Policy Distribution Point and the Managed 
Devices that it contrais are permitted. The security policies and IPSec Tunnel 
Groups that enable these communications are automatically generated and 
maintained by Cisco Secure Policy Manager. 

Guidelines for Deploying and Selecting a Policy Distribution 
Point 

Ol-0422-04 

The design ofyour security system deployment should focus on reducing the time 
required to generate and publish command sets to the Managed Devices residing 
on your network, as the publishing act temporarily prevents the Managed Device 
from passing traffic. In addition, this design should focus on quickly monitoring 
data streams about network activity and detecting and notifying the proper 
personnel o f potential security problems. 

You can resolve many issues that can affect your ability to deploy network 
security policies to Managed Devices by carefully planning the placement of 
Policy Distribution Points within your network. The benefits o f careful planning 
and placement include the following: 

• Administrative connections to the Managed Device are guaranteed by the 
security policies that are generated by Cisco Secure Policy Manager to 
enable these connections. 

• Connec.tions to Managed Devices are not lost beca use o f changes to the active 
command set during the publishing operation. 

• Distribution ofthe command sets to the Managed Devices is more secure and 
the distribution time is reduced. 

Because you can have more than one Policy Distribution Point on your network, 
you must consider the selection of a Policy Distribution Point on a per-Managed 
Device basis. The best way to make this selection is to unc\erstaqd the sceparios 
that can be problematic with regard to command distribution and to understand 
the effects o f device-specific changes that you want to make after the initial 
deployment. 
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Selecting a Policy Distribution Point 

You should not arbitrarily select the Policy Distribution Point to control a 
Managed Device. When you define global network policies, it is possible in 
scenarios where you are controlling multi pie Managed Devices to effect changes 
that temporarily disable the required communications between the Policy 
Distribution Point and one or more Managed Devices that it controls . 

The first thing to determine when selecting a Policy Distribution Point is the 
traffic flows for the communications that occur between the Policy Distribution 
Point and ali the Managed Devices that it controls. Next, you must consider the 
other Policy Distribution Points on your network and their required traffic flows . 
lt is imperative that these traffic flows do not cross. 

When such traffic flows cross, they can only cross ata gateway object, which is 
referred to as a concentrating gateway object for the remainder ofthis discussion. 
Ifthat concentrating gateway object is a Managed Device, it identifies a possible 
point o f failure in the publishing o f command sets, as the policies managing that 
gateway object can be altered as well. Since concentrating gateway objects 
represent points along the path between one or more Managed Devices and a 
Policy Distribution Point, these concentrating gateway objects can potentially be 
updated before the farther Managed Devices are provided with command sets that 
reflect the changes on the concentrating gateway object. This case is most likely 
to occur i f you have enabled automatic publishing o f the command sets by 
selecting Automatic under Command Approval in the Options dialog box 
(available on the Tools menu) or in the Command pane! of a specific Managed 
Device. 

The following example presents a simple topology that identifies crossing traffic 
flows from a single Policy Distribution Point. 

Cisco Secure Poli Administrator's Guide: Network Definition 

OL-0422-04 

o 

' 
) 

o 

) 



o 

c 

Chapter 6 Configuring Administrative Control Communications 

OL-0422-04 

Figure 6-1 Simple Traffic Flow Crossing Example 
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In this example, the HQ Router acts as a concentrating gateway object when the 
Policy Distribution Point attempts to publish the generated command sets to the 
routers on Si te A or Si te B. Therefore, the only way to ensure that the traffic flows 
to the Site A and Site B routers are not broken is to publish to those outermost 
Managed Devices before you publish to the HQ Router. 

You can also have crossing traffic flows in topological scenarios that have 
multiple Policy Distribution Points, as illustrated in the following example. 

Cisco Secure Administrator's Guide: Network T 

Doe: 3 7 O 1 



Chapter 6 Configuring Administrative Control Communications 
Policy Distribution Panel 

Figure 6-2 Distributed Trafftc Flow Crossing Example 
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In this case, the traffic flows that you must protect against being terminated are 
the traffic flows between the primary servers and the secondary servers of 
Cisco Secure Policy Manager. This problem only arises in scenarios where you 
have a distributed installation type for Cisco Secure Policy Manager. 

A third, and unsupported, traffic flow crossing also involves a distributed 
installation scenario. In this case, two or more Policy Distribution Points publish 
to different Managed Devices, and one o f the Managed Devices acts as the 
concentrating gateway object·. The following example illustrates this crossing 
traffic flow. 
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Policy Distribution Panel 

Figure 6-3 Distribution of Two Policy Distribution Points Across a 
Concentrating Managed Device 
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In such cases, Cisco Secure Policy Manager does not support the intelligent 
synchronization of command distribution across such concentrating gateway 
objects. In this configuration, PDPa is oblivious to the needs ofPDPb during the 
time that PDPb is publishing the generated command set for Gw2. As a result, 
PDPa could publish command sets that disrupt or disable the ability for PDPb to 
publish command sets to Gw2. 
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Avoiding Losses of Connectivity between a Policy Distribution Point anda 
Managed Device 

When defining your network topology and making modifications to the Managed 
Devices on that network, you must also consider the device-specific settings that 
affect the traffic flows . The following device-specific settings are o f particular 
concem: 

• Administrative interface and IP address changes on a Managed Device. 
I f you specify a different administrative interface o r modify the IP address 
used for the administrative interface at any time after your initial 
configuration, you must define a special security policy that enables the old 
interface to be used to issue the entire command set (because the connection 
may be lost in the middle once the new interface is configured). 

• Administrative password. If you specify a different administrative 
password, such as an enable password, using the Pending Commands option 
in the Command pane! on a Managed Device or using a third-party 
administrative interface, you must make the corresponding change in the 
Control pane! o f the Managed Device in the GUI client before you can 
publish a new command set to the Managed Device. 

• IP address changes on Cisco Secure Policy Manager hosts. Any time that 
you change the IP address used by a host running some component of 
Cisco Secure Policy Manager or select a different Policy Distribution Point 
to control a Managed Device (which is effectively a change in the IP address 
used to manage the Managed Device), youjeopardize the ability ofthe system 
to actually publish the command sets to a Managed Device. These addresses 
are best defined as static IP addresses (not leased via DHCP), and they are 
best left unmodified. 

Ifyou do modify the IP address that Cisco Secure Policy Manager uses to 
publish the commands to a Managed Device (the address in the Control 
pane!) or ifyou select a different Policy Distribution Point to manage a 
specific Managed Device, you must define an intermediate security policy 
that allows the network service selected in the Control pane! to enable both 
the old and the new IP addresses . Otherwise, the connection to the ·Managed 
Device is broken while the Policy Distribution Point is publishing the 
command set that changes from the old address to the new address. 
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Policy Distribution Panel 

Routing rules.Cisco Secure Policy Manager automatically derives the 
routing rules required to ensure that traffic flows between Policy Distribution 
Points and the Managed Devices that they manage. Ifyou override a derived 
routing rule or disable the generation o f derived routing rules, you can 
accidentally cut off the routes used by these required communications. 

Path restriction rules (flow restrictions) . You must ensure that the traffic 
flows required for Policy Distribution Point-to-Managed Device 
communications are not prevented in either direction by a path restriction rule 
defined on a gateway object. 

• Address hiding and static translation rules on Managed Devices. You 
should never define an address hiding rule for a Policy Distribution Point. If 
you must translate the IP address o f a Policy Distribution Point, you must 
define a one-to-one static translation rule. Any changes to the one-to-one 
mapping rui e have the same effect as modifying the IP address o f the Policy 
Distribution Point. Therefore, you must define a temporary security policy for 
each Managed Device managed by the Policy Distribution Point that allows 
that Managed Device to accept the network service used to publish command 
sets from both the old and new alias addresses o f the Policy Distribution 
Point. For more information on defining these temporary security policies, 
see the "Learn More About Managed Devices" section on page 6-12 . 

• Address hiding and static translation rules on unmanaged gateway 
objects. Mapping rules defined on unmanaged gateway objects alonga traffic 
flow between a Managed Device and its Policy Distribution Point translate 
the IP addresses used to manage the communication and disrupt the traffic 
flow. You cannot define -address translation rules that affect the addresses 
used for such communications. Therefore, we strongly recommend that you 
do not define a mapping rule (or have any form ofNAT) defined on an 
unmanaged gateway object residing between your Policy Distribution Point 
host and the Managed Devices that it manages. 

Unmanaged gateway objects that reside between any Managed Devices and 
Policy Distribution Points within your Network Topology tree definition 
cannot have any form o f address translation being performed on these 
unmanaged gateway objects if either the Managed Device or Policy 
Distribution Point resides upstream from them. Unmanaged gateway objects 
matching this configuration will guarantee that the generated command sets 
derived for gateway objects that are managed by Cisco Secure 
Policy Manager are incorrect. These netwo~k services include the network 
services required for Policy Distribution Point-to-Managed Device 
communications. 
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Policy Distribution Panel 

Publishing Generated Command Sets: Ordering Restrictions Example 

Warning 

You can construct network topologies for which you should not use automatic 
command distribution. The problem lies in the order that command sets are 
downloaded to various Managed Devices. The problem occurs when a 
Cisco Secure Policy Manager server attempts to publish command sets to an 
externai Managed Device from behind an internai Managed Device that translates 
the server's real address. In some cases, the automatically downloaded command 
sets can fail and prevent the download o f generated command sets to some 
Managed Devices in the topology. 

The following example assumes that you have a network topology in which you 
have defined three Cisco Secure PIX Firewalls (called Outside Gw, Middle Gw, 
and Inside Gw in this example) and that the Cisco Secure Policy Manager host 
(PDP) that distributes command sets to each o f these Managed Devices resides 
upstream from Inside Gw. Now assume that you have defined a mapping rule on 
either Middle Gw or Inside Gw that performs a one-to-one static translation for 
the addresses o f PDP. 

Figure 6-4 Three PIX Firewa/1 Distribution Ordering Restriction Example 

lnside 
Gw 

Static Translation 
on either 

lnside or Middle 

Middle 
Gw 

Outside 
Gw 

Vou cannot define address hiding rules that hide Cisco Secure · 
Policy Manager hosts from the Managed Devices that they are expected to 
manage. Defining such rules guarantees that the device-specific command 
sets cannot be published to the Managed Devices for which Cisco Secure 
Policy Manager is responsible. 
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' Note 

Policy Distribution Panel 

In this case, i f you distribute the commands to Inside Gw o r Middle Gw before 
you distribute them to Outside Gw, Outside Gw becomes unreachable by PDP. 
Even though the command set generated for Outside Gw understands the static 
translation rule, the command set to be replaced does not. Therefore, Outside Gw 
does not know to allow administrative updates from the translated PDP address. 

The automatic command distribution to Outside Gw fails only when a change 
to the mapping rules occurs on Inside Gw o r Middle Gw. In other words, it can 
occur when you add, detete, or modify an existing mapping rule for the 
Cisco Secure Policy Manager host, PDP. Once you use the manual distribution 
method to change the mapping rules, you can retum to the automatic 
distribution method until a similar change occurs. 

In this example, i f the address o f the PDP is not translated on any Managed 
Devices or it is translated only on Outside Gw, automatic updates would work 
fine, because in that case order does not matter. 

Enabling/Disabling the Policy Distribution Point 

Step 1 

Step 2 

OL-0422-04 

You can enable or disable a Policy Distribution Point that resides on a primary or 
secondary server. Ifyou enable a previously disabled Policy Distribution Point, 
you can use it to generate and publish device-specific command sets to the 
Managed Devices on your network. However, ifyou disable a Policy Distribution 
Point, you can no longer use it to generate and publish device-specific command 
sets to any Managed Devices on your network. In fact, a disabled Policy 
Distribution Point is nota valid option for the Policy Distribution Point box in the 
Control pane! o f the Managed Devices that are managed by 
Cisco Secure Policy Manager. 

To enable or disable the Policy Distribution Point, follow these steps: 

Right-click the primary server icon or the secondary server icon that represents 
the server on which the Policy Monitor Point is running. 
. . 
To view the Policy Distribution pane!, point to Properties, and then click Policy 
Distribution on the shortcut menu. 

Result: The Policy Distribution pane! appears in the View pane. 
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Control Panel 

Step 3 

Step 4 

Step 5 

Chapter 6 Configuring Administrative Control Cornmunications 

To change the availability o f the Policy Distribution Point running on this host, 
select or clear the Disabled box under General Settings. 

When this box is selected, the Policy Distribution Point is disabled. When the box 
is cleared, the Policy Distribution Point can be used to generate and publish 
command sets to the Managed Devices residing on your network. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

Control Panel 

Caution 

From the Control pane!, you can identify those hosts running the Policy 
Distribution Point, Policy Monitor Point, and syslog servers that you want to use 
to control and monitor this Managed Device. You can specify the Telnet and 
enable passwords required to administer this Managed Device. You can also view 
the settings for the associated network service {TCP or UDP port) that 
administrative clients use to communicate with the Managed Device and whether 
you want to use an IPSec tunnel to encrypt such communications. 

Ifyou modify the IP address that Cisco Secure Policy Manager uses to publish 
the commands to a Managed Device (the address in the Control pane!), you 
must define an intermediate security policy to allow the network service 
selected on the Control pane! to that enables both the old and the new IP 
addresses. Otherwise, the connection to the Managed Device is broken while 
the Policy Distribution Point is publishing the command set that changes from 
the old address to the new address . 

learn More About Managed Devices 
The Contrai pane! organizes the configuration settings about communications that 
occur between a Managed Device and two other types ofnetwork objects: 
Cisco Secure Policy Manager hosts and third-party syslog servers. This Managed 
Device represents a gateway object over which you have administrative control , 
and one on which you can use Cisco Secure Policy Manager to enforce global 
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' Note 
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Control Panel 

network policies. A Managed Device accepts commands generated by a Managed 
Device control agent that resides on either the primary server or a secondary 
server on which the Policy Distribution Point for the Managed Device resides. 

The first setting that you can review is the network service used for 
communications between the Managed Device and a 
Cisco Secure Policy Manager host that is acting as the Policy Distribution Point 
for this Managed Device. By default, for a PIX Firewall, this network service is 
PIX Secure Telnet, defined as TCP port 1467. For an lOS router, this network 
service is Telnet, defined as TCP port 23 . For an IDS sensor, this network service 
is postoffice, defined as UDP port 45000. Currently, you cannot reconfigure the 
port settings associated with these network services. In addition, these network 
services are the only network services that are valid for downloading network 
policies to the respective Managed Device. 

As part o f this general setting, you can specify which IP address, and therefore 
which interface, should be used to accept communication requests from 
Cisco Secure Policy Manager hosts. 

For Managed Devices based on the 4.2.4, 4.2.5, and 4.4.1 versions ofthe PIX 
Firewall software, you must specify a Policy Distribution Point that resides 
upstream from the "inside" interface. This Policy Distribution Point server 
does not have to reside on the same network, but for security purposes, it must 
be reachable from the inside interface. In addition, you can use only the PIX 
Secure Firewall network service to manage the PIX Firewall. 

For Managed Devices based on the 5.0 and 5.1 versions of the PIX Firewall 
software, you must specify a Po1icy Distribution Point that resides upstream 
from any interface, except for the "outside" interface. This Policy Distribution 
Point server does not have to reside on the same network, but for security 
purposes, it must be reachable from a non-outside interface. In addition, you 
can use only .the PIX Secure Firewall network service to manage the PIX 
Firewa11. 

For M;maged Devices based on the 5.1 version o f the PIX Firewall software, 
you can specify a Policy Distribution Point server that resides downstream 
from the "outside" interface using PIX Secure Telnet that is passed through an 
IPSec tunnel. In other words, you must define an IPSec Tunnel Group 
definition that has the Policy Distribution Point and the outside interface 
address o f the PIX Firewall as peers in that definition. 
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In any release o f the product, Cisco Secure Policy Manager does not support 
the basic Telnet network service for management ofthe PIX Firewall. 

Next you must specify which Cisco Secure Policy Manager hostis responsible for 
generating and publishing the command sets to the Managed Device. In addition 
to specifying which host will publish the generated command sets to the Managed 
Device, you can specify whether you want to encrypt ali communications that 
occur between the Managed Device and the host acting as its Policy Distribution 
Point. You can define an IPSec tunnel between the Policy Distribution Point and 
the Managed Device, as well as specify the IPSec Tunnel Template you want to 
use when defining the IPSec Tunnel Group that supports this communication. 

However, modifying the settings o f an IPSec Tunnel Group used for Policy 
Distribution Point-to-Managed Device communications can disable the 
communications. For more information on how to modify such an IPSec Tunnel 
Group, see the "Notes for Defining Policy Distribution Point-to-Managed Device 
Tunnels" section on page 6-14. For guidance on selecting the Policy Distribution 
Point that will control a Managed Device, see the "Leam More About Policy 
Distribution Points" section on page 6-2. 

Notes for Defining Policy Distribution Point-to-Managed Device Tunnels 

The tunnel group that supports this communication, as well as the security policy 
abstract that enables the tunnel and permits communications between the 
Managed Device and the Cisco Secure Policy Manager host acting as its Policy 
Distribution Point, is automatically created and applied to the 
Cisco Secure Policy Manager host within the Cisco System Folder o f the IPSec 
Tunnel Groups and Security Policy Enforcement branches under the Network 
Policy tree. 

We also reco/Timend that you never reuse an IPSec template that is used for the 
Policy Distribution Point-to-Managed Device traffic . Instead, you should make 
copies o f the template before you modify any settings. This recommendation 
exists because ifyou change any properties ofthis IPSec template, it would result 
in the generation o f a modified IPSec bootstrap command set for any Managed 
Devices managed by the Policy Distribution Point for which you modified the 
template properties. 
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Control Panel 

lfyou do modify the template used to manage a Managed Device, ali attempts to 
publish the generated command sets to the Managed Devices will fail and the 
following waming message will appear for each affected Managed Device in the 
System Inconsistencies panel when you perform a Save and Update operation: 

(ire) Action(s) required: Change bootstrap settings with new PDP-PEP IPSec 
tunnel settings, then click Approve to publish. (signature=#) 

To resolve this waming message, you must manually update the IPSec bootstrap 
settings for each affected Managed Device (using a 
non-Cisco Secure Policy Manager administrative interface) . After these settings 
are updated for each affected Managed Device, these waming messages will be 
resolved when the command sets are published to each Managed Device. 

I f you accidentally modify this IPSec template, you can perform a Reset 
operation. You will still receive the waming message identified above; however, 
this message will be resolved when you publish the generated command set to the 
affected Managed Device, because the IPSec bootstrap settings have already been 
defined to resolve this issue. 

As a general rule, any modifications to either tunnel peer affects the IPSec 
bootstrap settings, and, therefore, requires that you manually update the IPSec 
bootstrap settings for the Managed Device acting as a peer in the generated IPSec 
Tunnel Group definition under the Cisco Systems Foi der o f the IPSec Tunnel 
Groups branch. Examples o f sue h changes include the following: 

Specifying a new Policy Distribution Point for the Managed Device 

Specifying a new IP address for use as the management address for a 
Managed Device 

• Defining a one-to-one static translation for the Policy Distribution Point 

• Modifying any interface settings o f the Managed Device 

Understanding the Pol icy Distribution Point's Role When Controlling the Managed 
Device 

OL-0422-04 

This section explains the role ofthe Policy Distribution Point in more detail, and 
it provides guidelines for selecting the Policy Distribution Point to use for a 
particular Managed Device. This choice should not be made arbitrarily, because 
it can affect the ability ofCisco Secure Policy Manager to publish command sets 
to multiple Managed Devices. 
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Control Panel 

Lt. 
Caution Ifyou modify the IP address that Cisco Secure Policy Manager uses to publish 

the commands to a Managed Device (the address in the Control pane!), you 
must define an interrnediate security policy that aliows the network service 
selected in the Control pane! to enable both the old and the new IP addresses. 
Otherwise, the connection to the Managed Device is broken while the Policy 
Distribution Point is publishing the command set that changes from the old 
address to the new address. However, you must be especialiy careful when 
using mapping rules on the interrnediate Managed Devices. For more 
inforrnation on the aliowed uses o f mapping rules on interrnediate Managed 
Devices, see the "Caution: Using Mapping Rules that Effect Policy 
Distribution Point Traffic" section on page 6-18. 

' Note 

By default, ali communications between the Policy Distribution Point and a PIX 
Firewali are encrypted using the PIX Secure Telnet network service. However, 
you can use an IPSec tunnel to encryQt ali communications between a Policy 
Distribution Point and any Managed Device, assuming that the Managed Device 
supports IPSec tunnels and that the Cisco Secure Policy Manager host acting as 
the Policy Distribution Point has the Cisco Secure VPN Client software instalied 
and operational. However, i f you chose to enable IPSec tunnels for these 
communications, ali administrative clients that you use to connect to the Managed 
Device must also support IPSec. In addition, you wili have to define an IPSec 
Tunnel Group for those communications and define security policies that perrnit 
IPSec-based communications between each administrative client and the 
Managed Device. 

The Control pane! also enables you to specify those passwords that are required 
to administer the Managed Device . For each PIX Firewali, you must specify the 
enable password. For an lOS router, you must specify both the Telnet and enable 
passwords. The Policy Distribution Point uses these passwords to authenticate to 
the Managed Devices before it downloads the derived network policies. 

You cannot change these passwords in the Control pane!. Instead, you must 
use the Pending Commands option in the Command pane! to change these 
passwords. 

While each Managed Device has only a single Policy Distribution Point, you can 
specify that you want one or more remote hosts to receive the syslog data streams 
generated by the Managed Device. These hosts can either be a Cisco Secure 
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' Note 

p 

Control Pane! 

Policy Manager host that is acting as a Policy Monitor Point or another host that 
runs a syslog server. You can select only one Policy Monitor Point, and as many 
syslog servers as you want. 

The current release o f Cisco Secure Policy Manager does not automatically 
generate the security policies required to permit this syslog traffic to traverse 
Managed Devices. You must manually define and apply any security policies 
required to enable the traversal o f such traffic across a Managed Devi c e. I f the 
target syslog server resides on a network that is directly connected to an 
interface on the Managed Devices, Cisco Secure Policy Manager does 
generate the command set that is required to ensure that the syslog data 
streams are sent to that syslog server. 

Tips Ifyou chose to send the syslog data streams to a host that runs a third-party 
syslog server, you must also define that host in the Network Topology tree and 
add the syslog client/server product type to that host. 

p 
Tips 

By studying and recording audit records based on syslog data streams, the Policy 
Monitor Point enables you to generate and view reports about network and device 
activity, as well as generate e-mail and pager-based notifications about specific 
activities. However, you are not required to specify that you want a Cisco Secure 
Policy Manager host to monitor these data streams. You can also specify that you 
want to distribute these data streams to other hosts that run syslog servers. Many 
administrators use such syslog servers to study audit records for particular usage 
pattems, and they often run additional scripts to study network activity and 
generate usage and departmental billing statistics. 

Beca use syslog data streams use UDP and beca use o f the high volume o f data 
that a Manag'ed Device can generate, we strongly recommend that you locate 
your Policy Monitor Point on the network directly attached to an inside 
interface ofthe Managed Device. For very high volume Managed Devices, we 
recommend that you dedica te a small DMZ network for monitoring purposes. 
You can do this using an internai router or switch or by installing an additional 
interface in the Managed Device and attaching the DMZ network directly to 
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Chapter 6 Configuring Administrative Control Communications 

the Managed Device. This configuration prevents you from flooding your 
networks with UDP packets and offers a more reliable connection for syslog 
data. 

Caution: Using Mapping Rules that Effect Policy Distribution Point Traffic 

Ifyou define a static translation rule for a Policy Distribution Point, you can cause 
a temporary command set publishing problem. The problem results because the 
connection to the Managed Device is broken once the new command set is 
published to the Managed Device because it effectively changes the address of the 
Cisco Secure Policy Manager host by which the current command set is being 
published. 
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In this case, you have two possible solutions to resolve this temporary problem: 

1. Define a temporary policy that allows the administrative network service 
from the old Policy Distribution Point address to the administrative network 
interface in the Managed Devices that use that Policy Distribution Point. You 
only need to define the policy to allow the old IP address because the policy 
that allows the new IP address is automatically generated and applied in the 
Cisco System Folder. After you publish the command sets, remove the 
temporary policy and regenerate/publish the command sets. 

2. Another approach isto use the Prologue option in the Command pane! for the 
affected Managed Devices to specify that you want to accept administrative 
connections manually from the old IP address. After you publish the 
command sets, you can remove the line and republish. 

Task list for the Control Panel 

OL-0422-04 

You can perform the following tasks from the Control pane!. For step-by-step 
procedures on performing a specific task, see the corresponding section. 

• "Modifying the IP Address Setting used to Manage the Managed Device" 
section on page 6-20 

o "Selecting the Policy Distribution Point that Manages a Managed Device" 
section on page 6-22 

o "Requiring that a Managed Device Use an IPSec Tunnel for Administration" 
section on page 6-22 

o "Selecting the Policy Monitor Point Associated with a Managed Device" 
section on page 6-24 

o "Selecting the Syslog Servers Associated with a Managed Device" section on 
page 6-24 

o "SpecifYing the Enable Password used to Administer a Managed Device" 
section on page 6-25 

"Specifying the Telnet Password used to Administer a Managed Dev.ice" 
section on page 6-26 
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• "Viewing the Associated Network Service on a Managed Device" section on 
page 6-27 

• "Viewing the TCP Port used by the Managed Device for Administrative 
Purposes" section on page 6-27 

Modifying the IP Address Setting used to Manage the Managed Device 

' 

You can specify the IP address that a Cisco Secure Policy Manager host acting as 
a Policy Distribution Point uses to contact the Managed Device for the purpose of 
publishing the derived network policies and to obtain status about the Managed 
Device. This IP address must be an IP address assigned to an interface o f the 
Managed Device. This IP address can also be the IP address used by any other 
administrative tools that you use to review the status o f this Managed Device. 

Note For Managed Devices based on 4.x and earlier versions o f PIX Firewall 
software, you cannot assign an IP address that is assigned to the outside 
interface o f a PIX Firewall. The IP address must be assigned to the inside 
interface or one o f the perimeter interfaces. 
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Step 1 

Step 2 

Step 3 

&. 

Control Panel 

To modify the IP address used to connect to the Managed Device, follow these 
steps: 

Right-click the right-click the PIX Firewall icon, lOS Router icon, or the Senso r 
icon for which you want to modify the IP address used to distribute command sets 
to that Managed Device. 

To view the Control panel, point to Properties and click Control on the shortcut 
menu. 

Result: The Control panel appears in the View pane. 

To change the IP address on which the Managed Device listens for requests from 
the Policy Distribution Point and other administrative tools, select the new IP 
address in the IP Address box under General Settings. 

The list o f IP addresses available are those IP addresses that are defined for the 
valid interfaces o f this Managed Device. These addresses are defined in the 
Interfaces pane! o f the selected Managed Device node. By default, the Control 
panel uses the first IP address listed under the first interface attached to an 
upstream network. 

Caution Ifyou modify the IP address that Cisco Secure Policy Manager uses to publish 
the commands to a Managed Device (the address in the Contrai panel), you 
must define an intermediate security policy to allow the network service 
selected on the Control pane! to that enables both the old and the new IP 
addresses. Otherwise, the connection to the Managed Device is broken while 
the Policy Distribution Point is publishing the command set that changes from 
the old address to the new address. 

Step 4 To accept your changes and close the selected pane I, click OK. 

Step 5 To save any .changes that you have made, click Save on the File menu. 
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Selecting the Policy Distribution Point that Manages a Managed Device 

Step 1 

Step 2 

Step 3 

From the Control pane!, you can specify the Policy Distribution Point that is used 
to publish new network policies to the Managed Device. This Policy Distribution 
Point is responsible for generating and publishing network policies to Managed 
Devices, such as the PlX Firewall, lOS router, or lDS sensor. 

To select the Policy Distribution Point used to publish network policy to the 
Managed Device, follow these steps: 

Right-click the PIX Firewall icon, lOS Router icon, or the Sensor icon for 
which you want to select the associated Policy Distribution Point. 

To view the Control pane!, point to Properties and click Control on the shortcut 
menu. 

Result: The Control pane! appears in the View pane. 

To select the host that is running the Policy Distribution Point that you want to 
use, click that host name in the Policy Distribution Point box under Policy 
Distribution. 

This box displays only those primary and/or secondary servers defined under the 
Network Topology tree that have a Policy Distribution Point client/server product 
installed on them. 

lf you installed a standalone Cisco Secure Policy Manager, the Policy 
Distribution Point resides on that primary server. Otherwise in a distributed 
installation, it can reside on either a primary or secondary server, depending on 
which feature sets you chose to instai! on the various hosts. 

Step 4 To accept your changes and close the selected pane!, click OK. 

Step 5 To save any changes that you have made, click Save on the File menu. 

Requiring that a Managed Device Use an IPSec Tunnel for Administration 

From the Control pane! , you can specify that you want the 
Cisco Secure Policy Manager host acting as the Policy Distribution Point to use 
an lPSec tunnel when communicating with the Managed Device, such as a PlX 
Firewall or lOS router. This tunnel can provide additional authentication, as well 
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Step 1 

Step 2 

Step 3 

&. 

as encryption, for sessions that occur between the Managed Device and the Policy 
Distribution Point, providing non-repudiation and data integrity for the network 
policies that are published to the Managed Device. 

To require Cisco Secure Policy Manager to use an IPSec tunnel when 
communicating with the Managed Device, follow these steps : 

Right-click the PIX Firewall icon, lOS Router icon, or the Sensor icon for 
which you want to require the use o f an IPSec tunnel. 

To view the Control pane!, point to Properties and click Control on the shortcut 
menu. 

Result: The Control pane! appears in the View pane. 

To select the IPSec Tunnel Template definition used to connect to the selected 
Managed Device, click that template in the Use secure IPSec with template box 
under Policy Distribution. 

This template must be defined under the IPSec Tunnel Templates branch o f the 
Tools and Services tree . By default, the Policy Distribution Point does not use an 
IPSec tunnel when communicating with the Managed Device. 

Caution For IDS sensors, you can only select IPSec Tunnel Templates that are based 
on manual keys. IDS sensors do not support IKE. 

Step 4 To accept your changes and close the selected pane!, click OK. 

Step 5 To save any changes that you have made, click Save on the File menu. 

Step 6 Before publishing the command set to the Managed Device, you must first 
configure the Managed Device to accept the IPSec tunnel from the Policy 
Distribution Point. To configure the Managed Device, refer to the IPSec Tunnel 
Implementat~on administrator's guide. 
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Control Panel 

Selecting the Policy Monitor Point Associated with a Managed Device 

Step 1 

Step 2 

From the Control pane!, you can specify the Policy Monitor Point that is used to 
monitor the syslog data streams generated by the Managed Device, such as a PIX 
Firewall or lOS router. This Policy Monitor Point studies the syslog data to derive 
higher-level audit records, such as session records. 

To select the Policy Monitor Point used to monitor Managed Device syslog data 
streams, follow these steps: 

Right-click the PIX Firewall icon or lOS Router icon for which you want to 
select a Policy Monitor Point, point to Properties, and click Control on the 
shortcut menu. 

Result: The Control pane! appears in the View pane. 

To select the host that is running the Policy Monitor Point that you want to use, 
click that host name in the Policy Monitor box under Logging. 

This box displays only those primary and/or secondary servers defined under the 
Network Topology tree that have a Policy Monitor Point client/server product 
installed on them. 

Step 3 To accept your changes and close the selected pane!, click OK. 

Step 4 To save any changes that you have made, click Save on the File menu. 

Selecting the Syslog Servers Associated with-a Managed Device 

From the Control pane!, you can specify one or more syslog servers, in addition 
to the Cisco Secure Policy Manager host acting as Policy Monitor Point, that you 
can use to pr?vide additional monitoring o f the syslog data streams generated by 
the Managed Device. 

To select the syslog servers used to monitor Managed Device syslog data streams, 
follow these steps: 

Step 1 Right-click the PIX Firewall icon or lOS router icon for which you want to 
select an associated syslog server, point to Properties, and click Control on the 
shortcut menu. 

Result: The Control pane! appears in the View pane. 

Cisco Secure Policy Manager Administrator's Guide: Network Topology Definition 

Ol-0422-04 

o 

o 



o 

o 

Chapter 6 Configuring Administrative Control Communications 

Step 2 

Step 3 

Step 4 

Control Panel 

To select one or more hosts on which syslog servers are running, click those host 
names in the Syslog Monitors box under Logging. 

This box displays only those hosts defined under the Network Topology tree that 
have a syslog client/server product installed on them. The host or hosts that you 
select must have a syslog application capable o f processing the data streams. For 
instructions on installing and configuring these applications, refer to the 
documentation that carne with those products. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

Specifying the Enable Password used to Administer a Managed Device 

' Note 

Step 1 

Step 2 

Step 3 

OL-0422-04 

From the Control pane!, you can specify the enable password for the selected 
Managed Device. The Policy Distribution Point uses this password to authenticate 
to the Managed Device before it can publish new network policies to that 
Managed Device. 

To specify the enable password used to publish network policies to the Managed 
Device, follow these steps: 

Ali Managed Devices require that you specify the enable password. 

Right-click the PIX Firewall icon, lOS Router icon, or the Sensor icon for 
which you want to specify the enable password. 

To view the Control pane!, point to Properties and click Control on the shortcut 
menu. 

Result: The Control pane! appears in the View pane. 

To specify the enable password, type that password in the Enable password box 
under Authentication. 

The enable password can be up to 16 alphanumeric characters. Also, you can use 
both uppercase and lowercase characters. This password is case sensitive. 
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Contrai Pane! 

Step4 

Step 5 

Chapter 6 Configuring Administrative Contrai Communications 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

Specifying the Telnet Password used to Administer a Managed Device 

' Note 

Step 1 

Step 2 

Step 3 

Step4 

Step 5 

From the Control pane!, you can specify the Telnet password for the selected 
Managed Device. Any administrators who connect to the Managed Device to 
perform any diagnostic tests must first use this password to authenticate to the 
Managed Device. 

To specify the Telnet password used to authenticate to the Managed Device, 
follow these steps: 

Only the lOS router uses (and requires) the Telnet password. However, both 
the PlX Firewall and the lOS router require that you specify the enable 
password. 

Right-click the PIX Firewall icon or lOS Router icon for which you want to 
specify the Telnet password. 

To view the Control pane!, point to Properties and click Control on the shortcut 
menu. 

Result: The Control pane! appears in the View pane. 

To specify the Telnet password, type that password in the Telnet password box 
under Authentication. 

The Telnet password can be up to 16 alphanumeric and special characters; 
however, yo~ cannot use the question mark, space, or colon in the password. You 
can use both uppercase and lowercase characters, because this password is case 
sensitive. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 
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IPSec Panel 

Viewing the Associated Network Service on a Managed Device 

Modifying the network service associated with a Managed Device has no effect 
on the system o r the configuration o f that Managed Device. lt identifies the 
network service that Cisco Secure Policy Manager uses to publish the generated 
command sets to that Managed Device. This network service is also used to retum 
status updates to Cisco Secure Policy Manager about the publishing status. 

For an lOS router, this network service is Telnet on (TCP port 23). For a PIX 
Firewall, this network service is PIX Secure Telnet (TCP 1467). For an IDS 
sensor, this network service is postoffice (UDP 45000). 

O Viewing the TCP Port used by the Managed Device for Administrative Purposes 

o 

Modifying the port used for the network service associated with a Managed 
Device has no effect on the system o r the configuration o f that Managed Device. 
For an lOS router, this network service is Telnet on (TCP port 23). For a PIX 
Firewall, this network service is PIX Secure Telnet (TCP 1467). For an IDS 
sensor, this network service is postoffice (UDP 45000). 

IPSec Panel 
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The IPSec pane! appears on a node that has the IPSec Support option enabled on 
its General pane!. The node can be a gateway object ora 
Cisco Secure Policy Manager host. From the IPSec pane!, you can specify the 
device-specific settings that are used to support different types o f IPSec tunnel 
templates. These settings include the type o f DES cipher that this no de supports. 
In addition, you can specify the device-specific settings required to support an 
IKE authentication scheme when establishing an IPSec session with a valid 
peer.You must specify these settings ifthis node is included in an IPSec tunnel 
group definitíon that is based on a template that uses IKE as the authentication 
mechanism. These settings include the type o f shared secret and the secret's value. 
You must specify these device-specific settings for each IKE authentication 
scheme identified by the templates used in the IPSec tunnel group definitions that 
identify this node as a peer. 
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IPSec Panel 

learn More About IPSec Support on Network Objects 

You must enable IPSec support on ali IPSec peers before you estab li sh IPSec 
tunnel groups that consisto f those peers. A PIX Firewall, IOS router, Cloud, 
generic Router, or Cisco Secure Policy Manager host can act as an IPSec peer. 
Specifying the settings in the IPSec pane! for a IPSec-enabled node prepares that 
node to serve as an endpoint, or peer, in an IPSec tunnel group. 

When you want to define a contrai channel tunnel group, which uses IPSec 
tunnels to communicate between the Policy Distribution Point and a specific 
Managed Device that supports IPSec, you must bootstrap each IPSec-enabled 
Managed Device to ensure that it can act as a peer in that IPSec tunnel group 
definition. While you have to bootstrap the Managed Devices, you do not have to 
bootstrap the Cisco Secure Policy Manager hosts. 

When a Cisco Secure Policy Manager host participates in an IPSec tunnel group, 
it is used to securely publish generated commands sets to a Managed Device, such 
as a PIX Firewall or lOS router. However, for a Cisco Secure Policy Manager host 
to act as an IPSec peer, you must have the Cisco Secure VPN Client software 
installed and operational on the host that is acting as the Policy Distribution Point 
that will be participating in the IPSec tunnel. 

I f this node is not a Cisco Secure Policy Manager host, it must be a gateway 
object that is capable of participating in an IPSec tunnel. As an IPSec-capable 
gateway object, the node can participate in two types o f tunnels : 

• I f the gateway object is a Managed Device, it can participate in an IPSec 
tunnel between the Cisco Secure Policy Manager host that is responsible for 
generating and publishing the device-specific command sets to that Managed 
Device. 

Whether the gateway object is managed or not, it can participate in a tunnel 
between itself and another gateway object, which acts as a peer for a specific 
IPSec session. 

From the IPSec pane! associated with a node, you can specify three types of 
settings related to the use of IPSec by this node: 

• The strongest DES cipher that this node can support when encrypting the ESP 
payload and for encrypting the AH packets 

• The use o f a certifica te authority server by this node 

The details o f the pre-shared keys used by this no de on a per-peer basis 
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IPSec Panel 

In addition, you can discover the properties o f the certificare currently installed 
on this node, ifyou have chosen to use certificares and have previously loaded the 
certificare on this node during the bootstrap process. 

Specifying the DES Cipher 

The DES cipher setting allows you to specify the strongest cipher that this node 
supports for encryption o f IPSec session packets. I f this node type can support 
triple DES, you should select that cipher for this value. Because Cisco IPSec 
products support only DES, and not ali version support triple DES, these two 
ciphers are the only valid ciphers within Cisco Secure Policy Manager. 

When you specify triple DES as the strongest cipher, this value does not mean that 
triple DES will be used by ali IPSec Tunnel Groups in which this node is defined 
as a peer. Ifthe other peers do not support triple DES, this node can still be used 
with IPSec Tunnel Templates that specify standard DES as the cipher. 
Cisco Secure Policy Manager uses this DES cipher setting to perform a 
consistency check to verify that your IPSec Tunnel Group definitions are based on 
IPSec Tunnel Templates that the peers in the group can support. 

For additional information on encryption, ciphers, and how encryption works, 
refer to the Cisco Secure Policy Manager Administra for 's Guide: IPSec Tunnel 
Implementation. 

Enabling Certificate Authority Support 
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Ifyou specify that you want this node to use a certificate authority server for the 
purpose o f refreshing the certificates, Cisco Secure Policy Manager 
automatically creates and applies a security policy that enables HTTP traffic to 
pass between this node and the specified certificate authority server. Before you 
can select a certifica te authority serve r, you must first define that server under the 
Network ToP,ology tree. 

Certifica te authority servers use HTTP as the protocol for renewing and validating 
certificates. They manage data about when the certificates managed by the server 
expire and the rules for automatically refreshing or issuing new certificates to the 
network objects that are subscribers to that certificate authority. In addition, 
certificate authority servers provide support for certificate revocation lists 
(CRLs), which enable you to specify that certain certificates should not be trusted . 
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IPSec Panel 
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I f at some point the selected network object no longer requires access to this 
certificate authority server, you must clear the selection in the Trusted Certificate 
Authority box in the IPSec pane!. 

Specifying the Type of Secret to Use with IKE 

IKE is a protocol that negotiates the parameters required to set up an IPSec tunnel. 
This negotiation protocol is used to determine the common DES cipher and 
establish the initial secret keys for the session. In the IPSec pane!, you can define 
the settings for two types o f IKE negotiations: 

• Negotiations based on a pre-shared secret 

• Negotiations based on a certificate 

Pre-shared keys offer a simple, yet secure, solution for smaller networks because 
they do not require the support o f a public key infrastructure (PKI). Pre-shared 
keys enable you to define a common shared secret to be used by two peers that are 
capable ofusing IKE to negotiate the settings for a specific IPSec session. 
Because IKE periodically negotiates new session keys for use when encrypting 
the network packets o f an IPSec session during that session, pre-shared secrets 
offer a more secure IPSec solution than manual keys, which generate only one 
pai r o f session keys. In addition, because pre-shared keys enabte' you to specify a 
single secret that is shared between each peer pair, the key administration is also 
simpler than that o f IPSec solutions based on manual keys. 

To overcome the day-to-day key administration issues involved in changing 
pre-shared keys in accordance with a strong organizational security policy, you 
can also specify that you want an IPSec-enabled network object to use a digital 
certificate (sometimes referred to as RSA certificate signatures) as the shared 
secret that peers use to authenticate that network object. In this configuration, the 
IPSec-enabled network object publishes its public key to its peers, which use that 
certificate to authenticate that network object. 

Unlike pre-shared keys, certificates enable IPSec peers to authenticate using a 
trusted certificate authority. Because they do not require an IPSec-enabled 
network object to know a pre-shared secret for each ofits peers, digital certificates 
are more scalable, which means they can support larger enterprise networks . 
While digital certificates are more technologically complex than pre-shared keys 
and they require the support o f a PKI within your organization (including the 
purchase o f a certifica te from a trusted certification authority), they also offer a 
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IPSec Panel 

more secure method o f authentication beca use the certificates can be configured 
to expire at which time new certificates can be issued automatically by a 
certificate authority server. 

Discovering Certificate lnformation 

I f you have previously configured this no de to use a certificate when performing 
IKE negotiations, you can discover the properties o f that certifica te by clicking 
Disco ver. 

This discovery process queries the node about that certificate and retrieves 
information, such as who issued the certificate, the serial number o f the 
certificate, and the dates for which the certificate is valid. 

You can use this information to ensure that you have the proper certificate loaded 
and to stay abreast o f possible problems, such as expiration. 

Task List for the IPSec Panel 

OL-0422-04 

You can perform the following tasks from the IPSec pane! on an IPSec-enabled 
gateway object, such as a PIX Firewall, lOS router, generic Router, or Cloud, that 
is defined within the Network Topology tree. In addition, ifyou have installed 
Cisco Secure VPN Client software on a Policy Distribution Point that published 
command sets to a Managed Device, you can perform these tasks from the IPSec 
pane! associated with the Cisco Secure Policy Manager host that acts as that 
Policy Distribution Point. For step-by-step procedures on performing a specific 
task, see the corresponding section. 

• "Specifying DES Cipher Settings on the IPSec Pane!" section on page 6-32 

• "Specifying Pre-Shared Secrets for IKE" section on page 6-32 

• "Config~ring a Certificate" section on page 6-34 

• "Discovering Certificate Information" section on page 6-35 
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IPSec Panel 

Specifying DES Cipher Settings on the IPSec Panel 

Step 1 

Step 2 

Step 3 

Step4 

From the IPSec pane!, you can identify the strongest DES cipher that the selected 
node supports. Cisco Secure Policy Manager uses this information to perform 
consistency checks that validate that ali peers in IPSec Tunnel Group definitions 
based on IPSec Tunnel Templates that require specific ciphers can support those 
ciphers. 

To specify the strongest DES cipher that this node can support, follow these steps: 

Right-click the gateway object icon that has IPSec Support enabled in its General 
pane! for which you want to specify the DES cipher support settings, point to 
Properties and click IPSec on the shortcut menu. 

Result: The IPsec pane! appears in the View pane. 

To specify which DES cipher is supported by this node, click that cipher in the list 
o f ciphers in the DES Cipher Support box. 

Two types ofDES ciphers are available, depending on the type ofsoftware that is 
running on the selected node: 

• DES-This option identifies that the no de can support the standard DES 
cipher for IPsec-based communications, including the IKE authentication and 
the ESP paytoads. I f DES is not supported by the peer, the IPSec session 
request fails . Ali peers must, ata minimum, support the standard DES cipher. 

• triple DES-This option identifies that the node can support the triple DES 
cipher. I f a peer does not support triple DES, a node that supports triple DES 
can also support the standard DES cipher for the duration o f a session. 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 

Specifying Pre-Shared Secrets for IKE 

From the IPSec pane!, you can specify a pre-shared secret that is used to perform 
IKE negotiations between the selected node and its IPSec tunnel group peers. 
Cisco Secure Policy Manager uses this secret to generate the device-specific 
commands that enable these pre-shared secrets on this node and its peers . You 
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Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

IPSec Panel 

only need to specify this secret in this pane!, as it is propagated to the IPSec panels 
for the specified peers. In other words, you only have to specify a shared secret on 
one o f the two peer nodes. 

To specify the secrets to share between this node and its peers, follow these steps: 

Right-click the gateway object icon that has IPSec Support enabled in its General 
pane! for which you want to specify the pre-shared keys to use with peers when 
negotiating the IPSec sessions based on IKE, point to Properties and click IPSec 
on the shortcut menu. 

Result: The IPsec pane! appears in the View pane. 

To specify the peer for which you want to define a pre-shared secret between the 
selected no de and that peer, click that peer in the list o f available peers in the 
Tunnel Peers box. 

Result: The Secret shared with peer la bel displays the name o f the selected peer. 

This list contains only those gateway objects and Cisco Secure Policy Manager 
hosts defined under the Network Topology tree that have the IPSec Support option 
selected in the General pane!. 

To specify the secret to share between this node and the peer selected in the 
Tunnel Peers box, type that secret in the Secret shared with peer box . 

This secret identifies a valid secret that can be used by IKE to set up an IPSec 
tunnel between this node and the selected peer. The minimum length for this 
secret value is 8 characters and the maximum length is up to 128 alphanumeric 
characters. You cannot use Tab, Enter, spaces, question marks, or double quotes 
when defining this shared secret. 

For each peer that you want to define a pre-shared secret, repeat Steps 5 and 6. 

To accept your changes and close the selected pane!, click OK. 

To save any ç:hanges that you have made, click Save on the File meriu. 

To generate a new command set that includes the pre-shared secrets required by 
each peer, you must perform a Save and Update operation. 
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IPSec Pane! 

Configuring a Certificate 

p 

From rhe IPSec pane), you can identify that you want the selected nade to be able 
to communicate with a certificate aurhority server that is defined under rhe 
Network Topology tree . Certifica te authority servers use HTTP as rhe protocol for 
renewing and validating certificates. They manage data about when the 
certificates managed by the server expire and the rules for automatically 
refreshing or issuing new certificates to the network objects that are subscribers 
to that certificate authority. In addition, certificate authority servers provide 
support for certificate revocarion lists (CRLs), which enable you to specify that 
certain certificates should not be trusted. 

Tips Cisco Secure Policy Manager creates and applies a security policy that 
permits HTTP traffic to pass between this nade and the specified certificate 
authority server. 

Step 1 

Step 2 

Step 3 

Step 4 

To specify the certificare authority server to use for this nade, follow these steps: 

Right-click the gareway object icon that has IPSec Support enabled in its General 
pane!, point to Properties and click IPSec on the shortcur menu. 

Result: The IPsec pane! appears in the View pane. 

To specify which certifica te authority server to use with this node, click that server 
in the list of certifica te authority servers in rhe Trusted Certifica te Authority 
Server box. 

This value identifies a host defined in the Network Topology tree that has been 
configured to identify a certificare authority server by adding rhe Certificate 
Authority client-server product rype to that host. 

To accept yoJlr changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu. 
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Discovering Certificate lnformation 

Step 1 

Slep 2 

Step 3 

Step 4 

OL-0422-04 

From the IPSec pane I, you can discover specific information about any certificates 
that are installed on a Managed Device that has the IPSec Support option selected 
in the General panel for that Managed Device node. 

To discover the certificate information, follow these steps: 

Right-click the PIX Firewall icon or lOS Router icon that has IPSec Support 
enabled in its General panel and has a previously configured certificate installed 
on that Managed Device for which you want to discover the certificate 
information, point to Properties and click IPSec on the shortcut menu . 

Result: The IPsec panel appears in the View pane. 

To specify that you want to discover the information about the certificates used by 
this node, click Discover. 

Result: The Discovery dialog box appears with the IPSec box selected under the 
Discovery Selections box. 

To discover the certifica te information and other IPSec settings for this node, click 
Discover. 

Result: The Discovery Status box displays the status o f the device discovery, 
including the time remaining before the discovery process aborts its discover 
attempt. When this process is complete, a message stating "Configuration 
completed. The configuration attempt was successful" appears. In addition, the 
Results button appears, which when clicked provides information about the 
discovery in the Discovery Results dialog box. Specifically, the Discovery Results 
dialog box should display the following messages: 

IPSec capability detected. 

• Triple DES capability detected. (This message only appears i f this no de 
supports, triple DES.) 

• # certificates detected. (Where # is the number of certificates discovered on 
this node.) 

To close the Discovery dialog box, click OK. 

Result: The IPSec pane) now displays information about each certificate that was 
discovered. This information is organized on separate subtabs (below the Trusted 
Certificate Authority box) for each certificate that is discovered. 
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AAA 

Step 5 

Step 6 

To accept your changes and close the selected pane!, click OK. 

To save any changes that you have made, click Save on the File menu . 

AAA (authentication, authorization, and accounting) uses TACACS+ and 
RADIUS protocols to seamlessly integrate security features . 

Cisco Secure Policy Manager implements AAA to enforce authentication, 
accounting, and authorization for pass-through and administrative traffic. 
Pass-through traffic passes from a source through a Managed Device to a 
destination. Administrative traffic passes from the Cisco Secure Policy Manager 
host to the Managed Device. 

Learn More About AAA 

This topic provides an overview of AAA (authentication, authorization, and 
accounting) and how Cisco Secure Policy Manager uses the TACACS+ and 
RADIUS protocols to implement AAA. For more information about the AAA 
architecture, see RFC2904 and RFC2989. 

• Authentication identifies users before they are permitted access to the 
network or network services. Authentication provides the method for 
identifying users, including login and password dialog, challenge and 
response, messaging support, and depending on the security protocol 
selected, encryption. 

• Authorization assembles a set o f attribute-value pairs that describe privileges 
for the identified user. These attribute-value pairs are compared to the 
information contained in a TACACS+ or RADIUS server database. 

• Accounting logs the services accessed and the network resources consumed 
by users. Accounting provides the method for collecting and distributing 
information such as user identities, start and stop times, executed commands, 
number o f packets, and number o f bytes. 
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lmplementing and managing a AAA-based security solution is complicated by the 
number o f network elements and the complexity o f the device configuration. 
However, Cisco Secure Policy Manager integrates AAA to replace tedious 
device-level configurations with simple, intuitive, high-level AAA security 
policies. After Cisco Secure Policy Manager is configured to permit AAA, ali 
necessary per-device configurations are generated automatically. 

In the Cisco Secure Policy Manager implementation of AAA, you can enforce 
authentication, accounting, and authorization for pass-through traffic or 
administra tive traffic. Pass-through traffic passes through a Managed Device from 
a source to a destination. Administrative traffic passes from the 
Cisco Secure Policy Manager host to the Managed Device. See the following 
checklists for more information about configuring Cisco Secure Policy Manager 
to authenticate pass-through and administrative traffic. 

o Checklist for Authenticating Pass-Through Traffic, page 6-39. Provides 
information for configuring Cisco Secure Policy Manager to authenticate 
pass-through traffic. 

o Checklist for Authenticating Administrative Traffic, page 6-37. Provides 
information for configuring Cisco Secure Policy Manager to authenticate 
administrative traffic. 

Cisco Secure Policy Manager uses AAA servers and authentication proxies (both 
in the Network Topology tree) and policy to support AAA. The AAA server is a 
host in your topology and runs either TACACS+ or RADIUS services. The 
authentication proxy is the gateway device that communicates between a client 
requesting AAA services and the AAA server. Finally, Cisco Secure 
Policy Manager uses security policies to define which traffic should be 
authenticated. 

Checklist for Authenticating Administrative Traffic 

OL-0422-04 

You can specjfy that a AAA server authenticate administrative traffic between a 
Policy Distribution Point and the Managed Device that it contrais. Using 
authentication information presented by the Policy Distribution Point, the 
Managed Device queries the TACACS+ server. A Managed Device will query the 
TACACS+ servers, in the order they were specified, until an active server is found . 
I f no active server o r match for the username is found, the session request is 
rejected. 
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' Note Only TACACS+ servers can authenticate administrative traffic for a Managed 

Step 1 

Step 2 

Step 3 

Device. 

The following checklist outlines the steps required to authenticate administrative 
traffic . Each step may contain severa! substeps and should be performed in the 
order presented. References to the specific tasks for each step are provided as 
well. 

Set Up the AAA Server 

I f you want to authenticate administrative traffic, you must create a AAA serve r 
in your network topology with the appropriate services. Then, you can configure 
the Managed Devices to accept authenticated administrative traffic . This involves 
performing the following tasks: 

1. Adding the AAA server host to the Network Topology tree (i f it does not 
appear in the tree). 

2. Adding the TACACS+ service to the AAA server host in the Network 
Topology tree. 

For more information, see the following references: 

1. Creating a Host Node, page 4-67 

2. Authentication Server Pane!, page 4-70 

Configure the Managed Device 

For each Managed Device that will receive authenticated administrative traffi c, 
specify the AAA server(s) that will authenticate the administrative traffic. Then, 
manually enter the AAA bootstrap commands. 

For more information, see the "AAA" section on page 6-36 . 

Generate the ·Command Sets 

The command sets are automatically generated when you save and update your 
Cisco Secure Policy Manager configuration. 

IfCisco Secure Policy Manager automatically publishes the command sets to the 
Managed Devices when you click Save and Update on the File menu, you must 
disable this feature before generating the command sets. 

For more information, see the Cisco Secure Policy Manager Admlnistrator 's 
Guide: Policy Developm ent and Enforcement. 
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Step 4 Publish the Commands to the Managed Device 

Publishing the command sets to the Managed Device is a two-step process. 

First, you have to bootstrap each Managed Device manually. Because you have 
configured Cisco Secure Policy Manager to communicate with the Managed 
Device through authenticated traffic, Cisco Secure Policy Manager will 
immediately try to do so. However, the Managed Device has not been configured 
to accept the authenticated traffic . The first step enables the Managed Device to 
accept the authenticated traffic . 

Then, you must publish the command sets to the Managed Device. 

We recommend that you perform the following two steps for each Managed 
Device. Start with the most remote Managed Device and work your way to the 
closest. In this case, remate refers to a Managed Device that is located behind 
another Managed Device from the point o f view o f the Policy Distribution Point. 

1. Bootstrap the Managed Device. 

2. Publish the command set to the Managed Device. 

Repeat Step I and Step 2 for each Managed Device that will accept authenticated 
administrative traffic from Cisco Secure Policy Manager. 

For more information, see the Policy Development and Enforcement 
administrator's guide. 

Checklist for Authenticating Pass-Through Traffic 

OL-0422-04 

You can specify that a AAA server authenticate traffic passing through a Managed 
Device. In this implementation of AAA, a client is the source in a security policy 
abstract that is requesting services through an authentication proxy. An 
authentication proxy is the gateway device that communicates between a client 
and the AAA" server. The AAA server is the host that provides TACACS+ or 
RADIUS services (authentication, authorization, and accounting) . The AAA 
server provides these services as specified by the security policy abstract that 
contains a Use Authentication node. 

The following checklist outlines the steps required to authenticate pass-through 
traffic. Each step may contain severa! substeps and should be performed in the 
order presented. References to the specific tasks for each step are provided as 
well. 
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Step 1 

Step 2 

Step 3 

Chapter 6 Configuring Administrative Control Communications 

Set Up the AAA Server 

I f you want to authenticate pass-through traffic, first you must c reate a AAA 
server in your network topology with the appropriate services. Then, you can 
configure the Managed Devices to accept authenticated administrative traffic. 
This involves performing the following tasks: 

1. Adding the AAA server host to the Network Topology tree (i f it does not 
appear in the tree). 

2. Adding the TACACS+ or RADIUS service to the AAA server host in the 
Network Topology tree. 

For more information, see the following references: 

1. Creating a Host Node, page 4-67 

2. Authentication Server Pane!, page 4-70 

Configure the Managed Device 

You must specify the AAA server(s) that will authenticate pass-through traffic for 
each Managed Device that will serve as an authentication proxy. Then, manually 
enter the AAA bootstrap commands. 

For more information, see the "AAA" section on page 6-36. 

Create Policy 

Although you have defined the AAA server(s) and AAA parameters for each 
Managed Device, you have not yet defined the services that will require 
authentication. The final steps in the process are to create policies that require 
authentication for selected services, generate the device-specific command sets 
for those policies, and publish the command sets to the Managed Devices. 

For more information, see the Cisco Secure Policy Manager Administrator's 
Guide: Policy Development and Enforcement. 

Learn More About the AAA Panel 

In Cisco Secure Policy Manager, AAA support (authentication, authorization, 
and accounting) refers to Managed Devices that use authentication servers (AAA 
servers), either TACACS+ (see the "Leam More About TACACS+ Authentication 
Servers" section on page 4-72) or RADIUS (see the "Learn More About RADIUS 
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Authentication Servers" section on page 4-71 ), to authenticate users on your 
network. While Cisco Secure Policy Manager does not manage the services 
provided by AAA servers (the AAA applications manage those services and the 
user database), you need to be able to distinguish among the services: 

• Authentication requires a requesting user to provi de a username and password 
pair that is used to validate that user's identity. 

• Authorization enables privileges for a requesting user based on profiles that 
define specific privileges. These pro files and privileges are stored in the AAA 
server database . 

Note The Cisco Secure PIX Firewall does not authorize when using 
RADIUS. 

• Accounting logs service requests, providing user-based audit trails . 

Users are authenticated against usernames and group profiles stored on the AAA 
server. Managed Devices are network devices that initiate an authentication 
request to the AAA server whenever a network service request traverses a 
Managed Device. 

An authentication attempt is denied for one o f three reasons: the username is not 
found in the AAA server database, the requesting user provides the incorrect 
username/password pair, or the AAA server is unreachable by the Managed 
Device. 

A Cisco Secure PIX Firewall only considers the first AAA server in the list for 
either type o f authentication. In other words, defining multi pie servers for a 
Cisco Secure PIX Firewall has no effect. I f for any reason the authentication 
attempt fails or times out to that first server, the Cisco Secure PIX Firewall rejects 
that session request. 

However, the Cisco router running Cisco Secure Integrated Software and the 
router runnin'g Cisco lOS software both allow authentication attempts to time out. 
In this case, the AAA serve r is assumed to be unavailable or down. I f the 
authentication attempt times out, the Cisco router running Cisco Secure 
Integrated Software or the router running Cisco lOS software contacts the next 
server in the list. I f the username is not found in the AAA server data base, the 
session request is denied . 

Cisco Secure Policy Manager Administrator's Guide: Network Topology Definition 
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' Note Before you can enable a Managed Device to use a AAA server, you must 

' 

create a Host nade in the Network Topology tree and add either a TACACS+ 
or RADIUS client/server product type to that host. In addition, you must 
bootstrap the Managed Device so that the Policy Distribution Point host can 
authenticate to and administer it. 

In addition, Cisco Secure Policy Manager can use AAA servers to authenticate to 
a Managed Device when publishing commands to that Managed Device. Ifyou 
want a Managed Device to authenticate such administrative traffic, use the 
Contrai pane! o f each Managed Device to define the AAA usemame and password 
that the Policy Distribution Point should use to authenticate to the TACACS+ 
server. 

Note To use AAA to authenticate IPSec-based traffic flows, you must enable xauth 
in the General pane! o f the IPSec tunnel template for IPSec tunnel groups. 

Virtual Addresses and Cisco Secure PIX Firewall 

Cisco Secure PIX Firewall uses virtual addresses during authentication of 
pass-through traffic . Ifyou use a Cisco Secure PIX Firewall as an authentication 
proxy, select HTTP, FTP, or Telnet as the protocol that a client should use to 
initiate AAA services. Ifyou select HTTP or Telnet, Cisco Secure PIX Firewall 
uses a virtual HTTP or Telnet server to intercept the HTTP or Telnet request 
during pre-authentication communications with the client and the AAA server. 

Cisco Secure Policy Manager generates the necessary commands to perrnit the 
authentication traffic between the client and the authentication proxy; however, 
you must specify a virtual address for the virtual server on the 
Cisco Secure PIX Firewall. 

The virtual address identifies the IP address o f the virtual HTTP o r Telnet server 
on the Cisco Secure PIX Firewall. The virtual address is any valid, unused IP 
address that can be routed to the interface o f the Cisco Secure PIX Firewall 
closest to the requesting client. A virtual HTTP server pre-authenticates a user 
who is requesting HTTP services. A virtual Telnet server pre-authenticates a user 
who is requesting Telnet services. 
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Pre-authentication prevents a request from being prematurely denied. In the 
following example, the Web Server requires a user to log in before browsing the 
contents. When the user attempts to browse the address in question, an HTTP 
request is sent from the client (user's computer). The Cisco Secure PIX Firewall 
requests a AAA user name and password. The user provides the user name and 
password, which is sent to the AAA server for authentication. However, because 
the user name and password are sentas part ofthe HTTP traffic, they are also sent 
to the Web Serve r. I f the AAA user name and password do not match the user 
name and password required to log in to the Web Server, the request fails. The 
virtual HTTP server solves this problem by intercepting the HTTP traffic for 
pre-authentication before it can be denied. 

Figure 6-5 and the following discussion illustrate how Cisco Secure PIX Firewall 
uses a virtual HTTP or Telnet server to pre-authenticate a user. 
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Figure 6-5 Authentication of Pass-Through Traffic using a Virtual HTTP Server 
Web Client 

Web Server 
;;; 

AAA Server :ii 

For this scenario, the Cisco Secure PIX Firewall has a basic HTTP server built 
into its framework. This virtual server intercepts HTTP requests from any client 
specified as the source in a security policy with HTTP as the service and Use 
Authentication as the non-terminal action.A typical sequence of events follows: 

1. User browses to Web Server (virtual IP address). The Web Server initiates 
authentication for pass-through traffic. 

2. The virtual HTTP server on the Cisco Secure PIX Firewall intercepts the 
connection and splits the request into two parts: the AAA request (user name 
and password) and the HTTP request (address for Web Server) . 

3. The virtual HTTP server forwards the AAA request to the AAA server. 
Assuming the user name and password are correct, the AAA server tells the 
Cisco Secure PIX Firewall to permit the pass-through traffic . 

4. The virtual HTTP server sends the HTTP request to the Web Server. 

5. The Web Server receives the request for a page, and, knowing that the request 
requires authentication, sends the authentication request to the client. 

6. The user provides the username and password and, assuming it is the correct 
one for the server, browses like normal. 
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' Note The same concept applies to virtual Telnet servers. 

Keep in mind, you should use caution when selecting a virtual address for the 
virtual HTTP o r virtual Telnet serve r. I f a security policy uses the same address 
as the virtual address and that address is on a less secure si de than the destination, 
you must create a NAT rule to permit the traffic to the Cisco Secure PIX Firewall. 

For example, in Figure 6-6, assume that you want the internai server 
(I 0.1 0.1 0.30) to be known as 30.30.30.30 to the outside world. 
Cisco Secure Policy Manager will create the virtual HTTP 30.30.30.30 
command, but it does not create a static mapping rule to map the interna! host to 
the virtual IP address. The traffic from the Web Server to the 
Cisco Secure PIX Firewall will not be routed correctly unless you create the 
following static mapping rui e to map the address o f the Web Server to the virtual 
HTTP address : 

Static Mapping Rufe for Virtual Address 
using address through with mask T r anslate object via interface( s) 

outside 30 .30 .30 .30 30 .30 .30 .30 32 bl 
iíi 

Task List for AAA Panel 

You can perform the following tasks from the AAA pane! on a Managed 
Device.For step-by-step procedures on performing a specific task, see the 
corresponding section. 

"Authenticating Pass-Through Traffic Using a AAA Server" section on 
page 6-47 

• "Authenticating Administrative Traffic Using a AAA Server" section on 
page 6-45 

Authenticating Administrative Traffic Using a AAA Server 
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You can specify that you want a AAA server to authenticate any administrative 
traffic between a Policy Distribution Point and the Managed Device it controls. 
Using authentication information presented by the Policy Distribution Point, the 
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Managed Device queries each TACACS+ server. These TACACS+ servers are 
queried in order, from top to bottom, until an active server is detected or the list 
of servers is exhausted. I f no match is found, the session request is rejected. 

Note Only TACACS+ servers can authenticate administrative traffic for a Managed 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Device. 

To specify which AAA servers should authenticate the administrative traffic used 
to control the Managed Device, follow these steps : 

Right-click the gateway object icon on which you want to specify the TACACS+ 
servers to use for authenticating administrative traffic, point to Properties, and 
then click AAA on the shortcut menu. 

Result: The AAA panel appears in the View pane. 

To specify the TACACS+ server that you want to use to authenticate 
administrative traffic, select that server in the Available AAA Servers box and 
click the Add button that corresponds to the AAA server s for device 
administration box. 

' Note You must specify a AAA usemame and password pair in the Control 
pane I o f the selected Managed Device. This information is used to 
authenticate the Policy Distribution Point to the TACACS+ server. 

Result: The TACACS+ server appears in the AAA servers for device 
administration box. 

To activate the AAA key for' hostname' box, select the server that you just added 
in the AAA servers for device administration box. 

To specify th'e shared secret to be used between the selected Managed Device and 
the selected AAA server, type that key in the AAA key for 'hostname' box. 

This value must contain at least eight alphanumeric character; however, it cannot 
include ?, ",a tab character, ora carriage retum character (the Enter key) . 

For each TACACS+ server that you want to add to the AAA servers for device 
administration box, repeat Steps 2 through 4. 

Clicking Move Up and Move Down, you can order the servers in the list. 
Top-down order determines query order. 
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Step 6 

Step 7 

To accept your changes and close the selected pane! , click OK. 

To save any changes that you have made, click Save on the File menu. 

AAA 

Authenticating Pass-Through Traffic Using a MA Server 

Step 1 

Step 2 

Step 3 

Step4 

Step5 

Ol-0422-04 

You can specify one or more AAA servers defined in the Network Topology tree 
that you want the selected Managed Device to use to authenticate traffic that 
passes through it. The Managed Device queries each AAA server using 
authentication information presented by the requesting user. These AAA servers 
are queried in order until an active server is detected or the listo f servers is 
exhausted. I f no match is found, the session request is rejected. 

To specify which AAA servers should be used to authenticate traffic that traverses 
a Managed Device, follow these steps: 

Right-click the gateway object icon on which you want to specify the AAA 
servers to use for authenticating pass-through traffic, point to Properties, and 
then click AAA on the shortcut menu. 

Result: The AAA pane! appears in the View pane. 

To specify the server that you want to use to authenticate pass-through traffic, 
select that server in the Available AAA Servers box and click the Add button that 
corresponds to the AAA servers for pass-through traffic box. 

Result: The AAA server appears in the AAA servers for pass-through traffic box. 

To activate the AAA key for 'hostname' box, select the serve r that you just added 
in the AAA servers for pass-through traffic box. 

To specify the shared secret to be used between the selected Managed Device and 
the selected J:..AA server, type that key in the AAA key for 'hostname' box. 

This value must contain at least eight alphanumeric character; however, it cannot 
include ?, ", a tab character, or a carriage retum character (the Enter key) . 

For each AAA server that you want to add to the AAA servers for pass-through 
traffic box, repeat Steps 2 through 4. 

Clicking Move Up and Move Down, you can order the servers in the list. 
Top-down order determines query order. 
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Step 6 

Step 7 

Chapter 6 Configuring Administrative Control Communications 

To accept your changes and close the selected panel, click OK. 

To save any changes that you have made, click Save on the File menu. 

-~----~- .. ---·--------------
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Security Monitor Overview 

Monitoring Center for Security (Security Monitor) is part o f the Cisco Works 
family o f applications. lt runs on a Cisco Works Server and provides a web-based 
interface for monitoring a variety of Cisco security devices. Additionally, 
Security Monitor provides the following features: 

• A real-time event viewer 

• Event notification 

• Event reporting 

Event correlation 

Version 1.1 of Security Monitor introduces severa! new features and supports 
Cisco Intrusion Detection System Sensors running 
Cisco Intrusion Detection System software version 4.0. 

C eb-Based Interface 

78-15616-01 

Security Monitor provides a web-based interface, which allows remate access to 
the application. When accessing the Cisco Works Server over an unsecure 
network, you can use CiscoWorks Server SSL connectivity to secure the session. 
Refer to the Cisco Works Common Services documentation for more information 
about using SSL to connect to the Cisco Works Server. 

Using Monitoring Center for Security 
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Supported Devices and Monitored Events 

Supported Devices and Monitored Events 
You can monitor security events from the following Cisco devices: 

Note The Message Format column describes the protocol used to send event data to 
Security Monitor. 

Device Monitored Events Message Format 

Cisco Intrusion IDS events • postoffice 
Detection System Sensor (Cisco Intrusion Detectio 

n System software version 
3.x and earlier) 

• RDEP (Cisco Intrusion 
Detection System 
software version 4.0 and 
la ter) 

Cisco IDS Host Sensor IDS events Syslog 

Cisco lOS router with: IDS subsystem Syslog or postoffice (syslog 

• lOS Firewall events recommended) 

• Cisco Intrusion 

• Detection System 
software 

PIX Firewall All firewall and IDS Syslog 
events 

Real-Time Event Viewer 
Security Monitor Event Viewer provides a near real-time view of security events 
as they occur on your network. Near real-time refers to the slight delay that may 
occur as events are detected by your network devices and then propagated to your 
Security Monitor server. In most cases, this delay is negligible. 

1.1 
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Event Viewer provides a tabular view o f the incoming event data. The data is 
arranged in a hierarchal tree that allows you to drill down quickly to isolate 
problems and find trends in the event data. You can sort the view based on the 
various elements o f the data, sue h as signature name. The ability to drill down and 
reorder the data provides a basic means to perform real-time event correlation. 

Event Viewer also provides access to tools that provide additional security 
information. You can select groups of events to display as a graph. You can 
resolve IP addresses within events to hostnames. You can launch the Network 
Security Database to provide details about a signature. And, for some events, you 
can display "context" data, such as the traffic that actually triggered the event. 

\ 
EVent Notification 

f 

Using Event Rules, you can configure Security Monitor to send e-mail 
notifications when specific criteria are met. You can also use Event Rules to 
trigger custom scripts. Security Monitor does not support pager notifications 
directly; however, you can use pager notifications i f you have an e-mail gateway 
to your paging system. 

You can use Event Rules to create simple rules that provide notifications when a 
single event occurs. However, you gain their main benefit by using logical 
operators to create complex rules . These operators allow you to correlate the 
events or conditions that trigger the notification. You can also set thresholds that 
allow you to specify the number o f times the cri teria must be met before the 
notification is triggered. Using thresholds allows you to distinguish between 
purposeful events and random occurrences. 

Event Reporting 

78-15616-01 

Event reporting provides a snapshot view o f security events on your network. 
Report filters, such as dates and event type, allow you to refine the information 
shown in the report. You can run reports on-demand or schedule them to be run 
regularly. By default, reports are stored in the database. However, you can export 
the report to an HTML file or send the report to one or more recipients through 
e-mail. 

Us 
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Event Correlation 
Security Monitor supports basic event correlation through the Event Viewer, 
Event Rule, and Reporting subsystems. 

When you start the Security Monitor Event Viewer with the setting to view "All 
IDS Alarms", you see the IDS alarms from all monitored devices . Reordering the 
columns in the Event Viewer provides you with a flexible view of event data, and 
multiple ways to correlate those events. You can then reorder the columns in the 
Event Viewer to corre late the events by specific attributes, such as source address, 
signature name, and so on. For example, by grouping the events in the Event 
Viewer by source address, signature name, and then by device, you can determine 
which devices detected a specific event from a specific source . 

. . 

In the same manner, you can filter the reports to provide you with a correlated, 
snapshot view o f your event data. Filter options include source and destination 
addresses o f the events, device detecting the event, signature the event matched, · 
and so O!J.. These reports can be scheduled or produced on-demand, and can 
include information from all the monitored devices. They can also be run for a 
specific range o f dates to provide a historical view o f the data. 

Event Rules provide an even more flexible manner of event correlation by 
allowing you to create logical relationships between the IDS events produced by 
all monitored devices, and then to send e-mail notifications or run a custam script 
based on the relationships that you define . 

Note Security Monitor does not provide correlation ofnon-IDS syslog events with IDS 
events using Event Rules . 
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New Features in Security Monitor 1.1 
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The following new features have been added to Security Monitor 1.1: 

Support for Cisco Intrusion Detection System software version 4.0. 
Cisco Intrusion Detection System software version 4.0 uses RDEP (Remote 
Data Exchange Protocol), a proprietary HTTP-based protocol, instead o f the 
postoffice protocol. 

o The ability to import Cisco Intrusion Detection System Sensor 
communication settings from a remote Management Center for IDS Sensors 
(IDS MC) server. 

o The ability to graph event viewer data. 

o The ability to use view statistics about the subcomponents o f sensors running 
Cisco Intrusion Detection System software version 4.0. 
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Defining and Viewing Reports 

You can access the reporting features that are available in Monitoring Center for 
Security (Security Monitor) from the Reports tab. You can generate and view 
reports about network activities monitored by sensors on your network. The 
reports include summary reports about alarms, sources, destinations, or a specific 
sensor on your network. By default, ali events monitored by a sensor are retained 
by Security Monitor. Therefore, unless you delete events from the database, you 
can generate reports based on ali recorded activities. 

I f the desired event is not being generated, verify that the senso r signature setting 
that corresponds to the event is enabled. Sensors generate events for only those 
signatures that are enabled. These events are then received by the 
Security Monitor server. 

You can also generate audit reports. The audit reports provide information about 
system events. The foliowing sections describe the types of reports and how to 
generate and access reports: 

• Understanding the Types of Reports, page 6-2 

Scheduling and Generating Reports, page 6-5 

• Viewing Reports, page 6-7 

Exporting a Report, page 6-7 

Deleting Generated Reports, page 6-8 

Editing Report Parameters, page 6-9 

Deleting Scheduled Report Templates, page 6-1 O 
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Understanding the T ypes of Reports 

c 

You can view two categories of reports in Security Monitor: alarm reports and 
audit reports. Alarm reports provide information about the events being collected 
by Security Monitor. Audit reports provide information about Security Monitor 
system events. 

Both types of reports can be generated on-demand or scheduled for a iater date 
and time. You can configure scheduied reports to repeat at regular intervals. 

The following sections describe the different report types: 

~ o About Alarm Reports, page 6-2 

o About Audit Reports, page 6-4 

o About Scheduled Reports, page 6-5 

About Alarm Reports 

o 

You can generate the following alarm reports in Security Monitor: 

o Security Alarm Source Report-Summarizes aiarms received on the sysiog 
port by the source o f the events. For exampie, if Security Monitor receives 
aiarms from a PIX Firewall, use this report to view the aiarm information. 
Filterabie by Event Levei, Source IP Address, and Time/Date. 

o Security Alarm Detailed Report-Provides detailed information for each 
security aiarm received. Fiiterabie by Event Levei, Source IP Address, and 
Time/Date. 

o IDS Top Sources Report-Reports the specified number of source IP 
addresses that have generated the most events during a specified time period. 
Filterable by Date/Time, Top n, where n is the number o f sources, Destination 

' Direction, Destination IP Address, Signature or Signature Category, Sensor, 
and Event Levei. 

o IDS Top Source/Destination Pairs Report-Reports the specified number 
of source/destination pairs (that is, connections or sessions) that have 
generated the most aiarms during a specified time period. Fiiterabie by 
Date/Time, Top n, where n is the number of source/destination pairs, 
Signature or Signature Category, Sensor, Event Levei, Source Direction, 
Destination Direction, Source Address, and Destination Address . 
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Understanding the Typ 

• IDS Top Destinations Report-Reports the specified number of destination 
IP addresses that have been targeted for attack during a specified time period. 
Filterabie by Date/Time, Top n, where n is the number o f destinations, Source 
Direction, Source Address, Signature or Signature Category, Sensor, and 
Event Levei. 

• IDS Top Alarms Report-Reports the specified number o f top aiarms, by 
signature name, that have been generated during a specified time period. 
Fiiterabie by Date/Time, Top n, where n is the number o f aiarms, Source 
Direction, Destination Direction, Source Address, Destination Address, 
Signature or Signature Category, Sensor, Event Levei, and Signature or 
Signature Category. 

• IDS Summary Report-Provides a summary of event information for an 
organization during a specified time period. Fiiterabie by Date/Time, 
Organization, Source Direction, Destination Direction, Signature or 
Signature Category, and Event Levei. 

• IDS Alarms by Sensor Report-Reports Iogged aiarms based on the sensor 
(Host ID) that detected the event. Filterabie by Date/Time, Source Direction, 
Destination Direction, Source Address, Destination Address, Signature or 
Signature Category, Sensor, Event Levei, and Event Count. 

• IDS Alarms by Hour Report-Reports aiarms in one-hour intervais over the 
time specified by the user. Filterabie by Date/Time, Source Direction, 
Destination Direction, Source Address, Destination Address, Signature or 
Signature Category, Sensor, Event Levei, and Event Count. 

• IDS Alarms by Day Report-Reports aiarms in one-day intervais over the 
time specified by the user. Filterabie by Date/Time, Source Direction, 
Destination Direction, Source Address, Destination Address, Signature or 
Signature Category, Sensor, Event Levei, and Event Count. 

• IDS Alarm Source/Destination Pair Report-Reports Iogged aiarms based 
on source/destination IP address pairs (that is, connections or sessions). 
Fiiterabie by Date/Time, Signature or Signature Category, Sensor, Event 
Levei, Aiarm Count, Source Direction, Destination Direction, Source 
Address, and Destination Address. 

IDS Alarm Source Report-Reports aiarms based on the source IP address 
that generated the aiarm. Fiiterabie by Date/Time, Destination Direction, 
Destination Address, Signature or Signature Category, Sensor, Event Levei, 
Aiarm Count, Source Direction, and Source Address. 

Fls: 
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Understanding the Types of Reports 

• IDS Alarm Report-Reports logged alarms based on signature names. 
Filterable by Date/Time, Source Direction, Destination Direction, Source 
Address, Destination Address, Sensor, Event Levei, Event Count, and 
Signature or Signature Category. 

• IDS Alarm Destination Report-Reports alarms based on the destination IP 
address that generated the alarm. Filterable by Date/Time, Source Direction, 
Source Address, Signature or Signature Category, Sensor, Event Levei, Event 
Count, Destination Direction, and Destination Address . 

• Daily Metrics Report-Reports event traffic totais, by day, from the selected 
date until the current date. Reporting occurs in 24-hour intervals, starting at 
midnight. The report shows events by platform (PIX, lOS, Sensor, RDEP) 
and event type (IDS or Security). 

• 24 Hour Metrics Report-Reports all alarm traffic from the most recent 24 
hours in 15 minute intervals. There are no filters for this report. 

About Audit Reports 

o 

Audit reports provi de information about management server events. I f IDS MC 
and Security Monitor are installed on the same server, the generated audit reports 
and scheduled audit report templates are shared between the applications. 

The following audit reports are available: 

• Subsystem Report-Reports audit records ordered by the IDS subsystem, 
which includes systems from IDS MC and Security Monitor and systems 
common to each. Filterable by Event Severity, Date/Time, and Subsystem. 

• Sensor Version Import Report-Reports the audit records that are 
generated when the version identifier o f IDS sensor devices is imported in to 
IDS MC. These records indicate success or failure of the import operation. 
Filterable by Device, Event Severity, and Date/Time. 

• Sensor Configuration Import Report-Reports the audit records that are 
generated when you import IDS Sensor configurations into IDS MC. The 
resulting records can be used to determine success or failure in device 
configuration import tasks. Filterable by Device, Event Severity, and 
Date/Time. 

Monitoring Center for Security 1.1 
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Scheduling and General 

• Sensor Configuration Deployment Report-Reports records related to IDS 
sensor configurations deployed to devices using IDS MC. These records 
indicate successful deployment or provide error messages where appropriate 
for deployment operations. Filterable by Device, Event Severity, and 
Date/Time. 

• Console Notification Report-Reports the console notification records 
generated by the notification subsystem. Filterable by Event Severity and 
Date/Time. 

• Audit Log Report-Reports audit records by the server and application. 
Unlike the other report templates, this report template provides a broad, 
non-task-specific view of audit records in the database. Filterable by Task 
Type, Event Severity, Date/Time, Subsystem, and Applications. 

About Scheduled Reports 

For each report type that you choose to generate, you can enter a report title, 
schedule, and notification options. Enter this information in the Schedule Report 
page when you select Reports > Generate. You can run the report immediately, 
or you can schedule the report to run at a !ater time, at regular intervals, or both. 

I f you choose to run the report at a later time, you must specify the date and time 
that you want the report to run. Additionally, you can schedule the report to run 
at regular intervals, such as hourly, daily, or weekly. You can edit the report 
parameters of a scheduled report on the Edit Scheduled Reports page, which you 
access by selecting Reports > Scheduled. You can also delete scheduled report 
templates from this page. 

Each time a scheduled report is run, it is added to the Completed Report page. 

Q heduling and Generating Reports 

78-15616-01 

On the Select Report page, you can select the type o f report to generate and define 
the parameters for the selected report. Based on the scheduling parameters you 
select, the report runs immediately, at a later time, or at regular intervals. 
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Chapter 6 
Scheduling and Generating Reports 

To generate a report, follow these steps: 

Step 1 Select Reports > Generate. 

Result: The Select Report page appears. 

p 
Tip In Security Monitor, you can filter which reports appear on the page. From the 

Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Step 2 · Select the report type that you want to generate, and then click Select. 

Result: The Report Filtering page appears . 

Step 3 Ente r the report parameters for the report type you selected. Then, click N ext. 

Step4 

Step 5 

Step 6 

Resu/t: The Schedule Report page appears. 

Enter a name for the report in the Report Title field. 

Click the Run Now or Schedule for Later radio button under Schedule Options. 
Ifyou select Run Now, skip to Step 7. Ifyou select Schedule for Later, specify the 
following options: 

a. Specify the date and time that you want the report to run in the Start Time list 
boxes. The date is specified by month, day, and year. The time is specified in 
hours and minutes. The time zone used to determine the time is to the right 
o f the Start Time list boxes. 

b. To run the report at regular intervals, select an option in the Repeat every list 
box. You can schedule the report to run every day, week, weekday, weekend 
day, hour, or minute. 

To send an e-mail notification to someone when the report runs, select the Email 
report to ~heck .box and enter an e-mail address in the adjacent field. Use commas 
to separate multiple addresses. Then, click Finish. 

Result: Ifyou select Run Now, the report runs and you can view the generated 
report by selecting Reports > View. Ifyou select Schedule for Later, you can view 
the scheduled report template by selecting Reports > Scheduled. 

FI&; _13 0 9 
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Viewing Reports 

Step 1 

p 
Tip 

c 
Step 2 

Step 3 

Step4 

After you generate a report, you can view it. 

To view a report, follow these steps: 

Select Reports > View. 

Result: The Choose Completed Report page appears. 

In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Select the check box corresponding to the title o f the report you want to view. 

To view the selected report, click View. 

Result: The report appears in the Report page. 

To view the report in a new browser window, click Open in Window .... 

Result: The report appears in a new browser window. 

Exporting a Report 

o 

78-15616-01 

Step 1 

p 

After you generate a report, you can export that report to an HTML file. 

To export a report, follow these steps: 

Select Reports > View. 

Result: The Choose Completed Report page appears. 

Tip In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

R~tQS 
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Chapter 6 
Deleting Generated Reports 

Step2 

Step 3 

Step4 

Step 5 

To select the report that you want to export, select the check box corresponding 
to the report title. · 

Click Open in Window. 

Result: I f you are using Internet Explorer, the report appears in a new browser 
window; proceed to Step 4. Ifyou are using Netscape Navigator, the Unknown 
File Type dialog box appears; skip to Step 5. 

To save the report, select File > Save As from the Internet Explorer menu bar. 
Browse to the location where you want to save the file and enter a filename. Then, 
click Save . 

. ~~ Result: The report is saved using the filename and location you specified. 

Skip Step 5. 

To save the report, click Save File. Browse to the location where you want to save 
the file and enter a filename. Then, click Save. 

Result: The report is saved using the filename and location you specified. 

Deleting Generated Reports 

o Step 1 

p 

You can delete generated reports. If the report was generated from a scheduled 
report template, deleting the report does not delete the associated scheduled report 
template. 

To delete a report, follow these steps: 

Select Reports > View. 

Result: The Choose Completed Report page appears. 

Tip In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Using Monitoring Center for Security 1.1 
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Editing Report 

Step2 Select the check box next to the title o f the report you want to delete. 

p 
Tip You can delete more than one report ata time. To delete more than one report, 

select the check boxes next to all reports that you want to delete . 

Step 3 

Result: A check mark appears next to each report you selected. 

To delete the selected report, click Detete. 

Result: The report is deleted. The report name is removed from the list of 
available reports. 

Editing Report Parameters 

o 

78-15616-01 

Step 1 

p 

You can edit the report parameters or the schedule for a scheduled report template. 

To edit the report parameters, follow these steps: 

Select Reports > Scheduled. 

Result: The Edit Scheduled Reports page appears . 

Tip In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Step 2 

Step 3 

Select the check box corresponding to the title ofthe report template that you want 
to edit. 

Result: A check mark appears next to the report you selected. 

To open the selected report template, click Edit. 

Result: A new page displays the report parameters. Depending on the type of 
report, the parameters are different. 

1312 
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Chapter 6 Defining and Vie 
Deleting Scheduled Report Templates 

Step4 Change any report parameters that you want to. To save your changes, click 
Finish. · 

Result: The changes you made are saved to the report template. 

Deleting Scheduled Report T emplates 

c 

o 

You can delete unwanted scheduled report templates. Deleting a scheduled report 
.~ template also deletes all associated reports that have already been generated. 

To delete a scheduled report template, follow these steps: 

Step 1 Select Reports > Scheduled. 

p 
Tip 

Step 2 

p 

Result: The Edit Scheduled Reports page appears. 

In Security Monitor, you can filter which reports appear on the page. From the 
Report Group list, select Ali to show both alarm and audit reports, Alarms to 
show only alarm reports, or Audit to show only audit reports. 

Select the check box corresponding to the title o f the report you want to delete. 

Tip You can delete more than one report template ata time. To doso, select the check 
boxes corresponding to all the report templates that you want to delete. 

Step 3 

Result: A check mark appears next to each report you selected. 

To delete the report template, click Delete. 

Result: The selected report template and all associated end reports are deleted. 

Using Monitoring Center for Security 1.1 
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lOS Device Manager Configuration 
.~ Tasks 
------Ba~~-~ . .a~--~--------------------------------
After configuring system inforrnation, you are ready to configure signatures, set 
up blocking, set up automatic signature updates, and restore defaults. 

The following sections describe how to configure these options through the 
Configuration tab: 

• Configuring Signatures, page 3-1 

• Configuring Blocking, page 3-20 

• Configuring Automatic Updates, page 3-35 

• Restoring Default Settings, page 3-38 

Configuring Signatures 
Ü You can c~eate system variables, create event filters, and tune signatures through 

the Sensing Engine. 

lnstalling and 
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The following sections describe how to configure signatures through the Sensing 
Engine: 

• Explaining Signatures, page 3-2 

• Configuring Alarm Channel System Variables, page 3-3 

• Configuring Alarm Channel Event Filters, page 3-6 

• Configuring Virtual Sensor System Variabl~s , page 3-9 

• Working with Virtual Sensor Signature Configuration Mode , page 3-12 . 

• Identifying Traffic Oversubscription, page 3-19 

(""' ' .. ; 

Explaining Signatures 

... · . 

fY . 

.. , r 

Attacks o r other misuses o f network resources can be defined as network 
intrusions. Nçtwork intrusions can be detected by sensors that use a 
signature-based technology. A signature is a set o f roles that your sensor uses to 
detect typical intrusive activity, such as denial o f service (DoS) attacks. As 
sensors scan network packets, they use signatures to detect known attacks and 
respond with actions that you define. 

The sensor compares the listo f signatures with network activity. When a match is 
found, the sensor takes an action; such as logging the event or sending an alarm 
to IDS Event Viewe:r. Sensors allow you to modify existing signatures and define 
new ones. 

Signature-based intrusion detection can produce false positives because certain 
normal network activity can be misinterpréted as malicious.activity. For example, . 
some network ·applications or operating systems may send out numerous ICMP 
messages, which a signature-based detection system might interpret as an attempt 
by an attacker to map out a network segment. You can minimize false positives by 
tuning yom:. sens~>rs. Q 
To configure a sensor to monitor network traffic for a particular signature, you 
must enable the signature. By default, the most criticai signatures are enabled 
when you install IDS Device Manager. When an attack is detected that matches 
an enabled signature, the sensor generates an alert event (formerly known as an 
alarm), which is stored in the sensor's event store. The alert events, as well as 
other events, may be retrieved from the event store by web-based clients. By 

lhe Cisco lntrusion Detection Device Manager and Event Viewer Version 4.0 
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Configuring 

default the sensor logs all Informational alarms or higher .. Ifyou have added IDS 
Event Viewer as a destination, the alarm is sent to the IDS Event Viewer database 
and you can view the alarm in IDS Event Viewer. 

Some signatures have subsignatures, that is, the signature is divided into 
subcategories. When you configure a subsignature, changes made to the 
parameters of one subsignature apply only to that subsignature. For example, if 
you edit signature 3050 subsignature 1 and change the severity, the severity 
change applies to only subsignature 1 and not to 3050 2, 3050 3, and 3050 4. 

Built-in signatures are known attack signatures that are included in the sensor 
~ software and are enabled by default. You cannot add to or delete from the list of 
' built-in attack signatures. You also cannot rename them. You can tune built-in 

signatures by adjusting severa! signature paranieters. Built-in signatures that have 
been modified are called tuned signatures. 

You can create new signatures, which are called custam signatures. Custom 
signature IDs begin at 20000. You can configure them for any number o f things, 
such as matching ofstrings on UDP connections, tracking ofnetwork floods, and 
scans. Each signature is created using a signature engine specifically designed for 
the type o f traffic being monitored. 

Configuring Alarm Channel System Variables 

o 

Instai 

78-15283-01 

Alarms are sent to the alarm channel, where they are filtered and aggregated. You 
cannot select the alarm channel, because there is only one alarm channel in 

. version 4.0: 

You can change the value o f an alarm channel system variable, but you cannot add 
variables or delete variables. You also cannot change the name, type, or 
constraints o f a variable. 

For all the Sensing Engine panels, you must click the Save Changes icon on the 
Activity bar to apply your new configuration. 

You use the system variables when cortfiguring alarm channel event filters. When 
you want to use the same value within multiple filters, use a variable. When you 
change the value o f a variable, the variables in all the filters are updated. This 
saves you from having to change the variable repeatedly as you configure alarm 
filters. See Configuring Alarm Channel Event Filters , page 3-6, for more 
information. 

the Cisco lntrusion 
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For example, if you had an IP address space that applied to your engineering 
group and there were no Windows systems in that group, and you were not 
worried about any Windows-based attacks, you could set up a USER-ADDRl to 
be the engineering group's IP address space. You could then use this variable on 
the Event Filters page to set up the filter to ignore ali Windows-based attacks for 
USER-ADDRl. 

To define alarm channel system variables, follow these steps: 

Select Configuration > Sensing Engine > Alarm Channel Configuration > 
System Variables . 

. h'he System Variables page appears. 

Figure 3-1 System Vatiables Page 

Select the check box next to the s·ystem variable you want to edít, and then click 
Edit. 

The Editing page appears for the variable that you chose. 

~ .. 
Note You' can édit only one variable at a time. You can adjust the page view 

using the Rows per page list box at the bottom o f the page, o r you can 
move to additional pages o f variables by selecting a page from the Page 
list box. 

and Event Viewer Version 4.0 
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o 

Figure 3-2 Editing Page 

Fill in the following values for the following system variables ( according to the 
one that you are editing): 

• OUT 

OUT is defined as anything that is not included in IN. You cannot edit this 
variable. The default is 0-255.255.255.255. 

• IN 

IN is a list of all internai IP address spaces. Enter your internai IP addresses. 

• DMZl, DMZ2, and DMZ3 

You can use DMZ to define any valid IP address. These are named DMZ for 
you to use with filtering signatures that pertain to firewalls. 

• USER-ADDRSl, úSER-ADDRS2, USER-ADDRS3, USER-ADDRS4, and 
USER-ADDRS5 

You can use USER-ADDR to define any valid IP address. You can set up a 
USER-ADDR variable to apply to any group ofiP addresses that you want to 
use a filter on. , 

• SIGl, SIG2, SIG3, SIG4, and SIG5 

~ .. 

You can use SIG to define popular signatures that you like to exclude for 
certain addresses. 

Note To reset the form, click Reset. 

and Event Viewer 
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StepS 

Step6 

Click Ok. 

~ .. 

Chapter 3 IDS Device Manager Configuration Tasks 

Note To undo your changes, click the Undo Changes icon on the Activity bar. 

Click the Save Changes icon in the Activity bar to save your system variables. 

~ .. 
Note A message displays "Configuration update in progress. This page will be 

unavailable for a few minutes." In a few minutes, click Alarm Channel 
Configuration > System Variables again to see the edited variable in the 
list. 

The new value appears in the Value column. 

Repeat Steps 2 though 5 to edit additional system variables. 

Configuring Alarm Channel Event filters 

I , : . . , 

' • llf 'l '• 

You can configure event filters that are based on source and destination addresses 
for specified signatures. You can use the alarm channel system variables that you 
defined on the Alarm Channel System Variables page to group addresses for your 
filters. 

For all·th~ Sensing Engine panels, you must.click the Save Changes icon on the 
Activity bar to apply your new configuration. 

the Cisco lntrusion Detection and Event Viewer Version 4.0 

78-15283-01 

o 



Chapter 3 lOS Device Manager Configuration T asks 

Step 1 

c 

Step2 
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Configuring · 

To configure alarm channel event filters, follow these steps: 

Select Configuration > Sensing Engine > Alarm Channel Configuration > 
Event Filters. 

The Event Filters page appears. 

Figure 3-3 Event Filters Page 

• 

o 

~~~~~------------------------------_J ~ 

Click Add to add an event filter. 

The Adding page appears: 

Figure 3-4 Adding Page 

;co 
! ~ 

~~~~------------------------------~'~ 
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Step 3 In the SIGID field, enter the signature IDs ofthe events to which this filter should 
be applied. · 

You can use a list (2001, 2004), ora range (2001-2004), an asterisk (*)for all 
signatures, or one ofthe SIG variables ifyou defined them on the Alarm Channel 
System Variables page. 

Step 4 In the SubSig field, enter the subsignature IDs o f the events to which this filter 
should be applied. 

Step 5 In the Exception field, enter the exception (Boolean) to the event filter. 

~ .. -· Note If the filter describes an exception to an event filter, you can c reate a 
"general case" exclusion rather than adding more specific information. 

Step 6 In the SrcAddrs field, enter the source addresses o f events to which this filter 
should be applied. 

Step7 

You can use one ofthe DMZ or USER-ADDR variables ifyou defined them on 
the Alarm Channel System Variables page. 

In the DestAddrs field, enter the destination addresses o f events to which this filter 
should be applied. 

You can use one ofthe DMZ or USER-ADDR variables ifyou defined them on 
the Alarm Channel System Variables page. 

~ .. 
Note . To reset the form, . click Reset. 

Step 8 Click Apply to Sensor. 

~ .. 
Note To undo your changes, click the Undo Changes icon on the Activity bar. 
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Step 9 Click Saves Changes on the Activity bar to save your changes. 

~.6 

~ 

Note A message displays "Configuration information is not available at this 
time. Try again in a few minutes." After a few minutes, click Event 
Filters again to see the filter you added. 

The filtered signature appears on the Event Filters page. 

Figure 3-5 Added Event Filters Page 

Step 10 To remove the filter, select the check box next to the signature and click Remove. 

Configuring Virtual Sensor System Variables 

o 

Insta 

78-15283-01 

You can change the value of a system variable but you cannot add variables or 
delete variables. You cannot change the name or type of a variable. You cannot 
select the virtual sensor, because there is only one virtual sensor in version 4.0. 

the Cisco lntrusion Detection 

Fls: 
16) 1! () 
- ú _{ u 

-~ ............ .._...._,._.._ 

Doe ~ 



Signatures 

Step 1 

Step2 

"' ' I Jl ,_ , ' ' 

Chapter3 IDS Device Manager Configuration Tasks 

To configure the virtual sensor system varüibles, follow these steps: 

Select Configuration > Sensing Engine > Virtual Sensor Configuration > 
System Variables. 

The System Variables page appears. 

Figure :J-6 System Vatiables Page 

liiliiii IDS Dnlce 

-·----

Select the system variable that you want to edit and click Edit. 

The Editing page appears. 

Figure :J-7 Editing Page 

the Cisco lntrusion Detection Device Manager and Event Viewer Version 4.0 

78-15283-01 

. I 

o 
I 



Chapter 3 IDS Device Manager Configuration T asks 

c 

o 

Insta 

78-15283-01 

Step3 

Step4 

Fill in the value o f the system variable that you want to edit: 

' Note You can edit only one system variable at a time. You can adjust the page 
view using the Rows per page list box at the bottom o f the page, o r you 
can move to additional pages o f variables by selecting a page from the 
Page list box. 

• WEBPORTS 

WEBPORTS has a predefined set ofports where web servers are running, but 
you can edit the value. This variable affects ali signatures that have web ports. 
The default is 80, 3128, 8000, 801 O, 8080, 8888, 24326. 

• Portsl , Ports2, Ports3, Ports4 

You can set up a list ofports to apply to particular signatures. 

• ADDRSl, ADDRS2, ADDRS3, ADDRS4 

You can set up this variable with a list o f addresses to use anywhere you can 
use IP addresses. 

• IPReassembleMaxFrags 

' 
You can define the total number offragments you want the system to queue. 
You can define a number between 1000 and 50,000. The default is 10,000. 

Note . To reset the form, click Reset. 

Click OK. 

~ .. 
Note To undo your changes, click the Undo Changes icon on the Activity bar. 

and Using the Cisco lntrusion Detection and Event Viewer 
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Click the Save Changes icon on the Activity bar to save your system variables. 

~ .. 
Note A message displays "Configuration update in progress. This page will be 

unavailable for a few minutes." After a few minutes, click Virtual Sensor 
Confi.guration > System Variables to see the edited variable. 

The new value appears in the Value column. 

Repeat Steps 2 though 5 to edit additional system variables. 

Working with Virtual Sensor Signature Configuration Mode 

rv·· 

The Signature Configuration Mode page displays a list o f top levei categories o f 
signature groups for the virtual sensor. You can see all the signatures in the list or 
you can see signatures that are grouped according to their signature engine type. 
Certain signatures are enabled by default to províde you immediately with a 
certain levei ofsecurity. When you modify a built-in signature, it becomes a tuned 
signature. You can also create signatures, which are called custom signatures. 

You cannot select the virtual sensor, because there is only one virtual sensor in 
version 4.0. 

You can display all individual signatures at once by clicking Ali Signatures. If 
you are looking for a particular signature, click Ali Signatures, and use the 
browser's search option to find the string you are looking for-the signature ID 
or the signature name. 

You can display the signature list within a group by clicking the group name. Each 
group displays its enable levei (the disabled, partially enabled, or enabled icon). 
You can enable or disable one, some, or all signatures within the group. To select 
the signature for enabling or disabling, select the signature check box. 

You can tune built-in signatures. To tune a signature, select the check box and 
click Edit. Some signatures have subsignatures, which you can edit individually 
to have more control over the signature. You can create custom signatures, and 
then delete one, some, or all custom signatures. To create a custom signature, 
choose the correct signature engine, and then click Add and configure the 
signature parameters. For more information on signature engines and their 
parameters, see Appendi x A, " Working With Si gnature Engines." 
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A signature can be in multiple groups. Editing a signature ·in one group, affects it 
in all groups. For example, ifyou enable all general attack signatures in the Attack 
category, it will enable 7107. Ifyou disable the ATOMIC.ARP signature in the 
Engine c&tegory, 7107 will be disabled. Whichever action is the last one, is the 
one that is applied. 

To configure virtual sensor signature groups, follow these steps: 

Select Configuration > Sensing Engine > Virtual Sensor Configuration > 
Signature Configuration Mode. 

The Signature Groups page appears. 

Figure 3-8 Signature Groups Page 

To enab1e or disab1e all signatures in a group, select tbe check box next to the 
signature group, and then click Enable or Disable. 

~.6 
Note 

~" 
Note 

A clear circle indicates that no signatures in that signature group are 
eriabled. A solid circle indicates that all signatures are enabled. A partial 
circle indicates that at least one signature in that group is enabled. 

Click Restore Defaults to re.turn the signature group to its default 
settings. 

You can click Ali Signatures to display all the IDS signatures or you can click a 
signature group name. 
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The All Signatures page appears. 
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Note I f you select Ali in the Rows per page list box, it can take some time for 
all signatures to display. 

Figure 3-9 Ali Signatures Page 

The All Signatures page contains the following: 

• Enabled or Disabled icon 

• Signature ID 

• Subsignature ID 

• Signature name 

• Type (built-in, tuned, custom) 

• Severity levei (lnformational, Low, Medium, High) 

• Action 

I 

~ :_ ~ 

I 

) 

• More (lists all the signature parameters; these appear when you edit the Ü 
signature) 
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Step4 

• 
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c Caution 

o 

Insta li 

78-15283-01 . 

Select the check box(es) next to the signatures that you want to perform an action 
on: 

~~ 
Note You can edit only one signature ata time. You can adjust the page view 

using the Rows per page list box at the bottom o f the page, or you can 
move to additional pages o f variables by selecting a page from the Page 
list box. 

• To enable or disable the signature(s), click Enable or Disable . 

---------------------------------------------------------------
Signatures can belong to more than one group. Enabling or disabling signatures 
in one group also affects those signatures that belong to other groups. 

• To restore the defaults to a signature(s), click Restore Defaults. 

• To delete a signature(s), click Delete. 

' Note You cannot delete built-in or tuned signatures, only custom 
signatures. 

• To edit the signature(s), click Edit. 

The Editing page appears. 

This is where you tune built-in signátures. You can see the definition of each 
parameter by passing your mouse over the parameter. Some parameters are 
required (red asterisk), others have menu lists you can choose from, for others you 
must add text. For a detailed description of signature engines and parameters, see 
Appendix\A, '"~Vorking With Signature Engines." 
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Figure .1-10 Editing Page 

Click Ok to save the changes you made to the built-in signature. 

The Type has changed from Built-in to Tuned on the All Signatures page. 

~ .. 
Note Use the Back button at the bottom ofthe page as you tune or create 

multiple signatures. 
""· 

~ .. 
Note To undo your changes, click the Undo Changes icon on the Activity bar. 

To create a custom signature, click the Engines category on the Signature Groups 
page. 

Figure .1-11 Signature Groups Page 
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The Engines page appears. 

Figure 3-12 Engines Page 

Click the engine you want to use to create a custom signature, for example, 
ATOMIC.ARP. 

The ATOMIC.ARP page appears. 

Figure 3-13 ATOMIC.ARP Page 

Click Add. 

The Adding page appears. 
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Figure 3-14 Adding ATOMIC.ARP Page 

'~ 
Fill in the parameters that you want, and then click OK. 

~ .. 
Note For a detailed description of signature engines and parameters, see 

Appendix A , "Working With Signature Engines." 

A note tells you that to add the signature you must click Save Changes on the 
Activity bar (see Step 10). The ATOMIC.ARP page appears with the custom 
signature in the list. 

Figure 3-15 ATOMIC.ARP Page with Custam Signature 
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Step 10 Click the Save Changes icon on the Activity bar to save your changes. 

~ .. 
Note A message displays "Configuration update in progress. This page will be 

unavailable for a few minutes." Click Virtual Sensor Configuration > 
Signature Configuration Mode to retum to the Signature Configuration 
Mode page. Click Ali Signatures or the relevant signature group to see 
the tuned signature in the list. 

The built-in signature that you edited now shows Tuned in the Type column. 

Çdentifying T raffic Oversubscription 

o 

78-15283-01 

Signature 993 alarms tell you ifthe sensor is dropping packets and the percentage 
dropped to help you tune the traffic levei you are sending to the sensor. For 
example, i f the alarms show that there is zero o r a very small percentage o f 
dropped packets, the sensor is able to monitor the quantity o f traffic being sent. 

lf you are seeing 993 alarms with a higher percentage o f dropped packets, your 
sensor is oversubscribed. When a sensor gets oversubscribed, it can have 
difficulty in detecting alarms in TCP streams in a nonlinear fashion. The 
percentage o f streams that are affected by the dropped packets is not easy to 
predict. I f you find that you are operating your sensor in an environment where it 
is oversaturated and you need to continue operating it in that environment, we 
recommend disabling the TCP3WayHandshake and setting TCPReassemblyMode 
to loose so that best security is ensured. 

Signature 993, which is part ofthe signature engine OTHER, has the following 
configura(ion p~rameters: 

• Mpclnterval in seconds 5 <= Mpclnterval <= 2500 (default = 30). 

Mpclnterval is the interval between alarms. 

• MpcPercentThreshold in percent O <= MpcPercentThreshold <= 100 ( default 
= 0). 

MpcPercentThreshold is the percentage o f missed packets that must be O 
exceeded to trigger an alarm. A value o f 100 percent disables this threshold. ·~ 

and the Cisco lntrusion Detection 
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• MpcAbsThreshold in packets O<= MpcAbsThreshold <= 65535 (default =O). 

MpcAbsThreshold is the absolute number o f missed packets that must be 
exceeded to trigger an alarm. A value of 65535 disables this threshold. 

If either the MpcPercentThreshold or the MpcAbsThreshold is exceeded, the 
alarm is triggered. 

Note I f signature 993 is firing with 100 percent packet loss, the senso r is not generating 
alarms and there is a problem. Make sure that you have the most recent version of 
the sensor. Ifyou have the most recent version, contact TAC to report the problem. 

See OTHER Engine , page A-30, for more information on the OTHER signature 
engme. 

Configuring Blocking 

CV' 

You can configure a sensor to block an attack by generating ACL rules for 
publication to a Cisco lOS router, or a Catalyst 6500 family switch, or by 
generating shun rules on a PIX Firewall. 

The following sections describe how to set up blocking: 

• Configuring BloCking Properties, page 3-21 

• Configuring Addresses Never To Block, page 3-22 

• Setting Up Logical Devices, page 3-24 

• Configuring Blocking Devices, page 3-26 

• Configuring Router Blocking Device Interfaces, page 3-28 

• Config~ring .catalyst 6K Blocking Device Interfaces, page 3-30 

• Configuring a Master Blocking Sensor, page 3-31 

• Setting Up a Blocking Forwarding Sensors, page 3-33 
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Configuring Blocking Properties 

c 

o 

Step 1 

Step2 

& 

You set up global blocking properties for the Network Access Controller (NAC) 
on this page. NAC is responsible for controlling blocking actions on managed 
devices. 

To configure blocking on the sensor, follow these steps: 

Select Configuration > Blocking Properties. 

• The Blocking Properties page appears. 
' 

Figure 3-16 Blocking Properties Page 

Do not select the Allow the Sensor IP to be Blocked check box unless necessary. 

Caution We suggest that you do not allow the sensor to block itself, because it will stop 
communicating with the managed device. You can select this option ifyou can 
ensure that if the sensor creates a role to block its own IP address, it will not 
prevent the sensor from accessing the blocking device. 

Step3 ln the Maximum Block Entries field, enter how many blocks are to be maintained 
simultaneously (O to 250). 

~ ... 
Note We do not recommend or support setting the maximum block entries 

higher than 250. 
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The default value is 100. 

~ .. 
Note The number o f blocks will not exceed the maximum block entries. I f the 

maximum is reached, new blocks will not occur until existing blocks time 
out and are removed. 

~ .. 
Note To reset the form, click Reset. 

Click Apply to Sensor to save your changes. 
! 

Configuring Addresses Never To Block 

You must tune your sensor to identify hosts and networks that should never be 
blocked, not even manually, because you may have a trusted network device 
whose normal, expected behavior appears to be an attack. But such a device 
should never be blocked, and trusted, internai networks should never be blocked. 
Properly tuning signatures reduces the number o f false positives and helps ensure 
proper network operations. Tuning and filtering signatures prevents alarms from 
being generated. If an alarm is not generated, the associated block does not occur. 

I f you specify a netmask, this is the netmask o f the network that should never be 
blocked. I f no netmask is specified, only the IP address you specify will nevet be 
blocked. 
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Step 1 

• • ! 

Step2 

o 

Step3 

Instai 
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To set up addresses never to be blocked by blocking devices, foll 

Select Configuration > Never Block Addresses. 

The Never Block Addresses page appears. 

Figure 3-17 Never Block Addresses Page 
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..._ ... ; ......... ; ........... . 
==-! 

;(14 
i ~ , ... 

~-------------------------------''m 

Click Add to add addresses that should never be blocked. 

The Adding page appears. 

Figure 3-18 Adding Page 
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In the IP Address field, enter the IP address o f the host that should never be 
blocked. 
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In the Network Mask field, enter the network mask ofthe network that should 
never be blocked. 

~"' 
Note To reset the form, click Reset. 

Click Apply to Sensor to save your changes. 

Setting Up Logical Devices 

Step 1 

Step2 

You can add logical devices that the senor will manage. For example, routers that 
all share the same passwords and usemames can be under one logical device 
name. 

To set up logical devices, follow these steps: 

Select Configuration > Logical Devices. 

The Logical Devices Configuration page appears. 

Figure 3-19 logical Oevice Conliguration Page 

Click Add to add the logical devices that the sensor will manage. 

The Adding page appears. 
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Step3 

Step4 

StepS 

Step6 

Step7 

Figure 3-20 Adding Page 

;;:: 
: ~ 

~----------------------------~G 

In the Name field, enter the name of the 1ogica1 device. 

In the Enab1e Password field, enter the enab1e password for the 1ogica1 device ( 1 
to 16 characters). 

' Note If there is no enab1e password, enter none. 

In the Password field, enter the Te1net or SSH password for the 1ogical device (1 
to 16 characters). 

~ .. 
Note If there is no password, enter none. 

In the Usemame fie1d, enter the usemame for the logica1 device. 

~ .. 
Note I f there is no usemame, enter none. 

~ .. 
Note To reset the form, click Reset. 

C1ick Apply to Sensor to save your changes. 
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Blocking Devices 

You can configure your sensor to block an attack by generating ACL rules for 
publication to a Cisco lOS router, ora Catalyst 6500 switch, or by generating shun 
rules on a PIX Firewall. The router, switch, or firewall is called a blocking device. 

To configure blocking devices, follow these steps: 

Select Confi.guration > Blocking Devices. 

The Blocking Devices page appears. 
~ 

' 

A single sensor can manage multiple devices, but multiple sensors cannot be used 
to controla single device. In this case, use a master blocking sensor. See 
Configuring a Master Blocking Sensor, page 3-31, for more information. 

Figure 3-21 Blocking Devices Page 

Click Add to add a blocking device. 
\ 

The Adding pagé appears. 

the Cisco lntrusion Detection 

-- Mttffllij§ii ...,. .. : 
--...a ~ 
llll.hS... ; .....,_..,; 
... ..,.,.,_ . _...., : ........... ; 
w ... ; 

::::"• ! ......... ; ........ : -·-· : .......... : 
=:..-: 

78-15283-01 

"'" ... , . ' 
.. 

o 



Chapter 3 lOS Device Manager Configuration T asks 

c 

o 

Step3 

Step4 

Step5 

Step6 

Step7 
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Figure 3-22 Adding Page 
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In the IP Address field, enter the IP address o f the blocking device. 

In the NAT Address field, enter the NAT address o f the blocking sensor. 

Select an option from the Apply Logical Device list box. 

~"' 
Note The same logical device can be used for multiple blocking devices. If you 

do not have logical devices set up, the only option is None. 

In the Device Type field, enter the type of device that will do the blocking: 

• Cisco Router 

• Catalyst 6000 VACL 

• PIX Firewall 

In the Enable SSH field, select the type of secure communications you want to 
enable between the sensor and the blocking device: 

• SSH 3DES 

• SSH DES 

• Telnet 
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~ .. 
Note Before you can use SSH 3DES or SSH DES, you have to use the ssh 

host-key ipaddress to obtain the public key in the correct forrnat so that 
you can add the host to the known hosts list. Refer to the Cisco Intrusion 
Detection System Appliance and Module Installation and Configuration 
Guide Version 4. O for the procedure. 

~ .. 
Note To reset the form, click Reset. 

Step 8 . Click Apply to Sensor to save your changes. 

Configuring Router Blocking Device Interfaces 

Step 1 

, r 

You must configure the blocking interfaces on the router and specify the direction 
o f traffic you want blocked. 

To configure the blocking interfaces on a router, follow these steps: 

Select Configuration > Router Blocking Device Interfaces. 

The Router Blocking Device Interfaces page appears. 

Figure 3-23 Router Blocking De vice Interfaces Page 
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c 

o 

Step2 Click Add to configure the blocking interfaces on the router. 

The Adding page appears. 

Figure 3-24 Adding Pane/ 

Step 3 In the IP Address field, enter the IP address ofthe router that will be used to block. 

Step 4 In the Blocking Interface field, enter the interface on the router that will be used 
for blocking (1 to 32 characters). \) 

Step 5 From the Blocking Direction list box, select the direction ofthe traffic through the 
interface that should be blocked (In, Out). 

Step 6 In the Pre-Block ACL Name field, enter the name ofthe Pre-Block ACL (1 to 64 
characters). 

Step 7 In the Post-Block ACL Name field, enter the name of the Post-Block ACL (1 to 
64 characters). 

~ .. 
Note To reset the form, click Reset. 

\ 

Step8 Click Apply to · Senso r to save your changes. 
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alyst 6K Blocking Device Interfaces 

To configure the blocking interfaces on a Catalyst switch, follow these steps: 

Step 1 Select Configuration > CAT 6K Blocking Device Interfaces. 

The CAT 6K Blocking Device Interfaces page appears . 

. . Tigure 3-25 CAT 6K Btocking De vice Interfaces Page 
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Step 2 Click Add to configure the blocking interfaces on the router. 

The Adding page appears. 

Figure 3-26 Adding Page 
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Step 3 In the IP Address field, enter the IP address ofthe Catalystswitéh,that willbeused 
to block. · 

Step 4 In the VLAN field, enter the VLAN number that the sensor will configure for 
blocking. 

Step 5 In the Pre-Block VACL Name field, enter the name ofthe Pre-Block VACL (1 to 
64 characters). 

Step6 In the Post-Block VACL Name field, enter the name ofthe Post-Block VACL (1 
to 64 characters) . 

• ~.6 
' 

Note To reset the form, click Reset. 

Step7 Click Apply to Sensor to save your changes. 

Configuring a Master Blocking Sensor 

' 

Multiple sensors can forward blocking requests to a specified master blocking 
sensor, which controls one or more devices. The sensor that is sending its block 
requests to the master blocking sensor is referred to as a "blocking forwarding 
sensor." On the blocking forwarding sensor, you must specify which remote host 
serves as the master blocking sensor; on the master blocking sensor you must add 
the blocking forwarding sensors to its remote host configuration. 

Note Only the master blocking sensor is configured to manage the network devices. The Q blocking forwarding sensor should not be configured to manage network devices. 

See Setting Up a Blocking Forwarding Sensors, page 3-33, for the procedure to 
configure the blocking forwarding sensor. 
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Step2 

Step3 
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To configure blocking forwarding sensors to a master blocking sensor, follow 
these steps: 

Select Device > Sensor Setup > Allowed Hosts. 

The Allowed Hosts page appears. 

Figure .1-27 Allowed Hosts Page 
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Click Add to add a sensor as a blocking forwarding sensor. 

The Adding page appears. 

Figure .1-28 Adding Page 
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In the IP Addressfield, enter the IP address o f the blocking forwarding senso r. 
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c 

Step 4 I f you are using SSH, the port number is the same port number that the master 
blocking sensor is using for IDM connections. 

Step5 

Step6 

Step7 

~ .. 
Note For example, i f you are connecting using https, it is port 443 by default. 

In the User Name field, enter your IDS Device Manager administrator usemame. 

In the Password field, enter your IDS Device Manager administrator password. 

Ifyou select Use SSH, you have to use the tis trusted-host ip-address ipaddress 
• command. 

~ .. 
Note To reset the form, click Reset. 

Step 8 Click Apply to Senso r to save your changes. 

~ .. 
Note Repeat this procedure for each sensor you want to identify as a blocking 

forwarding sensor. 

Setting Up a Blocking Forwarding Sensors 

o 

Insta li 
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The blocking forwarding sensor sends block requests to the master blocking 
sensor. On the blocking forwarding sensor, you must specify which remote host 
serves as the master blocking sensor. 

See Configuring a Master Blocking Sensor, page 3-31, for more information on 
how to set up a master blocking sensor. 
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o set up a blocking forwarding sensor, follow these steps: 

Select Device > Sensor Setup > Allowed Hosts. 

The Allowed Hosts page appears. 

Figure 3-29 Allowed Hosts Page 

~----------------------------~ ~ 

Click Add to add a sensor as a master blocking sensor. 

The Adding page appears. 

Figure 3-30 Adding Page 

_ ... 
... __ .. 
OCCCliOHCI -­.. _ .. ............. 
.. l'lottal.-rl 

o 
o 
~ 

In the IP Address field, enter the IP address o f the master blocking sensor. 
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Configurin 

Step 4 In the N etmask field, enter the netmask o f the mas ter blockin 

~ .. 
Note To reset the form, click Reset. 

Step 5 Click Apply to Sensor to save your changes. 

The master blocking sensor is added to both the Allowed Hosts page and to the 
Master Blocking Sensor page. 

[ onfiguring Automatic Updates 

o 

~ .. 

You can configure automatic service pack and signature updates, so that when 
service pack and signature updates are loaded on a central FTP or SCP server, they 
will be downloaded and applied to your sensor. The timeout default is 5 minutes. 

Note The sensor cannot automatically download service pack and signature updates 
from Cisco.com. You must download the service pack and signature updates from 
Cisco.com to your FTP o:r: SCP server, and then configure the sensor to download 
them from the FTP or SCP server. 

See Supported FTP Servers, page 3-37, for a list of supported servers. 
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Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Step7 

Step8 
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configure automatic updates, follow these steps: 

Se1ect Configuration >Auto Update. 

The Auto Update page appears. 

Figure 3-31 Auto Update Page 

Select the Enable Auto Update check box to enable automatic updates. 

In the IP Address field, enter the IP address o f the server to poll for updates. 

In the Directory field, enter the path to the directory on the server where the 
updates are 1ocated (1 to 128 characters). 

In the Usemame field, enter the usemame to use when 1ogging in to the server (1 
to 16 characters). 

In the Password field, enter the usemame password on the server ( 1 to 16 
characters). 

In the File Copy Protoco11ist box, select either SCP or FTP. 

For hourly updates, select Hourly, and follow these steps: 

a. In the Start Time field, enter the time you want the updates to start 
(hh:mm:ss). 

b. In the Frequency field, enter the hour interval at which you want every update 
to occur (1 to 8760). 

For example, ifyou enter 5, every 5 hours the sensor looks at the directory of 
files on the server. I f there is an available update candidate, it is downloaded 
and installed. Only one update is installed per cycle even ifthere are multiple 
availab1e candidates. 
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Step9 For calendar updates, select Calendar, and follow these ~t~ps: 

a. In the Start Time field, enter the time you want the updates to start 
(hh:mm:ss). 

b. In the Day field, select the day(s) you want to download updates. 

~ .. 
Note To reset the form, click Reset. 

Step 10 Click Apply to Sensor to save your changes. 

Ç,upported FTP Servers 

o 

Instai 
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The following FTP servers are supported for service pack and signature updates: 

• Sambar FTP Server Version 5.0 (win32). 

• Web-mail Microsoft FTP Service Version 5.0 (win32). 

• Serv-U FTP-Server v2.5h for WinSock (win32). 

• Solaris 2.8. 

• HP-UX (HP-UX qdir-5 B.10.20 A 9000/715). 

• Windows 2000 (Microsoft ftp server version 5.0). 

• Windows NT 4.0 (Microsoft ftp server version 3.0). 

~ .. 
Note The sensor cannot download service pack and signature updates from Cisco.com. 

You must download the service pack and signature updates from Cisco.com to 
your FTP server, and then configure the sensor to download them from your FTP 
server. 
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Restoring Default Settings 

A 
Warning 

Step 1 

Step2 

You can restore the default configuration to your sensor. 

Clicking Apply to Sensor removes the current application settings and restares 
the default settings. Vour network settings also return to the defaults and you 
immediately lose connection to lOS Device Manager and the CLI. 

To restore the default configuration, follow these steps: 

Select Device > Configuration > Restore Defaults. 

The Restore Defaults page appears. 

Figure 3-32 Restare Defaults Page 
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Click Apply to Sensor to restore the default configuration. 

I 

r 

The IP address, tietmask, default gateway, allowed hosts, password, and time will 
not be reset. Ma~ual and automatic blocks also remain in effect. Q 

\ 
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Adding a Host • ' 

Figure 6-4 Configuring the Sensor 

Step 9 Ifyou want to configure a Cisco router to shun connections with the Director, 
select the Use Cisco Router for Shunning check box, fill in the rest ofthe router 
information, and click Finish (see Figure 6-5). 

' Note This option is not available for the IDSM. 
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Figure 6-5 Configuring a Cisco Router for Shunning 
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The host definition is complete. 
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Step 11 Click OK to close the Communications dialog box. 

Step 12 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Configuring Data Management 

' Note The following section applies to only the version 2.5 Sensor. 

IDS data management is handled by a daemon called sapd. sapd collects log files 
created in the /usr/nr/var directory by another daemon called /oggerd. The rate at 
which sapd collects log files (which can be either ASCII event logs or binary IP 
logs), is controlled by user-configurable thresholds. 

The main goals o f data management are: 

• Collection of data in a fast, fault-tolerant manner 

• Staging ofthat data to industrial-strength relational database management 
· · systems or archives. 

• Preventing disk systems from filling up 

This section includes the following topics: 

• Setting Data Co!!ection and Staging 

• Sêtting Triggers 

• Setting File Management Viewing Mode 
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6 Configuration Tasks 

Setting Data Collection and Staging 

To configure data collection and staging, follow these steps: 

Step 1 On the Director interface (NetRanger submap), click the machine icon you want 
to configure. · 

Step 2 Click Security>Configure. 

The Configuration Versions window opens. 

Step 3 In the currently applied version (in bold), double-click Data Management. 

The Data Management dialog box opens. 

Step 4 Click the Logging tab. 

Step 5 Set the maximum log file size (in bytes) in the bytes field. 

The default log file size is 300,000 bytes. 

Step 6 Set the maximum log file age (in minutes) in the minutes field . 

The default log file age is 240 minutes . 

' Note The log file size and log file age both control how fast sapd 
pulls the files from /usr/nr/var. For example, ifyou set the 
maximum log file size to I 00 kilobytes, and set the 
maximum age to 30 minutes, then sapd pulls the log file in 
(a) 30 minutes i f its file size is less than I 00 kilobytes, or (b). 
sooner, i f the file size reaches 100 kilobytes before the 30 
minute threshold. 

Step 7 Set an alarm 's minimum context levei (in other words, alarms below a certa in 
severity will not have context data stored in the logfile) in the Minimum context 
Levei field. 

The default minimum context levei is 2. 

Step 8 Click the Data base tab. 
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Step 9 Set up a database account by editing the User and Password fields for User 1. 

' Note User 2 and Auxiliary 1 through Auxiliary 3 are normally 
only used when installing a Remedy ARS Trouble Ticketing 
System (see "Setting Up a Remedy ARS Trouble Ticketing 
System" section in Appendix A, "Installing Third-Party 
RDBMS Tools," for more information). 

Step 10 Click OK to close the Data Management dialog box. 

Step 11 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Setting Triggers 
The sapd daemon bases ali its actions on triggers. Each trigger consists o f a 
condition and an action. The condition defines when to launch an action. 

To create a sample trigger, follow these steps: 

Step 1 On the Director interface (NetRanger submap), click the machine icon you want 
to configure. 

Step 2 Click Security>Configure. 

The Configuration Versions window opens. 

Step 3 In the currently applied version (in bold), double-elickData Management. 

The Data Management dialog box opens. 
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Step 5 

anagernent 

Click the Triggers tab. 

Click Add . 

The Add New Trigger dialog box opens (see Figure 6-6). 

Figure 6-6 Add New Trigger Dialog Box 

6 Clinfiguration Tasks 

Step 6 Type the na me o f your condition in the Condition N ame box. 

Step 7 Type /usr/nr/bin in the Condition Directory box. 

Step 8 Select the Number o f Files check box and type s in the field next to the check 
box. 

Step 9 Select the Notify check box. 

Step 10 Click OK to close the Add New Trigger dialog box. 
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6 Configuration Tasks 

Step 11 Click the Notification tab. 

Step 12 Type a valid e-mail address in the Notify Person #1 box. 

The Director sends notifications to this e-mail address when the number o f files 
in /usr/nr/bin reaches 5. 

Step 13 Edit the Notify Interval field to change the minimum time between notifications. 

The default interval is 60 minutes. 

Step 14 Click OK to close the Data Management dialog box. 

Step 15 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Setting Fi I e Management Viewing Mode 
To set file management viewing mode, follow these steps: 

Step 1 On the Director interface (NetRanger submap), click the Director icon. 

Step 2 ·Click Security>Configure. 

Step3 

Step4 

StepS 

The Configuration Versions window opens. 

Right-click the currently applied version (in bold) and click Open Folder (or 
double-click the version to expand it). 

Right-click Data Management and click Open. 
\ 

The Data MÍmagement dialog box opens. 

Click the General tab. 
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6 Configuration Tasks 
g Device Management and Shunning 

Step 6 

Step 7 

Step 8 

Step9 

The default setting is verbose mode. To change the viewing preference to brief, 
make sure that Verbose DMP Display is not selected. 

Click OK to close the Data Management dialog box. 

On the Configuration Versions window, click the transient folder and click 
Apply. 

After you set your file management viewing mode, click 
Security>Show>Database Info to display the following information: 

• Overall status 

• Trigger history and configuration 

• Action Configuration 

• Directory summary for /usr/nr/var 

Configuring Device Management and Shunning 
Device management refers to the Sensor's ability to dynamically reconfigure the 
filters and access controllists on a router to shun an attacker. This functionality is 
provided by the managed daemon. Shunning refers to the Sensor's ability to use 
a network device to deny entry to a specific network host or an entire network. 

This section describes the three major tasks involved with using a router to shun 
ai). attacker, and includes the following topics: 

• Setting Up Device Management 

• Setting Up Shunning 

• Setting Up Intrusion Detection 

! t 
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Setting Up Device Management 
To configure device management, follow these steps: 

Step 1 On the Director interface (NetRanger submap), click the machine icon you want 
to configure . 

• Step Z Click Security>Configure. 

Step3 

Step4 

Step 5 

The Configuration Versions window opens. 

In the currently applied version (in bold), double-click Device Management. 

The Device Management dialog box opens. 

Click the Devices tab. 

Click Add to add a router to managed's list o f network devices. 

Enter the following information about the router in the following fields: 

• IP Address 

• Device Name 

• Username/Password 

• Enable Password 

• NAT IP Address 

' Note You must also ensure that the Telnet service is enabled on 
managed routers. Refer to your router's documentation for 
more information. 

Step 6 Click the Interíaees tab. 

Step 7 Click Add. , 
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Step 8 

Step9 

6 Configuration Tasks 

Enter the following information for each interface on the managed network 
device: 

• IP Address-The IP address assigned to the router interface. 

• Interface Name-The name ofthe router interface (for example, 
"ethemetO"). 

• Direction-The direction o f the network traffic passing through the interface. 

Click OK to close the Device Management dialog box. 

Step 10 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Setting Up Shunning 
After you set up device management, you need to set up shunning. 

This section includes the following topics: 

• Sensor Already Configured to Use Cisco Router for Shunning 

• Configuring a Sensor to Use Cisco Router for Shunning 
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Sensor Already Configured to Use Cisco Router for Shunning 

If during the final Sensor configuration, you selected Use Cisco Router for 
Shunning on the Cisco Router Information window ofthe Add Host dialog box 
(see "Adding a Host"), then the Sensor's shunning infrastructure is in place, and 
ali you need to do is add specific information: 

Step 1 On the Director interface (NetRanger submap), click the machine icon you want 
to configure. 

Step 2 Click Security>Configure. 

Step 3 

Step4 

Step5 

Step& 

Step 7 

StepB 

The Configuration Versions window opens. 

In the currently applied version (in bold), double-click Device Management. 

The Device Management dialog box opens. 

Click the Shunning tab. 

Under Addresses Never to Shun, click Add to add entries for the local Director, 
Sensor, and router, at the very minimum. 

Under Shunning Servers, add an entry for the Sensor that will perform shunning. 

Click OK to close the Device Management dialog box. 

To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 
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6 Configuration Tasks 
gement and Shunning 

Configuring a Sensor to Use Cisco Router for Shunning 

I f during the final Sensor configuration, you selected not to use a Cisco router for 
shunning, you need to check whether managed is enabled on the Sensor before 
setting up shunning: 

Step 1 On the Director interface (NetRanger submap), click the machine icon you want 
to configure. 

Step 2 

Step 3 

Step4 

Step 5 

Click Security>Configure. 

The Configuration Versions window opens. 

In the currently applied version (in bold), double-click Daemons. 

The Daemons dialog box opens. 

Make sure that managed is set to Yes in the table and click OK to close the 
Daemons dialog box. 

Follow the procedure in "Sensor Already Configured to Use Cisco Router for 
Shunning" to complete the shunning configuration. 
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6 Configuration Tasks 

Configuring Policy Violation Logging 
This section describes the following topics: 

• Policy Violation Logging in the IDS 

• Configuring and Monitoring User-Defined ACLs 

• Configuring and Monitoring IDS-Defined ACLs 

Policy Violation logging in the IDS 

' 
The router's syslogd daemon can be configured to send information to a Sensor 
regarding denied network traffic. The Sensor can then forward this data to the 
Director, which can then display a policy violation alarm. 

Note The Director accepts ACL policy violations from routers rúnning 
Cisco lOS Release 10.3 and higher. 

There are two kinds of ACLs that can be configured to work with the Director: 

• User-defined ACLs, which are created and updated by users. 

• IDS-defined ACLs, which are created and updated by the managed daemon. 

This section includes the following topics: 

• Configuring and Monitoring User-Defined ACLs 

• Configuring and Monitoring IDS-Defined ACLs 
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6 Configuration Tasks 
ing Policy Violation Logging 

There are three procedure to follow for configuring and monitoring user-defined 
ACLs. This section includes the following topics: 

• Manually Configuring the Router to Communicate with the Sensor 

• Manually Configuring the ACLs to Log Policy Violations 

• Configuring the Sensor to Accept syslogd Traffic From the Router 

Ü Manually Configuring the Router to Communicate with the Sensor 

I 

To manually configure the router to communicate with the Sensor, follow these 
steps: 

Step 1 Log on to the router and enter enable mode by typing en and the enable password. 

Step 2 Enter configuration mode by typing: 

conf t 

Step 3 Type the following commands: 

logging s ensor_1p_address 
logging t rap info 

where sensor _ip_address is the IP address ofthe Sensor's command and control 
interface. 

Step4 Exit configuration mode by pressing Ctrl-Z. 

Step 5 To make the changes pennanent on the router, type: 

wr mem 
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Manually Configuring the ACLs to Log Policy Violations 

To manually configure the ACLs to log policy violations, follow these steps: 

Step 1 Set the user-defined ACLs on each router to send policy violation information by 
adding the text string "log" to the end of each line that defines a deny rule. For 
example: 

access-list 199 deny tcp host 10 . 1 . 1 . 1 any log 

This rule denies TCP traffic between host 10.1.1.1 and "any" other host. The 
string "log" at the end ofthe deny rule ensures that the policy violation is logged. 

' Note Ali rules not containing the text string "log" at the end ofthe 
line will cause the router to not log the policy violation. 

Step 2 To make the changes permanent on the router, type: 

wr mem 

Configuring the Sensor to Accept sys/ogdTraffic From the Router 

To configure the Sensor to accept syslogd traffic from the router, follow these 
steps: 

Step 1 On the Director interface (NetRanger submap), click the Sensor icon. 

Step 2 Click Security>Configure . 

. The Configuration Versions window opens. 

Step 3 In the\currently applied version (in bold), double-click Intrusion Detection. 

The Intrusion Detection dialog box opens. 

Step 4 Click the Data Sources tab. 

Step 5 In the Data Sources field, make sure that the IP address and netrnask ofthe router · 
sending the syslog information is present. 
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6 Configuration Tasks 

Step 6 I f this infonnation is not present, click Add and then type the IP address and 
subnet mask in the appropriate fields . 

Step 7 Click the Pro file tab. 

Step 8 Make sure that Setup Method is set to Manual Configuration. 

Step 9 Click Modify Signature. 

Step 10 Scroll down to the Security Violations signature and click Expand. 

The Policy Violations dialog box opens (Figure 6-7). 

Figure 6-7 Policy Violations Dialog Box 

Step 11 

Step 12 

Click A(ld to add the name o f the Cisco ACL that sends syslog data to the Sensor. 

Choose an action from the list in response to the policy violation alann, and enter 
the alann's severity levei for each destination. 

Step 13 

Step 14 

Step 15 

Repeat Steps 11 and 12 for each ACL added. 

Click OK to close the Policy Vtolations dialog box. 

Click OK to close the Signatures dialog box. 
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Step 16 Click OK to close the Intrusion Detection dialog box. 

Step 17 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Configuring and Monitoring IDS-Defined ACLs 

Configuring IDS-defined ACLs is similar to configuring user-defined ACLs, 
except that you can use the Director's utilities to ease setup and monitoring. Also, 
IDS-defined ACLs are created and updated by the managed daemon. 

There are three procedures to follow to configure and monitor IDS-defined ACLs. 
This section includes the following topics: · 

• Configuring the Router to Communicate with the Sensor 

• Configuring the IDS-Defined ACLs to Log Policy Violations 

• Configuring the Sensor to Accept syslog Traffic from the Router 
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6 Configuration Tasks 

Configuring the Router to Communicate with the Sensor 

Step 1 

Step 2 
• 

Step3 

Step 4 

Step5 

Step& 

To configure the router to communicate with the Sensor, follow these steps: 

On the Director interface (NetRanger submap), click the Sensor icon that isto 
receive the policy violation information from the router. 

Click Security>Network Device. 

The Network Device Utility window opens. (see Figure 6-8) 

Figure 6-8 Networlc Device Utility Window 
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To command the router to send policy violation information to the Sensor, choose 
option 5. 

When prompted, type the Sensor's IP address, and type y to confirm. 

Read the information and press Enter when prompted. 

Choose option 9 to exit the Network Device Utility. 
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Configuring lhe IDS-Defined ACLs to Log Policy Violations 

You can configure the IDS-defined ACLs to log policy violations temporarily or 
permanently; 

This section includes the following topics: 

• Temporary Policy Violation Logging 

• Permanent Policy Violation Logging 

Temporary Policy Violation Logging 

To configure the IDS-defined ACLs to log policy violations temporarily, follow 
these steps: 

Step 1 On the Director interface (NetRanger submap), click the Sensor icon that isto 
receive the policy violations from the router. 

Step 2 Click Security>Advanced>ACL Syslogs>Enable. 

' Note To disable ACL logging, click Security>Advanced>ACL 
Syslogs> Disable. 

Permanent Policy Violation Logging 

To configure the IDS-defined ACLs to log policy violations even after the Sensor 
restarts/reboots, follow these steps: 

Step 1 On the Director interface (NetRanger submap), click the Sensor icon that isto 
receiv~ the policy violations from the router. 

Step 2 Click Security>Configure. 

The Configuration Versions window opens. 

Step 3 In the currently ~pplied version (in bold), double-ciick Devlce Management, 

The Device Management dialog box opens. 

Step 4 Click the General tab. 
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Step5 

Step& 

Step7 

Click Enable ACL Logging. 

Click OK. 

6 Configuration Tasks 

To apply the configuration changes, click the newly created transient version on 
the Configuration Version window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Configuring the Sensor to Accept syslog Traffic from the Router 

Step 1 

Step 2 

Step3 

Step 4 

Step5 

Step& 

Step7 

To configure the Sensor to accept syslogd traffic from the router, follow these 
steps: 

On the Director interface (NetRanger submap), click the Sensor icon that isto 
receive the policy violations from the router. 

Click Security>Configure. 

The Configuration Versions window opens. 

In the currently applied version (in bold), double-click Device Management. 

The Device Management dialog box opens. 

Click the Shunning tab. 

Make note ofthe entry under Cisco ACL Number (for example, the entry might 
be "199"). 

Click OK. 

In the newly created version folder in the Configuration Versions window, 
double-click Intrusion Detection. 

The Intrusion' Detection dialog box opens. 

Step 8 Click the Data Sources tab. 

Step g· Under Data Sources, ensure that the IP address and netmask ofthe router sending 
the syslog information is present. 

Step 10 I f this information is not present, click Add and then type the IP address and 
subnet mask in the appropriate fields . 
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Step 11 

Step 12 

Step 13 

Step 14 

Configw-ing Policy Violatión 

Click the Profile tab. 

Ensure that Setup Metbod is set to Manual Configuration. 

Click Modify Signatures. 

Scroll down to the Security Violations signature and click Expand. 

The Policy Violations dialog box opens (Figure 6-9). 

Figure 6-9 Policy Violations Dialog Box 

Step 15 Click Add to add the number ofthe Cisco ACL from Step 5. 

Step 16 

Step 17 

Step 18 

Step 19 

Choo~e an action from the list in response to the policy violation alarm, and enter 
the alarm 's severity levei for eàcli destination. 

Click Add to add an ACL whose number is one less than the ACL added in Step 
15. 

When the Director dynamically changes an ACL in response t() network ac.tivity, 
it altemates between the two ACLs when applying them. · · · 

Repeat Steps 15 through 17 for each ACL added. 
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6 Configuration Tasks 
Forwarding 

Ciick OK to close the Policy Violatlons diaiog box. 

Step 21 Ciick OK to close the Slgnatures diaiog box. 

Step 22 Ciick OK to close the Intrusion Detection diaiog box. 

Step 23 To appiy the configuration changes, ciick the newiy created transient version on 
the Configuratlon Versions window and click Apply. 

' Note Ciicking Cancel discards any configuration changes. 

Configuring Director Foíwarding 

' 

Director forwarding refers to a Director's abiiity to forward ali errors and aiarms 
it receives to another IDS process on that Director or another Director. 
Forwarding aiarms to a secondary Director is a three-phase task. 

This section includes the following topics: 

• Configuring the Secondary Director 

• Configuring the Primary Director 

• Configuring Event Leveis and Destinations 

Note To modify an existing Director forwarding entry or to add an entry 
to Director forwarding for an IDS daemon on the same Director, then 
proceed directly to the "Configuring Event Leveis and Destinations" 
section. 
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Configuring the Secondary Director 

The first phase o f configuring Director forwarding is to give the secondary 
Director (the one receiving the forwarded information) information about the 
primary Director (the one that is forwarding information). 

S§ep 1 On the secondary Director 's interface (NetRanger submap), click the secondary 
Director icon. 

Step 2 Click Security>Configure. 

Step3 

Step4 

Step5 

Step& 

Step7 

Step8 

Step9 

The Configuration Versions window opens. 

Double-click System Files. 

Double-click Organizations. 

I f the primary Director is in a different organization than the secondary Director, 
add the primary Director's organization name and click OK. 

Double-click Bosts. 

Add the primary Director's host name and click OK. 

Double-click Routes. 

Add the following information about the primary Director: 

• Host name 

• Connection number 

• IP ad.dress o.f host 
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6 Configuration Tasks 

• UDP port number used for communication 

• A reserved Type column, which should always have 1 as an entry 

• Heartbeat 

' Note The heartbeat is a time interval, in seconds, that postofficed 
uses when transmitting route verification messages. I f the 
heartbeat is set to 5, then postofficed waits 5 seconds before 
transmitting another heartbeat. Furthermore, postofficed 
waits a period o f time equal to three times the heartbeat 
interval for a response. lf a response does not retum in time, 
then postofficed assumes the route is down and sends an 
error alarm to the Director. 

Step 10 Click OK. 

Step 11 Double-click Authorizations. 

Step 12 Make sure that the primary Director has the following permissions at a minimum: 

• Get 

• Getbulk 

Step 13 Click OK. 

Step 14 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 
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Configuring the Primary Director 

Step 1 

The second phase in setting up Director forwarding is to instruct the primary 
Director to forward information to the secondary Director. 

On the primary Director's interface (NetRanger submap) click 
Security>Configure. 

The NetRanger Configuration File Management Utility (nrConfigure) window 
opens. 

Step 2 Click File>Add Host. 

The NetRanger Add Host wizard opens. 

Step 3 Read the instructions on the first window ofthe Add Host wizard and click Next. 

Step 4 Select the organization name to which the secondary Director belongs. I f you 
need to, click Create to add an entry for the secondary Director's organization. 

Step 5 Type the secondary Director 's host name, host ID, and host IP address in the 
appropriate fields. 

Step 6 Click Next. 

The Host Type window opens. 

Step 7 Select Forward alarms to secondary Director. 

Step 8 Click Next. 

Step l! Click }?inish. 
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·ng Director Forwarding 

c p\ , 

Configuring Event Leveis and Destinations 

o 

. / 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

The final phase o f setting up Director forwarding is to configure event leveis and 
daemons receiving the forwarded information. By default, the primary Director 
forwards ali alarm leveis to the secondary Director's smid daemon. 

If you want to change these default settings, or add a new IDS service to which 
events should be forwarded, do the following: 

On the primary Director 's interface, click the primary Director icon. 

Click Security>Configure. 

The Configuration Versions window opens. 

In the currently applied version (in bold), double-click Director Forwarding. 

The Director Forwarding dialog box opens. 

Click the Forwarding tab. 

An entry should exist for loggerd for the primary Director. I f alarms are being 
forwarded to a secondary Director, an entry should also exist for smid for the 
secondary Director. 

To add an IDS daemon to the list o f entries, click Add. To change an existing 
entry, select the entry and click Modify. 

Enter the following information about each daemon: 

• Host-Select the Director's host name from the drop-down list. 

Service--Select the Director daemon to which you want data forwarded. 

Select loggerd ifyou want the Director to receive a duplicate copy of a 
Sensor's log files. Select smid ifyou want the primary Director to receive 
duplicate alarms generated by the Sensor to a secondary Director. 

• Minimum Levei-Type the minimum alarm levei for alarm data sent to the 
Director. , 

• Commands-Select Yes ifyou want commands sent to the daemon. 
Otherwise, select No. 
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Step& 
~ 

Step7 

• Errors-Select Yes if you want errors sent to the daemon. Otherwise, select 
No. 

• Alarms-Select Yes ifyou want alarms sent to the daemon. Otherwise, select 
No. 

• IP Logs-Select Yes ifyou IP logs sent to the daemon. Otherwise, select No. 

Click OK to close the Director Forwarding dialog box. 

To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Configuring Event Processing 
Event processing is managed by the eventd daemon. eventd processes alarms sent 
to it and executes user-defined actions. lt is generally intended to accommodate 
batch or background processes, such as e-mail notification, SNMP trap 
generation, or other user-defined processes. 

This section provides information on setting up basic event processing, and 
includes the following topics: 

• Configuring and Enabling eventd 

• Configuring an Event Source to Send Events to eventd 

o 

' ) Note For additional details on setting up e-mail notification, SNMP trap 
generàtion, or running custom scripts under eventd, refer to 
"Advanced Event Processing Support" in Chapter 9, "Advanced 
Director Functions." 
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Step 1 

Step 3 

Step4 

Step 5 

6 Configuration Tasks 

To configure the event processing infrastructure, follow these steps: 

On the Director interface (NetRanger submap), click the machine icon whose 
eventd process you want to enable. 

Click Security>Configure. 

The Configuration Versions window opens. 

In the currently applied version (in bold), double-click Event Processing. 

The Event Processing dialog box opens. 

Click the Applications tab. 

Click Add to add rows to the listing, and click Delete to delete rows from the 
listing. 

Each row has three columns: 

• Script ID-The ID number is autogenerated by nrConfigure. 

• Severity Levei-Type an alarm severity levei here. eventd executes the script 
you specify for each event whose severity levei is greater than or equal to 
this severity levei, provided that the events meet the timing thresholds that 
you set (see Step 6). 

• Script Name-Type the full path and name ofthe script you want to execute 
(for example, /usr/nr/myscript) . lfyou want to set up e-mail notification, 
type /usr/nr/bin/eventd/event in this field. Tq generate SNMP traps, type 
/usr/nr/bin/nrSnmpTrap in this field . . . .. . 

' Note For additional details on setting up e-mail notification, 
SNMP trap generation, or running custom scripts under 
eventd, refer to "Advanced Event Processing Support" 
in Chapter 9, "Advanced Director Functions." . 

Step 6. Click the Timing tab . 

. This tab controls how often eventd execu.tes an action when an event is received. 
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Step 7 

Step8 

Step9 

Type the following information in the appropriate fields: 

• Consolidation Interval(s)-The number o f seconds in the interval during 
which eventd collects events. 

• Alarm Count Thresholds-The number o f events that must be received in 
the specified interval to force the execution of an action. This field can 
contain one or more integer values separated by commas or spaces. 

For example, an entry o f" I, 5, I 00" would execute an action the first, fifth, 
and hundredth time an event occurred during the specified interval. 

Click OK to close the Event Processing dialog box. 

On the current transient version of code, double-click Daemons. 

The Daemons dialog box opens. 

Step 10 Enable nr.eventd by changing its status to Yes. 

Step 11 Click OK to close the Daemons dialog box. 

Step 12 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Configuring an Event Source to Send Events to eventd 

After configuring and enabling eventd, you must tell an event source (a Sensor or 
Director) to send notifications to eventd. The procedure for configuring Sensors 
and Directors differs . 

This s'ection .includes the following topics: 

• Configuring a Sensor to Send Events to eventd 

Configuring a Director to Send Events to eventd 
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6 Configuration Tasks 

Configuring a Sensor to Send Events to eventd 

Step 1 

Step 2 

~ 

Step3 

Step4 

Step 5 

Step6 

Step 7 

To configure a Sensor to send event notifications to eventd, follow these steps: 

On the'Director interface (NetRanger submap), click a Director icon. 

Click Security>Configure. 

The Configuration Versions window opens. 

Double-click Destinations under the currently applied version (in bold). 

The Destinations dialog box opens. 

Click Add. 

Add the following inforrnation in each o f the fields : 

• Host-Type the Sensor's host name. 

• Application-Type eventd. 

• Severity Levei-:-Type a minimum severity levei to send. 

' Note This number should match the lowest severity entered in 
the Applications tab o f the Event Processing dialog 
box. 

• Event Type-Choose either IP Logs, Errors, Commands, or Alarms from 
the field's drop-down menu. 

Click OKto close the Destinations.dialog box. 

To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' ~Jote Çlickit:g Cance! discards any configuration changes. 
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Configuring a Director to Send Events to eventd 

Step 1 

Step 2 

Step 3 

Step4 

Step 5 

Step 6 

Step 7 

To configure a Director to send event notifications to eventd, follow these steps: 

On the Director interface (NetRanger submap), click a Director icon. 

Click Security>Configure. 

The Configuration Versions window opens. 

Double-click Director Forwarding under the currently applied version (in bold). 

The Director Forwarding dialog box opens. 

Click the Forwarding tab. (An entry should exist for the primary Director.) 

Click Add. 

Enter the following information about each Director: 

• Host-Select the Director's host name from the drop-down list. 

• Service--Select eventd. 

• Minimum Levei-Type a minimum severity levei to send. 

' Note This number should match the Iowest severity entered in 
the Applications tab ofthe Event Processing dialog 
box. 

(:ommands-Select Yes if.you ~ant commands sent to the Director. 
Otherwise, select No. 

• Errors-Select Yes ifyou want errors sent to the Director. Otherwise, select 
No. 

• Alarms-Select Yes ifyou want alarms sent to the Director. Otherwise, 
select No. 

IP Logs-Select Yes i f you want IP logs sent. to the Director. Otherwise, select 
No. 
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6 Co"figuration Tasks 

sion Detection 

Step 9 

Click OK to close the Director Forwarding dialog box. 

To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

O Configuring lntrusion Detection 
This section describes the following topics : 

• Intrusion Detection in the Director 

• Setting Up Intrusion Detection 

• Advanced lntrusion Detection Settings 

lntrusion Detection in the Director 

Intrusion Detection is handled by the packetd and sensord daemons. packetd 
normally operates from a Sensor working in standalone mode (in other words, 
without a packet filter) . sensord normally operates on a Sensor working with a 

. packet til ter that isforwarding copies o f network packets to it. 
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Setting Up lntrusion Detection 

You have two choices for setting up intrusion detection on a Sensor: 

• You can use a profile-based configuration, which allows you to use 
pre-defined profiles for intrusion detection. Using profiles allows for both a 
fast configuration and fast integration o f new signatures during software 
upgrades. 

• You can use a manual configuration , which allows you to configure 
individual signatures, giving you control over almost every aspect of 
intrusion detection on a Sensor. 

This section includes the following topics: 

• Setting Up a Profile-Based Configuration 

• Setting Up a Manual Configuration 

Setting Up a Profile-B.ased Configuration 

Step 1 

Step2 

Step 3 

Step4 

Step 5 

To set up a profile-based configuration, follow these steps: 

On the Director interface (NetRanger submap), click the Sensor icon you want to 
configure. 

Click Security>Configure. 

The Configuration Versions window opens. 

Double-click Intrusion Detection under the currently applied version: 

The Intrusion Detection dialog box opens. 

Click the Profile tab. 

Fill in the following: 
\ ' 

• Select Profile based Configuration. 

• Under Signatures to Disable, disable individual signatures by selecting their 
check boxes. 

• Under Response, click either the Relaxed, Moderate, or Strong option. 
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Step 13 To modify the alarm severity levei and the action the Sensor should take, click the 
signature and click Modify. The Attack Signatures Edit dialog box opens 
(Figure 6-13). Make your modifications using this dialog box. 

' Note Actions other then None are not supported for the IDSM. 
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Slap $ Selcct Manual Conllguradon. 

The Vlew Seosor bullon bccomes lhe Modlfy SlgnalurH bullon. 

a. To modify Sensor signatures, follow Steps 6 through 10. 

b..: To modífy IDSM signature!,·fotlnw Steps li cbrougli .J8. 

Slep 8 Cliclt Modlfy Slgnalore.s. 

The General Slgnatures díalog box opens (see Figure 6·11). 
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Stej> 7 You can configure lhe aclion a Sensor takcs whon a signature detects misuse by 
clicking any Adloo ficld nnd choosing onc o f llte following options from lhe 
drop·down lilt: 

• Noae-Takc no actíon. 

Shua- Shun lhe hosl. 

Log- Log lhe event. 

• Sh1111 & L?g- Shun lhe h<>Stand log the event. 

TCP Resei-Clo:IC lhe TCP conneclion, bu! leave other conncclions alonc. 

TCP Reset & Sbua- Reset the TCP conncclion and shun the host. 
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• TCP RHet & Log-R.oa~l tlle TCP eoMeetion and log lhe ev~t. 

TCP Reset, Shun & Log- Rc•ctthc TCP conncction, shon lhe host, and log 
thc event 

• l!:vldence Log- This uti I ily is dcprecated and sbou ld not be used. 

For eacb Scnsor and Dircctor in your organization. you Cllll edit lhe Severlty 
Levei. 

To 6nd out more information about a signalUrc, elick its namc in the lísting 
and click NSDB. This will provido aecesslo thc NSDB throogh your HTML 
browser. 

scep I Click OK to save your changes and clo•e the Geoeral Sl:naturet dia los bax. 

Scep I Click OK to close lhe Iotraslon Detccllon dialog box. 

51"1'10 To apply lhe configuralion changes, click lhe """'IY crca1ed lransíem version on 
the Conflgaratlon Ver5lons wíndow and click Apply. 

~ 
Note Clicking Con<el discards any confoguration ch~ngcs. 

Slep t1 Click Modlfy Slc:nahare~. 

Tbe Slgnatarn dialog box op~s. 

Slop t2 To modify a111ek signatures, click thc Attuk Slc:nahlra teb (acc Fíprc 6· 12). 
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Step 13 To modify thc alarm sevority l~vcl and tlte nction the Senso r should takc, click tlte 
signature and ctíck Modlfy. The Altlek Slgnalares Edlt dialog box opens 
(Figure 6-13). Make your modificaóons using this diolog box. 

~ 
Nota Actions other then None are not supponed for lhe lDSM. 
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Figure 6-12 Signatures Dialog Box Attaclc Signatures Tab 
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Step 13 To modify the alarm severity levei and the action the Sensor should take, click the 
signature and click Modify. The Attack Signatures Edit dialog box opens 
(Figure 6-13) . Make your modifications using this dialog box. , , 
Note Actions other then None are not supported for the IDSM. 
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nfiguration Tasks 

Configuring lntrusion Detection 

Figure 6-13 Attack Signatures Edit Dialog Box 
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Step 14 To modify extended signatures, click the Extended Signatures tab (see 
Figure 6-14) . 
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Figure 6-14 Signatures Dialog Box Extended Signatures Tab (IDSM)) 
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Step 15 The Timeout and Threshold values can be edited by clicking a signature and 
clicking Modify. The Extended Options Edit dialog box opens (Figure 6-15). 
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Configuring lntrusion Detection 

Figure 6-15 Extended Options Edit Dialog Box 
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Step 16 Click O K to save your changes and close the Signatures dialog box. 

Step 17 Click O K to close the Intrusion Detection dialog box. 

Step 18 To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 
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6 Configuration Tasks 

Advanced lntrusion Detection Settings 

The Intrusion Detection dialog box also allows you to set up protected networks, 
name data sources for the Sensor, exclude pattems, and IP fragment reassembly. 

Step 1 On the Director interface (NetRanger submap), click the Sensor icon you want to 
configure. 

~ . 
·Step 2 Click Security>Configure. 

The Configuration Versions window opens. 

Step 3 Double-click Intrusion Detection under the currently applied version . 

The Intrusion Detection dialog box opens. 

Step 4 Click the Protected Networks tab. 

Step 5 Click Add to ente r the address and netmask o f the network protected by the 
Sensor. 

Step 6 To set up IP logging, click the IP Logging Addresses tab, then click Add to add 
addresses and networks you want the Director to IP log. 

Step 7 

Step 8 

Step 9 

' Note IP logging involves writing every incoming and outgoing 
packet to an IP session log with a naming convention of 
iplog.Source_IP _Address, where Source_IP _Address is the 
IP address o f the source o f the packets. 

Click the Data Sources tab. 

• lfthe Sensor is in standalone mode (for example, not working with a network 
device), then type the name ofthe Sensor's interface card performing packet 
analysis in the Name Of Packet Device field. 

• If\the Sensor is working with a router or packet filter, click Add under Data 
Sources 'and type the address and netmask ofthe managed network device . 

Click the Excluded Patterns tab. 

Click Add to set the signature ID, subsignature ID, source IP address or network, 
and destination IP address o r network o f any patterns you want to exclude. 

The Add New Enhanced Excludes dialog box opens (see Figure 6-16). 
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Configuring lntrusion Detection 

Figure 6-16 Add New Enhanced Excludes Dialog Box 
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Step 10 Use the following values for the source/destination fields : 

' Note Only one ofthe following exclusions or tasks can be done ata time. 

Exclude alarms from any IP address (Source field = *) 

Exclude alarms from any internai IP address (Source field = IN) 

EKclude,alarms from any externai IP Address (Source field = OUT) 

Exclude alarms from a single IP address (Source field = a.b.c.d) 

Exclude alarms from a range o f IP addresses; enter a starting and ending IP 
address (Source field =al.bl .cl.dl- a2.b2.c2.d2) 

Exclude alarms from a network address; enter a network address anda subnet 
mask (Source field = a.b.c.d/n, where a.b.c.d is the IP address and n is the 
number o f I s in the most signification portion o f the subnet mask) 
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Step 11 Click the IP Reassembly tab. 

Step 12 Select the Reassemble Fragments check box. 

Step 13 Set the following values for reassembly: 

6 

• Maximum Partial Datagrams-Maximum number oftokens that are in the 
process ofreassembly at one time (default is 200 for the Sensor and 500 for 
the IDSM) 

• Maximum Fragments Per Datagram-Maximum number offragments that 
a datagram can h ave for the purpose o f reassembly ( default is 2000 for the 
Sensor and 190 for the IDSM) 

• Fragmented Datagram Timeout-Ttimeout for the partia! fragmented 
datagrams ( default is 3 for the Senso r and 1 O for the IDSM) 

Step 14 For the IDSM, you can set up TCP Reassembly as follows: 

• TCP Three Way Handshake--Watch for 3-way handshake related traffic 
(default is disabled) 

• TCP Strict Reassembly-Watch the traffic when the receiver has sent an 
ACK for the TCP connection (default is No Reassemb1y) 

- No Reassembly 

- Loose Reassembly 

- Strict Reassembly 

• TCP Embryonic Timeout-Timeout for partially open connections (default 
is 15) 

• TCP Open Establish Timeout-Timeout for the established connections 
(default is 90) 

Step 15 Click the Port Mapping tab (IDSM only) 

Step 16 Set the following: 

• T\CP HVACK Ports-Enter comma-delimited port numbers for ports that 
you want to be configured for TCP HIJACK 

• TCP SYNFLOOD Ports-Enter comma-delimited port numbers for ports 
that you want to be configured for TCP SYNFLOOD 
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Tasks 

Step 17 

Step 18 

Configuring lhe Systern Files 

TCP Telnet Ports-Enter comma-delimited port numbers for ports that you 
want to be configured for TCP Telnet 

• TCP HTTP Ports-Enter comma-delimited port numbers for ports that you 
want to be configured for TCP HTTP 

Click OK to close the Intrusion Detection dialog box. 

To apply the configuration changes, click the newly created transient version on 
the Configuration Versions window and click Apply. 

' Note Clicking Cancel discards any configuration changes. 

Configuring the System Files 
The system files contain the information needed for IDS communication. You can 
access individual components by right-clicking them on the Configuration 
Versions window and clicking File>Open. 

• Authorizations-The Authorizations dialog box contains a listo f hosts that 
are able to configure the current machine, and what types of commands they 
are allowed to run: 

- Get-The get operation "gets" data related to certa in functions, such as 
a single IP address from a shun list. 

- GetBulk-The getbulk operation operates like the get operation, but 
retums a Iist, such as an entire shun list o f IP addresses. 

- Set-The set operation "sets" a value for a service o r function, such as a 
netmask or IP address . 

.:.. Unset-The unset operation "unsets" a previously set value . 

- Exec-The ex e c operation "executes" an action, such as enabling o r 
disabling shunning. 

Destinations-The Destinations dialog box contains a listing o f editable 
destinations for events (errors, commands, alarms, IP logs) on each host in the 
IDS. 
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Hosts-The Hosts dialog box contains a listing o f editable host names, 
organization IDs, and host IDs in the IDS . 

Organizations-The Organizations dialog box contains a listing ofeditable 
organization names and IDs in the IDS . 

Routes-The Routes dialog box contains a listing o f editable routes in the 
IDS. The items in the listing include the following : 

- Host name 

- Connection number 

- IP address o f host 

- UDP port number used for communication 

- A reserved type column, which should always have 1 as an entry 

- Heartbeat 

' Note The heartbeat is a time interval that postofficed uses 
when transmitting route verification messages. I f the 
heartbeat is set to 5, then postofficed waits 5 seconds 
before transmitting another heartbeat. Furthermore, 
postofficed waits a period o f time e qual to three times 
the heartbeat interval for a response. I f a response does 
not retum in time, then postofficed assumes the route is 
down and sends an error alarm to the Director. The 
default heartbeat interval is 5 seconds, but you can raise 
this value i f your network is congested. This allows a 
larger window for route verification. 

Services-The Services dialog box contains a listing o f editable service 
names and service IDs on the IDS . 

Stgnature Descriptions-The Signature Descriptions dialog box contains 
a listing of editable signature names and signature IDs on the IDS. 
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· Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

Setting Up String Matching 

This section provides a procedure for setting up corresponding 
RecordOfStringName and SigOfStringMatch tokens to detect and send alarms on 
the string "secret" used during a Telnet session. 

To set up string match tokens, follow these steps: 

On the Director interface (NetRanger submap ), click a Sensor icon. 

Click Security>Configure. 

The Configuration Versions window opens. 

Right-click Intrusion Detection and click Open . 

The Intrusion Detection dialog box opens. 

Click the Profile tab. 

Click Manual Configuration, and then click Modify Signatures. 

The General Signatures (Sensor) or Signatures (IDSM) dialog box opens. 

For the IDSM, click the Attack Signatures tab. 

Scroll down to Matched Strings and click it. 

Click Expand to open the String Signatures dialog box. 

The St ring Signatures dialog box opens (Figure 6-17). 
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6 Cimfiguration 

Setting Up String Matching 

Figure 6-17 String Signatures Dialog Box 
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The String Signatures dialog box consists of a grid containing the following 
columns: string to search on, subsignature ID, port to scan, direction oftraffic to 
scan, the number o f string matches to allow before triggering an action, the action 
to trigger, and destinations for the data captured by the signature. 

Ciick Aàà. 

The Sttings Signature Add dialog box opens (see Figure 6-18). 
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Step 9 

Step 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Step 16 

Figure 6-18 String Signatures Add Dialog Box 
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Type [Sal ecret in the String box. 

Setting Up String Matching 

This regular expression detects instances o f the strings "Secret" and "secret." 

A unique number is automatically generated in the ID box. 

Type 23 in the Port box. 

TCP Port 23 is the well-known port for Telnet traffic. 

Click To & From in the Direction iist. 
•, 

Type 1 in the Occurrences box. 

Click Reset in the Action list. 

Type s in each destination box. 

Click OK to save the new signature . 

Click OK to close the String Signatures Add dialog box. 
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Step 17 Click OK to close the Intrusion Detection dialog box. 

Step 18 Click Apply on the Configuration Versions window to apply the new signature. 

Each time the Sensor detects the string "secret" or "Secret" during a Telnet 
session, it now resets the user's TCP connection, and sends levei 5 alarms to ali 
destinations . 

Running the HP OpenView Database Utility 
You can run the HP OpenView Database Utility when you want to delete 
unwanted IDS alarms or repair database corruption. This section includes the 
following sections: 

• Deleting Alarm Data 

• Repairing Database Corruption 

• Running the HP OpenView Cleanup Utility for Each Map 

Deleting Alarm Data 

Step 1 

Step 2 

Step 3 

Step 4 

I f you want to delete IDS alarms only and the Director does not appear to be 
failing, follow these steps: 

Close down ali instances ofthe HP OpenView user interface. 

Edit the $0V _REGISTRATION/C/nrdirmap file by removing the token - Initial 

from the line that begins with the word command. 

Start the HP Open View use r interface. 
\ 

Click Security>Advanced>OpenView Database (danger!)>Delete Ali Alarm 
Data. 

This launches the HP OpenView Database utility. 

' Note I f you have multi pie maps, use this option individually for 
each map. 
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Step 6 

Step 7 

Running lhe HP OpenView Oatabase Utility 

When the cleanup utility is finished, shut down the user interface. 

Put the -In i tia l token back in the nrdirmap registration file . 

Start up the HP OpenView user interface. 

Ali IDS alarms are deleted from the HP OpenView database without deleting the 
hosts and applications that already exist. 

' Note The purpose o f editing the nrdirmap registration file is to 
make sure that nrdirmap (the program that displays IDS data 
on the HP OpenView maps) is not running while the cleanup 
utility is running. 

Repairing Database Corruption 

' 

When you have database corruption, you receive error messages in the 
errors.nrdirmap. * files similar to the following: 

entityManager: : createApplication, OVwDbGetFieldintegerValue failed: 
NULL field value 

Note The message may vary slightly, but i f the cal! begins with ovwob* 

Step 1 

Step 2 

failed, you can assume there is database corruption. 

To repair the database corruption, follow these steps: 

Close down ali HP OpenView user interfaces. 

Run one HP Open View useí inteíface as use r netrangr for a map that contains IDS 
data. \ 

' Note Make sure you have read/write access to the map (look in the 
lower comer o f the map to make sure your access is not 
read-only) . 
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e HP OpenView Data base Utility 

Step 3 Click Security>Advanced>OpenView Database (danger!)>Delete Ali 
NetRanger Data. 

This launches the HP OpenView Database Cleanup utility. 

The HP OpenView Database Cleanup utility deletes ali the IDS data for this map 
from the HP OpenView database. A window opens telling you what is being 
deleted. The deletion does not cause problems with nrdirmap (the program that 
displays IDS data on the HP Open View maps), beca use the erro r messages listed 
above confirm that nrdirmap has already stopped. 

Running the HP OpenView Cleanup Utility for Each Map 

I f you have only one HP Open View map with IDS data (you can se e how many 
maps exist by typing ovwls from the command line), you do not need to do 
anything more. Ifyou have more than one corrupted database, you must run the 
cleanup utility for each individual map. 

To run the cleanup utility for each map, follow these steps: 

Step 1 On the Director interface (NetRanger submap), to open each map with IDS data , 
click: 

Step 2 

Step.J 

Step 4 

• Map>Maps>Open/List ifyour Director machine has HP OpenView 4.x or 
5.x 

• File>Open ifyour Director machine has HP OpenView 6x 

The Available Maps dialog box opens. 

Click Security>Advanced>OpenView Database (danger!)>Delete Ali 
NetRanger Data for each of these maps. 

The HP OpeqView Database utility cleans each map that you select in the 
Available Maps dialog box. When the last map has been cleaned up , the utility 
reports that it does not need to run any more. 

Close the HP Open View use r interface. 

Restart the HP OpenView user interface. 
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Configuring DVMRP lnteroperability. 

Tijis chapter describes the Distance Vector Multicast Routing Protocol (DVMRP) lnteroperability 
feiiture .. For a complete description ofthe DVMRP commands in this chapter, refer to the "IP Multicast 
Routing Commands" chapter o f the Cisco /OS IP Command Reference, Volume 3 o f 3: Multicast 
publication .. To loca te documentation of other commands that appear in this chapter, use the command 
reference master index, or search online. 

Cisco routers run Protocol lndependent Multicast (PIM), and know enough about DVMRP to 
successfully forward multicast packets to and receive packets from a DVMRP neighbor. It is also 
possible to propagate DVMRP routes into and through a PIM cloud. The Cisco lOS software propagates 
DVMRP routes and builds a separa te database for these routes on each router, but PIM uses this routing 
information to make the packet-forwarding decision .. Cisco lOS software does not implement the 
complete DVMRP .. 

DVMRP builds a parent-child database using a constrained multicast model to build a forwarding tree 
rooted at the source o f the multicast packets. Multicast packets are initially flooded down this source 
tree . lfredundant paths are on the source tree, packets are not forwarded along those paths. Forwarding 
occurs until prune messages are received on those parent-child links, which further constrains the 
broadcast o f multicast packets .. 

DVMRP is implemented in the equipment o f many vendors and is based on the public-domain mrouted 
program .. The Cisco lOS software supports dynamic discovery o f DVMRP routers and can interoperate 
with them over traditional media such as Ethernet and FDDI, or over DVMRP-specific tunnels .. 

To identify the hardware platform or software image information associated with a feature, use the 
Feature Navigator on Cisco.com to search for information about the feature or refer to the software 
release notes for a specific release. For more information, see the "ldentifying Supported Platforms" 
section in the "Using Cisco lOS Software" chapter. 

' ' 

Basic DVMRP lnteroperabi I ity Configuration T ask List 
To configure basic interoperability with DVMRP machines, perform the tasks described in the following 
sections. The tasks in the first section are required; the tasks in the remaining sections are optionaL 

• Configuring DVMRP lnteroperability (Required) 

• Configuring a DVMRP Tunnel (Optional) 

• Advertising Network 0 .. 0 .. 0 .. 0 to DVMRP Neighbors (Optional) 

For more advanceq DVMRP interoperability features, see the section "Advanced DVMRP 
lnteroperability Configuration Task List" !ater in this chapter. 
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• Basic DVMRP lnteroperability Conliguration Task list 

Configuring DVMRP lnteroperability 

c 

Command 

Cisco multicast routers using PIM can interoperate with non-Cisco multicast routers 
DVMRP. 

PIM routers dynamically discover DVMRP multicast routers on attached networks. Once a DVMRP 
neighbor has been discovered, the router periodically sends DVMRP report messages advertising the 
unicast sources reachable in the PIM domain. By default, directly connected subnets and networks are 
advertised. The router forwards multicast packets that have been forwarded by DVMRP routers and, in 
turn, forwards multicast packets to DVMRP routers. 

You can configure which sources are advertised and which metrics are used by configuring the ip dvmrp 
metric interface configuration command. You can also direct ali sources learned via a particular unicast 
routing process to be advertised into DVMRP. 

The mrouted protocol is a public-domain implementation o f DVMRP. It is necessary to use mrouted 
Version 3.8 (which implements a nonpruning version of DVMRP) when Cisco routers are directly 
connected to DVMRP routers or interoperate with DVMRP routers over an multicast backbone 
(MBONE) tunnel. DVMRP advertisements produced by the Cisco lOS software can cause oi der versions 
o f mrouted to corrupt their routing tables and those o f their neighbors. Any router connected to the 
MBONE should have an access list to limit the number ofunicast routes that are advertised via DVMRP. 

To configure the sources that are advertised and the metrics that are used when DVMRP report messages 
are sent, use the following command in interface configuration mode: 

Purpose 

Router(config-if)# ip dvmrp metric metric [1ist 
access-list] [protocol process-id] 

Configures the metric associated with a set of destinations for 
DVMRP reports . 

Command 

A more sophisticated way to achieve the same results as the preceding command isto use a route map 
instead of an access list. Thus, you have a finer granularity of control. To subject unicast routes to route 
map conditions before they are injected into DVMRP, use the following command in interface 
configuration mode: 

Purpose 

Router(config-if)# ip dvmrp metric metric Subjects unicast routes to route map conditions before they are 
injected into DVMRP. [r map map-name] 

Responding to mrinfo Requests 

The Cisco lOS software answers mrinfo requests sent by mrouted systems and Cisco routers. The 
software returns information about neighbors on DVMRP tunnels and ali o f the interfaces o f the router. 
This information includes the metric (which is always set to I), the configured TTL threshold, the status 
o f the interface, and various flags . The mrinfo EXEC command can also be used to query the router 
itself, as in the following example: 

mml-7kd# mrinfo 

171.69.214.27 (mm1-7kd . cisco .com) [version cisco 11.1] [flags: PMS] : 
171 . 69 . 214.27 -> 171.69 .2 14.26 (mm1-r7kb .cisco . com) [1 /0/pim/ querier] 
171.69 . 214.27 -> 171 .6 9.214.25 (mm1-45a . cisco.com) [1/0/pim/querier] 
171.69.214.33 -> 171 . 69 . 214.34 (mm1-45c . cisco . com) [1/0/pim] 
171.69 .2 14 . 137 -> 0 .0. 0 . 0 [1 /0/pim/querier/down/leaf] 
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Configuring DVMRP lnleroperability 
Basic DVMRP lnleroperabilily Configuralion Task Lisl 

171.69.214.203 -> 0.0.0.0 [1/0/pim/querier/down/leaf] 
171 . 69 . 214.18 -> 171.69.214.20 (mm1-45e.cisco.com) [1/0/pim] 
171 . 69 . 2 14 . 18 - > 171 . 69 . 214 . 19 (mm1-45c . cisco . com) [1/0/pim] 
171.69.214 . 18 - > 171.69.214.17 (mm1-45a . cisco . com) [1/0/pim] 

See the "DVMRP lnteroperability Example" section !ater in this chapter for an ex 
configure a PIM router to interoperate with a DVMRP router. 

Configuring a DVMRP T unnel 

c 

Step 1 

?\p2 
\!ep3 

Step4 

Step5 

Step 6 

Step 7 

Command 

The Cisco lOS software supports DVMRP tunnels to the MBONE. You can configure a DVMRP tunnel 
on a router i f the other end is running DVMRP. The software then sends and receives multicast packets 
over the tunnel. This strategy allows a PIM domain to connect to the DVMRP router in the case where 
al~routers on the path do not support multicast routing. You cannot configure a DVMRP tunnel between 
iwo routers . 

When a Cisco router runs DVMRP over a tunnel, it advertises sources in DVMRP report messages much 
as it does on real networks. In addition, the software caches DVMRP report messages it receives and 
uses them in its Reverse Path Forwarding (RPF) calculation. This behavior allows the software to 
forward multicast packets received over the tunnel. 

When you configure a DVMRP tunnel, you should assign a tunnel an address in the following two cases: 

To enable the sending of IP packets over the tunnel 

• To indicate whether the Cisco lOS software should perform DVMRP summarization 

You can assign an IP address either by using the ip address interface configuration command, or by 
using the ip unnumbered interface configuration command to configure the tunnel to be unnumbered. 
Either o f these two methods allows IP multicast packets to flow over the tunnel. The software will not 
adverti se subnets over the tunnel i f the tunnel has a different network number from the subnet. In this 
case, the software advertises only the network number over the tunnel. 

To configure a DVMRP tunnel, use the following commands in interface configuration mode: 

Purpose 

Router(config - if)# interface tunne1 number Specifies a tunnel interface in global configuration mode 
and puts the router into interface configuration mode. 

Router(config-if)# tunne1 source ip-address Sets the source address ofthe tunnel interface. This address 
is the IP address o f the interface on the router. 

Router(config-if)# tunne1 destination Sets the destination adddress o f the tunnel interface. This 
ip-address address is the IP address o f the mrouted multitask router. 

Router(config - if)# tunne1 mede dvmrp Configures a DVMRP tunnel. 

Router(config - if)# ip address address mask Assigns an IP address to the interface. 

o r o r 

Rou t er(config-if)# ip unnumbered type number Configures the interface as unnumbered. 

Router(config-if)# ip pim [dense-mode I Configures PIM on the interface. 
sparse -mo de] 

Router(config-if)# ip dvmrp accept-filter Configures an acceptance filter for incoming DVMRP 
access-list [distance I ip I).sighbor-list reports. 
access-list] 
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See the "DVMRP Tunnel Example" section !ater in this chapter for an example ofhow t 
DVMRP tunnel. 

Advertising Network 0.0.0.0 to DVMRP Neighbors 

Command 

The mrouted pro toco! is a public domain implementation o f DVMRP. If your router is a neighbor to an 
mrouted Version 3.6 device, you can configure the Cisco lOS software to advertise network 0.0.0 .0 to 
the DVMRP neighbor. Do not advertise the DVMRP default in to the MBONE. You must specify whether 
only route 0.0.0 .0 is advertised or i f other routes can also be specified. 

To advertise network 0.0.0.0 to DVMRP neighbors on an interface, use the following command in 
interface configuration mode: 

Purpose 

Router(config-if)# ip dvmrp default-information 

~'nate I only) 
Advertises network 0.0 .0.0 to DVMRP neighbors. 

Advanced DVMRP lnteroperabi I ity Configuration T ask List 

o 

Cisco routers run PIM and know enough about DVMRP to successfully forward multicast packets to 
receivers and receive multicast packets from senders. It is also possible to propagate DVMRP routes into 
and through a PIM cloud. PIM uses this information; however, Cisco routers do not implement DVMRP 
to forward multicast packets. 

The basic DVMRP interoperability features are described in the section "Basic DVMRP lnteroperability 
Configuration Task List" earlier in this chapter. To configure more advanced DVMRP interoperability 
features on a Cisco router, perform the optional tasks described in the following sections: 

Enabling DVMRP Unicast Routing (Optional) 

Limiting the Number of DVMRP Routes Advertised (Optional) 

• Changing the DVMRP Route Threshold (Optional) 

• Configuring a DVMRP Summary Address (Optional) 

Disabling DVMRP Automatic summarization (Optional) 

• Adding a Metric Offset to the DVMRP Route (Optional) 

Rejecting a DVMRP Nonpruning Neighbor (Optional) 

• Configuring a Delay Between DVRMP Reports (Optional) 

Enabling DVMRP Unicast Routing 

Because policy for multicast routing and unicast routing requires separate topologies, PIM must follow 
the multicast topology to build loopless distribution trees . Using DVMRP unicast routing, Cisco routers 
and mrouted machines exchange DVMRP unicast routes, to which PIM can then reverse path forward. 

Cisco routers do not perform DVMRP multicast routing among each other, but they can exchange 
DVMRP routes. The DVMRP routes provide a multicast topology that may differ from the unicast 
topology. These routes allow PIM to run over the multicast topology, thereby allowing PIM sparse mode 
over the MBONE topology. 
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To enable DVMRP unicast routing, use the following command in interface configuration mode: 

Command Purpose 

Router(config-if)# ip dvmrp unicast-routing Enables DVMRP unicast routing. 

limiting the Number of DVMRP Routes Advertised 

c 

Command 

By default, only 7000 DVMRP routes will be advertised over an interface enabled to run DVMRP (that 
is, a DVMRP tunnel, an interface where a DVMRP neighbor has been discovered, or an interface 
configured to run the ip dvmrp unicast-routing interface configuration command). 

To change this limit, use the following command in global configuration mode: 

Purpose 

Router(config)# ip dvmrp route-limit count Changes the number of DVMRP routes advertised over an interface 
enabled to run DVMRP. 

Changing the DVMRP Route Threshold 

o 
Command 

By default , I 0,000 DVMRP routes may be received per interface within a 1-minute interval. When that 
rate is exceeded, a syslog message is issued, waming that a route surge might be occurring. The waming 
is typically used to quickly detect when routers have been misconfigured to inject a large number of 
routes into the MBONE. 

To change the threshold number o f routes that trigger the waming, use the following command in global 
configuration mode: 

Purpose 

Router(config)# ip dvmrp routehog-notification 
route - count 

Configures the number o f routes that trigger a syslog message. 

Use the show ip igmp interface EXEC command to display a running count ofroutes. When the count 
is exceeded, "*** ALERT ***" is appended to the line. 

Configuring a DVMRP Summary Address 

You can customize'the summarization ofDVMRP routes ifthe default classful automatic summarization 
does not suit your needs. To summarize such routes, specify a summary address by usi h.s:.l9_l_~~~!~g- _ 
command in interface configuration mode: 
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Command Purpose 

Router(config-if)# ip dvmrp summary-address 
summary-address mask [metric value] 

Specifies a DVMRP summary address. 

Note At least one, more-specific route must be present in the unicast routing table before a configured 
summary address will be advertised. 

Disabling DVMRP Automatic summarization 

c 
Command 

By default, the Cisco lOS software performs some levei o f DVMRP summarization automatically. 
Disable this function i f you want to adverti se ali routes, not just a summary. I f you configure the 
ip dvmrp summary-address interface configuration command and did not configure the no ip dvmrp 
auto-summary command, you get both custom and automatic summaries. 

To disable DVMRP automatic summarization, use the following command in interface configuration 
mode : 

Pu r pose 

Router(conf ig-if)# no ip dvmrp auto-summary Disables DVMRP automatic summarization. 

Adding a Metric Offset to the DVMRP Route 

o 
Command 

By default, the router increments by 1 the metric o f a DVMRP route advertised in incoming DVMRP 
reports. You can change the metric ifyou want to favor or not favor a certain route . The DVMRP metric 
is a hop count. Therefore, a very slow serial tine o fone hop is preferred over a route that is two hops 
over FDDI or another fast medium. 

For example, perhaps a route is leamed by Router A and the same route is leamed by Router B with a 
higher metric . I f you want to use the path through Router B beca use it is a faster path, you can apply a 
metric offset to the route leamed by Router A to make it larger than the metric leamed by Router B, 
allowing you to choose the path through Router B. 

To change the default metric, use the following command in interface configuration mode: 

Purpose 

Router(conf ig-i f) # ip dvmrp metric - offset [in I 
out] inc rement 

Changes the metric added to DVMRP routes advertised in incoming 
reports . 

Similar to the metric keyword in mrouted configuration files , the following is true when using the 
ip dvmrp metric-offset interface configuration command: 

• When you specify the in keywordor no keyword, the increment value is added to incoming DVMRP 
reports and is reported in mrinfo replies. The default value for the in keyword is I . 

• When you specify the out keyword, the increment is added to outgoing DVMRP reports for routes 
from the DVMRP routing table. The default value for the out keyword is O. 
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Configuring DVMRP lnteroperability 

Rejecting a DVMRP Nonpruning Neighbor 

c 

o 

By default, Cisco routers accept ali DVMRP neighbors as peers, regardless oftheir DV 
o r lack o f. However, some non-Cisco machines run old versions o f DVMRP that cannot p 
will continuously receive forwarded packets unnecessarily, wasting bandwidth. Figure 91 shows t 
scenario. 

Figure 91 leal Nonprvning DVMRP Neighbor 

Source or RP 

Wasted 
multicast 

traffic 

PIM dense mode 

Receiver 

Stub LAN with no members 

You can preventa router from peering (communicating) with a DVMRP neighbor ifthat neighbor does 
not support DVMRP pruning or grafting. To doso, configure Router C (which is a neighbor to the leaf, 
nonpruning DVMRP machine) with the ip dvmrp reject-non-pruners interface configuration command 
on the interface 'to the nonpruning machine. Figure 92 illustrates this scenario. In this case, when the 
router receives a DVMRP probe or report message without the Prune-Capable tlag set, the router Jogs a 
syslog message and discards the message. 
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c 

Figure 92 Router Re_jects Nonpnming OVMRP Neighbor 

Source or RP 
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machine 

ip dvmrp reject-non-pruners 

Leaf nonpruning DVMRP machine 

Note that the ip dvmrp reject-non-pruners command prevents peering with neighbors only. Ifthere are 
any nonpruning routers multiple hops away (downstream toward potential receivers) that are not 
rejected, then a nonpruning DVMRP network might still exist. 

To prevent peering with nonpruning DVMRP neighbors, use the following command in interface 
configuration mode: 

Command Purpose 

Router (config-if) # ip dvmrp reject-non-pruners Prevents peering with nonpruning DVMRP neighbors. 

Configuring a Delay Between DVRMP Reports 

You can configure an interpacket delay ofa DVMRP report. The delay is the number ofmilliseconds that 
elapse between transmissions ofsets ofpackets that constitute a report. The number ofpackets in the set 
is determined by the burst value, which defaults to 2 packets. The milliseconds value defaults to 
I 00 milliseconds. 

To change the default values o f the delay, use the following command in interface configuration mode: 

Command Purpose 

Router (config-if) # ip dvmrp output-report-delay Configures an interpacket delay between DVMRP reports. 
milliseconds [burst] 
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Command Purpose 

Router# c1ear ip dvmrp route { * I route} Detetes routes from the DVMRP routing table. 

To display entries in the DVMRP routing table, use the following command in EXEC mode: 

Command Purpose 

Router# show ip dvmr~route [name I ip-address I 
type number] 

Displays the entries in the DVMRP routing table. 

C VMRP Configuration Examples 
This section provides the following DVMRP configuration examples: 

DVMRP lnteroperability Examp le 

DVMRP Tunnel Examp le 

DVMRP lnteroperability Example 

The following example configures DVMRP interoperability for configurations when the PIM router and 
the DVMRP router are on the same network segment. In this example, access Iist 1 advertises the 
networks (198.92.35.0, 198.92.36.0, 198.92.37.0, 131.108.0.0, and 150.136.0.0) to the DVMRP router, 
and access Iist 2 is used to prevent ali other networks from being advertised (the ip dvmrp metric O 
interface configuration command). 

interface ethernet o 
ip address 131.119.244 . 244 255 . 255 . 255.0 
ip pim dense-mode 
ip dvmrp metric 1 list 1 
ip dvmrp metric O list 2 

access-list 1 permit 198.92.35 . 0 0 . 0.0 . 255 
access-list 1 permit 198.92.36.0 0.0.0.255 
access-list 1 permit 198.92.37.0 0.0.0.255 
acce.ss-list 1 permit 131.108.0.0 0.0.255.255 
access-list 1 permit 150.136 . o. o 0.0 . 255 . 255 
access-1ist 1 deny 0 . 0.0 . 0 255.255 . 255 . 255 
access-list 2 permit 0 . 0.0 . 0 255.255.255.255 

DVMRP T unnel Example 

The following example configures a DVMRP tunnel : 

ip multicast-routing 

interface tunnel O 
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ip unnumbered ethernet O 
ip pim dense-mode 
tunnel source ethernet o 
tunne l destination 192.70.92.133 
tunnel mede dvmrp 

interface ethernet O 
description Universi t a t DMZ-ethernet 
ip address 192.76.243.2 255.255.255.0 
ip pim dense-mode 
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Troubleshooting and Fault Management 

This chapter describes basic tasks that you can perforrn to troubleshoot your system and the network. 
Fcr detailed troubleshooting procedures and scenarios, refer to the lnternetwork Troubleshooting Guide. 

·For complete details on ali debug commands, refer to the Cisco lOS Debug Command Reference. 

For a complete description of the troubleshooting commands in this chapter, refer to the 
"Troubleshooting and Fault Management Commands" chapter in "Cisco lOS System Management 
Commands" part ofthe Release 12.2 Cisco lOS Configuration Fundamentais Command Reference. To 
locate documentation of other commands that appear in this chapter, use the Cisco lOS Command 
Reference Master lndex or search online. 

For additional troubleshooting tips, refer to the Troubleshooting Tools Tech Tip document on Cisco.com. 

To identify hardware or software image support for a specific feature, use Feature Navigator on 
Cisco.com to search for inforrnation about the feature or refer to the software release notes for a specific 
release. For more inforrnation, see the "Identifying Platform Support for Cisco lOS Software Features" 
section in the "About Cisco lOS Software Documentation" chapter. 

Troubleshooting and Fault Management Task List 
To manage network faults, you need to discover, isolate, and correct problems. You can discover 
problems with the system monitoring commands, isolate problems with·the system test commands, and 
resolve problems with other commands, including debug commands. 

To perforrn general fault management, perforrn the tasks described in the following sections: 

• Displaying System Inforrnation Using show Commands 

• Testing Network Connectivity 
' ' 

• Testing Memory and Interfaces 

• Logging System Errar Messages 

• ·using Field Diagnostics on Line Cards 

Troubleshooting Specific Line Cards 
'-"l<J • V .... < 'V " ...,, • 

• Storing Line Card Crash Information CPMI · CORREIOS 

• Creating Core Dumps 

• Enabling Debug Operations 13 74 
• Enabling Conditionally Triggered Debugging Fls: -------
• Using the Environmental Monitor 3701 
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Troubleshooting and Fault Management 

ddition to the material presented in this chapter, many chapters in the Cisco lOS software 
figuration guides include fault management tasks specific to certain technologies and fea tures. You 

n find these tasks in the "Monitoring and Maintaining" sections. 

Displaying System lnformation Using show Commands 
To provide information about system processes, the Cisco lOS software includes an extensive list of 
EXEC commands that begin with the word show, which, when executed, display detailed tables of 
system information. Following is a partiallist of system management show commands. To display the 
information described, use the fo llowing commands in EXEC mode, as needed: 

Command Pu r pose 

Router# show c2600 • Displays information about the Cisco 2600 platform, including 
interrupts, lOS Priority Masks, and IDMA status, for 
troubleshooting. 

Router# show c7200 Displays information about the CPU and midplane for the 
Cisco 7200 series routers. 

Router# show context Displays information stored in NVRAM when the router 
crashes. This command is only useful to your technical support 
representative . This command is supported on the Cisco 2600 
and 7000 series routers. 

Router# show controllers Displays information specific to the hardware on a line card. 

Router# show controllers logging Displays logging information about a line card. 

Router# show controllers tech-support Displays general information about a line for use when reporting 
a problem. 

Router# show controllers vip slot-number Displays information about the Versatile Interface Processor 
tech-support (VIP) card for use when reporting a problem 

Router# show diag Displays hardware information (including DRAM and static 
RAM .details) for line cards. 

Router# show environment [all I last I table] Displays a message indicating whether an environmental 
waming condition currently exists, the temperature and voltage 
information, the last measured value from each o f the six test 
points stored in nonvolatile memory, or environmental 
specifications. Examples of systems that support this command 
include the Cisco 7000 and the Cisco 12000 series routers . 

Rou~er# show gsr Displays hardware information on the Cisco 12000 series 
Gigabit Switch Router (GSR). 

Router# show gt64010 Displays ali GT640 I O internai registers and interrupt status on 
the Cisco 7200 series routers. 

Router# show memory [memory- type] [free] [summary] Displays memory pool statistics including summary information 
about the activities of the system memory allocator anda 
block-by-block listing of memory use. 

Router# show pci {hardware I bridge [regi ster] } Displays information about the peripheral component 
interconnect (PCI) hardware registers or bridge registers for the 
Cisco 2600 and 7000 series routers. 
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Testing Network cr~ec:?i~ 
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Command Purpose '(~I .. -·'"~ CJ 
Router# 

Router# 

Router# 

Route r # 

Router# 

Router# 

Router# 

Router# 
number] 

Router# 

c 

show processes [c pu] Displays information about ali active processes. ........ -
show processes memory Displays information about memory usage . 

show protocole Displays the configured protocols. 

show stacks Displays stack usage o f processes and interrupt routines, 
including the reason for the last system reboot. This command is 
only useful to your technical support representative. 

show subsys [class class I name name) Displays subsystem information. 

show tcp [line-number] Displays the status o f TCP connections. 

show tcp brief [all] Displays a concise description o f TCP connection endpoints . 

show tdm connections [motherboard I slot Displays a snapshot ofthe time-division multiplexing (TDM) 

~ bus connection or data memory in a Cisco AS5200 access server. 

show tech-s.upport [page] [password] Displays information about the system for use when reporting a 
problem. 

Refer to specific show commands in the tables of configuration commands found throughout the 
chapters in Cisco lOS software configuration guides. Refer to the Cisco lOS software command 
reference publications for detailed descriptions o f the commands. 

T esting Network Connectivity 
To test basic network connectivity, perform the tasks described in the following sections: 

Configuring the TCP Keepalive Packet Service 

Testing Connections with the ping Command 

• Tracing Packet Routes 

Configuring the TCP Keepal ive Packet Service 

The TCP keepalive capability allows a router to detect when the host with which it is communicating 
experiences a system failure, even if data stops being sent (in either direction) . This capability is most 
useful on incoming coÍmections. For example, i f a host failure occurs while the router is communicating 
with a printer, the router might never notice, because the printer does not generate any traffic in the 
opposite direction. I f keepalives are enabled, they are sent once every minute on otherwise idle 
conilections. I f 5 minutes pass and no keepalives are detected, the connection is closed. The connection 
is also closed i f the host replies to a keepalive packet with a reset packet. This will happen i f the host 
crashes and comes back up again . 

I 



Troubleshooting and Fault Managernent 

Testing Me11101J and Interfaces 

To generate the TCP keepalive packet service, use the following command in global configuration mode : 

{tcp-keepalives-in I 
Purposes 

Generates TCP keepalive packets on idle network 
connections, either incoming connections ini tiated by a 
remote host, or outgoing connections initiated by a user. 

T esting Connections with the ping Command 

Command 

As an aid to diagnosing basic network connectivity, many network protocols support an echo protocol. 
The protocol involves sending a special datagram to the destination host, then waiting for a reply 
datagram from that host. Results from this echo protocol can help in evaluating the path-to-host 
reliability, delays over the path, and whether the host can be reached or is functioning. 

To invoke the echo protocol, use the following command in either user or privileged EXEC mode: 

Purposes 

Router# ping [protocol] {host I address} lnvokes a diagnostic tool for testing connectivity. 

Refer to specific ping commands in the tables o f configuration commands found throughout the chapters 
in Cisco lOS software configuration guides. Refer to the Cisco lOS software command reference 
publications for detailed descriptions of the command. 

T racing Packet Routes 

Command 

To trace the routes that packets will actually take when traveling to their destinations, use the following 
command in either user or privileged EXEC mode: 

Purposes 

Router# trace [protoco l] [destination] Traces packet routes through the network (privileged 
levei). 

T esting Memory and Interfaces 

Lt. 
Caution 

To test the status memory and interfaces, perform the tasks described in the following sections: 

• Testing Flash Memory Status 

• Testing System Memory 

• Testing Interfaces Statuss 

We do not recommend using these test commands; they are intended to aid manufacturing personnel 
in checking system functionality. 
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Troubleshooling and Faull Managemenl 
Logging Syslem Error Messages 

T esting flash Memory Status 

Command 

Router# test flash 

To test the status o f Flash memory, use the following command in privileged EXEC mo 

Purposes 

Tests Flash memory on MCI and envm Flash EPROM 
interfaces. 

T esting System Memory 

To diagnose the status o f system memory, use the following command in privileged EXEC mode : 

Command Purposes 

~ lter# test memory Diagnoses Multibus memory, including NVRAM. 

T esting Interfaces Status 

~ 
Caution 

Command 

Do not use this test to diagnose problems with an operational server. 

To test the status o f the interfaces, use the following command on a nonoperational server in privileged 
EXEC mode: 

Purposes 

Router# test interfaces Tests network interfaces. 

Logging System Error Messages 

~ .. 

By default, routers send debug EXEC command output and system errar messages to a logging process. 
The logging process contrais the distribution of logging messages to the various destinations, such as 
the logging buffer, terminal lines, or a UNIX syslog server, depending on your configuration. The 
process also sends messages to the console. When the logging process is on, the messages are displayed 
on the console after the process that generated them has finished . 

Note The syslog format is compatible with 4.3 Berkeley Standard Distribution (BSD) UNIX. 

When the logging process is disabled, messages are sent only to the console. The messages are sent as 
they are generated, so errar and debug output will be interspersed with prompts or output from the 
command. 

You can set the severity levei o f the messages to contrai the type o f messages displayed for the console 
and each destination. You can time-stamp log messages or set the syslog source address to enhance 
real-time debugging and management. 
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Troubleshooting and Fault Management 

Logging System Errar Messages 

Command 

Message logging is enabled by default. It must be enabled in order to send messages to any destination 
other than the console. 

To disable message logging, use the no Iogging on command. Note that disabling the logging process 
can slow down the router because a process cannot continue until the messages are written to the console. 

To reenable message logging after it has been disabled, use the following command in global 
configuration mode: 

Purposes 

Router(config)# logging on Enables message logging. 

Enabling Message Logging for a Slave Card 

Command 

To enable slave VIP cards to log status messages to the console (print the messages to the screen), use 
the following command in global configuration mode: 

Purposes 

Router(config)# service slave-log Enables slave message logging. 

Setting the Error Message Display Device 

Command 

I f message logging is enabled, you can send messages to specified locations, in addition to the console. 

To set the locations that receive messages, use the following commands in global configuration mode, 
as needed: 

Purposes 

Router(config)# logging buffered [size ] Logs messages to an internai buffer. 

Router(config)# terminal monitor Logs messages to a nonconsole terminal. 

., Router (config) # logging host Logs messages to a UNIX syslog server host. 

The logging buffered command copies logging messages to an internai buffer. The buffer is circular, so 
newer messages overwrite oi der messages after the buffer is full. To display the messages that are logged 
in the buffer, use the show logging EXEC command. The first message displayed is the oldest message 
in the buffer. To clear the current contents o f the buffer, use the ele ar Iogging privileged EXEC 
command. 

The terminal monitor EXEC command locally accomplishes the task o f displaying the system error 
messages to a nonconsole terminal. 
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Logging System Error Messages 

The logging command identifies a syslog server host to receive logging messages. 
the name o r Internet address o f the host. By issuing this command more than ~,nc 

syslog servers that receive logging messages . The no logging command deletes th 
the specified address from the listo f syslogs . 

Configuring Synchronization of Logging Messages 

c 

Command 

You can configure the system to synchronize unsolicited messages and debug command output with 
solicited device output and prompts for a specific line . You can identify the types of messages to be 
output asynchronously based on the levei o f severity. You can also determine the maximum number o f 
buffers for storing asynchronous messages for the terminal after which messages are dropped. 

When synchronous logging o f unsolicited messages and debug command output is turned on, 
unsolicited device output is displayed on the console or printed after solicited device output is displayed 

.ot printed. Unsolicited messages and debug command output is displayed on the console after the 
prompt for user input is returned. Therefore, unsolicited messages and debug command output are not 
interspersed with solicited device output and prompts. After the unsolicited messages are displayed, the 
console displays the user prompt again. 

To configure for synchronous logging ofunsolicited messages and debug command output with solicited 
device output and prompts, use the following commands beginning in global configuration mode: 

Purposes 

Step1 Router(config}# line [aux I console I vty] 
beginning-line-number [ending-line-number] 

Specifies the line to be configured fór synchronous logging 
o f messages. 

Step 2 Router ( conf ig-line} # logging synchronous 
[level severity- level I all] 

Enables synchronous logging o f messages. 

[limit number-of-buffers] 

Enabling Time-Stamps on Log Messages 
. . . . . 

By default, log messages are not time-stamped. To enable time-stamping o f log messages, use either o f 
the following commands in global configuration mode: 

Purposes 

service timestamps log uptime Enables log time stamps. 

o r 

Router(config}# service timestamps log datetime [msec] 
[localtime] [show-timezone] 

limiting the Error Message Severity Levei and Facilities 

You can limit the number o f messages displayed to the selected device by specifying the severity levei 
of the error message (see Table 16 for levei descriptions). To doso, use the following commands in 
global configuration mode, as needed: 
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Logging System Error Messages 

Com Purposes 

console level Limits the number ofmessages logged to the console . 

level Limits the number o f messages logged to the terminal i ines. 

Router(conf ig)# logging trap level Limits the number ofmessages logged to the syslog servers. 

Command 

Ifyou have enabled syslog messages traps to be sent to a Simple Network Management Protocol (SNMP) 
network management station with the snmp-server enable trap command, you can change the levei o f 
messages sent and stored in a history table on the router. You can also change the number o f messages 
that get stored in the history table . 

Messages are stored in the history table because SNMP traps are not guaranteed to reach their 
dest~nation. By default, one message o f the levei waming and above (see Table 16) is stored in the 
history table even i f syslog traps are not enabled. 

To change levei and table size defaults, use the following commands in global configuration mode: 

Purposes 

Step 1 Router (config ) # logging history lev e] Changes the default levei o f syslog messages stored in the 
history file and sent to the SNMP server. 

Step 2 Router (config) # logging history size number Changes the number o f syslog messages that can be stored 
in the history table. 

Note Table 16 lists the levei keywords and severity levei. For SNMP usage, the severity levei values use 
+I. For example, emergency equals 1 notO and criticai equals 3 not 2. 

The Iogging console command limits the logging messages displayed on the console terminal to 
messages with a levei number at or below the specified severity levei, which is specified by the leve/ 
argument. Table 16 J.ists the error message leve/ keywords and corresponding UNIX syslog detinltions 
in order from the most severe levei to the least severe levei. · 

Tãble 16 Error Message Logging Keywords 

Levei Keyword Levei Description Syslog Definition 

emergencies 
\ 

Ü' System unusable LOG_EMERG 

alerts I Immediate action needed LOG_ALERT 

criticai 2 Criticai conditions LOG_CRIT 

errors 3 Error conditions LOG_ERR 

warnings 4 Waming conditions LOG_ WARNING 

notifications 5 Normal but significant condition LOG_NOTICE 

informational 6 Informational messages only LOG_INFO 

debugging 7 Debugging messages LOG_DEBUG 

The no logging console command di sables logging to the console terminal. 
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To display logging messages on a terminal, use the terminal monitor EXEC com·mand. 

Current software generates the following four categories o f error messages: 

Error messages about software or hardware malfunctions, displayed at leveis warnings through 
emergencies 

Output from the debug commands, displayed at the debugging levei 

Interface up/down transitions and system restart messages, displayed at the notifications levei 

Reload requests and low-process stack messages, displayed at the informationallevel 

Defining the UNIX System Logging Facility 

· . ~·~ ·<· . 

c You can log messages produced by UNIX system utilities. To do this, enable this type logging and define 
the UNIX system facility from which you want to log messages. Table 17 lists the UNIX system facilities 
supported by the Cisco lOS software. Consult the operator manual for your UNIX operating system for 
more information about these UNIX system facilities . 

I 

Command 

To define UNIX system facility message logging, use the following command in global configuration 
mode: 

Purposes 

Router(config)# logging facility facility-type Configures system log facilities. 

lãble 17 logging Facility Type Keywords 

Facility Type Keyword Description 

auth Indicates the authorization system. 

cron Indicates the cron facility. 

daemon Indicates the system daemon. 

kern Indicates the Kemel. 

local0-7 ·, Reserved for locally defined messages. 

lpr Indicates line printer system. 

mail Indicates mail system. 

news Indicates USENET news. 

sys9 Indicates system use. 

syslO Indicates system use. 

sysll Indicates system use. 

sysl2 Indicates system use. 

sysl3 Indicates system use. 

sysl4 Indicates system use. 

syslog Indicates the system log. 
-"' ~ 
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Logging System Error Messages 

logging Facility Type Keywords (continued) 

Description 

Indicates user process. 

Indicates UNIX-to-UNIX copy system. 

Displaying Logging lnformation 

To display logging information, use the following commands in EXEC mode, as needed: 

Command Purposes 

Router# show logging Displays the state o f syslog erro r and event logging, 
including host addresses, whether console logging is 
enabled, and other Jogging statistics. 

Router# show controllers vip slot-number logging Displays the state o f syslog erro r and event logging o f a VIP 
card, including host addresses, whether console Jogging is 
enabled, and other Jogging statistics 

Router# show logging history Displays information in the syslog history table such as the 
table size, the status o f messages, and the text o f the 
messages stored in the table. 

Logging Errors to a UNIX Syslog Daemon 

To configure the syslog daemon on a 4.3 BSD UNIX system, include a Jine such as the following in the 
/etc/syslog.conf file : 

l ocal7.debugging /usr/adm/ logs /cisco .log 

The debugging keyword specifies the syslog levei ; see Table 16 for a general description o f other 
keywords. The local7 keyword specifies the logging facility to be used; see Table 17 for a general 
description o f other keywords. 

The syslog daemon sends messages at this levei or at a more severe levei to the file specified in the next 
field . The file must already exist, and the syslog daemon must have permission to write to it. 

Setting the Syslog Source Address 

Command 

By default, a syslog message contains the IP address ofthe interface it uses to leave the router. To set ali 
syslog messages to contain the same IP address, regardless ofwhich interface they use, use the following 
command in global configuration mode: 

Purposes 

Router(config)# logging source-interface type number Sets the syslog source address. 
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Using Field Diagnostics on Line Cards 

Command 

Each line card on the Cisco 12000 series routers can perform field diagnostic testing to isolate faulty 
hardware without disrupting normal operation o f the system. However, performing field diagnostic 
testing on a line card does halt ali activity on the line card for the dur!tion ofthe testing. After successful 
completion of the field diagnostic testing, the Cisco lOS software is automatically reloaded on the line 
card. 

Note The field diagnostic diag command must be executed from the Gigabit Route Processor (GRP) main 
console port. 

To perform field diagnostic testing on a line card, use the following command in privileged EXEC mode: 

Purposes 

C ,uter# diag slot-number [previous I post I verbose I 
~it] 

Specifies the line card on which you want to perform 
diagnostic testing. 

Command 

Optionally, specifies that previous test results are displayed, 
that only extended power-on self-tests (POST) be 
performed, that the maximum messages are displayed, or 
that the Cisco lOS software not be reloaded on the line card 
after successful completion o f the tests. The following 
prompt is displayed: 

Running Diags will halt ALL activ ity on the 
reques ted slot . [confirm] 

At the prompt, press Return to confirm that you want to 
perform field diagnostic testing on the specified line card, or 
type no to stop the testing. 

To stop field diagnostic testing on a line card, use either ofthe following commands in privileged EXE.C 
mode: 

Purpose 

ter# diag s lot-number halt Specifies the line card on which you want to stop diagnostic 
testing. 

o r 

~outer# no diag slot-number 

~ .. 
Note When you stop the field diagnostic test, the line card remains down (that is, in an unbooted state). In 

most cases, you stopped the testing because you need to remove the line card or replace the line card. 
Ifthat is not the case and you want to bring the line card back up (that is, online), you must use the 
microcode reload global configuration command or power cycle the line card. 
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• Troubleshooting Specific Line Cards 

~ ' , 
T rou ·1 s~~-o - Specific Line Cards 

\ \~~ 
:0 1sco S provides the execute-on command to allow you to issue Cisco lOS commands (such as show 
(/\\ \;o' ands) to a specific line card for monitoring and maintenance. For example, you could show which 
.._ _ _.1sco lOS image is loaded on the card in slot 3 o f a Cisco 12012 Gigabit Switch Router (GSR) by issuing 

the execute-on slot 3 show version command. You can also use this command for troubleshooting cards 
in the dia! shelf o f Cisco access servers. For complete documentation o f this command, refer to the 
"Troubleshooting" chapter ofthe Release 12.2 Cisco !OS Configuration Fundamentais Command 
Ref erence. 

Storing Line Card Crash lnformation 

~ 
Caution 

Command 

Th_isjsection explains how to enable storing o f crash information for a line card and optionally specify 
the type and amount of information stored. Technical support representatives need to be able to look at 
the crash information from the line card to troubleshoot serious problems on the line card. The crash 
information contains ali the line card memory information, including the main memory and transmit and 
receive buffer information. 

Use the exception linecard global configuration command only when directed by a technical support 
representative, and only enable options that the technical support representative requests you to 
enable. 

To enable and configure the crash information options for a line card, use the following command in 
global configuration mode: 

Purpose 

Router(config)# exception linecard {all I slot 
slot-number) [corefile filename I main-memory size [k I m) 
I queue-ram size [k I m) I rx-buffer size [k I m) I 
sqe-register - rx I sqe-register-tx I tx-buffer size 

Specifies the line card for which you want crash 
information when a line card resets. Optionally, specify 
the type and amount o f memory to be stored. 

[k I m)) 

Creating Core Dumps 

~ 
Caution 

When your router crashes, it is sometimes useful to obtain a full copy o f the memory image ( called a 
core dump) to identify the cause o f the crash. Not ali crash types will produce a core dump. 

Core dumps are generally useful only to your technical support representa tive. The core dump file, which 
is a very large binary file , must be transferred to a Trivial File Transfer Protocol (TFTP), File Transfer 
Protocol (FTP), or remate copy protocol (rcp) server and subsequently interpreted by technical 
personnel that have access to source code and detailed memory maps, 

Use the exception commands only under the direction o f a technical support representative. Creating 
a core dump while the router is functioning in a network can disrupt network operation. 

To configure your system to generate core dump files, use the following commands in global 
configuration mode: 
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Command Purpose 

' \. •') / ' ---~ "/ 
Router(config)# ip ftp password [encrypt- type] (Optional for core dump file transfers using~n C:~ """ffies 
password the password to be used for FTP connections. 

Router(config)# ip ftp username username (Optional for core dump file transfers using FTP) 
Configures the user name for FTP connections. 

Router(config)# exception protocol {ttp 1 rcp I tftp} Configures the protocol used for core dumps. 

Router(config)# exception flash Configures the router for a core dump using a Flash disk. 

Router(config)# exception core-file na me Specifies the name of the core dump file when your router 
has generated a core dump file after crashing. 

Router(config)# exception dump ip-address Configures the router to dump a core file to a particular 
server when the router crashes. 

Router(config)# exception memory {fragment size I Causes the router to create a core dump and reboot when 
minimum size} certain memory size parameters are violated. 

c Jter(config)# exception spurious-interrupt [number] Causes the router to create a core dump and reboot after a 
specified number of spurious interrupts. 

I 

Specifying the Protocol for the Core Dump 

To configure the router to generate a core dum, perform the tasks described in the following sections: 

Using TFTP for Core Dumps 

Using FTP for Core Dumps 

Using rcp for Core Dumps 

Using a Flash Disk 

Using TFTP for Core Dumps 

Command 

Due tó a limitation ofmost TFTP applications, the router will dump only the first 16MB ofthe core file . 
Therefore, ifyour router 's main memory is larger than 16MB, do not use TFTP. 

To configure a router for a core dump using TFTP, use the following commands in global configuration 
mode: 

Purpose 

Router(config)# exception protocol tftp Specifies that the TFTP protocol should be used for core 
dumps. 

Router(config)# exception dump ip-address Configures the router to dump a core file to a particular 
server when the router crashes. 

For example, the following command configures a router for a core dump using TFTP, where 172.17.92.2 is 
the IP address o f the TFTP server: 

Router(config)# exception protocol tftp 
Route r (config)# exception dump 172.17.92.2 
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Creating Core Dumps 

The core dump is written to a file named hostname-core on the TFTP server, where hostname is the name 
ofthe router (in the example, the fi le would be named Router-core) . You can change the name ofthe core 
fi le by adding the exception core-file filename configuration command. 

Depending on the TFTP server application used, it may be necessary to create, on the TFTP server, the 
empty target fi le to which the router can write the core. Also, make sure that there is enough memory on 
your TFTP server to hold the complete core dump. 

Using FTP for Core Dumps 

Step 1 

Step 2 

Step 3 

Step4 

Step5 

To configure the router for a core dump using FTP, use the fo llowing commands in globa l configuration 
mode: 

Command 

Router (config)"#' ip ftp username username 

Router(config)# ip ftp password [type] 

password 

Router(config)# exception protocol f t p 

Router(config)# exc e p tion dump íp-address 

Router(config)# e x c eption core - fi l e name 

Purposes 

(Optional) Configures the user name for FTP connections. 

(Optional) Specifies the password to be used for FTP 
connections. 

Specifies that FTP should be used for core dump file 
transfers. 

Configures the router to dump a core fi le to a particular 
server when the router crashes. 

Specifies the name o f the core dump fi le when your router 
has generated a core dump file after crashing. 

The following example configures a router to use FTP to dump a core fi le named dumpfile to the FTP 
server at 172.17.92.2 when it crashes. 

ip ftp username red 
ip ftp password blue 
exception protocol ftp 
exception dump 172 . 17.92 . 2 
exception core - file dumpfile 

Using rcp for Core Dumps 

Step 1 

Step2 

Command 

You can use rcp to capture a core dump. Enabling rcp on a router is described in the "Configuring a 
Router to Use rcp"'·section of the "Configuring Basic File Transfer Services" chapter. 

To enable rcp on the router, use the following commands in global configuration mode to capture the 
core dump: 

Purposes 

Router(config)# except i on protocol ftp Specifies that rcp should be used for core dump file 
transfers. 

Rou t er(config)# except ion dump íp-address Configures the router to dump a core fi le to a particular 
server when the router crashes. 

The following examplé sets 172.17.92.2 as the IP address ofthe host on which rcp is enabled: 
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exception protocol rcp 
exception dump 172.17.92 . 2 

Using a Flash Disk for Core Dumps 

Some router platforms support the Flash disk as an altemative to the linear Flash memory or Personal 
Compu ter Memory Card Industry Association (PCMCIA) Flash card. The large storage capacity ofthese 
Flash disks makes them good candidates for another means of capturing a core dump. To configure a 
router for a core dump using a Flash disk, use the following command in global configuration mode: 

Command Purpose 

Router (config) # exception flash [procmem I iomem I all] Configures the router for a core dump using a flash disk. 
device-name[:partition-number] [erase I no_erase] 

The show flash ali EXEC command willlist the devices you can use for the exception flash command. 

Ç pecifying the Name ofthe Core Dump File 

Command 

To specify a filename o f a core dump file when the router crashes, use the following command in global 
configuration mode: 

Purpose 

Router(config)# exception core-file name Specifies the name o f the core dump file when your router has 
generated a core dump file after crashing. 

Creating an Exception Memory Core Dump 

Command 

To cause the router to create a core dump and reboot when certain memory size parameters are violated 
during the debugging process, use the following commands in global configuration mode: 

Purpose 

-~ter(config)# exception memory fragment size 

Router(config)# exception memory minimum size 

The minimum contiguous block o f memory in the free pool (in 
bytes). 

The minimum size o f the free memory pool (in bytes ). 

The ·size parameter is expressed in bytes and is checked every 60 seconds. I f you ente r a size that is 
greater than the free memory and the exception dump command has been configured, a core dump and 
router reload is generated after 60 seconds. lfthe exception dump command is not configured, the router 
reloads without triggering a core dump. The following example configures the router to monitor the free 
memory. I f the memory falls below 250,000 bytes, the core dump is created and the router reloads. 

exception dump 172.16 . 92 . 2 
exception core-file memory.overrun 
exception memory minimum 250000 
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Command 

urious lnterrupt Core Dump 

During the debugging process, you can configure the router to create a spurious interrupt core dump and 
reboot when a specified number o f interrupts have occurred. 

Use the exception spurious-interrupt global configuration command only when directed by a 
technical support representative and only enable options requested by the technical support 
representative. 

To enable and configure the crash information for spurious interrupts, use the following command in 
global configuration mode: 

Purpose 

Router(config)# exception spurious-interrupt 
number 

Sets the maximum number of spurious interrupts to include in 
the core dump before reloading. 

The following example configures a router to create a core dump with a limit oftwo spurious interrupts: 

exception spurious - int errupt 2 

Enabl ing Debug Operations 

Command 

Your router includes hardware and software to aid in troubleshooting internai problems and problems 
with other hosts on the network. The debug privileged EXEC mode commands start the console display 
o f severa! classes o f network events. The following commands describe in general the system debug 
message feature . Refer to the Cisco !OS Debug Command Reference for ali information regarding debug 
commands. Also r.efer to the Internetwork Troubleshooting Guide publication for additional inforrnation. 

To enable debugging operations, use the following commands: 

Purposes 

Router# show debugging Displays the state of each debugging option. 

Router# debug ? Displays a list and brief description o f ali the debug 
command options. 

Router# debug command Begins message logging for the specified debug command. 

Rou~er# no debug command Tums message logging off for the specified debug 
command. 

& 
Caution The system gives high priority to debugging output. For this reason, debugging commands should be 

turned on only for troubleshooting specific problems or during troubleshooting sessions with 
technical support personnel. Excessive debugging output can render the system inoperable . 
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Command Purposes 

Router(config)# service timestamps debug uptime Enables time-stamping o f system debug messages. 

o r 

Router(config)# service timestamps debug datetime 
[msec) [localtime) [show-timezone) 

(, 

. Normally, the messages are displayed only on the console terminal. Refer to the section "Setting the 
Error Message Display Device" earlier in this chapter to change the output device. 

Enabling Conditionally Triggered Debugging 

o 

When the Conditionally Triggered Debugging feature is enabled, the router generates debugging 
messages for packets entering or leaving the router on a specified interface; the router will not generate 
debugging output for packets entering or leaving through a different interface. You can specify the 
interfaces explicitly. For example, you may only want to see debugging messages for one interface or 
subinterface. You can also tum on debugging for ali interfaces that meet specified condition. This feature 
is use fui on dia! access servers, which have a large number o f ports. 

Normally, the router will generate debugging messages for every interface, resulting in a large number 
o f messages. The large number o f messages consumes system resources, and can affect your ability to 
find the specific information you need. By limiting the number o f debugging messages, you can receive 
messages related to only the ports you wish to troubleshoot. 

Conditionally Triggered Debugging controls the output from the following protocol-specific debug 
commands: 

debug aaa { accounting I authorization I authentication} 

debug dialer { events I packets} 

debug isdn {q92II q931} 

debug modem { o.ob I trace} 

debug ppp {ali I authentication I chap I error I negotiation I multilink events I packet} 

Although this feature Iimits the output o f the commands listed, it does not automatically enable the 
generation of debugging output from these commands. Debugging messages are generated only when 
the protocol-specific debug command is enabled. The debug command output is c'ontrolled through two 
processes: 

• The protocol-specific debug commands specify which protocols are being debugged. For example, 
the debug dialer events command generates debugging output related to dialer events. 

• The debug condition commands limit these debugging messages to those related to a particular 
interface. For example, the debug condition username bob command generates debugging output 
only for inter~aces with packets that specify a username o f bob. 

To configure Conditionally Triggered Debugging, perform the tasks described in the following sectio~-
-----~--

isco lOS Configuration Fundamentais Configura ti n Guide 

Doe: 



Troubleshooling and Faull Managemenl 

Enabling Condilionally Triggered Debugging 

Command 

Enabling Protocoi-Specific debug Commands 

· nabling Conditional Debugging Commands 

pecifying Multiple Debugging Conditions 

In order to generate any debugging output, the protocol-specific debug command fo r the desired output 
must be enabled. Use the show debugging command to determine which types o f debugging are enabled. 
To display the current debug conditions, use the show debug condition command. To enable the desired 
protocol-specific debug commands, use the following commands in privileged EXEC mode : 

Purpose 

Router# show debugging Determines which types of debugging are enabled. 

Router# show debug condition [condition-id] Displays the current debug conditions. 

Router# debug protocol Enables the desired debugging commands. 

Router# no debug pro t ocol Disables the debugging commands that are not desired. 

lf you do not want output, disable ali the protocol-specific debug commands. 

Enabling Conditional Debugging Commands 

I f no debug condition commands are enabled, ali debugging output, regardless o f the interface, will be 
displayed for the enabled protocol-specific debug commands. 

The first debug condition command you enter enables conditional debugging. The router will display 
only messages for interfaces that meet one o f the specified conditions. I f multi pie conditions are 
specified, the interface must meet at least one o f the conditions in arder for messages to be displayed. 

To enable messages for interfaces specified explicitly or for interfaces that meet certain conditions, 
perform the tasks described in the following sections : 

Displaying Messages for One Interface 

• Displaying Messages for Multiple Interfaces 

Limiting the Number ,of Messages Based on Conditions 

, Displaying Messages for One Interface 

Command 

To disable debugging messages for ali interfaces except one, use the following command in privileged 
EXEC mode: 

Purpose 

Router# debug condition interface interf ace Enables debugging output for only the specified interface. 

To reenable debugging output for ali interfaces, use the no debug interface command. 
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Enabling Conditionally Tri 

Displaying Messages for Multi pie Interfaces 

Command 

To enable debugging messages for multiple interfaces, use the following commands in pnVTt~loQ-ol~ 
mode: 

Purposes 

Step 1 Router# debug condition interface interface Enables debugging output for only the specified interface 

Enable debugging messages for additional interfaces. 
Repeat this task until debugging messages are enabled for 
ali desired interfaces. 

Step 2 Router# debug condition interface interface 

lfyou specify more than one interface by entering this command multiple times, debugging output will 
bf displayed for ali o f the specified interfaces. To turn off debugging on a particular interface, use the 
.no debug interface command. Ifyou use the no debug interface ali command or remove the Iast debug 
interface command, debugging output will be reenabled for ali interfaces. 

Ç ímiting the Number of Messages Based on Conditions 

Command 

The router can monitor interfaces to leam i f any packets contain the specified value for one o f the 
following conditions: 

• usemame 

calling party number 

called party number 

lfyou enter a condition, such as calling number, debug output will be stopped for ali interfaces. The 
router will then monitor every interface to learn i f a packet with the specified calling party number is 
sent o r received on any interfaces. I f the condition is met on an interface o r subinterface, debug 
command output will be displayed for that interface. The debugging output for an interface is "triggered" 
when the condition has been met. The debugging output continues to be disabled for the other interfaces. 
If, at some !ater time, the condition is met for another interface, the debug output also will become 
enabled for that interface. 

Once debugging output has been triggered on an interface, the output will continue until the interface 
goes down. However, the session for that interface might change, resulting in a new username, called 
party number, or calling party number. Use the no debug interface command to reset the debug trigger 
mechanism for a particular interface. The debugging output for that interface will be disabled until the 
interface meets ,pne o f. the specified conditions. 

To limit the number of debugging messages based on a specified condition, use the following command 
in privileged EXEC mode: 

Purpose 

Router# debug condition {username username I called 
dial-string I caller dial-string} 

Enables conditional debugging. The router will display only 
messages for interfaces that meet this condition. 

To reenable the debugging output for ali interfaces, enter the no debug condition ali command. 
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ally Triggered Debugging 

Multiple Debugging Conditions 

Command 

To limit the number o f debugging messages based on more than one condition, use the following 
commands in privi leged EXEC mode : 

Purposes 

Router# debug condition {username username 
called dial-string I caller dial-string) 

Enables conditional debugging, and specifies the first 
condition. 

Router# debug condition {username username 
called dial-string I caller dial-string) 

Specifies the second condition. Repeat this task until ali 
conditions are specified. 

I f you enter multiple debug condition commands, debugging output wi ll be generated i f an interface 
m~ets at least one o f the conditions. I f you remove one o f the conditions using the no debug condition 
command, interfaces that meet only that condition no longer wi ll produce debugging output. However, 
interfaces that meet a condition other than the removed condition will continue to generate output. Only 
i f no active conditions are met for an interface will the output for that interface be disabled. 

Conditionally T riggered Debugging Configuration Examples 

In this example, four conditions have been set by the following commands: 

debug condition interface serial O 

debug condition interface serial 1 

debug condition interface virtual-template 1 

debug condition username fred 

The first three conditions have been met by one interface. The fourth condition has not yet been met: 

Router# show debug condition 

Condition 1 : interface Se O (1 flags triggered) 
Fl ags: Se O 

Condition 2: interface Sel (1 flags triggered) 
Flags : Sel 

Condition 3: interface Vtl (1 flags triggered) 
Flags: Vtl 

Condition 4: username fred (O flags triggered) 

When any debug condition command is entered, debugging messages for conditional debugging are 
enabled. The fo llowing debugging messages show conditions being met on different interfaces as the 
seria l O and serial I interfaces come up. For example, the second tine of output indicates that serial 
interface O meets the username fred condition. 

*Mar 1 00:04:41.647: %LINK-3-UPDOWN: Interface SerialO, changed state to up 
*Mar 1 00:04:41.715: SeO Debug: Condition 4, username f r ed triggered, count 2 
*Mar 1 00:04:42.963: %LINEPROT0-5-UPDOWN: Line protocol on I nterface SerialO, changed 
state to up 
*Mar 1 00 : 04:43.271: Vil Debug: Condition 3, interface Vtl triggered, count 1 
*Mar 1 00:04:43.271: %LINK-3-UPDOWN: Interface Virtual-Accessl, changed s tate to up 
*Mar 1 00:04:43.279: Vi l Debug: Condition 4, username fred triggered, count 2 
*Mar 1 00:04:43 . 283: Vil Debug: Condition 1, interface SeO triggered, coun t 3 
*Mar 1 00:04:44.039: %IP -4- DUPADDR: Duplicate address 172.27.32 . 114 on Et hernet O, 
sourced by 00e0.le3e.2d41 
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*Mar 1 00:04:44.283: \LINEPROT0 - 5-UPDOWN: Line protocol on Interface 
changed state to up 
*Mar 1 00:04:54.667: %LINK-3-UPDOWN: Interface Seriall, changed state to up 
*Mar 1 00:04:54.731: Sel Debug : Condition 4, username fred triggered, count 2 
*Mar 1 00:04 :54.735: Vil Debug: Condit ion 2, interface Sel triggered, count 4 
*Mar 1 00:04:55 . 735: %LINEPROT0-5-UPDOWN: Line protocol on Interface Seriall, changed 
state to up 

After a period of time, the show debug condition command disp lays the revised listo f conditions: 

Router# show debug condition 

Condition l : interface Se O (2 flags triggered) 
Flags : SeO Vil 

Condition 2: interface Sel (2 flags triggered) 
Flags : Sel Vil 

Condition 3: interface Vtl (2 flags triggered) 
Flags : Vtl Vil • Cbndition 4: username fred (3 flags triggered) 
Flags: Se O Vil Sel 

Next, the serial I and serial O interfaces go down. When an interface goes down, conditions for that 
interface are cleared. 

*Mar 1 00:05 :5 1.443: 
*Mar 1 00:05 : 51.471: 
*Mar 1 00:05:51.479 : 
*Mar 1 00:05:52.443: 
state to down 
*Mar 1 00:05:56 . 859: 
*Mar 1 00:05 : 56.887: 
*Mar 1 00:05:56 . 895: 
*Mar 1 00:05:56.899 : 
*Mar 1 00 : 05 : 56.899: 
*Mar 1 00:05:56.903: 
*Mar 1 00 : 05 :57.9 07 : 
state to down 
*Mar 1 00:05 : 57 . 907: 
changed state to down 

%LINK-3-UPDOWN: Interface Seriall, changed state to down 
Sel Debug : Condition 4, username fred cleared, count 1 
Vi l Debug : Condition 2, interface Sel cleared, count 3 
%LINEPROT0-5-UPDOWN: Line protocol on Interface Seriall, changed 

%LINK-3-UPDOWN: Interface SerialO, changed state to down 
SeO Debug : Condition 4, username fred cleared, count 1 
Vil Debug : Condition 1, interface SeO cleared, count 2 
Vil Debug: Condition 3, interface Vtl cleared, count 1 
Vil Debug: Condition 4, username fred cleared, count O 
%LINK-3-UPDOWN: Interface Virtual-Accessl, changed state to down 
%LINEPROT0-5-UPDOWN : Line protocol on Interface SerialO, changed 

\LINEPROT0-5-UPDOWN: Line protocol on Interface Virtual-Accessl, 

The fina l show debug condition output is the same as the output before the interfaces carne up: 

Router# show debug con d i t i on 

Condition 1: interface Se O (1 flags triggered) 
Flags: Se O 

Condition 2: interface Sel (1 flags triggered) 
Flags :, Sel 

Condition 3: interfáce Vtl (1 flags triggered) 
Flags: Vtl 

Condition 4 : username fred (O flags triggered) 

Using the Environmental Monitor 
Some routers and access servers have an environmental monitor that monitors the physical condition of 
the router. I f a measurement exceeds acceptable margins, a warning message is printed to the system 
console. The system software collects measurements once every 60 seconds, but warnings for a given 
test point are printed at most once every 4 hours. If the temperature measurements are out o f 
specification more than the shutdown, the software shuts the router down (the fa n wi ll remain on). The 
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router must be manually tumed off and on after sue h a shutdown. You can query the environmental 
monitor using the show environment command at any time to determine whether a measurement is out 
o f tolerance. Refer to the Cisco !OS System Errar Messages publication for a description o f 
environmental monitor warning messages . 

On routers with an environmental monitor, i f the software detects that any o f its temperature test points 
have exceeded maximum margins, it performs the following steps: 

1. Saves the last measured values from each o f the six test points to internai nonvolatile memory. 

2. Interrupts the system software and causes a shutdown message to be printed on the system console. 

3. Shuts off the power supplies after a few milliseconds of delay. 

The system displays the following message iftemperatures exceed maximum margins, along with a 
message indicating the reason for the shutdown: 

Router# 
%ENVM -1-SHUTDOWN: Environmental Monitor initia ted shutdown 
%ENVM-2-TEMP: Inle t temperature has reached SHUTDOWN level at 64(C) 

Refer to the hardware installation and maintenance publication for your router for more information 
about environmental specifications. 

Cisco lOS Configuration Fundamentais Configuration Guide 

o 



"'- · .... ... . 

c 

:. .. . · 

. . . .. · .. . 

CPMI - CORREIOS 

Fls: ·------

3 7 Q 1 
Doe :. _____ _ 



c 

CPMI -CORREIOS ··- -

1386 
Fls: _ _ __ _ 

Doe: 
37D1 



software loading 
capability for the 

hp tape array 
5300 

Jc t;urestore dvd-rom array module 

The HP Surestore DVD-ROM Array Module further extends the versatility of HP's tape 

array solution. lt provides DVD and CD reading functionality, and the ability to load 

software, ali in a half-height form factor. This module is offiine hot-swappable within an 

HP Surestore Tape Array 5300 for easy insertion and remova! in a racked environment 

and offers the high performance (40x as a CD ROM, 1 Ox as a DVD ROM) information 

services professionals need. 

The HP Surestore Tape Array solutions provide a choice of rack enclosures in different 

heights to fit almost any data center. Available array modules encompass a wide range 

of tape drive technologies, as well as DVD-ROM, which can be mixed and matched in 

a single enclosure. The HP Surestore Tape Array 5300 offers upgrade options to enable 

SAF-TE remate manageability in a Windows"' operating system environment and an 

additional power supply and fan kit for environments where-redundancy is important. 

i n v e n t 

Qcations 
Ultlo SCSI LVDS. A lost, norrow, single-ended Ultra SCSI DVD-ROM with max throoghpot (burst role) oi 20 Mbps. Mounting in o 
Suresta<e DVD-ROM rock-reody module enobles connedion to on LVD SCSI bus for burst roles oi 160 Mbpo. 

Fonn, Foctor 

. Looding System 

lnsertion/Removol 

Performance 

Access Time/Seek Time 

Looding Time 

Unlooding Time 

Disc Reod Formais 

5 .25 inch, holf-height 

Slot disc looding system, long disc eject 

Offline hot-swoppoble 

DVQ.ROM: CAV 1 Ox 

DVD: overoge 9 5 mse<: 

CD-ROM: CAV 40x 

CD: averoge 80 msec (rondam overoge) 

less than 3 sec lthe period the disc slorts lo lood and is domped in the drive) 

less thon 4 sec (from eject button press lo disc unlood) 

DVD oingle loyer & duolloyer, DVQ.R ' . DVD-RW', CD-ROM mode 1, XA mode 2. Photo CD (oingle & multiple oeosion), CO.DA, 

CO.Extro, co-R, CD-RW, Video CO 

Operating System Compotibility Tope Arroy solutions ore compotible with HP Servers running HP-UX, Windows"·, Unux, ond other industry~eoding operoling systems 
ond software. fOf further in formolion on syste m-specific compotibil ity visit www.hp.com/go/connect 

Standord Worronty 3-yeors. next do~ unil exchonge, system motching on HP systemsJ {internai, externai, ond rock mountoble unitsJ . 

1 OVD-RAM is not supported. 

:• Unit exchonge n41x1 doy is nol ovoiloble in some countries. 

1 lhe system matching period opplies to the host system slondard worronty period only. lhe drive worron 
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Power Consumption 

Slond-by loveroge) 

Reod loverogel 

Moximum 

lnd udes 

Physical Charaderistics 

Weight 

Dimensions (H x W x D) 

Safety 

Certi ficol ions 

ordering information 

Accessories' 

HP Suppartpacks 

more information 
For more informolion on HP Tape Array 
producls, conlacl any of aur worldwide soles 
offices or vis i! lhe HP storoge Web site at: 
www.hp.com/go/storage 

for information aboul hardware and software 
compatibility, visit the HP Storage Compatibility 
Web sile at : 

www.hp.com/go/connect 

HP offers an exlensive portfalio of HP and 
mixed environmenl storage specific consulting 
and suppart services to assist with your 
lT storage needs. for additional information, 
please contact your local HP representativa 
or a worldwide soles office, or visit aur 
Web site at : 
www.hp.com/go/4service 
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Single-System High Availability 
at the Forefront in Hewlett­
Packard's Server Line 

EXECUTIVE SUMMARY 
A vendor's ability to deliver high availability is key to the vendor's differentiation 
in the e-commerce world and other venues where downtime is dead time. Other 
variables such as technical excellence and cost-of-ownership are, of course, also 
important. However, given the business costs and other costs of a disruption, the 
pressure from corporate and information technology management, system 
administrators, and users the overwhelming factor is to have their systems highly 
available. 

Hewlett-Packard has long recognized the need for highly available servers- even 
before the current industry emphasis on such capability. To provide its customers 
with the most available servers, HP has followed the guidelines of its internally 
developed high-availability infrastructure architecture. This in frastructure is 
modeled in the form of a tree with three main branches, each with three sub­
branches. This is no mere theoretical construct; the sub-branches are populated 
with HP and third-party products that meet the practical, operacional high­
availability needs o f HP customers. 

For HP, server high availability is a multifaceted, holistic effort guided by a prime 
directive that the design-in of high availability into the server software and 
hardware architecture is fundamental. This principie results in literally hundreds 
of features and .functions in each HP server that are dedicated to providing 
specific benefi.ts to the server adrninistrator and user. 

_.,.. . 

As a result of HP's ability to implement and deliver on this philosophy, D. H. 
Brown Associates, Inc. (DHBA) believes that HP's high-availability architecture 
tree and, its component parts provide an industry-leading model for the server o 
commucity. The model is comprehensive and feature-function rich. This white 
paper provides an overview of this tree, its branches and sub-branches, and an 
overview of the component parts and their functionality. 

After reading this material, the existing or potencial HP server administrator or 
user, and numerous other interested parties in the IT community, will have a 
fundamental understanding of HP's high-availability efforts, why they are 
industry-leading, and what kind o f benefits they offer. 

Copyright 2001 © D.H. Brown Associates, Inc. 
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INTRODUCTION ANO OVERVIEW 
A vendor's ability to deliver high availability is key to the vendor's differentiation 
in the e-commerce world and other venues where downtime is dead time. Other 
variables such as technical excellence and cost-of-ownership are, of course, also 
important. However, given the business and o ther costs of a disruption, the 
pressure from corporate and information technology management, system 
administrators, and users the overwhelming factor is to have their systems highly 
available. 

Hewlett-Packard has long recognized the need for highly available servers- even 
before the current industry emphasis on such capability. To provide its customers 
with the most available servers, HP has followed the guidelines of its internally 
developed high-availability architecture infrastructure. This infrastructure is 
modeled in the form of a tree with three main branches, each with three sub­
branches. This is no mere theoretical construct; the sub-branches are populated 
with HP and third-party products that meet the practical, operacional high­
availability needs o f HP customers. 

HP's "always on" vision includes Single-System High Availability (SSHA) and 
Cluster HA solutions. This white paper focuses on SSHA functionality and 
solutions. 1 There is, of course, much more to consider in order to provide high 
availability that is not discussed herein. For example, customers should keep in 
mind not only the overall HA solutions being offered by HP products (delivering 
both single-system and cluster HA), but also support services (such as Business 
Continuity Support or Criticai System Support), IT processes support 
(consulting, disaster-recovery services, etc.), and partnerships with third parties 
(e.g., Oracle, Cisco, SAP) for fully integrated high-availability solution offerings. 

o 
For HP, server high availability is a multifaceted, holistic effort guided by a prime 
directive that the design-in of high availability into the server software and 
hardware architecture is fundamental. This principie results in literally hundreds 
of features and functions in each HP server that are dedicated to providing 
specific benefits to the server administrator and user.2 

\ . 
The conceptual and practical thinking behind the development of the tree 
components that provide these hundreds of features and functions is detailed in 
this white paper. After reading this material the existing or potencial HP server 
administrator or user will have a fundamental understanding of HP's high­
availability efforts, why they are industry leading, and what kind of benefits they 
offer. 

1 MC/ ServiceGuard is a specialized software facility that provides clustering and high-availability functi onality for HP 9000 
compu ter system products. MC/ ServiceGuard is no t discussed here. 
These hundreds o f features and funccions are examined in detail elsewhere. lnformation about them is avail abl~m HP 
or DHBA. 

2 CPMI - CORR] I Copyright2001 ~ D.H. Brown Ass ciat:_s~nc . , 
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HP breaks down its high-availability architecture concept into a tree structure 
with three main branches. These three main branches are each further broken 
down in to three sub-branches (Figure 1: HP's Tree·-Based Server High 
Availability Architecture) . The main branches and sub-branches are: 

• Server Fault A voidance 

Reliability, 

Resiliency, and 

Isolation. 

• Server Self-Healing 

Discover, 

Resolve, and 

Recover. 

• Server Dynamic Computing 

Load Balancing, 

Dynamic Tuning, and 

Partitioning. 

The nine sub-branches are further broken down into multiple component parts 
per sub-branch as shown in Figure 1. This paper provides an overview of the 33 
components made available in the nine sub-branches3 and examines their 
administrator and user value. 

Hardware Quality, Software Quality, Patch Management 

DPR/DMR, OLA PCI Cards, Fabric Resiliency, 
Auto Deallocate, Hot-Swap and Redundant Fans, 
Hot-Swap and Redundant Power, Fault Tolerant SANs 

Multipath 1/0, APA, Dual AC lnputs 

HPMC Analysis Tool, Remote Administration/Remote 
Serviceability, Online JFS, VxVM 

Boot Time Enhancement, PCI Cards OLR, 
Root-Disk Joumaling 

iCOD, Pay-Per-Use, PRM, WLM 

Dynamic Tunables,Variable Page Sizing 

Hard Partitions (nPARs),Virtual Partitions (vPARs), 
Processor Sets, Partition Manager 

3 The number o f components will continue to grow. 

Copyright 2001 © D.H. Brown Associates, Inc. 3 
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HIGH AVAILABILITY: SERVER FAULT AVOIDA 
The sole purpose of HP's HA feature set is to address the real causes o f customer 
downtime, as determined by actual field data. HP knows that delivering always­
on solutions requires more than just delivering laundry lists o f HA features with 
limited utility, or worse, HA features riddled with so many caveats as to render 
them useless. The real HA measure is how much uptime is seen by customer 
applications. 

Avoiding faults is critica! as the first line of defense to deal with server downtime 
causes. Crashing a system first, then dealing with recovery is not the optimum 
solution. Dealing with recovery, while important, should not be a primary HA 
strategy. Avoiding faults in the first place is key. 

The term "failure avoidance" should not be confused with other schemes that 
provide standby hardware to be swapped in after a system crash has occurred. 
Sometimes, a server that is described as having 100% hardware redundancy in 
reality only allows for standby hardware to be swapped in - a less desirable 
condition. For HP, redundancy means that sufficient resources are available 
online to restare the system to proper operation without any application 
interruption. 

HP's field data has shown that the primary causes o f server hardware and/ or 
software downtime is the following (roughly in order of occurrence): 

1. main memory failures, 

2. cache failures , 

3. power supply failures, 

· 4. I/O card errors, 

5. sockets/interconnects, 

6. networking/ mass storage, 

7. software panics, 

8. ASIG/Baci}plane failures, and 

9. clock failures. 

The top seven items in the above list amount to 98% of downtime causes . Main 
memory and cache memory amount to about 50% of the fault-generatio~ cases. 
Knowing this distribution, HP has addressed these failure sources to deliver the 
maximum availability with the features and functions described in the sections 
that follow. 

4 Copyright 2001 © [) .H. Brown Ass cial1fs~hcCORR1~ 
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SERVER FAULT AVOIDANCE- RELIABILITY 
Reliability is the first sub-branch in the Server Fault Avoidance main branch of 
HP's availability tree. A reliability metric, and there are many, measures failures in 
a system, both hardware and software related. A highly reliable system has few 
failures of any hardware or software component (due to either planned or 
unplanned downtime). 

HP pays major attention to its server reliability through robust system­
architecture design, careful vendor and component selection, sophisticated 
manufacturing processes, and elaborare, time-tested software qualification and 
design processes. At the user production site, both hardware and software 
techniques work around failed components to reduce maintenance, the number 
of service calls, and warranty costs. 

To better understand HP's reliability work, the next sections examine the issues 
o f hardware and software quality. Then, patch management is detailed. 

RELIABILITY- HARDWARE QUALITY 

The first step in fault avoidance is using high-quality components in a server 
design. Toward this end, HP has implemented sophisticated field tracking 
processes that record and analyze ali system and component failures in order to 
detect trends and provide feedback to allow the HP hardware design laboratory 
to build more robust future products. As a resulto f having this data, HP systems 
have been designed from the ground up to address these detected failure sources. 

HP uses a number of hardware quality-ensuring measures designed to detiver 
reliable, high-quality servers. These measutes include, 

• a modular architecture to minimize server component count; 

• a system design and qualification methodology that pushes the hardware to 
its maximum while running customer applications; 

.· : 

• prov~_sion f~r extensive component supplier qualification; o 
• use of high-volume blowers to maintain ASIC and CPU junction 

temperatures as cool as possible; 

. • vendor-selection processes that require demonstrated high-quality 
manufacturing processes, as well as demonstrated high reliability; 

• vendor requirements to execute ASIC burn-in tests, which result in ten times 
the ASIC quality as compareci to standard components;4 and 

• boards and systems receive HP burn-in, running customer applications, a 
process that weeds out early life failures . 

4 In contrast to non-burn-in. 

Copyright 2001 © D.H. Brown Associates, Inc. 5 
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~103 
RELIABILITY- SOFTWARE QUALITY f~k 
The best way to examine software quality is to directly query the so e use_;;, ç, 
Who knows better than the user what is really going on as fàr as softwa ~t_aliry ~ 
is concerned? With the goal of going right to the user source for information, 
has conducted software quality studies at the Interex (HP Users Group) 
meetings.5 As a result of HP's software quality emphasis, in the three years that 
the Interex study has been conducted, customer satisfaction with HP software 
quality and reliability has grown from 70% to 80%. 

In a separare, randomized study this year Ganuary 2001), overall satisfaction with 
HP-UX-based products is very strong with 71 % of respondents indicating they 
are very satisfied , 23% indicating moderare satisfaction, and very few (less than 
6%) indicating dissatisfaction.6 

RELIABILITY- PATCH MANAGEMENT 

HP employs a two-stage patch-testing process. When a defect or escalation is 
reported, it is important to respond quickly (especially if the defect is criticai). 
This necessity for fast response must be balanced with the need for a high-quality 
patch whose delivery must not be delayed. 

Understanding these criteria, HP has two patch models - reactive patch and 
proactive patch. The former is designed to solve an existing problem with 
timeliness as the highest priority - fix the problem the first time in a reliable 
manner and minimize change. There is some risk here since the fix speed may 
compromise complete patch testing. 

A proactive patch is designed for preventive maintenance. With such a patch, 
reliability (rather than timeliness as is the case with the reactive patch) is most 
important. A proactive patch is a stable, tested patch. It is pl~nned in advance, 
issued at defined times, and fully tested. The changes that occur because of the 
proactive patch are evaluated in advance and fully understood. llisk is minimized 
by full testing although large proactive patch use may still involve some risk. 

A patch )s put through a fix-creation process, a peer review, and the standard 
functionàl, and reliability testing for the subsystem that involves the patch. HP 
then releases the patch with a one star rating to indicare that it is for reactive 
patching only and to use it only if the problem is evident. One star patches are 
used only when two star or three star patches are not available. 

The study is conducted annually and the 2001 result included 2,533 participants who spend $9.3 billion on IT products 
($3.3 billion on HP products). 

6 World-class performance on surveys such as this exceeds 50% in the very satisfied category, 90% in both the very and 
moderately satisfied category, and is 10% or less in the dissatisfied category. By far (48%), the primary reason that 
customers cite fo r being very satisfied ·with HP-UX products is high system availability. (HP support comes in second at 
18%.) 

6 Copyright 2001 © D.H. Brown 
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A two star patch is a proactive patch that has met certain test criteria but is not 
fully qualified. It is to be used only when a three star patch is not available. The 
two star patch's probability of recall is typically 60% lower than that of a one star 
patch. 

The patch then continues to be put through system testing in the HP enterprise 
patch test center, which duplicares the most common customer environments. 
Here it is bundled with other patches and the entire set is put through rigorous 
interoperability tests. This process typically takes five to eight weeks. At the 
successful conclusion of this testing the patch is rated three stars. Three star 
patches have 80% fewer recalls than do one star patches . 

. HIGH AVAILABILITY: 
SERVER FAULT AVOIDANCE- RESILIENCY 

Even the highest quality components can, at some point, fail. Because of this 
fact, it is important to understand the failure rates of ali components, understand 
the failure modes, and then design HA features to deal with these failure modes 
to minimize application downtime. 

These points are captured in Resiliency, the second sub-branch of Server Fault 
Avoidance. Resiliency is the ability to keep running in the presence of faults so 
that applications see no downtime due to hardware or software failures. In a 
resilient server, work-arounds for problems are developed through a combination 
of redundant or self-correcting components and software techniques to enable 
transparent failover to a working component or system. 

Good examples of resiliency technology are Dynamic Processor Resilience 
(DPR) and Dynamic Memory Resilience (DMR). The section that follows 

. explains DPR and DMR. Subsequent sections provide ~xplanations focthe other 
five Figure 1 Resiliency components. 

RESILIENCY- DYNAMIC PROCESSOR ANO DYNAMIC MEMORY RESILIENCE 

Dynamic Processor Resilience (DPR) permits a server to be resilient to the CPU a 
cache er~ors tnat are a major contributor to system downtime. In an HP server 
with DPR, if a CPU generates cache errors ata predetermined, unacceptable rate, 
the CPU is automatically deconfigured, online. Moreover, to solve the problem, 
the server can be configured to automatically swap-in a spare CPU. 

HP's server CPU caches are protected from single-bit hard errors and random 
soft errors generated from cosmic rays and other intermittent error-generation 
sources. Furthermore, the HP CPU has a physical cache layout that reduces the 
chance o f a multi-bit error due to a random cosmic ray strike.7 

7 Cosmic ray strikes affect memory arrays by removing the charge on specific cell locations. In many cases, high-energy 
strikes can affect multiple physically adjacent bits. lt is importam to make sure (architecturally) that physically adjacent bits 
do not show up in the same logical cache line. Certain competing systems do not do this. 

Copyright 2001 © D.H. Brown Associates, Inc. 7 
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While CPU cache-error generation ts an issue, main memory failure ts e 
hardware event that causes the most customer downtime. HP addresses this 
failure mode with four features: 

• memory chip spare, 

• dynamic memory resilience (DMR), 

• hardware memory scrubbing, and 

• automatic deconfigure on reboot. 

Memory chip spare is the server's ability to continue to run in the face of any 
single, or multi-bit chip DRAM error. HP server system DRAMS are set up as 
N+l per set of 128 DRAMS per memory word since the firm believes this 
architecture is essencial in the design of reliable memory systems. Systems 
without this functionality may fail at a high rate compareci to HP systems with 
this functionality. 8 

Certain vendors deal with multi-bit SDRAM failures by accepting the fact that 
they will occur. This means that a scheme is used that supports failure detection, 
but not correction. This scheme, while it may be acceptable in low-end markets, 
is a dangerous choice for those customers who bet their business on not having 
any downtime. Systems based upon this comer cutting are at high risk to fail due 
to memory problems. 

DMR represents the server's ability to online (i.e., while the application is 
running) deallocate failed memory pages. DMR is similar to DPR in that if a 
memory location is problematic (i.e., exhibits persistem errors), that memory will 
be online deallocated with no visible-to-the-user impact. HP believes that, as long 
as the server is shipped with adequare memory, it is likely that a failed memory 
will never have to be replaced over the product life. This likelihood results in a 

·. significam planned downtime reduction compareci to non-DMR systems, 

Aiding in this process is the hardware memory scrubber (available in the rp8400 
and Superdome servers). The scrubber automatically corrects and clears single-bit 
errors in every memory line that is read by the CPUs. This is an advamage over 
most software~based scrubbers, which are limited to scrubbing only that memory 
which is not locked down by the operating system or an application. 

Automatic deconfigure on reboot is the system's ability to dynamically remove 
failing memory during boot from the available memory pool without halting the 
entire system. 

B HP has seen this at customer sites that use both the HP architecture and other architectures. 

8 
CPMJ · CORREIOS 
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RESILIENCY- PCI CAROS ON-LINE ADDITION (OLA) 

The PCI Cards OLA capability, the second Figure 1 Resiliency component, 
enables the online addition of PCI I/O cards to HP-UX-based servers designed 
to support this feature.9 The server hardware uses a standard per-PCI slot power­
control technology combined with operating-system support for the PCI Card 
OLA feature to allow the addition of a new card without affecting other 
components or requiring a reboot. 

The OLA feature enhances server high availability by reducing both planned and 
unplanned downtime since the server can still run while an I/0 adapter is added 
and configured. Ali HP PCI cards (including Gigabit Ethernet, Fibre Channel, 
SCSI, Term I/O) and their drivers support this feature. 

As just noted, OLA can provide additional I/0 resources and new I/0 
technology without a reboot. This means that administrators can add resources 
on demand, based on workload. As a result, the need for the difficult exact 
deployment planning of I/O cards in a server is reduced. Additional I/O cards 
can also increase the server availability by providing alternative failover paths. 

RESILIENCY- FABRIC RESILIENCY 

Fabric Resiliency is the third component of the Figure 1 Resiliency sub-branch. A 
fabric ties CPU and memory resources together. Moreover, if the server has ' ._, 
partitions, 10 the partitions may share this fabric. If the fabric is not resilient, the -,_ ) 
server will suffer decreased uptime. Of course, from the server-functionality 
point-of-view, if the fabric is not resilient, neither are the server partitions. HP 
addresses fabric resiliency through four technologies: 

• highly reliable fabric ASICs, 

• redundant and hot-swappable DC-DC converters, 
- . 

• hardware isolation between crossbar chips, and 

• full end-to-end errar correction. 

HP's fabric backplane ASICs are manufactured and tested with processes that 
result ii;l a ten-fold reliability increase over comparable ASICs not similarly O 
manufactured 'with such expensive components and procedures. The result in the 
field is virtually zero backplane ASIC failure. 

The DC-DC converters that power ASICs and other backplane chips are fully 
redundam and hot swappable. 

This further adds to system availability, and significantly reduces shared failure 
modes between partitions. Only HP provides redundant power for backplane 
components; others provide redundancy only for clocks, which rarely fail. 

9 As o f September 2001, this includes N-class, L-class, Superdome, and the newly released rp8400 servers. 
lO Different partition types are discussed !ate r in thi s white paper. 

Copyright 2001 © D.H. Brown Associates, Inc. 9 
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The HP s.erver backplane is built from crossbars with point-to-point connections. 
In a properly configured server, communication traffic in a partition is restricted 
to that partition so that there is no link sharing. Since each crossbar chip port is 
independem, the cells of different partitions coexist without affecting each other. 

In competing bus-based servers, all domains participare in the communication 
coherency scheme and share address busses. This means that, in these systems, all 
domains are linked in some manner and there may be shared failure modes that 
can contribute to increased, unplanned downtime. 

Figure 2 in the Appendix and its associated explanatory text provide a simplified 
example of both the HP crossbar-based backplane and a compecing vendor's 
bus-based backplane, and how the HP approach provides superior high 
availability. 

RESILIENCY- AUTO-DEALLOCATE 

Nearly all HP server hardware is redundant. 11 The result is virtually zero failures 
that would keep a parcicionable system down waicing for parts. If a component or 
encire subsystem fails self-test, for example, the server will automacically 
deallocate the faulty hardware, continue to boot, and run the applicacion when 
the server parcition (or server) comes up. 

Auto-deallocate applies to CPUs, memory, fabric links, and I / 0 . Hardware 
redundancy accommodates PCI card I/0 failures, the complete PCI chassis, or 
the connected cell board. With a properly configured I / 0 system, there is no 
failure that causes I/0 loss. 

RESILIENCY- HOT SWAP ANO REDUNDANT FANS 

o 
All HP serv~rs have redundant and hot swap fans. This design is fundamental to 
ensure the best server reliability. Certain HP servers, e.g., Superdome, have such 
high-capacity fans and blowers that sufficient airflow is provided for all 
conditions even in the presence of a failure. The new high-density HP rp8400 
server is . even more sophisticated. It takes a unique approach by adding special 
CPU fan~ to keep the CPUs cool even in the small rp8400 form-factor. 

Heat is the mortal enemy of components that need to be as reliable as possible, 
so the heat issue in a high-density system requires special consideracion. The 
rp8400's two-level cooling scheme offers the required cooling capacity at nominal 
cost. To accomplish this feat, the rp8400 uses turbo-cooler fans that draw air 
directly in to the heat sinks o f the criticai CPU and cell VLSI chips. 

At the extreme server operacing-temperature ranges, the turbo-cooler fans 
maintain internai te~peratures well below the design maximums. Under normal 
ambient operacing condicions, turbo-coolers are not required. However, if the 

11 Minor exceptions include clocks and power-control circuitry that rarely fail (rated at a 1 'Yo per yea r faiJure rate). 
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turbo-coolers run, the silicon operares well within its maximum lifetime thermal 
window. Again, the result is increased overall server-system reliability. 

To further improve reliability, manageability software monitors the rp8400 fan 
speeds, including turbo-cooler fans. This software detects the first slowdown hint 
associated with fan bearing wear-out. As a result, the system administrator has an 
early alert (at least 100 hours) to the remate possibility of a turbo-cooler fan 
failure. 

RESILIENCY- HOT SWAP ANO REDUNDANT POWER 

The front-end power supplies in ali HP servers are fully redundam and hot 
swappable. The Superdome (high end) and rp8400 (rnidrange) servers also have 
redundant and hot swappable backplane DC-DC converters. The latter feature 
fully removes power conversion as a cause of multi-partition crashes. The rp8400 
rnidrange server also has redundancy in many other areas of power conversion. 
This also contributes to its increased uptime. 

RESILIENCY- FAULT TOLERANT SANS 

Fault Tolerant SANs are the seventh, and last component o f the Figure 1 
Resiliency sub-branch. HP uses Fibre Channel technology for its SAN solutions 
and supports three Fibre Channel topologies - point-to-point, arbitrated loop, 
and switched-based fabric. 

For the arbitrated-loop architecture, HP servers can interoperate with switches or 
hubs that have the Emulated Privare Loop (or Quick Loop) feature. These 
switches regenerare the signals on each port (unlike passive hubs) and thus can 
stop bad signals or faults. For the switched fabric topology, links are point-to­
point so that faults are inherendy isolated. 

HP-UX supports multipath I/0 in both of the just-described fi bre topologies. 
Such I/0 can be used to ensure that there can be redundant links to a target and 
the target can be reached even if there is a fault in a SAN link or port. In ali of 
these cases, adrninistrators can use the fault tolerant and the multipath I/ O 
technology to .configure their SANs for maximum availability. 

HIGH AVAILABILITY: 
SERVER FAULT AVOIDANCE- ISOLATION 

Isolation is the third sub-branch of the Server Fault Avoidance branch of the HP 
high-availability tree. For HP, isolation means, for example, that each Superdome 
I/0 slot has an independem I/0 channel or PCI bus. This architectural design 
supports improved I/0 performance since each PCI card can run at its full PCI 
speed and, at the sarrie time, enjoy fault isolation. 
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downtime. 

ISOLATION- MULTIPATH 1/0 

A multipath I/ O feature allows accessibility to a storage device o r networking 
end-node through multiple paths. The access can be simultaneous (in an active­
active configuration) or streamlined (in an active-passive configuration). 

In a mass storage configuration, a disk LUN (Logical Unit Number) is reached 
from a controller via various switches or ports (i.e., for Fibre Channel) or via split 
cables (i.e., for SCSI). In a networking configuration (i.e., switched 100BT and 
Gigabit Ethernet), connectivity between two hosts may be achieved through 
various switches, routers, or controllers. 

Care must be taken in these architectures to eliminate single-points-of-failure 
(SPOFs) between two end points. For further fault isolation, each PCI card 
resides on its own PCI bus. Therefore, ali PCI card errors are contained on the 
card that generated the error and cannot propagare to other I/O cards. 

The multipath I/0 feature provides failover, load balancing, and failure isolation. 
Networking and mass-storage products such as APA and LVM provide path­
failure detection and failover capabilities. Products such as APA/EMC­
Powerpath/XP-Autopath can load balance among various paths. Failure to a 
path does not disrupt activities on other paths. This isolation is importam for 
delivering high availability, since I/Ois inherently error prone. 

As an example o f the above, consider a configuration wherein the AP A product 
uses two Gigabit Ethernet adapters in an active-standby mode. The network is 
configured such that the two adapters can be connected to the same or different 
switches but can reach the same destination servers/ clients. I f one o f the 
adaptersY cables/ switches fails due to an errar, AP A detects the erro r and can 
quickly route packets to the other adapter. Thus multiple paths greatly increase 
the system availability by providing redundancy and complete fault isolation. 

12 Discussed in the next section. 
13 Logical Volume Manager (L VM) is a subsystem fqr managing file systems and disk-storage spaces that are structured in to 

logical volumes rather than being restricted to the beginning and end points of a physical disk. Logical volumes can be 
smaller than the disk or disk array on which they reside, or they can include ali or part of severa! disks or disk arrays. 
Logical volume boundaries are not required to coincide with the boundaries of physical disks when multiple disks or arrays 

are used. ~i~~il;;;~:;-:~ 
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ISOLATION - AUTO PORT AGGREGATION (APA) 

Auto Port Aggregation (APA) is an HP kernel-based networking product. It 
provides link aggregation, or trunking. This capability amounts to aggregation of 
two or more network physical ports into a single logical port (pipe) . APA 
technology is transparent to higher-level communication protocol layers (e.g., 
TCP/IP). 

APA is a cost effective software solution for upgrading to higher bandwidth 
while maintaining an existing infrastructure and providing a quick Oess than a 
second), and easy failover mechanism. Links can be aggregated on an active­
active basis or an active-standby basis. 

Aggregation on an active-active basis helps in load balancing among links. APA 
can be configured to use several different load-balancing algorithms14 for 
outbound traffic (depending on the configuration). Inbound traffic load 
balancing depends on the support of this feature by the infrastructure switches. 
Aggregation on an active-passive basis helps in the failover scenario. AP A can 
automatically detect failures and failover to a standby link within one second 
(with rninimal or no application disruption) . 

Adrninistrators use AP A to pro vide load balancing among similar links and also 
as a quick transparent failover mechanism. High bandwidths can be achieved by 
combining severallow-bandwidth links together from the existing infrastructure. 

ISOLATION- DUAL AC INPUTS 

The HP 9000 Superdome server farnily was the first in the industry to achieve an 
Uptime Institute certification for fault-tolerant power compliance.15 The second 

14 Server-to-:Switch: MAC-Brmd 
This algorithm balances the load by hashing the eight least significam bits o f the destination MAC address stored within an 
Ethernet packet. lt then directs the packet to a specific link within an aggregate. This algorithm is most oprima! when used 
in environments that contain no routing between the server and the clients. 

Sever-to-&uter: IP-Based 
This algorithm balances the load by hashing the eight least significam bits of the destination IP address stored within an 
Ethernet packet. It then directs the 'packet,to a specific link within an aggregate. This algorithm is most oprima! when used 
in environments that contain routers between the server and clients. 

Server-to-Server: CPU-Based 
Ethernet packets do not contain a CPU ID. For this reason, the CPU-based algorithm makes a separate system cal! to· 
obtain the originating CPU ID for each thread. It then uses this CPU ID to direct the thread to an Ethernet port assigned 
to that CPU by the APA software. 

Server-to-Server: TCP/ UDP Port-Based 
This algorithm uses the TCP /UDP source and destination port numbers to distribute traffic across the ports in a Link 
Aggregate. This algorithm is intended to be used in networking environments where direct Server-to-Server Link 
Aggregation is needed. However, this algorithm may also be used in place o f the MAC, IP, or CPU-based algorithms. 

15 The Uptime Institute developed its fault-tolerant power compliance specification in cooperation with members of the Si te 
Uptime Network and major hardware· manufacturers. The Si te Uptime Network includes 48 Fortune 500 companies. The 
specification is available at www.uptimeinstitute.com. 
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is HP's new rp8400. In fact, these HP server systems are the only currently 
available servers fully compliant with this standard for dual, fault-tolerant AC 
inputs. Compliance means that HP's servers can be powered from two fully 
independem input power sources that do not need to be in-phase. 

The tests passed by Superdome and the rp8400 include a variety o f power-source 
conditions that contain abnormal out-of-tolerance voltages, faulted AC power 
sources, brownout conditions, and more. As required, the Superdome family 
operares with no data loss and no performance degradation, as initially installed 
or at its ultimare capacity. 

HP believes that as a result of the Uptime Institute's certification, HP's 
customers can minimize power-fault uncertainty as another step toward 
decreased unplanned downtime. Server systems lacking such certification may be 
susceptible to AC faults that allow data loss and hardware and/ o r performance 
degradation. In some cases, power-distribution difficulties may be generated for a 
site's facility-engineering team if the server power source is notas capable as the 
Uptime Institute requires it to be. 

o 
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IGH AVAILABILITY: SERVER SELF-HEALING 

HIGH AVAILABILITY: SERVER SELF-HEALING- DISCOVER 
As indicated in Figure 1, HP breaks down the Server Self-Healing branch of its 
high-availability tree into three sub-branches - Discover, Resolve, and Recovery. 
The Discover sub-branch has three components - Fault Management, High 
Availability Observatory (HAO), and Serviceability (System Configuracion 
Repository, [SCR]). 

The following seccions discuss how HP-UX helps administrators discover server 
problems. They can set hardware monitors using HP Fault Management, which 
will then alert them to potencial problems. They can also have HP proaccively 
discover server problems via the High Availability Observatory (HAO) suite of 
support software and technologies. Administrators can also discover problems 
themselves by taking snapshots of their inventory using HP's System 
Configuracion Repository (SCR) tool and analyzing the resultant data. 

DISCOVER- FAULT MANAGEMENT 

Fault Management is the name given to HP's overall strategy and program to 
provide a value chain for deteccing, nocifying, and repairing server problems so 
that upcime is maximized. Proper Fault Management requires working with 
hardware and operacing-system designers from the beginning of a server design 
to create hardware and software capabilicies and instrumentacion points that 
create the ability to detect and isolate server anomalies. 

For example, HP creates monitors to poll server health informacion or to 
asynchronously respond to server instrumentacion points designed to report 
problems or :faults: Fault Management also implemetits · severa! inethods for 
maintaining historical event informacion for trend analysis. Faults that generate 
errors and warnings are automacically logged to the syslog. Notes and audit 
informacion are logged to an event log. 

Fault Managernent provides alerts to potencial problems, as well as to occurring O 
problems as soon as they are detected so that administrators can take correccive 
accion. In some cases fault monitors are smart enough to repair or prevent future 
faults from occurring. Fault Management currently uses the HP Event 
Monitoring Service (EMS) infrastructure for its nocificacion methodology. EMS 
enables a wide variety of nocificacion methods (e-mail, SNMP traps, system 
console, system log, text logftle, TCP /UDP, and Open View OPC messaging). 

Fault Management events can be viewed and browsed directly by the 
administrator on a funccioning server. Alternacively, the administrator can install 
HP's TopTools Management server and aggregate informacion from mulciple 
systems in a domain. There is also the opcion to integrare Fault Management 

__ _: 

Copyright 2001 © O. H. Brown Associates, Inc. 15 

\y" 



c 

Single-System High A vailability at the 
Forefront in Hewlett-Packard's Server Line 
October 2001 

events with enterprise-management software like HP's Open View Operati~ns o r 
other enterprise-management software from BMC, Tivoli, Computer Associares, 
or MicroMuse. 

When HP Support is purchased, Fault Management events can be forwarded to 
the HP Support Organization. HP can then monitor, filter, and " trend" the 
events and take action on items that need attention. At the premium end of HP's 
support offering for the ultimate in high availability, services may be acguired 
from HP's High Availability Observatory (HAO). 

HAO provides continuous and proactive IT environment monitoring. HP uses a 
dedicated, private ISDN network that allows secure information flow between 
the customer site and HP's Support Organization and provides the HP Support 
Organization direct access to the customer's server. As part of the HAO 
implementation, HP installs a Support Node at the customer site, linked securely 
to HP. 

Fault Management, together with its monitors, proactively reviews the health of 
server components and generates dose to real-time events when problems 
develop. These events can trigger corrective action to enable the server to 
continue functioning, or they can trigger alerts to administrative personnel. 

Fault Management furthers the philosophy of proactive as compareci to reactive 
fault management. One of HP's high-availability goals is to continue to move in 
the direction of proactive fault management because of its ability to minimize 
downtime. HP's Fault Management system provides accurate problem diagnosis 
the first time, as the problem occurs. This results in a substancial decrease in any 
downtime associated with an event.16 

DISCOVER- HIGH AVAILABILITY OBSERVATORY (HAO) 

The High Availability Observatory (HAO) is a suite of support technologies, 
tools, and processes that HP provides to its customers with mission-critical 
applications. These customers include those with Business Continuity Support 
(UNIX only) or Criticai System Support (UNIX or Windows servers). The 
combination of HAO technology, people, and processes in place provides a total 
HA solution. HP has quantified that HAO reduces resolution by approx.imately 
40 minutes per case in which it is used. 

The HAO consists of an HP-owned Support Node workstation and network 
router that resides on the customer site, a secure communication link back to 
HP's Mission Criticai Support Center (MCSC), and eguipment and software 
within the MCSC to maintain and analyze information about the customer 
servers. Configuration and status data from servers, software, and network 
interconnect devices !s collected via the support nade and securely transmitted to 

I<> Data is available from H P to show this improvement. 
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the MCSC. This data is viewed by HP support engineers or securely shared with 
HP experts to help solve customer problems. 

The data is also analyzed at the MCSC to alert HP and the customer of potencial 
issues in their environment (e.g., bad patches or out-of-date firmware revisions). 
Hardware failure events within the customer mission- critica! environment are 
detected by the HAO and alerts are sent back to HP for action. 

DISCOVER- SERVICEABILITY (SYSTEM CONFIGURATION REPOSITORY [SCR]) 

HP's System Configuration Repository (SCR) is a no-cost tool that enables the 
collection of periodic or snapshot information about a server to a central 
database. SCR is a DMI management application. As such, SCR gets ali the 
information it stores from standard APis supported by HP's DMI service 
provider. The DMI service provider is SCR's collection agent on a managed 
node. 

SCR accesses the DMI information available about a server and stores it as a 
snapshot in a central database. It follows the client-server model, i.e, a single 
server runs SCR and uses DMI to access client nodes. The information captured 
can be controlled, down to the level of each individual attribute, through the use 
o f ftlters. 

System administrators use SCR for troubleshooting. They can, for example, view 
their system state and compare it to previous known states (e.g. , to determine 
that the correct state has been restored). System administrators also use SCR to 
generate system status, inventory, recordkeeping, and planning reports for 
internai (e.g., for change management) and externa! use (e.g., for third-party and 
purchase use). 

HIGH AVAILABILITY: SERVER SELF-HEALING- RESOLVE 
HP-UX provides capabilities and tools to resolve system problems. Toward this 
end, the Servicecontrol management-applications suite addresses the centralized 
configuration, fault, and workload-management requirements of an always-on o 
Internet 'ínfrastructure and its servers. As indicated in Figure 1, the Resolve sub-
branch of the Server Self-Healing branch has four components. The first of these 
components is the HPMC Analysis Tool part of the Servicecontrol management 
applications suite. 

RESOLVE- HPMC ANALYSIS TOOL 

The HPMC Analysis Tool automatically analyzes ali server-stored error-log 
information after a catastrophic error. It is designed to describe the course of 
action to take to reniedy the problem. This tool is useful for hardware problem 
diagnosis o f those problems whose causeis not apparent through the system logs. 
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The idea here is proactive rather than reactive diagnosis to avoid, where possible, 
of the need for service personnel to run time-consuming diagnostics. This tool is 
a safety net for those hardware problems that are not autorriatically detect.ed and 
corrected by the server itself. 

RESOLVE- REMOTE ADMINISTRATION/REMOTE SERVICEABILITY 

The second component of the Resolve sub-branch is Remate Administration/ 
Remate Serviceability. Centralized web-based remate administration for HP-UX 
is delivered through the Servicecontrol suite of management applications. These 
applications include Ignite-UX, Software Distributor, System Configuration 
Repository, Servicecontrol Manager, Fault Management, Secure Web 
Console/Central Web Console, Partition Manager, System Administration 
Manager (SAM,) and MC/ServiceGuard.17 These applications, either directly, or 
through Servicecontrol Manager integration, provide remate, web-accessible 
management. 

• lgnite-UX: Ignite-UX allows remate image-based deployment. It also 
supports remate management of recovery images by collecting recovery 
images to a central server and then using them to repair systems remotely. 
Ignite-UX further provides the ability to ignite (cold install) client systems 
manually from the Ignite server console or automatically via the boot sys 
command. 

• 

Such client-system installs are known as push installations. Ignite-UX can 
support multiple push installations in parallel. These parallel operations can, 
in turn, include multiple operating-system versions. Ignite-UX also provides 
the capability to ignite clients from a remate system, or ignite the client locally 
by "pulling" an operating system from an Ignite-UX server. 

Software Distributor: Software Distributor allows remate operating system 
and application installation and update. In addition to its ability ·to pull 
software from a central depot, Software Distributor also provi.des remote­
operations features that allow software to be pushed to remate systems 
(targets) from the local host. 

o These features and functions can be used interactively to monitor the results 
of ali Software Distributor commands with the Software Distributor job 
browser GUI (graphical user interface) or the command line. Finally, 
Software Distributor can also deploy operating system and applications 
patches and, !ater, remotely roll back problematic patches (one ata time). 

• 

• 

System Configuration Repository: System Configuration Repository 
(discussed earlier in this white paper) collects and maintains hardware and 
software inventaries from remate servers to a central repository. 

Servicecontrol Manager: Ignite-UX, Software Distributor, and System 
Configuration Repository applications independently support remate 

17 MC/ServiceGuard is well known and is not further discussed here. 
~'-' • Vvi <.. V V-.J- VTV' . 
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management. Through the Servicecontrol Manager umbrella, these 
applications are also available through a browser launched web interface. 
Other standalone HP-UX management applications are available remotely 
through Servicecontrol Manager integration. In fact, adrninistrators . can 
integrare and make available remotely (through Servicecontrol Manager's web 
interface) any standalone command line or X Windows-based application. 
With ServiceControl Managers' Distributed Tasks Facility (DTF), 
adrninistrator scripts can be copied and executed across a set o f systems easily 
and securely. ServiceControl Manager also supports a full command-line 
interface for further scripting of remote and multisystem management. 

• Fault Management: Automatic rapid detection is a key contributor to high 
availability. Fault Management provides the framework and monitors to 
automatically generate events and forwards them to any enterprise­
management system (e.g., HP's OpenView) or to a number of other 
notification methods. 

• Secure Web Console and Central Web Console: Secure Web Consoleis a 
device that can either be embedded in certain HP Servers or attached to the 
console port for other HP servers. Secure Web Console provides secure web 
access to a console port through which the adrninistrator gains access to an 
otherwise unavailable server. This access allows the reboot of a non­
responsive system and interaction with the system-boot process. However, 
remote power-on is not supported. 

Central Web Console provides a console-consolidation capability for other 
console-access technologies such as terminal servers. With Central Web 
Console, large numbers of server consoles can be consolidated, managed and 
accessed from a common web-enabled interface. Central Web Console can 
use 3-DES encryption to encrypt the terminal-server sess10n for secure 
access, including across firewalls. 

• Partition Manager: For highly scalable servers, HP's Partition Manager is a 
web-enabled management interface for remote management of physical 
partitions. Once partitions are created ali the Servicecontrol products and 
Servicecontrol Manager can manage each partition individually or together o 
with •Partition Manager (discussed later in this white paper). 

• System Administration Manager (SAM): Running System Adrninistration 
Manager (SAM) (through Servicecontrol Manager) provides system 
adrninistrators with the ability to remotely manage server disks, ftle systems, 
peripheral devices, kernel configuration, users or groups, printers or plotters, 
and trusted-systems features. SAM is a GUI supplied with ali HP-UX 
systems. SAM log ftles aliow the tracking of system changes. 

RESOLVE- ONLINE JOURNALED FILE SYSTEM (JFS) 

Online Jou.rnaled File System QFS), the third component o f the Resolve sub­
branch, provides the capability to perform system administration on a file system 
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while it remains online and user-accessible. These system-administrauon 
functions include defragmentation, resizing, and online backup. Such capability 
allows optimum user-data availability while flle-sys tem downtime for 
maintenance is minimized. 

With Online JFS, for example, disk defragmentation is eased. To resolve the 
fragmentation issue on a mounted file system, a defragmentation utility in Online 
JFS relocates data to remove unused space from directories, makes small files 
contiguous, and consolidares free blocks for file-system use. 

Online JFS also provides backup capabilities. A snapshot or point-in-time image 
of a mounted file system may be made to provide a method for creating a backup 
(of selected files, a complete file system, or incremental backups). 

Moreover, with Online JFS, file-system resizing is eased. Since file systems are 
originally created ata particular size, as system usage evolves the file systems may 
be too large or too small to accommodate changing usage patterns. Online JFS 
provides a method of solving these problems while the· ftle systems remain 
mounted and user-available, e.g., the file system can be expanded or contracted. 
The fourth component of the Resolve sub-branch, the Veritas Volume Manager 
(VxVM), discussed in the next section, provides this specific capability. 

RESOLVE- VERITAS VOLUME MANAGER (VxVM) 

The Veritas Volume Manager allows (among other features) file-system resizing 
while the file system is mounted and user-available. The list below summarizes 
the VxVM capabilities.18 

Veritas Volume Manager (VxVM) Functionality: 

• · dynamic reconfiguration of mirrors and volumes; 

• support for multiple online data snapshots (for high availability and quick 
recoverability); 

o • automatic disk discovery (dynamic add of new disk arrays without reboot); 

• hot ~paring (allows administrator to designare disks in each disk group as 
spares); ' 

• online relocation (add or replace or relocate disk drives while server ts 
running); and 

• disk group split and join (dynamic reorganization of disk groups). 

1 ~ VxVM and the Veritas Cluster Volume Manager are integrated into MC/ ServiceGuard. 

20 
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HIGH AVAILABILITY: SERVER SELF-HEALING- RECOVERY 
Recovery is the third sub-branch of the Server Self-Healing branch of the HP 
high-availability tree. To reduce unplanned down time, Recovery has three 
components provided by HP-UX 11i - Boot Time Enhancement, PCI Cards 
OLR, and Root Disk Journaling. These components decrease the time it takes to 
recover after a server or server-component crash. 

RECOVERY- BOOT TIME ENHANCEMENT 

Single-system boot time is the time interval from the inicial power-on or reset of a 
system (i.e., a clean start state) to the time the system is available for the startup 
o f services available on the network and/ o r user applications. Minimizing the 
time required for a server to boot up and become operacional has a significam 
impact on the downtime associated with all single-server planned and unplanned 
downtime events. In other words, a boot-time reduction directly improves overall 
server availability while at the same time making planned events that require 
reboot more manageable. 

Three software parts of HP-UX 11i are, orare being tuned to provide improved 
boot time. These parts are shown in the list below. 

HP-UX 11i Boot Time Enhancements: 

• ioscan-k option performance enhancement (both kernel optimization and 
ioscan command improvements); 

• multiple SCSI LUN scanning (tuning SCSI LUNs scanning by leaving the 
target open for multiple LUN scans); and 

• parallel I/0 device scanning during boot (rather than serial scanning). The 
implementation is supported by enabling multiple threads early in the boot 
process. 

RECOVERY- PCI CAROS ONLINE RECOVERY (OLR) 

PCI Cards Online Recovery (OLR) enables the online replacement of PCI I/0 
cards on HP~UX-based systems designed to support this feature (i.e., as of 
September 2001, N-class, L-class, and Superdome). In operation, the server 
hardware uses the built-in per-PCI slot power-control hardware feature 
combined with operating-system support for the PCI Card OLR feature. This 
combination allows the replacement of an existing card without affecting other 
components or requiring a reboot. 

This online-replacement feature allows increased availability since the server 
remains active while an I/0 adapter is replaced. Ali PCI I/0 cards (Gigabit 
Ethernet, Fibre Channel, SCSI, and 100BT) and their corresponding drivers 
support this feature. A replacement operation is limited to a like-for-like board 
replacement (i.e., the new card must be the same product as the replaced card) . 
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For those hardware environments where there are redundant link solu · 
I/ O card replacement can take place without application impact. ~-~ 

RECOVERY- ROOT-DISK JOURNALING 

Root-Disk Journaling, the third component of the Recovery sub-branch, enables 
fast file-system recovery after a system crash. Journaling, otherwise known as file­
system logging, requires committing system writes to a sequential log file. Since 
the writes are stored on disk, not in system memory, the sequential nature in 
which they are written speeds up disk-write activity. 

Note that VxFS (in JFS) uses a circular intent log. Ali file-system structure 
changes, or metadata changes, are written to this intent log in a synchronous 
manner. The file system periodically flushes these changes out to their 
corresponding disk blocks. 

This journaling decreases the time it takes to recover after a crash (i.e., reduces 
unplanned downtime) . Without such journaling, every block would have to be 
examined after a crash - a time-intensive process. With the use of an intent log, 
VxFS can recover from system downtime in a fraction of the time taken when an 
intent log is not used. The system simply scans the intent log, noting which file­
system changes have completed and which had not. In some cases, the file 
system can roll forward changes to the metadata structures, because the changes 
were saved in the intent log. This capability adds availability and integrity to the 
overall file system. 
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SERVER DYNAMIC COMPUTING- LOAD BALANCE 
As indicated in Figure 1, the Server Dynamic Computing branch of the high­
availability tree has three sub-branches - Load Balance, Dynamic Tuning, and 
Partitions. The sequei discusses how these three components increase a server's 
availability. 

HP offers several schemes for system load balancing. For example, there is the 
flexibility to grow compute resources to meet business needs through purchasing 
more preconfigured (by HP) server capacity or by leasing compute resources. 
There are also techniques to optimize network bandwidth and load-balance 
network traffic across multiple similar links. Finally, administrators can focus the 
appropriate amount of compute resources on specific tasks and define service 
levei agreements to ensure the system will automatically adjust these resources to 
meet the predefined needs. 

HP's availability tree defines four components in the Load Balance sub-branch. 
These components are Instant Capacity on Demand (iCOD), Pay-Per-Use 
(PPU),19 Process Resource Manager (PRM), and Workload Manager (WLM). 

LOAD BALANCE- ICOD 

Instant Capacity on Demand (iCOD) is an application program that allows the 
use of capacity already configured in a purchased system. Through iCOD, 
administrators purchase a specified number of activated processors, and pay a 
right-to-access fee for a specified number of deactivated processors. These 
deactivated processors can be activated at the user site, afte"r which activation a 
fee is paid. 

By preioading a system with additional capacity, the administrator enjoys the 

~ .; ..., 
' -

' _, 

benefit of being able to add server-processing capacity (without reboot) and o 
without 'having to pay until it is needed. In addition, there are high-availability 
benefits. An active processar identified as a potencial failure can be automatically 
deactivated and replaced with an operacional inactive processar. This capability 
allows a system to maintain full capacity and postpones the time when the system 
needs to be shutdown to replace the failing processar (perhaps until a regularly 
scheduled maintenance window). 

On HP Superdome systems, the number of inactive processors is audited from a 
system perspective, not a partition perspective. This audit technique allows an 
administrator to perform load balancing between partitions by deactivating a 

lO Formerly known as Utility Pricing. 
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previously active, but under-used processar m one partition, and activating a 
previously inactive processar in another partition. There is no cost to this 
procedure since the net total of server-active processors does not change. 

iCOD is a quick, reliable way to add processing power. Physical addition of 
processar resources is (in relative terms) both time consuming and error prone, 
due to the procedure's manual nature. Whenever the server can be rebalanced 
without touching hardware there is an advantage. 

LOAD BALANCE- PAY-PER-USE (PPU) 

Pay-Per-Use (PPU) Pricing is an HP pricing model in which the administrator is 
charged for actual processar usage. The customer site acquires a specific 
hardware platform and number o f processors, and is billed monthly for the actual 
usage, based on the number of active processors. The billing amounts vary, as 
processar usage increases or decreases. This billing model is, of course, different 
from the tradicional financing approaches based on fixed payment amounts for 
the coverage period. 

Where iCOD allows an administrator to respond to increasing processing 
demand by instantly activating and purchasing additional capacity, PPU allows 
flexibility in both usage directions - increased and decreased. When demand is 
high, additional processing resources are activated. When demand is low, excess 
processing resources are deactivated. For customers with a cyclic or 
unpredictable demand, PPU provides the flexibility to meet requirements without 
a permanent hardware investment to handle peak usage. PPU also has the high­
availability benefit of replacing potentially failing processors with inactive 
processors (as does iCOD). 

LOAD BALANCE- PROCESS RESOURCE MANAGER (PRM) 

HP's Process Resource Manager (PRM) is a resource-management tool that 
allows a system administrator to focus the appropriate amount of server 
resources where the business at hand requires such resources. HP's PRM 
manages resources by partitioning a system based on PRM groups. A PRM group . 
is a conection of processes that is assigned system resources. The system 
administrator assigns applications and users to PRM groups and establishes 
resource allocations for each group. PRM then manages each group's CPU, disk 
bandwidth, and memory resources according to the current configuration. The 
list below summarizes what may be clone with PRM. 

Process Resource Manager (PRM) Capabilities: 

• System Consolidation - With HP's PRM, administrators can run multiple, 
mission-critical applications on a single system. 

• Response Time - Administrators can improve the response time for criticai 
users and applications through the use of PRM groups and assigned 
resources. 

24 Copyright 2001 © D.H. Brown 
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• Peiformance Expectations - Administrators can set and manage user 
expectations for performance through the use of PRM groups and assigned 
resources. 

• Budget-Based Sharing- With HP's PRM, administrators can allocate resources 
on shared servers based on how much o f the server each department funded. 

• Convenient to Use - Administrators can change the PRM configuration any 
time - even under load. Also, applications do not require modification to 
work with PRM. 

• Fai/over Recovery - Administrators can ensure that an application package in a 
ServiceGuard cluster has sufficient resources after a failover. 

LOAD BALANCE- WORKLOAD MANAGER (WLM) 

HP-UX Workload Manager (WLM) supplements the functionality of HP's 
Process Resource Manager (PRM) by offering automatic resource-allocation and 
application-performance management through the use of prioritized service-level 
objectives (SLOs). The list below summarizes what may be clone. 

HP-UX Workload Manager (WLM) Capabilities: 

• Difine SLOs - With WLM, administrators can define and set priontles for 
goal-based and entitlement-based SLOs. Goal-based SLOs can be based on 
usage or performance. Entitlement-based SLOs allow administrators to 
specify a workload entitlement without specifying a goal. 

• Asszgn Mu/tip/e, Prioritized SLOs - Administrators can assign one or more 
SLOs to a workload. The ability to assign multiple SLOs is helpful for 
workloads that require more than one SLO to accommodate a "must meet" 
goal and opcional, lower-priority stretch goals. 

• Use G/anceP/us Metrics- For goal-based SLOs, administrators can use various 
GlantePlus metrics to define SLOs. 

• Asszgn CPU on a Per-Metn·c Basis - WLM can grant a workload a certain 
amount of CPU as defined by a metric. For example, administrators can give 
a workload 2% o f the CPU for each process in the workload group. 

• Manage Orac/e® Instances - Administrators can control Oracle instances and 
adju~t thei'r CPUs based on a number of factors. These factors include, 
among others, desired transaction response times, number of users 
connected, and whether a particular job is active. 
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HIGH AVAILABILITY: 
SERVER DYNAMIC COMPUTING- DYNAMIC TUNING 

D ynamic Tuning, the third sub-branch on the Server D ynamic Compuring 
Branch of the HP availability architecture tree is an HP-UX capability that 
provides the ability to change the value of kernel tunables or memory page sizes 
without system rebuild or reboot. Dynamic Tuning has two components -
Dynamic Tunables and V ariable Page Setring. 

DYNAMIC TUNING- DYNAMIC TUNABLES 

Dynamic Tunables on HP-UX 11i provide the capability to change the value of 
certain kernel tunables without the need for system rebuild or reboot. Dynamic 
Tunables also provide the ability to ensure that changes to tunables are persistent 
across reboots. 

Dynamic Tunables are supported via HP's System Administrarion Manager 
(SAM). As menrioned earlier, SAM is a GUI supplied with ali HP-UX systems. 
Dynamic Tunables are also supported through a command-line interface. In 
addirion, software developers can write software that changes tunable parameters. 

Dynamic Tunables provide the ability to minimize downrime due to kernel 
reconfigurarion. This capability increases the availability and producrivity of HP 
9000 users. Dynamic Tunables also allow easier kernel-configuration 
manageability by supporting commands and GUis that align with work pracrices. 

DYNAMIC TUNING- VARIABLE PAGE SIZING 

o 

Based on application-program heuristics and size, HP-UX dynamically, and by 
default, selects appropriately large page sizes for each memory object it 
accommodates. This use of larger pages conserves translarion lookaside buffer 
(TLB) entries and reduces the occurrence of costly TLB misses. This capability 
improves the performance of many applicarions, particularly those with large 
reference sets and large amounts of conriguous memory (e.g., databases). Such 
increaseq performance provides increased availability since jobs complete more 
quickly. 

20 ' 

20 HP 9000 systems with PA-RISC 2.0 processors support page sizes from 4 KB up to 1 GB in hardware. Starting with the 
HP-UX lli release, HP-UX provided general support for variable-sized pages, thus allowing variable page siz-~~any 
user objects. _,-,,.... ~ -------. 
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SERVER DYNAMIC COMPUTING - PARTITIONS 
Partitions are the third sub-branch of the Dynamic Computing branch of the HP 
availability tree. There are four components to this sub-branch - Hard Partitions 
(nPARs), Virtual Partitions (vPARs), Processar Sets, and Partition Manager? 
The HP family of partitioning solutions - HP's Partitioning Continuum for 
Always-On Infrastructure - provides, or will provide, Hard Parti tions, Virtual 
Partitions, and Resource Partitions on an individual HP 9000 server node or 
within the HyperPlex (HP's 9000 Enterprise Server clustering implementation), 
as weli as other HP server offerings including Superdome and the rp8400. 

HP's various partitioning solutions offer the flexibility to execute multiple 
workloads on the same server while preserving application isolation. In fact, 
isolation between operating systems and applications is the great benefit of 
partitioning. Hard Partition (nPARs) hardware and software firewalis work 
together to provide the highest isolation possible within a server. HP software 
has been designed to opera te completely within an nP AR and prevent any 
interference with other nP ARs. In addition, hardware firewalis ftlter out ali 
externai traffic to ensure that wayward requests do not affect the partition. 

In comrast to nPARs, Virtual Partitions (vPARs) allow multiple operating-system 
instantiations within an nPAR to provide software and application isolation. Each 
vPAR is isolated to the point that it can be rebooted, patched, and configured 
independem of ali other partition vPARs. 

For weli-behaved applications, administrators use Processor Sets to assign 
compute resources to specific applications that run in the same operating-system 
environment. The Partition Manager configuration tool manages partitioned 
environments. 

PARTITIONS - HARD PARTITIONS (nPARS) 

An nP AR may be viewed as corresponding to a single, standalone system. Both 
Superdome and the rp8400 can be subdivided into partitions, each containing O 
one or (usually) more celis that coherently communicate through the use of a 
high-bandwidth, low-latency crossbar fabric. Programmable hardware in the celis 
defines the partition boundaries so that the isolation is maintained from the 
actions of other partitions. Each partition runs its own independent operating 
system instance. 

Hard partitions may be considered to be roughly equivalem to Sun domains. 
However the nPAR's architecture has severa! high-availability advamages. The 
use of nPARs in high-availability configurations requires the minimization or 

2 1 The partition concept is discussed in the HP white paper "HP-UX Virtual Partitions (vPARs)," September 2001. 
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elimination of any possible shared failure modes between partitions. This 
minimization is not usually possible with Sun domains. 

Typically, for example, other vendor-partition schemes use paruuons that are 
involved in each other's coherency scheme. Therefore, any failure can 
theoretically cause the crash of multiple domains. Examples of this phenomenon 
include maio memory multi-bit errors, cache errors, and backplane-addressing 
errors. This difficulty stands in contrast to HP systems for which extra care was 
taken to minimize the number o f common componems between nP ARs, and to 
maximize the reliability o f those that remain. 

Also, unlike other systems with domains, the partltlons in the rp8400 have 
hardware dedicated to guarding them from erram transactions generated on 
failing partitions. A failure in one domain will not affect any other domains. For 
example, each port on the crossbar chips is fully independem. 

The hardware isolation provided by nP ARs is ideal for datacenter simplification 
through server consolidation. 22 This is the case beca use each nP AR is free to run 
any operating-system type or version available, be it HP-UX, Windows, or Linux. 
Managemem and advanced-availability features are simpler and easier to 
implement on one larger system than on a group of smaller servers. 

nPARs are also a win for product-development teams since they allow small 
development environments to sit alongside large production systems with 
complete isolation (thus conserving resources, ensuring high-availability levels, 
and more). The list below explains what accrues through nPAR use. 

nP AR Capabilities and Benefits: 

• Increase system usage through isolated hardware. 

Partition a single physical server into several smaller servers. 

nP ARs h ave virtually no imeraction and can be treated as independent 
servers. 

o Change capacity when needed by adding or deleting partition 

c>?mpo~ems. 

• Increase flexibility through multiple, independem HP-UX, Windows, and 
Linux instances. 

• Simplify the data-center. 

Consolidare multiple servers imo one server. 

Add or change servers without changing the infrastructure or affecting 
other servers. 

Capitalize on reliability and availability features offered by larger servers. 

22 DHBA conducts an on-going multi-client study o f sen•er consolidation and can provide information concerning this 

subject. ____r"\,-..._r.. In 
4---- ~ ------. 
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Provide a server-independent easy upgrade path. 

Use GUI management tools to view the server group as one server. 

PARTITIONS- VIRTUAL PARTITIONS (vPARS) 

Virtual Partitions (vPARs) may be considered to be roughly equivalent to IBM 
LPARs. It is often necessary to dynamically create, modify, or delete the isolated 
operating environments on a running server without interrupting non-related 
partitions. Toward this end, HP developed HP-UX Virtual Partitions (vPARs) . 
vPARs provide application (including name space) and operating-system isolation 
that runs on single-server nodes or nPARs (Hard Partitions on Superdome). 
Available for L3000, N-Class, Superdome, and future server nodes, vPARs are 
dynamically created using software commands. Each partition runs its own HP­
UX 11i operating system (or later) image. Moreover, within each vPAR, up to 64 
resource partitions can be created using solutions such as the earlier discussed 
HP-UX Process Resource Manager and Workload Manager. 

vPARs allow an administrator to allocate a system-resource subset to each 
partition. In general, a vPAR owns a specified amount of memory, a specified 
CPU pool, and an I/O card set in the server. 

In tradicional server environments, all CPUs run the same operating-system 
instance and one or more applications so application or operating-system failures 
may affect the entire system. Running vPARs can limit the impact of such failures 
on application availability. For improved single-system availability vPARs allow 
an administrator to run one application per partition. Should a software failure 
occur in one partition, the application of that particular partition may be lost, but 
the rest o f the applications on the other partitions continue to run. In fact, even i f 
the operating system panics in one partition, applications running on other 
vPARs are not affected. 

One of the inherent problems in a single system is the difficulty in expanding 
CPU resources when the demands of the application or multiple applications 
exceed the server's configuration. Usually the system needs to be shut down and 
additional CPUs added. With vPARs, a large server could have CPUs dynamically 
moved from 0ne vPAR to another without bringing down the entire system. 
Resources can be moved to vPARs with the greatest demands, or removed when 
they are no longer required. 

In a generic HP server without vPARs, the entire server is controlled by a single 
HP-UX instance. All of the resources (CPU, memory, and disk) are dedicated to 
the applications running in this single instance. The software stack for this server 
is tradicional and consists of the application(s) talking to the operating system that 
communicates with the system firmware and hardware. 

When vPARs are used the architecture is different. Consider, for example, a 
server divided into two partitions, each with a hardware s1:1bset (CPU, memory, 
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disk, etc.). Each vPAR will have its own boot disk, at least one CPU, one 
connection and enough memory to run HP-UX and the applications intended to 
be hosted on the vPAR. As mentioned, each vPAR runs its own HP-UX copy 
(perhaps at different release or patch leveis), and each is isolated from software 
errors, system panics, etc. 

The software stack in the vPAR configuration has an application running in each 
of the two vPARs, each vPAR runs its own operating-system instance, and, 
importantly, each operating-system instance communicates with a single vPAR 
Monitor software layer which, in turn, communicates with the server's firmware 
and hardware. 

This additional software layer, the Virtual Partition Monitor (vPAR Monitor), 
manages the partitioning of the resources, loads kernels, emulares global platform 
resources, and otherwise creates the illusion for each HP-UX instance that it is 
on a standalone system with only the resources that have been dedicated to that 
vPAR. Each HP-UX instance is unaware of the other system hardware while 
having complete ownership of the hardware resources it is assigned to. Note that 
the monitor is not involved in accessing I/0 hardware or physical memory once 
it has transferred hardware ownership to a vP AR. 

A partition database is at the heart of the monitor and it tracks what resources are 
associated with which vPAR. When the vPAR Monitor runs, the master database 
copy is kept in the monitor. Ali partition database changes are preserved across 
system reboots. 

vPARs actually provide a tool that makes it possible to run multiple workloads. 
Each workload operares with its own unique operating-system configuration 
requirements on the same server at the same time. vPARs are also suited to make 
effective use of underused server nodes. Finally, they are ideal for testing new 
and/ o r enhanced products in a production environment. The list below shows 
what acct'ues through vPAR use. 

o vP AR Capabilities and Benefits: 

• Incr~ase system usage through partition of a single physical server or hard 
partition irito multiple virtual machines or partitions (for L-Class, N-Class, 
and Superdome servers). 

30 

• Increase flexibility through multiple independent HP-UX instances and 
dynamic CPU migration across virtual partitions. 

• Achieve greater isolation of applications running within separate operating­
system instances within a single server, where each instance can be 
individually reconfigured and rebooted. 

• Optimize application performance by adjusting operating-system resources. Tune 
the kemd differently in each Virtual Partition. This tuning eliminares the problems o f 
trying to coax two different applications into running in the same operating-system 
enviro~ent when each application requires a different kemel parameter s~ 
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HP-UX Processar Sets offer a mechanism to manage23 sys tem-processor 
resources among multiple workloads, users, and departments within an 
enterprise. A Processar Set represents an array of processors grouped together 
for exclusive access to applications assigned to that Processar Set. Processar Sets 
aliow server partitioning into multiple Scheduling Allocation Domains such that 
workloads running in different Processar Sets do not contend with one another 
for server processar resources. 24 This capability also aids in server consolidation. 

Processar Sets support dynamic-runtime reconfiguration. This means that a new 
Processar Set may be created, an existing Processar Set may be deleted, and a 
processar may be dynamicaliy reassigned from one Processar Set to another 
(with access permissions). To accomplish this chore, the implementation of 
Processar Sets has a flexible ownership and access-permissions model. Every 
Processar Set has access-permission values that define who may change a 
configuration or who can execute the Processar Set workload. A Processar Set 
owner need not be a super user. This flexibility means that the need to 
completely rely on the administrator to control the Processar Set configuration 
and to assign Processar Set workloads is eliminated. 

A server with Processar Sets capability is configured with one System Default 
Processar Set when it is started. Ali processors are assigned to this Default 
Processar Set. The Default Processar Set has its access permission set to aliow ali 
system users to execute their workload on the Default Processar Set processors. 
The Default Processar Set always has at least one processar, and is always 
available to ali users and applications. 

Processar Sets provide flexibility through set-able Processar Set attributes to 
allow administrators to control the server behavior. It is possible to anticipate and 
resolve this issue. For example, what happens if a person with permissions tries 
to delete a Processar Set that has a currendy executing workload? 

Processar Sets complement the fair-share scheduling CPU allocation mechanism 
available with PRM. In some instances it is better to allocate dedicated processors 
to workload via processar sets rather than using the default PRM scheduling. o 
Process~r Sets' are integrated with the HP-UX Process Resource Manager. This 
means that a PRM group can be mapped to a Processar Set for processar 
resources rather than processar shares. 

Processar Sets provide a flexible, lightweight mechanism to manage processar 
resources among multiple workloads, users, and departments. They aliow 
consolidation of multiple independem applications on a single large server to 
avoid the need to maintain one server per application model. With their use, a 

23 HP-CX provides an APl set to programmatically manage Processar Sets (ala ng with system calls anda cammand-line program). 
24 Resource management based an Processar Sets is hardware platfa rm-independent and can be used an any HP multi-processar system. 
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single large server can be shared among multiple departments rather than 
providing separate servers. 

Organizations can have varying workloads depending on time of day, month, or 
year. As a result, the fact that Processar Sets allow dynamically changed resource 
allocations to workloads as needed without having to resource plan for the worst­
case resource need of every workload is a major Processar Sets advantage. 

Processar Sets can be applied to batch-processing workloads. In this scenario, a 
workload is assigned a Processar Set based on its resource needs. The 
configuration is changed to meet the needs of the next workload as the first 
completes. What is more, Processar Sets can provide processor-resource isolation 
for real-time applications to achieve better throughput response times. 

PARTITIONS - PARTITION MANAGER 

Partition Manager provides a GUI for managing Superdome servers that support 
nPARs. Partition Manager makes it easy to perform partition configuration tasks 
such as creating, modifying, and deleting partitions. Partition Manager also 
provides configuration and status information about a Superdome server. This 
information includes such high-availability information as the status of ali power 
and cooling subsystems. In addition, Partition Manager includes automatic fault 
checking at its start up as well as on demand. 

Partition Manager also performs a variety of high-availability-related checks 
whenever a partition is created or modified. These checks aid the administrator to 
ensure Superdome and partition availability. 

o 

The list below, Partition Manager Hardware Fault Checks, indicates the server 
hardware fault checks performed. The following list, Partition Manager Partition 
Fault Checks, indicates the performed partition fault checks. These two lists show 
that, in a variety of ways, Partition Manager alerts the adrninistrator to situations 
in which the availability of the server, or a system partition, may be 
compromised. 25 

Partition Maoager Hardware Fault Checks: 

• Checks for power or cooling subsystems that contain failed or rrussmg 
components (such as a failed fan or power supply) . In addition to reporting 
failed or rnissing components, the checks also report if the subsystem 
redundancy is not at least N+1.26 Thus, the adrninistrator is alerted to 
potencial availability problems before server operation is affected. 

• Checks for cells with failed processors or memory DIMMs. Superdome 
systems are designed such that a partition boots using as many of the 

25 N ote that a!J component frulures also result in error no tification via the chassis log mechanism, which can be monitored via the se rver's 
Service Processor user interface. 

26 N+1 indicates that a component can fail without affecting the subsystem operation. -~~~-.. - -"'--~-·---
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resources assigned to it as possible. For example, if a processar has failed, the 
cell's remaining processors, memory, and I/0 are still used. The Partition 
Manager fault checks help make sure that the administrator is aware that a 
partition is running with less than its resource complement.27 

• Checks for failed crossbar ports. Such failures occur infreguently, and are 
reported via the chassis log mechanism. Here again Partition Manager 
provides redundancy for the administrator. 

Partition Manager Partition Fault Checks: 

• Checks for partitions with inactive cells, including an indication of inactivity 
as a result of incompatible cells within a partition. Proper partition 
configuration reguires that ali cells within a partition are compatible (e.g., 
same processar characteristics and system firmware revision). However, 
events can occur that break cell compatibility (e.g., upgrading system­
firmware in only some cells). Thus, these checks alert the administrator to 
situations in which a partition is booted with less than its full resource 
complement. 

• Checks for partitions with asymmetric memory configurations. Such a 
condition is not a failure, but could lead to less than optimal partition 
performance. 

• Checks for cells with less than two working processors and cells with less 
than eight working memory DIMMs. A partition cannot use a cell if the cell 
has no working processors or no working memory DIMMs. Thus, the checks 
for at least two processors and at least eight DIMMs ensure that the cell 
could suffer a processor or DIMM failure (one DIMM failure results in a 
deconfiguration of the rank of four DIMMs containing the failed unit) and 
still be used by the partition. This procedure minimizes the potentialloss of 
partition resources. 

• Checks for partitions with less than two core cells. A partition must have at 
least one working cell that is attached to an I/O chassis with core I/0 (such 
a cell is designated as the partition's core cell at boot time). Therefore, the 
check for a minimum of two possible core cells in a partition ensures tliat a 
partition can boot in the face of a cell, I/O chassis, or I/O card failure. 

27 rai lures are also reporred via the chassis log so that it is likely that the administrator knows that a failure has occurred. In 
this regard, the Parrition Manager check is redundant. 
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DISCUSSION ANO CONCLUSIONS 
High availability is the watchword for HP's server line. Cognizant of this 
watchword and recognizing that high availability is a key enabler that keeps its IT 
manager, system administrator, and end-user constituency content,28 HP has 
maintained a company-wide effort to design in high availability from the 
beginning in its server software and hardware. 

This design-in has been guided by HP's high-availability infrastructure model. 
This infrastructure, modeled as a tree architecture, has three maio branches 
(Server Fault Avoidance, Server Self-Healing, and Server Dynarnic Computing), 
each with three sub-branches and multiple components in each sub-branch (33 
components in ali) . The overview of these components provided in this white 
paper indicates the breadth and depth of what HP makes available to its 
customers to ensure that highly available servers are a reality. 

The effort to improve server availability is never-ending. Although, as this white 
paper demonstrares, HP is well situated with its current and forthcoming 
products, the firm cannot and clearly will not reduce its high-availability efforts as 
high availability continues to grow as an ever more importam market 
differentiator. 

HP has shown its ability to implement and deliver the real world, production­
worthy components of its guiding high-availability architecture tree. As a result, 
DHBA believes that HP's efforts are a model for the server industry. The 
components are comprehensive and feature-rich. Although the hundreds of 
features and functions that these components deliver are not described here 
because of lack of space, the overview provided indicates the richness of the 
offering. 

Now that this white paper is complete, DHBA believes that the careful reader (IT 
manager, system administrator, or end user) will have gained a fundamental 
understanding of HP's high-availability efforts, why they are industry leading, and 
what kind o f benefits they supply. 

\ 

2B 1\levertheless, thi s consti ruency always seeks ever-higher avail ability (at lower cost). 
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socket, or soldering. 

FIGUREZ: 

HP Crossbar-Based Backplane Schematic 

Partition 1 

Partition 2 

Crossbar 
Fabric 

Simplified View of 
HP Crossbar-Based 

Bacleplane and Competing 
Bus-Based Bacleplane 

Competitor Bus-Based Backplane Schematic 

o Partition 1 

36 

I 

Shared Back~ane Bus 
I 
I 

Partition 2 

) 
CPMI . CORRE 

Copyright 2001 © D.H. Brown Asso iates, ftlC.;. 

Fls: 

l Doe: 
3 7 o 1 

- · 



~: 

c 

~ ~ . . . .. 

l . 

o 

:!4 08 

t 3 7 Q 1 
Doe: 



n v e n t 

c 
key features and benefits 

technical specifications 

clisk drive capacil'; 
rotational velocir; 

transfer rale 
avera~e seek time 

maximum enclosure capacil'; 
interface 

interconnect transfer speed 
connection 

O 
daisy chaining 

lfied operating systems 

hp StorageWorks 
disk system 21 00 -- • 

The feature-packed, worry-free HP StorageWorks Disk System 2100 delivers an industry-leading, 
high-capacity 1 U storage solution. This entry-level, rack-optimized Disk System 21 00 features open 
systems compatibility with HP-UX, MPE/iX, Windows NT®, Windows® 2000, Linux, NetWare, 
Solaris, and AIX, and offers the industry's lowest cost of entry. And because it's built with the 
HP commitment to developing dependable products and service, the HP StorageWorks Disk System 
2100 ensures data integrity and rnanageability. 

A fully loaded Disk System 21 00 holds four 73.4 GB disks for a rnassive 293.6 GB of high­
performance, upgradable storage. lt also provides an impressive 160 MB/s transfer speed with 
built-in Ultra3 SCSI technology, ali in a compact 1 U package. For "set-it-and-forget-it" storage, 
your best choice is the HP StorageWorks Disk System 2100. 

• lorge storage capacity-293.6 GB of storage 

• space efficient- 1 U of rock spoce 

• fa.st- 160 MB/s with built·in Ultro3 

• value for money-doisy-choin multiple enclosures (up to 3 per HBA) for the cosi of competing single-box 
systems 

• compatible- works with ony SCSI server or workstolion 

• hat swap- :lisk drives 

18.2GB 
10,000 rpm 

160 MB/ s 
5.2 ms 

293.6 GB 
Ultra3 SCS! 
160 MB/s 

18.2GB 
15,000 rpm 

160 MB/s 
3.7 ms 

LVD-68 pin high density 
Yes-up to 3 per hosf bus odopler 

J6,!JZ!l 
10,000 rprr 

160 MB/s 
5.2 ms 

36.4GB 
15,000 rpm 

160 MB/s 
3.7 ms 

73.4GB 
10,000 rpm 

160 MB/s 
4 .9 ms 

HP-UX, MPE/iX, ,Windows NT, Windows 2000, NetWore, Unixwore, Linux, Soloris, SCO UNIX(j;, AIX 

Fls: · -----
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Single-System High A vailability at the 
Forefront in Hewlett-Packard's Server Line 

October 2001 

Figure 2 provides a simplified example of both the HP crossbar-based backplane 
(top) and another vendor's bus-based backplane (bottom). This Appendix 
describes how the HP architecture provides superior high availability. 

Consider each system broken into two nP ARs as shown in the figure. On the HP 
system, the crossbar logically separares the two physical partitions to provide 
performance and isolation. The competitor's shared backplane has ali its celis 
competing for the same electrical bus. In this design, a snoopy bus-coherency 
scheme requires ali transactions to be broadcast to and processed by ali system 
celis. The high-queuing delays and saturation of the shared backplane bus can 
limit performance scaling. 

To understand the reason for the just-made statements, consider a basic read 
from Celi 1 in Partition 1 of the crossbar-technology diagram to remote memory 
that resides on Celi 2 of Partition 1 of the crossbar-technology diagram. 
Partitions 1 and 2 are isolated by hardware firewalls. HP's crossbar switch and 
directory-coherency scheme allow the request to be sent only to the destination 
celi with data returning directly to the requesting celi. Remate memory traffic is 
restricted to the source and destination celis. The coherency directory is checked 
in the read-requesting celi and generates no additional traffic. 

In contrast, for the same read operation, the competitor's shared backplane bus 
system must broadcast the memory read on the system address bus to ali celis in 
the system to maintain coherency. Each celi must perform a snoop to determine 
whether or not the data is stored in its CPU cache and send coherency 
information to the read-requesting celi. Once the coherency data has been 
reported, the requested memory owner can return the data to the requester on 
the data bus. As noted above, scaling can be limited by queuing delays in the 
saturatable common bus. The snoopy coherency-scheme reliability and the need 
for bus-repeater chips limit availability. 

A major.,weak.O.ess of the shared bus is that any failure during the read, either in 
the bus or during the coherency snoop, will result in crashing ali celis in the 
system. At this point, the best that can be clone is to deconfigure the broken 
hardware and reboot. Alas, downtime is a given in this design and has already 
occurred. 

There is ao additional partition-reliability benefit to the HP design. Unlike other 
snoopy coherency systems that must accept and respond to ali coherency 
requests from ali domains, HP server partitions have hardware fi rewalis. These 
firewalis are dedicated to guarding the server partitions from errant transactions 
generated on failing partitions. As a result, a failure in one server partition does 
not affect any other partitions. 

Copyright 2001 © O. H. Brown Associates, Inc. 35 
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hp delivers performance 
ond flexibility 

c 

o 

customer benefits 

i n v e n t 

two Ultra 160 LVD SCSI channels on one PCI odopter doubles performance ond soves 
voluable slot spoce 

The HP A6829A PCI Duai-Channel Ultra 160 SCSI host bus adapter delivers the performance and 
flexibility required for today's high-bandwidth servers. The 160 MB/ second maximum data transfer 
rale across each of two independent Ultra 160 SCSI buses makes it a perfect match for high­
throughput applications such as data mining, streaming vídeo, and scientific modeling. The A6829A 
adapter's 64-bit PCI interface maximizes the capability of the dual SCSI channels by increasing the 
throughput on the PCI bus to a maximum of 320 MB/second, preventing a system bottleneck from 
hindering data flow. This PCI interface doubles the PCI bandwidth from 133 MB/ second to 266 
MB/ second, enabling maximum system throughput for both Ultra 160 SCSI channels. This adapter 
also fits into 32-bit PCI slots, enabling users to qualify a single adapter for ali server platforms 
regardless of the PCI architecture. 

Complementing the Ultra 160 SCSI offering is the HP A6828A Single-Channel PCI Ultra 160 SCSI 
PCI host bus adapter- perfect for configuralions requiring a single channel with ali lhe features and 
fundionality of Ultra 160 SCSI. 

With Ultra 160 low voltage differential (LVD) SCSI technology, extended cable lengths of 12 meters 
for a fully loaded bus (or 25 meters for point-to-poinl conneclions) make this adopter ideal for disk 
clustering ond RAIO configurations. 

The A6829A ond A6828A PCI Ultra 160 SCSI host bus odopters deliver superior l/O performance. 
Ultra 160 technol09y doubles previous Ultro2 SCSI doto transfer roles. With two chonnels, A6829A 
hosl adapte r delivers up lo 320 MB/ ;econd bondwidth. 

The A6829A and A6828A PCI Ultra 160 SCSI hosl bus adoplers supparl both single-ended (SE) ond 
LVD devices. When o single-ended device is olloched, lhe cord defoults to single-ended mode. With 
Ultra 1 60 LVD devices, lhe adopler uses LVD mode ond con perform ai full Ultra 160 speeds. 

Ultra 160 SCSI devices are widely availoble todoy. Ultra 160 LVD is lhe induslry slandard for high 
performance and low cosi. These adoplers enable lhe best speed, compatibility, ond lechnology 
ovoiloble todoy. HP hos led lhe woy inlo Ultra 160 LVD SCSI, while mony of our compelitors have 
been loo slow lo move lo the lotes! lechnologies. 

• up lo 160 MB/ s dato lransfer role on lwo Ultra 160 SCSI channels on a single PCI slot 

• connect up lo 30 SCSI devices ( 15 per chonnel) 

• advanced multimode l/O supporls Ultra 160 LVD or legocy SE devices 

• exlended 1 2-meter cable length 

CPMI - CORREIOS 
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Web-based Internet/intranet informolion dislribution ond tronsoclion processing requires both fost 
response times and high ovoilobility. The Ultra 160 SCSI host bus odopters moke lhe SCSI link fost 

ond reliable. 

High productivity client/server systems require high-bondwidth, high-avoilobility poths between the 

client, server, and dato. The A6829A ond A6828A with HP MC/Serviceguord ond Logicol Volume 
Monoger (LVM) provide the high-speed, high-avoilobility link between lhe server ond lhe doto. 

Dotobase backup demonds very high bondwidth ond ovoilobility to ensure one-poss backup. This is 

on ideal opplicotion for the HP Ultra 160 SCSI adoplers. 

The A6829A ond A6828A Ultra 160 SCSI hosl bus adoplers ore perfect for solutions requiring high 

performance connections for voice, vídeo, slreoming, multimedio, ond high-end opplicotions. 

Ali high-performonce moss sloroge demonds high ovoilobility ond high throughput. The A6829A and 
A6828A Ultra 160 SCSI hosl bus odoplers meel lhe need. 

features benefits 

Ultra 160 SCSI host bus adapters 

two high-speed Ultra 1 60 SCSI 
chonnels on one PCI cord (A6829A) 

up lo 160 MB/second maximum 
burst role on each chonnel 

mc/serviceguard and LVM 

cuslomer installable hardware 
ond software 

multimode LVD (low voltage 

differenliol) and SE (single ended) 

• soves valuable PCI slots 
• wide Ultra 160 LVD SCSI is lhe leading edge of SCSI performance ond reliability 

• high-speed dota tronsfer rales mean fasler access to data and files 

• faster dotabase queries and accesses 
• fasler backup 

• high ovailobility through automotic switchover to alternale adopter poth 

• easy cuslomer installation and configuration means less reliance on HP assistance 

• backwords compatibility lo SE enables easy inlegralion with exisling environment 

long coble lengths • up to 12 melers with LVD; increased cable length provides grealer flexibility in system l 
_________________________________ ·c_o_n_fi_g_u_ra_ti_o_n_,_e_sp_e_c_ia_l_ly_i_n_c_lu_s_te_r_in_g_a __ nd __ R_A_ID __ a_p_p_li_c_a_lio_n_s _________________________ ~~~ 

up lo 15 devices per chonnel • meels need for lorge disk orroys, multiple disks, and JBODs 
in ó daisy-chain fashion 
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PCI form faclor • slandard PCI 
• L=8.95 in (22.7 em) 
• W=4.25 in (10.7 em) 
• H=0 .72 in (1 .8 em) 

PCI • PCI speciliealion v2 . 1 
• PCI 4X (64-bil, 66 MHz) 
• universal (3 .3V and SV) 

SCSI ehannels • 2 

eonneclors • (2) externai 68-pin VHDCI* 

eonligurotion • ehannels independently eonligurable 

lermination • aclive automatie lermination 
• sell-resetting term-power fuse 

*VHDCI=very high density coble inlerconnecl 

platforms and maximum cards supported 

/ dome • 96 

rp8400 • 16 

rp7400 series • 12 

rp5400 series • 10 

rp2400 series • 3 

operating system support 

hp-ux • 11 .O and laler 

environmental/ regulatory specifications 

lemperalure 

humidity 

cables/terminators 

• non-operaling : -40° lo +70° C (-40° lo 158° F) 
• operoting: +5° to +40° C (41 o lo 104° F) 
• reeommended operaling: + 1 oo lo +40° C 

(50° to 104° F) 

• reeommended operoling: 40% to 60% RH 
ai 22° C (70° F) 

• 1 0,000 ft (3.1 km) 

• North Ameriea : .FCC class A 
• inlernalional: EN 55022 class A 

recommended VHDCI lo 68-pin HD SCSI cables 

C2361 B • 1 .Om VHDCI lo 68-pin HD 

C2362B • 2.5m VHDCI lo 68-pin HD 

C2365B • 5.0m VHDCI lo 68-pin HD 

C2363B • 1 O.Om VHDCI to 68-pin HD 

• slandord PCI 
• L=8 .95 in (22.7 em) 
• W=4.25 in (10.7 em) 
• H=0.72 in (1 .8 em) 

• PCI speciliealion v2.1 
• PCI 4X (64-bil, 66 MHz) 
• universal (3 .3V and 5V) 

• 1 

• (1) externai 68-pin VHDCI* 

• ehannel independently eonligurable 

• aclive aulomalie termination 
• sell-reselling term-power fuse 

• 96 

• 16 

• 12 

• 10 

• 3 

• 11 .O and laler 

• non-operaling : -40° lo +70° C (-40°10 158° F) 
• operating: +5° lo +40° C (41 o to 104° F) 
• reeommended operaling : + lOo lo +40° C 

(50° lo 104° F) 

• reeommended operaling: 40% to 60% RH 
ai 22o C (70° F) 

• 10,000 ft (3 .1 km) 

• North Ameriea : FCC class A 
• inlernalional : EN 55022 class A 

• 1.0m VHDCI lo 68-pin HD 

• 2.5m VHDCI to 68-pin HD 

• 5.0m VHDCI to 68-pin HD 

• 1 O.Om VHDCI to 68-pin HD 

CPMI -CORREIOS 
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i n v e n t 

specifications at a glance (continued) 

cables/terminators (continued) 

recommended VHDCI to VHDCI SCSI cables 

C2372A • 1 .Om VHDCI to VHDCI • l .Om VHDCI to VHDCI 

C2373A • 2.0m VHDCI to VHDCI • 2.0m VHDCI to VHDCI 

C2374A • S.Om VHDCI to VHDCI • S.Om VHDCI to VHDCI 

C2375A • 1 O.Om VHDCI to VHDCI • 1 O.Om VHDCI to VHDCI 

recommended LVD/ SE multimode SCSI terminators 

C2364A • 68-pin HD LVD/ SE multimode terminator • 68-pin HD LVD/ SE multimode lerminator 

C2370A • VHDCI LVD/SE multimode terminator • VHDCI LVD/ SE multimode terminator 

Note: This cord is self-terminoting when no coble is ottached. However, a terminator is required on the final device in the SCSI chain. The appropriate 
terminator for that device should be ordered and utilized. 

ordering information 

A6829A or A6828A 

option #001 

oplion #AVN 

restrictions and 
limitations 

for more information 

• factory integrated 

• release notes 

• HVD (high voltage differential) devices are no! supported 

For additional information on this or other HP enterprise networking solutions, please visit us on 
lhe Web ai http:/ /www.hp.com/go/hp9000io, or contact any of our worldwide soles offices or 
HP Channel Partners. 

(in lhe U.S., call 1 800 637 7740) 

Techn ical inlormal ion conlained in lhis documenl is subject lo change w ilhoul nol ice. Performance inlormolion is eslimaled. Aclual 
performance wi ll depend on conligural ion. 

© Copyrighl Hewlett-Packard Company 2002. 

HP product informal ion and lechnica l documenlal ion is ovailable online. In addil ion, configuralion lools and pricing informalion 
a llow reg islered users lo ploce orders online. 
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HP Unix Server Connectivity - Dual-Port lOOBase-T and Dual-Port Wide Ultra2 SCSI A. .. 

C. 

ho unjx server connectjvjty I adapters 

i 11 v • n t 

dual oort 1 OOBase-T and dual port 
wide ultra2 SCSI adapter 

The demand for server resources is greater than ever in today's 
enterprise computing environment. Getting the most functionality, 
performance, and flexibility out of your computing resources is 
crucial to meeting this increased demand. The HP Duai-Port 
100Base-T and Duai-Port Wide Ultra2 SCSI Adapter card gives 
you two high-speed network connections and two high-speed 
mass storage connections, ali in a single PCI slot. 

product information 
» overview & features 
» specifications 
>> information library 

Servers supporting images, video, clienUserver applications, heavy LAN traffic, and databases 
require greater 1/0 bandwidth and connectivity. Data reliability, device connectivity, and cable 
lengths are often the issues with these criticai systems. HP's Duai-Port 1 OOBase-T and Duai-Port 
Wide Ultra2 SCSI Adapter provides impressive 1/0 bandwidth, high reliability, and 12-meter SCSI 
cable lengths in or:tf! standard PCI adapter. lt is perfect for high-connectivity servers demanding 
high-speed LAN and SCSI connections. 

The HP Duai-Port 100Base-T and Duai-Port Wide Ultra2 SCSI Adapter integrates nicely into 
existing infrastructures providing substantial cost savings. The auto-sense duai100Base-T adapter 
can be immediately deployed in a 1 OMbps environment. When the environment changes to 
100 Mbps, the adapter senses the new speed and you instantly have 1 OX the speed. 

Ultra2 L VD SCSI is widespread in the marketplace dueto its low power, high speed, and reliability. 
With the capability to multi-mode, this adapter is backwards compatible with SE (single-ended) 
SCSI devices. 

The flexibility of this adapter is amazing. lt can be utilized and integrated in a great variety of 
environments and solutions. 

application areas 

Web-based lnterneUintranet lnformation Distribution and Transaction Processing requires both fast 
response times and high availability. The HP A5838A LAN/SCSI Card with Auto-Port Aggregation 
software provides the increased bandwidth. With MC/ServiceGuard the A5838A provides high 
availability. The 10/1 OOBase-T and L VD technologies improve overall speed and performance. 

ClienUServer systems require high-bandwidth, high-availability paths between the database servers 
and the application servers. The HP Auto-Port Aggregation and Ultra2 SCSI solutions are well 
suited for these popular high-productivity clienUserver application systems. 

O Database backup demands very high bandwidth and availability to ensure one-pass backup. This is 
an ideal application for the HP A5838A LAN/SCSI Card. 

\ ' 

Multi media transmission of voice, video and data requires high bandwidth and reliability. Again, HP 
A5838A LAN/SCSI Card meets these needs brilliantly, resulting in well-implemented multimedia 
applications. 

features 

I\5838A Adapter Card 

Two hiqh-speed Ultra2 SCSI ports 
and two 10/1 OOBase-T RJ45 ports 
on one PCI card 

benefits 

• Saves valuable PCI slots by combining storage and LAN 
solutions onto one card . 
• Full-baridwidth power of two Wide Ultra2 SCSI and two 
100Base-T LAN ports means faster Internet, Intranet, data, 

. file, and application access, especially for multimedia and 
high-end apps. 
• Low-cost, high performance: 100Base-T technology is 

http ://www.hp.com/cgi-bin/pf-new.cgi?in=referer 



HP's high power diagnostic, 
exerciser, and administrative 
software tools 

Customer installable hardware and 
software 

10/1 OOBase-T (Fast Ethernet) 

MC/ServiceGuard support 

Auto -Port Aggregadon 

lower cost than FDDI or ATM. 
• Wide Ultra2 LVD SCSI is the leading edge of SCSI 
performance and reliability. 

• High availability through automatic switch-over to alternate 
path in the event of a path failure. 

• Easy customer installation and configuration. 
• Fast and easy LAN/SCSI management. 
• Tools compatible with those of LAN/9000. 

• Easy customer installation and configuration means less 
reliance on HP assistance. 

• Automatic switch-over to a second LAN path if the first LAN 
path fails. 
• High-availability LAN access to HP-UX Enterprise Servers 
means increased satisfaction and fewer calls to IT 
management. 

• Extends existing Ethernet links into larger bandwidth pipes. 

Sustains greater than 80 Mbps with • Faster Internet, Intranet, data, file, and application access, 
100Base-T especially for multimedia and high-end applications, increases 

end-user productivity and satisfaction. 

Auto-sensing of maximum line 
speed on 10/1 OOBase-T adapters 

SNMP support 

STM - Support Tools Manager 
(Exerciser and Verifier) 

Dual Ultra2 SCSI 

Ultra2 LVD SCSI 

Up to 80 MB/s max burst rate 

SCSI Mirroring support 

Multimode L VD (Low Voltage 
Differential) and SE (Single Ended) 

Long cable lengths 

Up to 15 devices in a daisy chain 
fashion 

ordering information 

• lmmediate connection to existing 10Mbps links. 
• Easy migration from 1 OMbps Ethernet to 1 OOMbps Fast 
Ethernet. 
• Easy connection of 1 OOBase-T sub-networks to existing 
10Mbps Ethernet networks, using 10/100Mbps Ethernet 
switch. 

• Enables remote management. 

• Easier, faster management of network testing, exercise, 
and verification. 

• Leading edge of performance and reliability. 

• High speed data transfer rates means faster access to data 
and files. 
• Faster database queries and accesses. 
• Faster backup. 

SCSI Mirroring support 

• Backwards compatibility to SE enables easy integration 
with existing environment. 

• Úp to 12 meters with LVD. lncreased cable length provides 
greater flexibility in system configuration, especially in 
clustering and RAIO applications. 

• Meets need for large disk arrays. 

A5838A HP 2 -Port 1 OOBase-TI 2-Port Ultra2 SCSI Adapte r 

Option #001 

Option #AVN 

ordering notes: 

Factory lntegration 

Release Notes 

\)_tp://www.hp.com/cgi-bin/pf-new.cgi?in=referer 
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HP Unix Server Connectivity- Dual-Port lOOBase-T and Dual-Port Wide Últra2 SCSI A. .. 

c 

o 

Supported platforms (max units): Superdome (32), rp8400 (16), rp7410 (15), rp7400 (12) , rp5400 
series (6) , rp2400 series (2) . Connects to L VD o r SE SCSI peripherals and 10/1 OOBT Ethernet. 
Requires a SCSI terminator, not included. The terminator attaches to the last device in the SCSI 
chain . Order the appropriate terminator for that device. For High Density ( HD) 68-pin L VD o r SE: 
Order C2364A, for Very High Density (VHDCI) 68-pin LVD or SE : Order C2370A. 

restrictions and limitations 

• HVD (High Voltage Differential) devices not supported. 
• 100Base-FX, 100VG-AnyLAN not supported. 
• Internai SCSI connectors not supported. 

for more information For additional information on this o r other HP enterprise networking 
solutions, please visit us on the Web at unix server connectivjty section, or contact any of ou r 
worldwide sales offices or HP Channel Partners. (In the U.S., cal I 1 800 637 7740 .) 

Technical information contained in this document is subject to change without notice. Performance information is estimated. 
Actual performance will depend on configuration. 
© Copyright Hewlett-Packard Company 2000. Ali Rights Reserved. Reproduction, adaptation, or translation without prior 
written permission is pr~ibited except as allowed undercopyright laws. 
HP product information and technical documentation is available online. In addition, configuration tools and pricing 
information allow registered users to place orders online. 

oriyacy statement usjng thjs sjte means you accept its terms 

© 1994-2003 Hewlett-Packard Company 
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hp enhances lineup of 
fibre channel adapters 

benefits of hp tachlite 
fibre channel host 
bus adapters (HBAs) 

o 

selecting your 
tachlite fibre channel 
HBA 

i n v e n t 

hp tachlite fibre channel adapters now offer double the performance 

lt is truly the lnformation Age. Nothing but the best information management is acceptable 
for system·wide success. While mony think computers process data into information, computers 

actually spend much more of their time organizing the data and managing the storage of 

information. This reality has been forming over time, but cerlainly graphical user interface 

programs have accelerated the trend, along with web page types of applications. 

The early 1990s first saw massive disk farms created specifically to store data in very lorge 

disk arrays. Designers of storage systems quickly reafized that centralized storoge and retrieval 

of dota makes informotion technology (IT) much more manageable. After ali, when even the data 

that drives a meager spreadsheet on a desktop moy be the decision maker for the next corporate 
merger or venture, it is quickly apparent that this dota is too imparlant to trust individuais to back 

it up regularly. 

Storage orea networks (SANs) are an emerging methodology for maintaining enterprise·level 

quantities of data. Data storage management, data integrity, cross·systems storage-oll can be 
ensured by the use of a SAN, while they also ensure data retrieval and storage is quick ond 

transparent to the end user. The appropriate orchitecture for connecting these gigantic orrays of 

disks becomes an imporlant pari of the decision of how to implement SANs. 

• maximum 1/0 performance 

- auto·negotiates 2Gb or 1Gb transfer rales (A6795A only) 

• superior quality with next-generotion functionality: 

- switched fabric copability enobled-supporls sophisticated recovery ond backup scenorios, 

eventually without server intervention 

- online add/ reploce (OLAR) capoble 

- increased performance with 66% less CPU utilization for 1/0 operations 

- full switched fabric support on HP-UX, up to 14 million nodes on o SAN 

' 
- existing Aroitrated Loop supporled 

• one·stop shopping through HP for SANs, with full support for mission·critical environments 

• A6795A - PCI 2Gb Fibre Channel adapter 

- Superdome, rp8400, rp741 O, rp7400, rp5400 series, rp2400 series 

• A5158A-PCI 1Gb Fibre Channel adapter 

- V-closs, ltanium TM 

-legocy adapter for'PCI-based systems 

• A6685A-HSC l Gb Fibre Channel odopter 
- K-class · 

• A6684A- HSC-eff 1Gb Fibre Chonnel adapter 

-O-elo,., R-do" ~ 
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improved performance 
and investment 
protection 

optimizes functionality 

The eventual promise of SAN technology is that regardless af where lhe data originates (Internet 

or intranel} or where it is processed (on UNIX'" or Windows NT'' or other operoling syslems}, lhe 

economies of scale, ease of operations, data integrity, and performance charaderistics of SANs 

makes them appropriale data slorage/delivery architeclures. 

Therefore, the demand for Storage Area Networks is exploding. Through centralizalion, tradeoffs are 
made between ease of management and assurance of recovery, and, for example, more complex 

SAN wiring lopologies. · 

Storage Area Networks offer flexible pools of secure storage, 1 00% data availability, and proclically 

infinite scalability. 

HP is committed to providing slralegic technology for mass slorage interconnecls lo ils enterprise 

customers. For example, HP's Switched Fabric funclionality allows up to 14 mi llion nades to be 

connected on a SAN. The lechnology usually chosen lo deploy in SAN environmenls is Fibre 

Channel, which provides oplimum leveis of reliability, speed, and distance. 

HP's Fibre Channel solution uses a slandard SCSI prolocol to provide a fasl, robust conneclion lo 

slorage devices. 

The HP PCI 2Gb Fibre Channel adapter-A6795A, available on HP-UX 11.0 and later operaling 
systems-for Superdome, rp8400, rp741 O, rp7400, rp5400 series, and rp2400 series systems, 
improves SAN performance and efficiency. 

This adapter, also known as Tachlite, enhances HP servers' capabilities in the Storage Area Network. 

First, lhe A6795A offers data transfer rales up lo 400 megabytes per second (full-duplex}, effectively 
doubling performance over previous-generalion Fibre Channel adapters. Next, lhe 2Gb Fibre 
Channel adapter auto-negotiates 1Gb or 2Gb transfer rales . This feature allows full legacy support 

for 1Gb SAN infrastruclures, thus prolecling your current SAN investment. 

With ali Tachlite adaplers, HP delivers Switched Fabric Fibre Channel (FC-SW} funclionality lo HP-UX. 

The switched fabric funclionality allows HP-UX servers lo conveniently participale as a nade in SAN 

environments. 

The FC-SW fundionality of Tachlite is supported on ali cu rrent and future PCI platforms and offers lhe 

significanl benefit of allowing servers lo boot across switches . This FC-SW functionality is supported 

on the HP Surestore Director FC-64, FC switches 6164, 16B, and 8B, Brocade Switch 2800 and 
2400, and EMC Conneclrix switches. 

(' 
~~~ .-J 

· ~!... _, 
"~ ... 

Tachlite dramatically increases HP servers' SAN performance, resulting in 66% lower CPU utilization 
during 1/0 cycles. The new interface offers full support for peripherals and online add/ replace 

(OLAR}._in supf?Orted versions of lhe operating system. O 
HSC (K-, D-, and R-class} Switched Fabric Fibre Channel support is also available with A6685A and 
A6684A Tachlite adapters. 

For more informalion, please visil lhe HP Web sile: 

www.hp.com/ go/hp9000io 



tachlite features and benefits 

features benefits 

2Gb and 1Gb Fibre ehannel lechnology • highest 1/0 performance for fasler accessibility of databases and media-rich data 

full switched fabric Fibre ehannel 
(FCSW) capabili ty 

online add/replace (OLAR) 

arbitrated loop supporl 

• increased performance over previous-generalion Fibre ehannel adaplers 

• support for sophisticated storoge area network (SAN) configurolions 
• increases scalability of SAN infrastructure up to 14 million nades 
• cuslomization of complex recovery and backup scenarios 

• maximizes server uplime with OLAR 
• no need to bring down server lo add new or replace failed adapter 

• flexibility to integrate into various SAN configurations 

less ePU usage • minimizes requirements of ePU utilization for l/O lo allow for maximum cycles for other operations 

P,"'--iuct description 

pro ud number A6795A A5158A A6685A A6684A 

desaiption PCI 2Gb Tachlite Fibre PCI Tachlite Fibre HSC Tachlite Fibre HSC eH Tachlite Fibre 
O!onnel Adapter O!onnel Adapter Channel Adapter Channel Adapter 

form foctor • stondord PCI • stondord PCI • HP-HSe (3x5) • HSe EISA form foctor 
• 64-bit PCI interface, • 64-bit PCI interface, • HSe support (32-bit • HSe support 

compliont wi th complianl with 40MHz) (32-bit 40MHz) 
PCI Specificotion v2. 1 PCI Specification v2. 1 • L=5.7 in ( 145 mm) • L=6.6 in (168 mm) 

• compatible with 3.3V ond • compatible with 3.3V and W=3.2 in (82 mm) W=4.2 in ( 1 07 mm) 
SV, 32-bit and 64-bit SV, 32-bit ond 64-bit H= 1.0 in (26 mm) H=0.8 in (20 mm) 

• L=6.6 in ( 168 mm) • L=6.5 in (165 mm) 
W=3.5 in (89 mm) W=4.7 in (120 mm) 
H=0.7 in (20 mm) H=0.7 in (19 mm) 

tronsfer role 2Gb ar 1Gb 1Gb 1Gb 1Gb 
outo-negotiotes 

mox tronsfer role 400 MB/s full duplex 200 MB/ s full duplex 200 MB/ s full duplex 200 MB/ s full duplex 
200 MB/s holf duplex 100 MB/s holf duplex 100 MB/s half duplex 1 00 MB/ s holf duplex 

systems supparted Superdome (96) Superdome (96) K-closs (3-9) D-class (3) 
(maximum odapter;) rp8400 (16) V-class (20) Kx70/Kx80 R-closs (3) 

rp7410 (12) N-closs ( 12) Kx60 Dx70/Dx80/D390 
rp7400 (12) L-closs ( 1 O) KxSO Dx20/Dx30 

o rp5400 series (10) ASOO (4)/A400 (2) Kx20 R380/ R390 
rp2400 series (4) rx96 10 (16) ltonium 

rx461 O ( 10) ltonium 

boot suppart yes yes Kx70/Kx80 D390 
Kx60 R390 

operating systems HP-UX 11 .0 and later HP-UX 11 .0 and loter HP-UX 11 i, 11.0, 10.20 HP-UX 11i, 11.0, 10.20 

connector type Le (SFF) se se se 

de pawer choraderistics drows 1.8 amps @ SV draws 1.8 omps@ SV drows 1.8 omps @ SV drows 1.8 amps@ SV 

'"' '-' • ~ n 
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hp server 
.conneç:tivity 

i n v e n t 

environmental and regulatory specifications 

product number A6795A A5158A A6685A A6684A 

temperolure • non-operoling: -40° to • non-operoting: -40° to • non-operoling: -40° to • non-operoling: -40° to 
+70° C (-40° to 158° F) +70° C (-40° to 158° F) +70° C (-40° to 158° F) +70° C (-40° to 158° F) 

• operoling: +5° lo +40° C • operoling: +5o lo +40o C • operoling: +5o lo +40° C • operoling: +5° lo +40° C 
(41 o to 1 04" F) (41 " to 104° F) (41 ° to 104° F) (4 1° to 104° F) 

• recommended operoling: • recommended operoling: • recommended operoling: • recommended operoling: 
+20o lo +30° C +20o to +30° C +20o to +30° C +20o lo +30° C 

humidity :. operoling humidity range • operoling humidity range • operoling humidity range • operoling humidity range 
@ 22° C: 15% to 80% RH @ 22o C: 15% to 80% RH @ 22o C: 15% to 80% RH @ 22o C: 15% to 80% RH 

• recommended operoling: • recommended operoling: • recommended operoling: • recommended operoling: 
15% to 80% RH 15% to 80% RH 15% to 80% RH 15% to 80% RH 
oi 22° C (70° F) oi 22° C (70° F) oi 22° C (70° F) oi 22° C (70° F) 

altitude • non-operoling: 15,000 ft 
• operoling: 10,000 ft 

• non-operoling: 15,000 ft 
• operoling: 10,000 ft 

• non-operoling: 15,000 ft 
• operoling: 10,000 ft 

• non-operoling: 15,000 ft 
• operoling: 1 0,000 ft 

(3.1 km) (3.1 km) (3.1 km) (3. 1 km) 

rodioted field immunity • EN 55022 Closs A • EN 55022 Closs A • EN 55022 Closs A • EN 55022 Closs A 

ordering information 

produd number A6795A A5158A A6685A A6684A 

foctory integrolion 

releose notes 

for ,more information 

• Option #OD 1 • Option #OD 1 • Option #OD1 • Option #OD 1 

• Option #AVN • Option #AVN • Option #AVN • Option #AVN 

For add itiona l information on this or other HP enlerpri se conneclivity solutions, please visit us 
on lhe Web ai www.hp.com/go/hp9000io, or contacl any of our worldwide soles offices or 
HP Channel Partners. (In lhe U.S., call l 800 637 7740.) 

ltanium is a trademark ar registered trademark af Intel Corporalion in lhe U.S. and other 
countries ond is used under license. UNIX is o registered trademark of The Open Group. 
W indows NT is o U.S. registered trodemork oi Microsoft Corporation. 

Technicol informalion in this documenl is subject lo chonge without nolice. 

© Copyright Hewlett·Pockard Company 200 1. 
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hp server · 
connedivity 

hp Gigabit Ethernet 
LAN adapters­
Gigabit performance 
at affordable costs 

( 

o 

i n v e n I 

comprehensive networking tools for lhe mosl demanding mission-critical and enterprise needs 

The demand for higher-speed network connections is growing at a tremendous rate in arder to keep pace with the 
speed requirements of applications such as SAP R/ 3, database backups, medicai, CAD/ CAM, 30 modeling, 
animation, video, and more. 

Internet data centers process terabytes of data daily. Processing, sharing, and distributing this data requires faster 
and faster networks. 

lntelligent adapters, which take on more af the network processing from the server, are becoming critically 

impartant in helping servers cape with the onslaught of traffic running at Gigabit/second speeds. To maximize 

server CPU efficiency for an effective Gigabit Ethernet implementation, adapters should nat only perform TCP/IP 

checksum, interrupt coalescing, and byte swapping, but also enable the reduction of host data copy operations. 

The HP Gigabit Ethernet LAN solutions perform ali of these functions and fully support the IEEE 802.3ab and 

802.3z standards for Gigabit operations. These high-performance, standards-based, scalable network links allow 

customers to move large amounts of data quickly while leveraging their existing investments in Ethernet technology. 

The HP Gigabit LAN adapters provide 1 000 Mbps bandwidth over existing copper wire and fiber-optic cables, 
meeting the demands of e-commerce and data-intensive businesses that want to preserve their investment in 

existing Ethernet infrastructures. The 1 OOOBase-T LAN addpter supports both the CAT 5 and CAT Se (enhanced) 

cabling standards. This allows superior investment protection in the existing cabling infrastructure. 

The 1 OOOBase-T adapter automatically detects the speed of the associated device as 1 0-, 1 00-, or 1 OOOBase-T 

so it may be deployed immediately in any Ethernet environment. Ali the Gigabit LAN adapters are based on the 

some Ethernet standards already widely deployed in the marketplace, and they allow migration from 1 O Mbps to 

100 Mbps to 1000 Mbps quickly and easily, with fast deployment and minimal training needed. 

The Gigabit LAN adapters are also supported with HP Auto Port Aggregation (APA) software, J4240AA. Up to 4 

Gigabit Ethernet links can be logically aggregated together to form a single, extremely high-bandwidth channel 

with one IP address, automatic link failover, and load balancing. 

In addition, HP Gigabit Ethernet adapters suppart HP-UX VLANs (virtual LANs) . This salution offers IT managers 

a powerful tool that simplifies the tasks of building, manoging, and securing complex network infrastrucfures. 
Physical LANs can be segmented into smaller logical ar "virtual" LANS, allowing broodcast traffic to be reduced, 
thereby improving averall network performance. Now a change to network topology no longer requires those 

dreaded trips to the wiring closet! 

HP-UX VLAN is compliant with host-bosed IEEE 802.1 O VLAN tagging, IEEE 802.1 p (late r incorporated in IEEE 

802.1 D) priority encading, and IP Type of Service (ToS)-802. 1 p priority conversion . 

Other key features af HP-UX VLAN include: 

• IP subnet-based, protocol-based, and port-based VLAN support 

• supported on HP-UX 11 i v 1 

• configuration using well-known HP-UX tools-lanadmin (CLI) and SAM (GUI) 

• 1024 VLANs per NIC port 

• designed to work seamlessly with HP high-ovailability praducts, such as MC/ Serviceguard 

• no changes to applications required 

• preserve VLAN configuration across reboot 

lf you would like more information regarding HP-UX VLAN functionality, please reler to the " Pianning and 
lmplementing VLANs with HP-UX" white paper, located at www.hp.com/go/vlan. 

Doe: 



application areas 

features and benefits 

• increase network performance- 1 000 Mbps 

• lower networking managemenl costs 

• leverage exisling Ethernel inlrastructures-including widely deployed CAT 5 cabling for 

1000Base-T 

• maximize CPU elliciency, thus lowering total cosi oi ownership 

• SNMP (MIB 11) supporl 

• Web-based Internet/intranet inlormation distribution and transaclion processing require both las! 

response times and high availability 

• high productivity client/server systems require high-bandwidth, high-availability paths between lhe 

clienl, server, and data 

• nelworking backbones - Gigabit aggregates 10/1 OOBase·T trallic; lhe Gigabit links can also be 

aggregated with HP Auto Porl Aggregalion (APA) lo creale multi-Gigabit, high-bandwidth 

backbones 

• database backup demands very high bandwidth and availability lo ensure one·poss backup 

• solutions requiring high·performance conneclions for voice, video, streaming, multimedia, and 

high-end applications 

• network-attached slorage 

features benefits 

1 000 Mbps (Gigabit speed) 

1 OOOBase-T and 1 OOOBase-SX Ethernet 
standards (IEEE 802.3ab and 
IEEE 802.3z) 

auto-negotiation: tri·speed- 1 O, 100, or 
1 000 Mbps for the 1 OOOBase·T adapter 

CPU offload (Internet checksum offload, 
byte swapping, interrupt coalescence 
and avaidance) 

HP-UX VLAN (vi,rtual LAN) 

MC/Serviceguard (MCSG) and Auto 
Por! Aggregation (APA) support 

Online Addition and Replacement 
(OLAR) 

up ta 550-meter cabling .lengths 
(dependent on cable) for the 
1 OOOBase-SX adapter 

dual DMA.channels for 
simultaneous read and write; 
embedded RISC processar 

• high-performance, high-bandwidth Gigabit networking-
1000 Mbps 

• ideal for media-rich data, Internet applications, and high-speed 
data centers 

• faster network backups and data access 

• seamlessly integrates into existing Ethernet inlrastructures 
• lower cosi to implement and manage 
• leverage current investments in Ethernet and cable infrastructure 

• flexible, eosy to deploy 
• adapts for growing network bandwidth requirements 

• increases performance 
• maximizes server CPU efficiency 

• enables logical connectivity separation oi a network from physical 
connectivity 

• isolates lraffic and preserves bandwidth 
• impraves netwark manageability and performance 

• MCSG offers highest leveis oi high availability 
• APA can aggregate up to 4 Gigabit links to create a "super" 

bandwidth connection 

• server uptime is maximized, since adapters can be added or 
replaced withoul the need lo bring the system down 

• ultimate flexibility in data cenler layouts, backbone 
implementations, or high-performance client networks 

• enhanced performance for every type of nelworking task­
downloading, uploading, file lransfers, and intense 
bi-directional lraffic 

f) . 
' 

. 

:~ __ ) 

o 

2 



next-generation 
Gigabit Ethernet 
specifications 

c 

o 

description 

systems supported 

maximum number of 
aclive cards 

release(s) supported 

VLAN supported 

OLAR supporl 

:onnector lype 

:ablin~ 

wavelength 

CPU offload fealures 

::wlo·sensin~ speec 

auto-negotiation 

duplex suppl?rt 

jumbo frame supparl 

MC/Serviceguard support 

PCI HP-UX 1 OOOBose-T Gigobit 
Ethernet Adapter 

rp2400 series 
rx2600 series 
rp5400 series 
rx5600 series 
rp7400 series 
rp8400 
superdome 

rp2400 series: 4 
rx2600 series: 4 
rp5400 series: 1 O 
rx5600 series: 9 
rp7400: 12 
rp7410: 15 
rp8400: 16 
superdome: 16, 32, ar 64 
(depends on configuration) 

HP-UX 1 l.O, 1 1 i v 1, and 1 1 i v 1.6 

yes (for 11 i v l only) 

yes (for 11 i v 1 only) 

RJ-45 

CAT 5, CAT Se e CAT 6 
unshielded lwisted pair (UTP) 
copper cabling 

NA 

yes 

1 O, l 00, l 000 Mbp~ 

yes 

full duplex for l 0/l 00/l 000 Mbps 
half duplex for 10/100 Mbps 

yes (ai 1000 Mbps only) 

yes 

Auto Por! Aggregation support yes (for 11 i v 1 only) 

operaling dislance up lo 1 00 meters 

Ethernel standard IEEE 802.3ab IEEE 802 .3u 

form foctor / h os! bus 64-bit/ 66 MHz PCI 

cord size 2.536' 6.6 io [64.4 ' :tml 

PCI HP-UX 1 OOOBase-SX 
Ethernet Adapter 

rp2400 series 
rx2600 series 
rp5400 series 
rx5600 series 
rp7400 series 
rp8400 
superdome 

rp2400 series: 4 
rx2600 series: 4 
rp5400 series: 1 O 
rx5600 series: 9 
rp7400: 12 
rp741 0: 15 
rp8400: 16 
superdome: 1 6, 32, ar 64 
(depends on configuration) 

HP-UX 1 l.O, 1 1 i v 1, and 
11 i v 1.6 

yes (for 11 i v 1 only) 

yes (for 11 i v1 only) 

duplex se 

multi-mode fiber 
(62.5 ar 50 micron) 

850 nm 

yes 

l 000 Mbps only 

yes 

full duplex for l 000 Mbps 
half duplex no! supparted for fiber 

yes 

yes 

yes (for 11 i v 1 only) 

up to 550 meters 
(dependenl on cable) 

IEEE 802.3z 

64-bit/66 MHz PCI 

2.536 rffi~~~~~~.,...J ~ 
CPMI -::_CORREIOS _;\ 
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feature ali hp-ux Gigabit Ethemet LAN adapters 

NIC to NIC connection 

link levei ond IP multi-cost support 

promiscuous mode (link ond SAP) 

SNMP (MIB-11) support 

activity and status LED indicators 

universal keyed, 3.3 and Sv tolerant 

SAM configurable 

protocols 

customer instolloble 

hp MAC address 

yes 

yes 

yes 

yes 

yes 

yes (for PCI cords only) 

yes 

TCP/IP, UDP/IP, NFS 

yes (except on Superdome) 

yes 

modal bandwidth operating distance for 
1 OOOBase-SX 1 OOOBase-SX (classification of 

(850 nm SWL) fiber-optic cable) operating distance 

environmental 
specifications 
for A6825A and 
A6847A 

62.5-micron MMF coble 

50-micron MMF coble 

temperoture non-operoting: 
operoting: 

humidity non-operating: 
operoting: 

altitude non-operoting: 
operoting: 

electromaTinetic USA: 
compatibi ity Europe: 

Austral ia: 

Japan : 

hormonic: 

fi icker /fluctuation : 

next-generation Gigabit Ethernet ordering information 

A6825A-1 OOOBase-T PCI Gigabit Ethernet LAN Adapte r 

Option #001-Factory integralion 

Option #AVN-Release notes 

· for more information 

160 (MHz x km) 
200 (MHz x km) 

400 (MHz x km) 
500 (MHz x km) 

-40° to 60° C (-40° to 140° F) 
0° to 50° C (32o to 122° F) 

up to 220 meters 
up to 275 meters 

up to 500 meters 
up to 550 meters 

5 to 95% RH non-condensing (20%/hour) 
5 to 95% RH non-condensing at 40° C 
( 1 04° F) ( 16-hour dwells ot extremes) 

10.6 km (35,000 ft) 
3.1 km (1 0,000 ft) 

FCC, Class B 

CISPR-22/EN55022, Class B 

AS/NZS 3548 Class B 

VCCI, Class B 

EN6 1 000-3-2 

EN61 000-3-3 

A6847 A-1 OOOBase-SX PCI LAN Adapter 

Option #001-Factory integration 

Option #AVN-Release notes 

For additional informalion on this or other HP enterprise nelworking solutions, please visil us on the Web ai www.hp.com/go/hp9000io, 
visil our lechnical documenlalion site ai http:/ /docs.hp.com/hpux/netcom/index.html, or conlacl any of our worldwide soles offices or 
HP Channel Partners. In lhe U.S., call 1-800-637-7740. 

© Copyrighl 2003 Hewlett-Packord Developmenl Company, l.P. The informalian conlained herein is subjecl lo change wilhoul nolice and is provided "as is" wilhoul warranly of 

I~ 
\._jl 

o 

any kind. The warranl ies for HP products and services ore sei forlh in lhe express warranly slalemenls accompanying such producls and services. Nolhing herein should be ~ 
construed os consti tuling on additional warranty. HP shall not be liable for technical or editoria l errors or omissions conlained herein . ___ ... · 
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SPECjbb 

SPECjbb2000 
Hewlett-Packard HP Superdome Server 
Hewlett-Packard Hotspot 1.4.1.02 64-bit VM on HP-UX lli for PA­
RISC 8700+ 

WarehousesiBI ~~~ltr~~~ 
til 113731 

211 234101 

411 465101 

511 581261 

( 811 921221 
r ====9~1~1 =10=35=1~71 

wll114673l 

11111259601 

12111368981 

13111480081 

14111593301 

15111699461 

16111800661 

17111914371 

1sll2o2294l 
~==~ 

19112131131 

2oll2236791 

21112343841 

22112443131 

23112555721 

24112658631 

:::] 
,.,, .. J 
]5(11)0 0 

25112769751 

271!2965161 

1/ 
-! I_} - i-t---1---t---1-.-· - i-----+---ii--+ ~ ;; lf- ;; lC , .:, ·13 '"f: ~A 72 ;;;: 

28113084041 

29113185731 

3oll329198l 

1:======-3~1113395631 
I 32113469541 

~ 
http://www.spec.org/jbb2000/results/res2003q2/jbb2000-20030319-00 173.html 
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. ~ ~ jbb 

~~ 
\-B), ~ ' 'n 
c· ·-~ ~J 33 134933811 *I 

P\.. V 34 134712611 *I -
351134889311 *I 
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o 

361134806911 *I 

371134652911 *I 

381134782711 *I 
391134800311 *I 
401134804311 *I 

411134785311 *I 

421134603511 *I 
431134761611 *I 

441134792211 *I 
45113'4681911 *I 
461134646911 *I 
471134720111 *I 

481134721911 *I 
49ll34732oll *I 
5oll34 720911 *I 
511134685411 *I 

521134685011 *I 

531134698711 *I 
541134903611 *I 

551134647411 *I 

561134625111 *I 

571134519211 *I 
581134688311 *I 
591134425411 *I 
6oll344663ll *I 
611134649311 .*I o 
621134452811 *I 

' 631134637311 *I 
641134450911 *I 
651134613oll *I 

661134635411 *I 

67113465251 
68113461341 
69113454521 

V·. http ://www. spec. org/jbb2000/results/res200 3q2/j bb2000-2003 0319-00 I 73 .html 

70113457041 
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SPECjbb 

SPECjbb2000 
(from 346862 
33 to 

66) ops/s 

IJsPEC license # 3 Jffested by: Hewlett-Packard Jffest date: Feb 4, 2003 li 

I Hardware li Software 

!Hardware~ 
I 

!software Vendor J!Hew lett-Packard 
IVendor _ ewlett-Packard 

lvendor URL ~~ttR:LLwww.hR.~Qm 
~~or ~~ttp:LLwww . bp.~Qml ~ava Precompiler ~one lversion 

~odel ~~:rv~~perdome ~ava Precompiler 
Command Line 

~rocessor I~A-RISC 8700+ ~ava Precompiler Way ~one I lMHz 11875 bf Excludin2. Classes 

J o f Procs 1132 ~M Version 
I otspot 1.4.1.02 64-bit VM on HP-UX lli 

~;;;ory 11128 GB 
for PA-RISC 8700+ 

F Command Line 
~~ava -XX:+ServerApp-

IPrimary 
1786KBI+ 1536KBD 

lxX:+AggressiveHeap -Xmn80g -ms82g-

cache .lmx.82g spec.jbb.JBBmam -propfile Testl 

Secondary ~one ~ Initial Heap 
1182GB I "ache emory {MB} 

~~ 
~M Maximum Heap 

182GB I e 
one lMemorv (MB) 

~ilesystemiiVxFS ./jbb.jar: 

lnisks JJs x 16GB SCSI JVM CLASSPATH 
./jbb_no_precompile.jar: 

lüther ~one 
./check.jar: 
./reporter. i ar: 

hardware 
optljaval.4.1/jre/lib/rt.jar: 
optljaval.4.1/jre/lib/il8n.jar: 

o 
~ 

optljaval.4.1/jre/lib/sunrsasign.jar: 

IBOOTCLASSPATH 
optljaval.4.1/jre/lib/jsse.jar: 
optljava1.4.1/jre/lib/jce.jar: 

\ ltoptljaval.4.1/jre/lib/charsets.jar: 
ltopt/java1.4.1/ire/classes 

los Version I!HP-UX 11i vl.O 

Jsystem state J~ormal 
lother software l~one 

I Test Information li Tuning 

~ested by ~~3ewlett- I, ackard Notes I 
lsPEC license # 113 I 
~est location ~~:ertino, I +AggressiveHeap instructs the JVM to push memory use to the limit ~ 

and sets the memory management policy to defer coll _;_ a&-mUch. -·--

li 1 as possible. If you want to use different heap values, yp~ll'U ~or.::. , • ..., - v~ y CPMI · CORREtQ$ ~ 

http :1/www .spec. orgljbb2000/results/res2003 q 2/jbb2000 -2003 0319-00173 .htm · _ '612JF1fj'!J
4 

' 
Fls: -

. .. . 

f 
Doe: 3701 

-



Page 4 of 13 

ate jpeb 4, 2003 
vailable liun-2002 
available ~un-2003 

IDec-2000 

Other s/w 
available 

Details o f Runs B Totalheap Thread § transaction 81 Time(in 
Warehouses (MB) seconds) 

I Size 11 Used I spread% type I total 11 max I s 

1 11373 83429 35.0 <0.01% .017 new _orderll 59349611 68.911 .0201 
• 

paymentll 59349911 22.711 .0201 

order status 11 5935oll 2.6811 .0201 

deliveryll 5935oll 8.9oll .0201 

stock levelll 5934911 9.4211 .02ol 
li 

2 23410 83429 57.6 .523% .025 new orderll 122168511 14311 .0291 

Qaymentll 122168211 47.511 .0291 

order_status li 12216911 5.3811 .0201 

deliveryll 12216811 17.311 .0211 

stock_levelll 12216911 19.811 .0201 

3 35111 83429 78.9 .150% .017 new orderll 183216711 21711 .0201 

paymentll 183216311 70.911 .0201 

order status 11 18321611 7.4211 .0201 

delivervll 18321711 27.911 .0201 

stock levelll 18321811 26.911 .0201 

4 46510 83429 104 .776% .017 new orderll 242704211 28811 .0201 

paymentll 242703311 94.811 .0201 

order status 11 24270111 10.111 .0201 

deliveryll 24270511 36.211 .0201 

stock levelll 24270511 37.oll .0201 

5 58126 83429 125 .946% .017 new orderll 303318111 36oll .0201 

12aymentll 303317911 12211 .0201 

order_status li 30331811 13.611 .0201 

deliveryll 30331811 42.811 .0201 

stock levelll 30332oll 45.511 .0201 

nl69583 1183429 1111lll, new orderll 363104011 42711 .0201 

Eaz:mentll 363104411 14711 .0201 
11 11 li I 

) 
·~'" 
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;~ UUUUUU! order status 11 36310411 16211 ,.oio ~"" 1 
deliveryll 36310611 54.91 ~2-f) ~~ 

stock levelll 36310411 54.61 .0~ ' [ ·:- ~v 
7 80849 83429 169 1.19% <0.01 new orderll 42.1858411 4971 .029 -

.eaymentll 421857211 16811 .0291 

order status 11 42186oll 19.111 .0291 

deliveryll 42185711 63.211 .0291 

I stock levelll 42185711 68.111 .0291 
8 92122 83429 192 .665% .017 new orderll 480716611 57311 .0201 

Qavmentll 480715511 19411 .0201 
order_status 11 48071511 20.811 .0201 

.. deliveryll 48071411 72.311 .0201 
. . stock levelll 48071711 74.911 .0201 

q 103517 83429 218 1.16% .025 new orderll 540221411 64111 .0291 

,eaymentll 540222011 21611 .0291 

order status 11 54022111 24.oll .0291 

deliveryll 54022211 84.oll .0291 

stock levelll 54022111 85.oll .0201 
10 114673 83429 236 1.43% .025 new orderll 598442111 71211 .0301 

paymentll 598443211 24411 .0281 

I order status 11 59844211 26.811 .03ol 

deliveryll 59844311 90.611 .0301 

stock 1eve1ll 59844111 93.111 .0301 

11 125960 83429 260 1.44% .017 new orderll 657293111 78711 .0281 . 

Qavmentll 657295311 26911 .0281 

order status 11 65729611 29.211 .0281 

de1iveryll 65729311 99.oll .0281 

stock leve1ll 65729711 10111 .0281 

rí2 136898 83429 283 ' 1.46% .017 new orderll 714368411 85oll .0301 

paymentll 714368211 29211 .0301 

order_status li 71436411 33.911 .0201 

delivervll 71436711 11oll .0201 

stock levelll 71436711 11611 .0301 

13 148008 83429 306 1.44% .017 new _orderll 772346811 92411 .0291 

paymentll 772346011 31411 .0291 

order status 11 77234611 33.711 .0211 

deliveryll 77234711 12311 .0291 

stock levelll 77234811 .. d23JI .. t't,'/..1 c · ~ .. v 
~-MI - CORRE105 ~ 
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-~ T 

~~ 159330 83429 330 1.37% .017 

"~~~ Cp\.. ..... -
15 169946 83429 351 1.35% .033 

16 180066 83429 370 1.02% <0.01 

~ 
.. 

17 191437 83429 392 1.06% .01 7 

18 202294 83429 418 1.30% .01 7 

19 213113 83429 436 1.04% <0.01 

·, 

"• - 20 223679 83429 456 1.46% <0.01 

nnnnnn 

new orderl 

Qa:ymentl 

order status I 
delivery l 

stock levell 

new orderl 

payment l 

order status I 
delivery l 

stock levell 

new orderl 

payment l 

order status I 
deliverv l 

stock levell 

new orderl 

Qavment l 

order status I 
delivery l 

stock level l 

new orderl 

2aymentl 

o r der status I 
delivery l 

stock levell 

new orderl 

Eayment l 

order status I 
delivery l 

stock levell 

new orderl 

12avmentl 
order status I 

delivery l 

stock levell 

new orderl 

payment l 

order status I 

I 8314229 

1 83 14235 

I 831423 

li 

li 

li 
I 831421 li 

li I 831422 

1 8869726 

I 8869721 

I 886969 

I 886974 

I 886972 

I 9395518 

I 9395497 

I 939553 

I 939548 

1 939552 

1 9989675 

I 9989679 

1 998962 

1 998969 

1 998963 

110556241 

110556251 

I 1055632 

I 10556241 

1 1055627 

1111 19841 1 

1111198551 

I 11119811 

I 11119841 

I 11119841 

1116711871 

1116711741 

I 11671161 

1 11671151 

I 11671221 

1122317951 

112231 7941 

1 12231 771 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

li 

I 
li 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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99611 .0291 

341 11 .0291 

36.711 .0291 

12911 .0291 

131 11 .0291 

1066 11 .0301 

36211 .0301 

41.1 11 .0201 

14oll .0301 

141 11 .03ol 

112911 .0291 

38711 .2601 

42.111 .0281 

15411 .2601 

15211 .2601 

1203 11 .2601 

41411 .2601 

47.211 .0201 

15811 .2601 

15911 .0201 

1275 11 .2601 

43911 .2601 

48.211 .2601 

16911 .0301 

165 11 .03ol 

1353 11 .2401 

453 11 .2401 

51.911 .0291 

17911 .2401 

17611 .2401 

142211 .2601 

483 11 .0281 

54.811 .0281 

18411 .2601 

185 11 .2601 

1485 11 .2901 

51511 .2901 

56.511 .0291 

6/29/2003 

<~ 
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LJUUUI IUI deliveryll 122318311 

stock levelll 122317711 

22 244313 83429 505 1.53% .042 I new orderll12752064ll 

~aymentll12752062ll 
order statusll 127520311 

deliveryll 127519911 

stock levelll 127520511 

23 255572 83429 533 2.33% .025 new orderll13337542ll 

~aymentll13337517ll 
order statusll 133375911 

deliveryll 133374911 

stock levelll 133375311 

24 265863 83429 549 1.90% .042 new orderll13876891ll 

Qaymentll1387688811 

order statusll 138768611 

deliveryll 138768611 

stock levelll 138769411 

25 276975 83429 572 1.26% <0.01 new orderll14452078ll 

Eaymentll1445209611 

order statusll 144521511 

deliveryll 144521311 

stock 1evelll 144520611 

26 286413 83429 595 1.50% .017 new orderll1494579311 

~aymentii14945790II 
order statusll 149457811 

deliveryll 149457911 

stock leve1ll 149458511 

7 296516 83429 620 1.51% .025 new orderll15474268ll 

·, paymentll1547426211 

order statusll 154742211 

deliveryll 154742811 

stock levelll 154742911 

28 308404 83429 639 1.93% .025 new orderll16094681ll 

paymentll1609466211 

order statusll 160947211 

deliveryll 160946411 

stock levelll 16094 7111 

129 113185731183429 lf666ll1.41% lrml 
new orderii16623970ii 

http :1 /www. spec. org/j bb2000/resul tslres2 003q2/j bb2000-20030 319-00173. htmr 

19 

19 

155 

53 

59. 

20 

20 

162 

56 

64. 

21 

21 

1699 

578 

64.7 

225 

226 

1763 

611 

69.4 

231 

234 

1839 

635 

69.9 

238 

243 

18981 

6561 

74.21 

2531 

2581 

19861 

6781 

76.21 

2621 

2551 

2047 1 

· ~ · 
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(J ~f'-'J 

«., ~~' 
paymentll166239811 ! \ ~J ~~ order statusll 16623961 

'( ~'p \.. • de1iveryll 16623911 
- stock 1eve1ll 16623991 

30 329198 83429 688 2.15% .025 new orderll171798071 

Qa:ymentll171798371 

order statusll 17179851 

de1iveryll 17179821 

stock 1eve1ll 17179781 

31 339563 83429 711 1.57% .025 new orderll177207 451 

paymentll177207231 

order status 11 17720811 
~ 

de1iveryll 17720751 : 

stock 1eve1ll 17720711 

32 346954 83429 737 2.23% .042 new orderii181095051 

paymentll181 094 nl 
order statusll 18109531 

de1iveryll 18109451 

stock 1eve1ll 18109541 

33 349338 83429 748 13.6% .025 new orderll182308851 

Qaymentll18230878l 

order statusll 18230871 

de1iveryll 18230871 

stock 1eve1ll 18230811 

34 347126 83429 762 51.2% .042 new orderll181184521 

paymentll181184641 

order statusll 18118481 

de1iveryll 18118481 

\ stock levelll 18118451 

35 348893 83429 789 51.8% .025 new orderll182076871 

paymentll182076791 

order status 11 18207701 

de1iveryll 18207681 

stock levelll 18207681 

36 348069 83429 813 39.5% .042 new orderll181676871 

Qa:ymentii18167680I 

order status 11 18167711 

deliveryll 18167681 

~ http :/ /www .spec.org/j bb2000/resul ts/res2003q2/jbb2000-20030319-00 I 73. html 
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!:::==7==0511 .32ol 
80.411 .0301 

26911 .3201 

~2=7111 .3201 

211911 .3201 

~7::==;2811 .3201 

81.711 .3201 

~2::::=:;8311 .0301 

~2::::::::::;7611 .0301 

219711 .3401 

~7~5111 .34ol 

81.911 .0301 

28811 .3401 

28611 .0301 

2251ll .86ol 

77411 .8601 

88.711 .6101 

~30~511 .86ol 
29911 .8601 

231211 1.011 

80611 1.081 

90.311 .8ool 

31311 1.011 

30911 1.011 

237911 1.131 

~8=3111 .9901 
93.911 .5901 

!=:==:3=2111 .9701 

~3=2611 .8901 

24621~ 
84411 1.371 

96.411 .6ool 

33oll .7ool 

33111 .3601 

251311 1.081 

88511 .9ool 

99.911 .5ool 

34611 1.ool 

6/29/2003 
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I li li li li li li 

~ ~M• ~c:.; 
stock 1eve1ll 181677111 33511 .90 r-...L ~ 

37 346529 83429 831 44.0% .033 [ new orderll18085817ll 259oll 1.091 

raymentll18085836ll 90911 1.021 

order statusll 180858511 99.oll .7601 

de1iveryll 180857711 34611 .9601 

stock 1eve1ll 180858311 35311 .8901 

38 347827 83429 847 36.0% .025 new orderll18152071ll 267311 1.ool 

raymentll18152049ll 92311 .9ool 

order statusll 181520611 10411 .3ool 

deliveryll 181520111 35911 .77ol 

stock 1eve1ll 181520611 35411 .8ool 

39 348003 83429 877 41.9% .017 new orderll1815969711 272011 I.ool 
• Qaymentll18159691ll 95811 1.351 .' 

order statusll 181597511 10711 .8801 

r( de1iveryll 181597211 37811 .9801 

stock 1eve1ll 181597011 36911 1.ool 

40 348043 83429 892 50.0% .042 new orderll1816631711 28ooll 1.081 

raymentll1816636oll 97311 1.ool 

order statusll 181663611 11211 .9ool 

de1iveryll 181663611 38oll 1.021 

stock 1eve1ll 181662811 37911 1.181 

41 347853 83429 911 48.7% .033 new orderll1815488911 286111 1.401 

_Qaymentll1815487711 100711 1.ool 

order statusll 181548811 11211 .6601 

de1iveryll 181548411 39511 .8801 

stock 1eve1ll 181549011 38711 1.021 

42 346035 83429 925 49.3% .025 new orderii18058530II 291911 1.091 

Qaymentll18058521ll 103111 1.011 

order status 11 180585011 11611 .9901 

de1iveryll 180584511 40711 1.041 

stock 1eve1ll 1805 85111 40811 1.041 

43 347616 83429 941 51.3% .033 new orderll18142511ll 301711 1.081 

_Qaymentll1814253711 105911 1.ool 

order statusll 181425111 11911 .5ool 

deliveryll 181425011 40311 .8ool 

stock 1eve1ll 181425511 405)1 t.ool 

nl347922

11

83429lilllll 
new orderl)1816304511 307511 1.211 

raymentll18163054ll 107111 1.08) 
) - · 

~ 

"-\..10 l\1 l.lv i ~UUJ • \.A 
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<v~, ~ ' 

UUUUUI order status 11 181631 oi I 1231 
I \c~~-1 de1iveryll 181630911 4281 

(} p \ , stock levelll 181630511 4161 

fL5 346819 83429 987 42.4% .042 I new orderll1810245711 31571 

I l.Ool 

I 1.111 

I 1.01[ 

I 1.131 

I paymentll181 0246211 11051 I 1.011 

order status 11 181024111 1261 I 1.111 

delivery li 181024011 430[ I 1.11[ 

stock levei[[ 181024511 415[ I 1.07[ 

46 346469 83429 1010 46.4% .042 new order[[18084153[[ 3222[ I 1.02[ 

Qaymentll18084153ll 11171 I 1.071 

order statusll 180841611 1301 I .9ool 

~ 

deliveryll 180841211 4441 
.. stock level[l 180841511 4291 

I 1.041 

I 1.021 

47 347201 83429 1025 47.8% .033 new orderl[18120893[[ 32691 I 1.991 

paymentll181209ü6ll 11541 I 1.991 

order status li 181209011 1241 I .8201 

deliveryll 181209111 4641 I 1.1ol 

stock levelll 1812084[[ 455[ I 1.99[ 

48 347219 83429 1048 45.8% .033 new orderll18121791[[ 3345[ I 1.091 

paymentll18121822[[ 11631 I 1.091 

order statusll 181217911 1351 I 1.031 

deliveryl[ 18121871[ 466[ I 1.13[ 

stock levelll 181218611 4551 I 1.091 

49 347320 83429 1070 44.9% .033 new orderll1812708311 34201 I 1.601 

Qaymentll18127094ll 11951 I 1.101 

order statusll 181271111 1311 I .3111 

deliveryll 181270511 4811 I 2.501 

stock levelll 181270211 4641 I 1.021 

50 347209 83429 1084 42.5% .042 new order[l1812281511 34931 I 1.771 

paymentllt812277511 12131 I 1.691 
' order status[[ 1812275[[ 143[ I 1.11[ 

deliveryll 181228311 4891 I 1.691 

stock levei[[ 1812283[[ 476[ I 1.69[ 

51 346854 83429 1105 40.6% .025 new order[[1810126ü[[ 3587[ I 2.85[ 

payment[l1810127811 12201 I 1.911 

order statusll 181012911 1441 I .900[ 

deliveryll 181012311 4991 I 1.991 

stock levelll 181012311 4721 I 1.401 

\ http://www.spec.org/jbb2000/results/res2003q2/jbb2000-20030319-00 173.html 6/29/2003 
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I new _orderJJ181 02561JJ 11 \~ ~" 52 346850 83429 1127 44.7% .033 3626 1. i'o.. -

I ~aymentjj18102567jj 125411 1.811 
order_statusJJ 1810253JJ 145JJ 1.o8j 

de1iveryJJ t8t0256JJ 52611 1.7tJ 

stock 1eve1jj t8t0257JJ 485jJ .9991 
53 346987 83429 1150 39.7% .042 new orderllt8ttt240jj 369oll 2.ool 

paymentJJt8ttt2t8JJ t286JJ 2.ool 

I order_statusJI 181tt2511 14oll t.toJ 

de1iveryll t81111711 54211 1.901 

stock 1eve1ll t8ttt1711 50 til 1.9tl 
54 349036 83429 1161 36.8% <0.01 new orderiJt8tt9506ll 373011 2.ool 

EaymentiJt8t19528IJ t293IJ 1.901 .. 
order statusll t8tt948jj t43ll t.2ol 

c de1iveryiJ t8119431J 54911 1.961 
stock_1eve1IJ t8tt95411 5t8IJ 1.901 

55 346474 83429 1186 40.5% .t50 new orderiJt8t04033IJ 384011 2.081 

~aymentlltst 0400 til 134oll t.49j 

order status IJ t8t 0402IJ t5tiJ 1.101 

de1iveryiJ t810400IJ 54311 1.891 

stock leve1IJ t81040 tiJ 52211 t.491 

56 346251 83429 t206 40.9% .025 new orderll18069769jj 388311 2.291 

EaymentiJt806975911 135911 t.99l 

order statusiJ t80697811 t59IJ t.49l 

I de1iveryll t80697511 56711 2.091 

stock 1eve1ll t8069niJ 52911 t.99l 
57 345t92 83429 t2t7 30.2% .033 new _orderiJt80 t603tll 395311 2.101 

Eaymentllt80 t6032IJ 138tll 1.991 

order status li t80 t6ooll t64ll 1.701 

deliveryll t80t6oo1J 58711 2.331 

stock leveliJ 180159711 53311 2.101 

58 346883 83429 1238 43.t% .033 new _orderiJ181 04299IJ 400611 2.ool 

~aymentlltst 0429411 142211 2.991 

order statusiJ t8t0427IJ 16211 2.951 

deliveryiJ t8t 043411 58411 2.ool 

stock 1eve1ll t8t042711 53511 1.331 

nnrTiílrl new orderllt7968548ll 409211 1.801 

EaymentiJt796855311 t44311 1.801 

order statusiJ t79685311 16411 1.781 n 

http ://www .spec. org/jbb2000/resu I ts/res200 3q2/jbb2000-20030319-00173. htmj 
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\ R~ · u UUUI IUI deliveryll 179685611 

\ ~ 
stock levelll 179685911 c;;-\ . 

1'l1'í 344663 83429 1275 38.6% .033 new orderll17988404ll 

Eaymentll1798843311 

order_statusll 179883911 

deliveryll 179883911 

stock levelll 179884811 

61 346493 83429 1299 33.8% .033 new orderllt808392311 

paymentllt808390 til 

order statusll 180839211 

deliveryll 180838811 

stock levelll 180838811 

62 344528 83429 1313 37.1% .025 new orderllt7979884ll 

Qa,:tmentll17979862ll 

order_statusll 179798711 

deliveryll 179798211 

stock levelll 179797611 

63 346373 83429 1340 25.9% .033 new orderllt8077670II 

Eaymentll1807765211 

order statusll 180775611 

deliveryll 180777111 

stock levelll 180776011 

64 344509 83429 1354 39.1% .025 new orderll1797887511 

Eaymentll1797888111 

order statusll 179788911 

deliveryll 179788211 

stock_levelll 179788711 

65 346130 83429 1377 44.5% .050 new orderll18067991ll 

paymentll1806800311 

order status 11 180679911 
' deliveryll 180680111 

stock levelll 180680311 
66 346354 83429 1395 33.2% .033 new orderll1807666611 

paymentll1807661511 

order statusll 180766711 

deliveryll 180766511 

stock_levelll 180766311 

167 113465251183429 lf1417ll38.0% 11 .183 new orderll18112674ll 

~ http ://www .spec.org/jbb2000/resul ts/res2003q2/j bb2000-2003 0319-00 I 73 .html 
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5931 

5551 

41511 

14421 

1621 

6451 

5731 

41691 

14961 

1691 

6791 

5741 

42471 

15051 

1701 

6521 

6091 

43381 

15171 

1691 

6811 

6131 

44201 

15601 

1851 

66311 

61811 

445111 

160611 

16911 

68211 

62111 

451211 

161711 

17111 

74oll 

60111 

457111 

2.841 

1.5ol 

2.011 

2.ool 

1.901 

2.ool 

2.ool 

2.ool 

2.ool 

1.601 

2.301 

1.981 

2.201 

2.411 

1.981 

2.ool 

2.101 

2.o51 

1.991 

1.691 

2.091 

1.891 

2.231 

2.581 

1.9ol 

2.081 

2.ool 

2.531 

2.371 

1.101 

2.411 

2.081 

2.091 

2.091 

2.511 

2.101 

1.901 

2.801 

6/29/2003 
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68 346134 83429 1430 46.4% .033 

69 345452 83429 1447 31.3% .058 

~ 
. . 

c 10 345704 83429 1472 27.7% .042 

SPECjbb2000 Version: [SPECjbb2000 1.02, December 14, 2001] 
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o 

paymentll18112718ll 

arder status 11 181126511 

deliveryll 181126511 

stack levell 18112761 

new arderl 180651461 

Qaymentii18065180II 

arder statusll 180652011 

deliveryll 180651911 

stack_levelll 180651211 

new arderll18034094ll 

paymentll1803413511 

arder_statusll 180340811 

I delivery li 180340911 

stack levelll 180341411 

new arderll18044214ll 

paymentll1804423511 

arder statusll 180442111 

deÜveryll 180442211 

stack levelll 180442oll 

http ://www .spec. org/jb b2000/resu1 ts/res2003q2/j bb2000-200 30319-00 173 .htm1 J 
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16341 'ô -~· ~ 

1941 2.20 
r-

75311 3.401 

6251~ 
469311 2.401 

167711 1.851 

19111 1.351 

68911 1.911 

64711 1.891 

473911 2.071 

167sll 2.171 

18911 1.901 

74911 2.221 

64311 2.101 

479911 2.711 

1noll 2.601 

20011 1.8ol 

80411 2.401 

62611 1.701 

CPMl -CORREI 
6/29/2003 

Fls: 
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n v e n t 

kt <\Oiures and benefits 

tape drive comporison 

o 

The HP Surestore Tape Array 5300 is a 3U rack enclosure lha! will hold two full-height array 
modules, four half-height modules,,or-fne full-height and two half-height modules. The enclosure 
supfJ9r:ls-HP- arrav modules, including Ultrium 230, Ultrium 215, DLT 80, DLT vs80, DAT 40 (DDS-4), 
and DAT 24 (DOS- 3) tape drives, plus a DVD-ROM. The wide variety and interchangeability of array 
modules provides a truly flexible solution for use in a variety of differenl data storage situations. 

For IT managers whose environmenls require added data security and accessibility, lhe Tape Array 
5300 also has an optional upgrade kit-the PSU/fan kit provides a redundanl fan and power 
supply. 

• expandable: holds up to four offline hot-swappable orroy modules on four independent SCSI buses 

• upgradable: ollows you to expond from one to four tape drives as your capacity requirements grow 

• flexible: supports HP array modules : Ultrium 230, Ultrium 215, DLT 80, DLT vs80, DAT 40 (DDS-4), 
DAT 24 (DDS-3) and DVD-ROM 

• compact: stores 800GB of compressed data per array with four Ultrium 215 drives in 3U of rack space 

• high availability: maximizes system uptime and performance with optional redundant components 

• rackable: fits in standard 19" racks from HP, Apex, and Rittol 

model form factor capacity* perfonnance• 
DAT 24m Half-height 24GB 7.2 GB/ hour 
DAT 40m Half-height 40GB 21 .6 GB/ hour 

DLT vs80m Half-height 80GB 21.6 GB/hour 
DLT BOm • • Full-height 80GB 43.2 GB/ hour 

Ultrium 215m Hall-height 200GB 54 GB/hour 
Ultrium 230m * * Full-height 200GB 108 GB/ hour 

* Capacity and performance are based on 2: l data compression. Actual compression varies with dato type. 
* • These modules are also compatible with Tape Array 5500. 

14 31 
Fls: 

-"~3 1~0 ~, -
Doe: 



i n v e n t 

technical specifications 
dimensions {h x w x d} 

weight 
notive capacity 

compressed capacity 
externai l/O ports 

power supply I required 
operating temperature range 

storage temperature range 
operating humidity range 

non-operating humidity 

c 
ordering information 

additional information 
target use 

target audience 

what's in lhe box 

o warranty features­
hp service and support 

warranty options 

for more information 

741 X 445 X 133 mm {29.2 X 17.5 X 5.25 in} 
13 kg {28.71 lb} 

400 GB with lour Ultrium 215 drives 
800GB * with four Ultrium 215 drives 

Eight SCSI ports {one in ond one out per holl-height drive bay) 

100-127VAC {+/-10%} ar 200-240VAC {+/-10%) 
SO to 40°C {41 o to 1 04°F) 

-40° to 70oC {-40° to 158°F) 

20% to 80% RH 

5% to 95% RH 

*Capacities and transler roles assume 2:1 data compression. Actual compression may differ beca use compression 

varies with data type. 

C7508A 
C7496A 

Tape Array 5300 
Tape Array PSU/ Ian kit 

compatible array modules 
C7456A DLT BOm 
C7507 A DLT vs80m 
C7470A Ultrium 230m 
C7492A 
C7497A 
C7498A 
C7499A 

Ultrium 215m 
DAT 40m 
DAT 24m 
DVD-ROM 

Four-bay rack enclosure 
Redundant power supply and lan 

DLT 80 array module (lull-height) 
DLT vs80 array module (hall-height} 
Ultrium 230 array module {full-height) 
Ultrium 215 array module (half-height) 
DAT 40 array module (half·height) 
DAT 24 array module (half·height) 
DVD-ROM array module (hall-height} 

Providing a scalable, flexible means oi racking standalone products or adding versatile storage capability to a 
local area network 
IT managers oi mid-s ized companies who have a rack environment and require a scalable backup solulion that 
supports a variety oi tape technologies and DVD-ROM for software loading 
Enclosure, mounting rails, rack·mounting kit (for HP & other racks), rack·mounting template, manuais, Surestore 
CD containing documentation, pawer cord, power supply unit (PSU), PSU bay liller pane!, lan, lan bay filler 
panel, torx tool, drive bay liller panels, accessory kit 
3-year, ne)\t-day o~site response; system matching on HP rack servers 

H4618A / H4618E 3-year, same-day, onsite 

For more inlormation on HP storage products, contact any oi ou r worldwide soles offices or visit our Web site at : 
www.hp.com/ go/ storage 

Windows is o U.S. regislered trodemork oi Microsoft Corporalion 

Technicol inlormol ion •n th is document is subjec t to chonge w ithoul notice 

©Hewlett-Pockord Company 200 I 
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About HP C/HP-UX 

-t HP C/HP -UX Reference Manual 

-t What is HP C? 

+- Compatibility Mode HP C Online Help -+ 

About HP C/HP-UX 

This manual presents ANSI C as the standard version of the C language. Where certain 
constructs are not available in compatibility mode, or would work differently, it is noted and the 
differences are described. 

HP C/HP-UX, when invoked in ANSI mode, is a conforminÇJ implementation of ANSI C, as 
specified by American National Standard 9899-1990. This manual uses the terminology of that 
standard and attempts to explain the language defined by that standard, while also 
documenting the implementation decisions and extensions made in HP C/HP-UX. lt is not the 
intent of this document to replicate the standard. Thus, you are encouraged to refer to the 

'ndard for any fine points of the language not covered here. 

+- Compatibility Mode HP C Online Help -+ 

o 

http://www .docs.hp.comlhpux/onlinedocs/B390 1-90003/00/00/1 0-con.html 
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i n v e n t 

c 

Ü superdome 

sempre ativa com 

servidores hp 

soluções de servidor de internet poderosas e 
flexíveis para uma infra-estrutura sempre ativa 

O centro de processamento de 
dados da Internet é o elemento 
crítico que possibilitará a 
próxima geração dos negócios. 
E ao projetar e implementar sua 
solução de Internet, sua primeira 
preocupação deve ser encontrar 
produtos e serviços de 
tecnologia que sejam 
construídos corretamente logo 
na primeira vez. Sua próxima 
preocupação será assegurar 
que o que funciona hoje 
também vai atender as suas 
necessidades futuras, à medida 
que novas oportunidades -e 
novos desafios - se 
apresentarem. 

A infra-estrutura de tecnologia 
correta é aquela que está 
sempre ativa onde e como for 
necessário. Isso é o que a HP 
pode ajudá-lo a construir- e 
não há precedentes na 
indústria. 

Os servidores HP Superdome 
fornecem uma combinação sob 
medida de tecnologia e 

serviços. Construída com 
componéntes-chqve, tais como 
as habilidades comprovadas da 
HP em centros de 
processamento de dados, sua 
experiência em e-services e sua 
força em desenvolvimento de 
utilitários, sua infra-estrutura 
sempre ativa fornecerá uma 
experiência excepcional para os 
clientes, assegurando a 
facilidade, velocidade e 
eficácia. 

sua infra-estrutura 
sempre ativa 

Tratando dos inúmeros desafios 
difíceis que você enfrenta ao 
construir e gerenciar uma 
empresa de Internet, a HP 
fornece: 

• HP Superdome Servidores 
UNIX líderes da indústria 

• Blocos de construção de 
utilitários-somente da HP 

• A mais ampla oferta de 
capacidades de 
particionamento da indústria, 
com o 11COntinuum" 
particionamento da HP 

• ltanium1" e capacidade para 
SOs variados 

sempre presente 
A HP também está sempre 
presente para você, desde o 
primeiro contato. A HP fornece: 

• Gerenciamento de soluções 
de loop fechado 

• Avaliações iniciais 

• Pré-integração e testes 

• Treinamento baseado em 
necessidades 

• Serviços de migração 

E asseguramos que sua infra­
estrutura funcionará 
continuamente com: 

• Serviços prootivos 

• Acordos para reparos 

l 

uma experiência 
excepcional para o 
cliente 

A implementação bem-sucedida 
de um centro de processamento 
de dados exige muito mais do 
que tecnologia. É por isso que a 
infra-estrutura sempre ativa está 

sempre com você- em todas 
as etapas do caminho. 

• invente: facilidade de 
planejamento e projeto para 
uma solução que é feita sob 
medida para se adequar 
imediatamente aos seus 
negócios 

• construa: velocidade de 
integração e instalação de 
uma infra-estrutura pronta 
para funcionar 

• execute: serviços de missão 
crítica e tecnologias que. 
possibilitam uma operação 
contínua, uma capacidade 
flexível e um gerenciamento 
eficiente para assegurar a 
excelência operacional do 
dia-o-dia 

• evolua: plano à prova de 
obsolescência, 
desenvolvimento de utilitários 
e cuidado contínuo para 
atender a suas necessidades 
por toda a vida de sua 
empresa 

, . 
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nfigurações do hp superdome para atender a 
ecessidades f' 

~: _, 

os seus requisitos orçamentários. 

configuração básica 
A construção do base correto reduz drasticamente os problemas e 

acelero o tempo de instalação em produção, de formo que todos os 
soluções Superdome incluirão o Configuração Básico como base poro um 
desempenho excelente. A Configuração Básica destina-se a empresas 
cujos aplicativos têm requisitos de disponibilidade de baixa prioridade ou 
que possuem especialistas em suas equipes para executar e gerenciar 

seus próprios ambientes de TI. 

• Gerenciamento de projetos e~ loap fechado utilizando metodologios 
baseados em processos e medidos poro assegurar seu sucesso e 
satisfação 

• Serviços de consultoria poro um projeto detalhado de arquitetura poro 
assegurar que esteja correto logo no primeira vez 

• Avaliação de habilidades e treinamento específico em Superdome 
poro fornecer à equipe de TI os habilidades necessárias 

• Preparação completo do local/ambiente para ajudá-lo o compreender 
e abordar os exigências de suo localização físico 

• Integração e testes de fábrica do HP para assegurar que o sistema 
esteja adequadamente configurado e chegue pronto poro funcionar 

• Suporte contínuo de centro de respostas, disponível 24 horas por dia, 
7 dias por semana, com compromisso de resposta em 4 horas 

configuração de sistemas críticos 
Paro um alto nível de disponibilidade de sistema, a experiência do HP 
reconhecida pelo indústria fornece suporte do tipo missão crítica como 
base do configuração de Sistemas Críticos. Esta configuração é o nível 
mínimo de serviço poro ambientes de missão crítica. Ela aumento o 
prioridade dos serviços reativos e adiciono serviços de suporte proativos 

com monitoramento do disponibilidade. 

sua infra-estrutura sempre ativa potencializa soluções 
robustas para os principais aplicativos da atualidade 
Planejamento de Recursos Corporativos (ERP): A estruturo fundamental paro 
novos óreos de vantagem competitivo: supply choin, 
e<ommerce e desenvolvimento de produtos. \ 
Computação de Missão Crítica: Produtos e soluções de alta disponibilidade 
paro ojudó~o o obter os níveis de disponibilidade que você preciso paro 
atender o seus clientes. 
E-l.;..,lligence: Obtenho o móximo de valor de seus ativos de dadas - tonto 

internos quanto externos- utilizando" ferramentas de ponto paro onólise, 
business intelligence e aplicativos do HP. 
E-<Ommerce: Gerencie os custos de sites de e-commerce, refinando os recursos 
de computação paro atender os necessidades que estão sempre mudando e 
osseguror que seu site de e-commerce crítico esteja disponível e possuo o 
capacidade que necessito. 
Computação Técnica: Os aplicativos de computação técnico nunca conseguem 
obter poder suficiente. Os níveis extremamente altos de desempenho e 
capacidade de expansão oferecidos por uma infra-estruturo sempre ativo · 
atendem o essas necessidades de frente. 
Consolidação de Sistemas: Reduzo os custos, aumente o flexibilidade, o 
disponibilidade e o desempenho, e melhore o gerenciamento dos infra· 
estruturos de n com o complexidade reduzido e o disponibilidade ampliado 
dos configuroções sempre ativo. 

·, ·. 
Elo inclui o Configuração Básico, acrescido de: 

Um plano de suporte detalhando os requisitos específicos da conta em 
questão e o compromisso de resposta da HP 

Engenheiros de Conto Designados 

Análise de Prontidão do Superdome poro ajudá-lo a atender o seus 
requisitos de alta disponibilidade e desempenho 

Tópicos de Consultoria Técnico poro seleção 

Diagnóstico remoto de alta velocidade e coleto de dados críticos poro 
acompanhar o desempenho do sistema e prevenir problemas antes que 
ocorram 

• Compromisso de resposta em 6 horas para chamados de reparo de 
hardware 

• Recuperação de Sistema Prioritário 

• Serviços de Recuperação de Negócios (opcional) 

configuração de continuidade de negócios 
A Configuração de Continuidade de Negócios fornece muito mais do 
que uma listo de serviços. Ela fornece uma formo diferente de abordagem 

poro o planejamento do disponibilidade. A Continuidade de Negócios é 

uma colaboração entre o HP e o cliente, criando um plano poro abordar 

de formo pró-oliva todos os elementos do ambiente de TI que afetam o 
disponibilidade dos negócios. Elo foi projetado e construída tendo como 
meta a disponibilidade máximo e seu foco é na operação ideal dos 

negócios. A Continuidade de Negócios fornece serviços proalivos 
sofisticados e o melhor serviço de suporte da indústria. 

Elo inclui o Configuração Básico e o de Sistemas Críticos, além de: 

• Uma equipe dedicada à conto e um plano personalizado de serviços 
prootivos 

• Resposta de prioridade máxima fornecido por especialistas treinados 

• Processos de gerenciamento de mudanças altamente detalhados 

• Revisões de conta mensais 

• O único compromisso de resposta em 4 horas paro chamados de 
restauração de hardware e software da indústria 

• Solução permanente de software dentro de 14 dias 

novos sistemas operacionais para a era da internet 
O ambiente operacional HP-UX 11 i fornece o melhor plataforma por~ 
empresas de Internet do tipo sempre ativo. 

O sistema operacional Microsoft® Windows Nt® /Linux mais amigável 
atualmente, com um ambiente de desenvolvimento Linux Open Source 
e suporte o WebGoin Studio. 

A melhor funcionalidade ponta-a-ponta de Internet crítica, alto 
disponibilidade de sistema único, capacidade de gerenciamento, ü 
segurança e integração UNIX/Windows® 

Desempenho e capacidade de expansão definitivos com capacidade t 
sob demanda instantânea, suporte o particionamento físico e virtual, 
forte desempenho JavaTM e capacidade de expansão para Symmelric 
Multi-Processing (SMP) de 64 processadores de alto desempenho 

A melhor proteção e longevidade de investimentos através de 
compatibilidade binário com os processadores PARISC (64 bits) e ltanium 
Processar Family (IPF) 

Três opções de conjuntos de capacidade de gerenciamento HP-UX 
Service Contrai para um controle centralizado e capacidade otimizado 
eficazes quanto ao custo 

Três opções de ambientes operacionais completos feitos sob medida 
para as necessidades de computação de Internet, corporativas ou de 
missão crítica 

.. ,. 
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visão 

disponibilidade 
Adição e substituição on-line de placas de E/S PCI, compartimentos de placas de 
E/Se células (CPU/memória•) 
6 ou 1 2 ventiladores e 4, 6 ou 12 fontes de alimentação, todos hot swop, 
incluindo N+ 1 
Verificação e correção de erros em todos os caminhos de CPU e memória 
Caminhos de dados de E/S com proteção de paridade 
Fonte de alimentação dupla 

até ló partições físicas (nPartitions) 

HP Virtual Partitions (vPar) até 64 

Suporte o soluções de cluster local e remoto para projetos de site backup 
com distãncio ilimitado 

ca cidade 
Nó único: 1 o 64 de 552MHz, 750MHz, 875MHz 

CPUs de alto desempenho P A-8700+ com 2.25MB de coche on-chip por CPU 

Desempenho de liderança 

Capacidade de particionamento ( 1 a 16 nPartitions) para alocação de recursos, 
diversos ambientes operacionais ou escalonamento de aplicativos 
Até 64 partições virtuais 

Até 256 GB de memória (512GB previsto poro julho 2003) 
largura de bando de memória de 64GB/s por gabinete de 64 CPU 

Ç, '<irão do iridústrio de 64 bits 33MHz (2x) ou 66MHz (4x) 
, canais de E/S de 265MB/s (PCI de 33MHz) ou 530MB/s (PCI de 66MHz) 

92 slots PCI hot swop de E/S (com gabinete para expansão de E/S) 

Opções de armazenamento incluindo orroys de disco JBOD, Fibre Chonnel ou 
HP Surestore; HP AutoRAID, Multiplexador HP Fibre-Chonnel-to-SCSI, unidades de 
fito e bibliotecas 

conectividade 
Operações bósicos de E/S incluindo LAN 1 0/1 OOBose-T 

Conectividade de rede: para Token Ring, 1 OOOBose-SX, 1 OOOBose·T, 
10/lOOBose-TX, Terminal MUX, PKC, HIPPI, X.25, ATM, Hyperlabric e FDDI 

Conectividade de armazenamento: Ultra2 SCSI, F/W SCSI, Fibre Chonnel 

Suporte o servidor WAP Nokio 

urança 
Detecção de invasão baseado no host 

Capacidade de rede virtual privado IPSec ponto-o-ponto 

capacidade de gerenciamento 
Estação de Gerenciamento de Suporte 

Gerenciador de Partições (porrngr) 

Sistema de Gerenciamento de Falhos Estendido 

icecontrol Monoger integrado 

HP-UX Worklood Monoger 

proteção e flexibilidade das investimentos 
Projetado para atualizações futuras para diversos gerações de PA-RISC e IPF 

licença ilimitado embutido para o sistema operocionol de Internet HP-UX 11 i; 
opções de atualização para o Enterprise ou Mission-Criticol HP-UX 

Suporte futuro o Windows NT e Linux 

Seleção de opções integrados de servidor Web: padrão do indústria para um 
desempenho mais rápido e mais exponsível 

Plataforma de software aberto E-speok para o desenvolvimento e distribuição 
de e ·services 
•Disponível em versões futuras do HP-UX 

Recursos de alta disponibilidade embutidos fornecem níveis superiores de 
• confiobilidode 
• capacidade de suporte 
• capacidade de reparos 
• disponibilidade de sistema único 
• disponibilidade de sistemas múltiplos 
poro ajudar o obter o móximo de tempo ativa poro aplicativos de missão crítica 

Fornece capacidade de particionamento físico 

Fornece capacidade de particionamento lógico 

Soluções completos para alto disponibilidade em clusters eliminam os pontos de 
folha individuais 

Permite expansão de diferentes processadores no mesmo gabinete. A estrutura do 

servidor superdome também aceitará novos processadores PA-RISC 

Seus benchmarks são recordes mundiais e um padrão para o indústria 

Permite que o gerenciador do sistema otimize o alocação de recursos entre cargos 
de trabalho concorrentes. Quando utilizando 16 nPortitions não existe perdas de 
escalobilidode, pois com 64 CPUs o servidor mantém suas capacidades máximos 
de memória e slots PCI poro proteger os investimentos em 
hardware 

Desempenho de subsistema de memória aumentado para o processamento rápido 
e confiável de aplicativos de alto desempenho 

Manipulo facilmente aplicativos com muitos operações de 1/0 e possibilito um 
escalonamento rópido para ocomoclor demandas mais altos 

Armazenamento flexível de alto capacidade que protege os dados críticos 

Capacidade de conexão em rede fócil e pronto para funcionar 

Soluções completos de conectividade ponto-o-ponto para e-services 

Grande variedade de opções de conectividade de armazenamento de alto 

velocidade 

Conectividade poro aplicativos sem fio 

Segurança e proteção definitivos contra alagues 

Segurança de camada de rede independente de aplicativo 

Acesso remoto centralizado o firmwore e ferramentas de diagnóstico de varredura, 
poro uso em todos os sistemas Superdome no centro de processamento de dados 

Interface GUI intuitivo para gerenciar e modificar facilmente todos os partições de 
um sistema Su rdome 

Console poro o exibição do status do sistema (local e remoto), restauração do 
sistema, poder de controle poro ligar e desligar 

Estabilizo o desempenho de sites no Web sob cargos muito pesados poro 
melhorar o confiobilidode do site e o rod ão de transa ões 

Controle central dos recursos do servidor rápido e eficaz quanto aos custos para o 
mais alto grau de eficiência no administração do sistema 

Primeiro gerenciamento de recursos baseado em metas do indústria UNIX. 
Reconfiguro automaticamente os alocações de CPU, baseado nos objetivos de 
nível de serviço do cliente (SlOs) 

Proteção superior dos investimentos e longevidade 

Opção de escolho entre três ambientes operacionais com todos os componentes 
bósicos de sistema operocionol necessórios para ambientes de Internet, 
corporativos ou de missão crítico 

Oferece uma seleção de ambientes com transição fácil para o produção no 
robusto lotolorma HP-UX 1 1 i 
Facilidade de distribuição para novos sites no Web ou otimizado para sites com 

alto tráfego 

Possibilito o descoberto dinãmico e interação de aplicativos e e-services através do 
Internet, incluindo capacidades de agenciamento 
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do a construir uma infra-estrutura sempre ativa para seu centro de processamento de dados da internet 

rquiteturo SMP (Symetric Multi Processing) 

memória mlnima/móxima (com DIMMs de 512 MB), com proteção ECC 

compartimentos poro placa de E/S de 12 slots completamente hot-swop 

slots de E/S PCt completamente hot-swop 

fontes de alimentação redundantes hot-swop (N+ 1 incluído) 

ventiladores de E/S 

ventiladores redundantes hot-swop (N+ 1 incluído) 

particionamento físico (nPortitions) 

largura de bando transversal 

controladora de célula poro largura de bando de subsistema de E/S 

largura de banda de E/S 

largura de bando de memória 

sistema operacional 

dimensões físicas: 
altura 
largura 
profundidade 
peso 

temperatura de operaçõo 

Tensõo nominal de alimentação e freqüência 

taxa móxima de variação de temperatura 

umidade relativa de operoçõo 

umiclode relativa foro de operação 

altitude de operaçõo 

altitude foro de operação 

1Copocidode de substituiçõo e odiçõo online oferecido com o HP-UX versõo posterior o 11 i 

' 

para mais infonnações 
Visite nosso site sobre os servidores HP Superdóme na 
Web em: 

hHp:/ /www.hp.com/go/superdome 

faça seu pedido on-line agora 
As informações sobre produtos e documentação técnica 
da HP estão disponíveis on-line em www.docs.hp.com 

honium é marca comercial da Intel Corporotion nos Estados Unidos e em outros poises e é 
usado sob licença . Jovo é marco comercial do Sun Microsystems, lnc nos Estados Unidos. 
Microsoft, Windows e Windows NT são marcos registrados do MicrOsoft Corp nos Estados 
Unidos. UNIX é marco registrado do The Open Group. Todos os nomes de produtos sõo 
marcas comerciais de seus respectivos proprietórios. As informações contidos neste 

documento estõo suieitos o alterações sem aviso prévio. © Copyright Hewlett-Pockord 

Compony 200 l. 
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1 a 64 CPU de alto desempenho 

1-16 

2GB/256GB 

até 16 

até 192 com gabinete de expansão poro E/S) (128 slots de 33MHz, 64 slots de 
66MHz) 

12 

12 

8 

até 16 

64GB/s 

2.0GB/s 

32GB/s 

64GB/s 

HP-UX 11i 

1,96 m 
1.524 mm 

1.220 mm 
1.196 kg 

200 o 240 volts · 50Hz ou 60Hz 

15% a 80%, o 35°C 

90% o 650 

O a 3000m 

O a 4500m 
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Extent-Based Allocation 

Extent-Based Allocation 

Disk space is allocated in 1024-byte sectors to form logical blocks. VxFS 
supports logical block sizes of 1024, 2048, 4096, and 8192 bytes. The 
default block size is 1 K for file systems up to 8 GB, 2K for file systems up 
to 16 GB, 4K for file systems up to 32 GB, and 8K for file systems beyond 
this size. 

An extent is defined as one or more adjacent blocks of data within the 
file system. An extent is presented as an address-length pair, which 
identifies the starting block address and the length of the extent (in file 
system o r logical blocks). VxFS allocates storage in groups o f extents 
rather than a block at a time (as seen in the HFS file system). 

Extents allow disk I/0 to take place in units of multiple blocks if storage 
is allocated in consecutive blocks. For sequential I/0, multiple block 
operations are considerably faster than block-at-a-time operations; 
almost ali disk drives accept I/0 operations of multiple blocks. 

The Extent allocation only slightly alters the interpretation of addressed 
blocks from the inode structure compared to block based inodes. HFS file 
system inode structure contains the addresses of 12 direct blocks, one 
indirect block, and one double indirect block. An indirect block contains 
the addresses of other blocks. The HFS indirect block size is 8K and each 
address is 4 bytes long. HFS inodes therefore can address 12 blocks 
directly and up to 2048 more blocks through one indirect address. 

A VxFS inode is similar to the HFS inode and references 10 direct 
extents, each of which are pairs of starting block addresses and lengths 
in blocks. The VxFS inode also points to two indirect address extents, 
which contain the addresses of other extents: 

• The first indirect address extent is used for single indirection; each 
entry in the extent indicates the starting block number of an indirect 
data extent. 

• The second indirect address extent is used for double indirection; 
each entry in the extent indicates the starting block number of a 
single indirect address extent. 

Each indirect address extent is 8K long and contains 2048 entries. Ali 
indirect data extents for a file must be the same size; this size is set when 
the first indirect data extent is allocated and stored in the inode. 
Directory inodes always use an 8K indirect data extent size. Regular file 
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inodes also use an 8K default indirect data extent size bi.lt allocate the 
indirect data extents in clusters to simulate larger extents. 

Typed Extents 

The information in this section applies to the VxFS Version 3 and 4 disk 
layout. 

~ In Version 3 and 4, VxFS introduced a new inode block map organization 
· . for indirect extents known as typed extents. Each entry in the block 

map has a typed descriptor record containing a type, offset, star ting 
block, and number of blocks. 

Indirect and data extents use this format to identify logical file offsets 
and physical disk locations of any given extent. The extent descriptor 
fields are defined as follows: 

type 

offset 

starting block 
number o f blocks 

niquely identifies an extent descriptor record and 
efines the record's length and format. 
epresents the logical file offset in blocks for a given 
escriptor. Used to optimize lookups and eliminate 
ole descriptor entries. 
h e starting file system block o f the extent. 
h e number o f contiguous blocks in the extent. 

• Indirect address blocks are fully typed and may have variable lengths 
up to a maximum and optimum size of 8K. On a fragmented file 
system, indirect extents may be smaller than 8K depending on space 
availability. VxFS always tries to obtain 8K indirect extents but 
resorts to smaller indirects if necessary. 

• Indirect Data extents are variable in size to allow files to a llocate 
large, contiguous extents and take full advantage ofVxFS's optimized 
I/O. 

• Holes in sparse files require no storage and are eliminated by typed 
records. A hole is determined by adding the offset and length of a 
descriptor and comparing the result with the offset of the next record. 

• While there are no limits on the leveis of indirection, lower leveis are 
expected in this format since data extents have variable lengths. 

• This format uses 3 type indicator that determines its record format 
and content and accommodates new requirements and func tionality 
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for future types. 

The current typed format is used on regular files only when indirection is 
needed. Typed records are longer than the previous format and require 
less direct entries in the inode. Newly created files start out using the old 
format which allows for ten direct extents in the inode. The inode's block 
map is converted to the typed format when indirection is needed to offer 
the advantages of both formats. 
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Extent Attributes 

VxFS allocates disk space to files in groups of one or more extents. HP 
OnLineJFS also allows applications to contrai some aspects of the extent 
allocation. Extent attributes are the extent allocation policies 
associated with a file. 

The setext and getext commands allow the administrator to set or 
~ view extent attributes associated with a file, as well as to preallocate 

space for a file. Refer to Chapter 3 , "Extent Attributes," Chapter 6 , 
"Application Interface," setext(IM), and getext(lM) for discussions on 
how to use extent attributes. 

The vxtunefs command allows the administrator to setor view the 
default indirect data extent size. Refer to Chapter 5 , "Performance and 
Tuning" and vxtunefs(IM) for discussions on how to use the indirect 
data extent size feature. 

setext functionality is available only with the optional HP OnLineJFS 
product. 
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Fast File System Recovery 

The HFS file system relies on full structural verification by the fsck 
utility as the only means to recover from a system failure. For large disk 
configurations. this utility involves a time consuming process of checking 
the entire structure, verifying that the file system is intact, and 
correcting any inconsistencies. 

VxFS provides recovery only seconds after a system failure by utilizing a 
tracking feature called intent logging. This feature records pending 
changes to the file system structure in a circular intent log . During 
system failure recovery, the VxFS fsck utility performs an intent log 
replay, which scans the intent log and nullifies or completes file system 
operations that were active when the system failed . The file system can 
then be mounted without completing a full structural check of the entire 
file system. The intent log recovery feature is not readily apparent to the 
user or the system administrator except during a system failure. 

Replaying the intent log may not completely recover the damaged file 
system structure if the disk suffers a hardware failure; such situations 
may require a complete system check using the fsck utility provided 
with VxFS. 
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Online System Administration 

With the HP OnLineJFS product, a VxFS file system can be 
defragmented and resized while it remains online and accessible to 
users. The following sections contain detailed information about these 
features. 

The online administration features, defragmentation, resizing, and 
online backup, are available only with the optional HP OnLineJFS 
product. 

Defragmentation 

Free resources are initially aligned and allocated to files in the most 
efficient arder possible to provide optimal performance. On an active file 
system, the original arder of free resources is lost over time as files are 
created, removed, and resized. The file system is spread further and 
further along the disk, leaving unused gaps or fragments between areas 
that are in use. This process is also known as fragmentation and leads 
to degraded performance because the file system has fewer options when 
assigning a file to an extent (a group of contiguous data blocks). 

The HFS file system uses the concept of cylinder groups to limit 
fragmentation. Cylinder groups are self-contained sections of a file 
system that indicate free inodes and data blocks. Allocation strategies in 
HFS attempt to place inodes and data blocks in dose proximity. This 
reduces fràgmentation but does not eliminate it. 

HP OnLineJFS provides the online administration utility fsadm to 
resolve the problem of fragmentation . The fsadm utility defragments a 
mounted file system by: 

• removing unused space from directories 

• making all small files contiguous 

• consolidating free blocks for file system use 

This utility can run on demand and should be scheduled regula rly as a 
cronjob. 
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Resizing 

A file system is assigned a specific size as soon as it is created; the file 
system may become too small or too large as changes in file system usage 
take place over time. 

The HFS file system traditionally offers four solutions to address an 
inadequate small file system: 

• Move some users to a different file system. 

• Move a subdirectory of the file system to a new file system. 

• Copy the entire file system to a larger file system. 

• Unmount the file system (offline), extend the volume, extend the file 
system, then remount the file system. 

Most large file systems with too much space try to reclaim the unused 
space by off-loading the contents of the file system and reb.uilding it to a 
preferable size. The HFS file system requires unmounting the file system 
and blocking user access during the modification. 

When the HP OnLineJFS product is installed, the VxFS utility f sadm 
can expand or shrink a file system without unmounting the file system or 
interrupting user productivity. However, to expand a file system, the 
underlying device on which it is mounted must be expandable. LVM 
facilitates expansion using virtual disks that can be increased in size 
while in use. The VxFS and LVM packages complement each other to 
provide online expansion capability. 

You can only shrink a file system that uses the version 4 disk layout. 
How~ver, even with the version 4 disk layout, it is sometimes not 
possible to' shrink a file system. When shrinking a version 4 file system, 
JFS attempts to move extents off the area of the file system being 
reduced. However, if JFS cannot move extents off the area of the file 
system being reduced, the shrink will fail. 
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Online Backup 

The HP OnLineJFS product provides a method of online backup of data 
using the snapshot feature. An image of a mounted file system instantly 
becomes an exact read-only copy of the file system at a certain point in 
time. The original file system is snapped while the copy is called the 

• snapshot. 

When changes are made to the snapped file system, the old data is first 
copied to the snapshot. When the snapshot is read, data that has not 
changed is read from the snapped file system. Changed data is read 
directly from the snapshot. 

Backups require one of the following methods: 

• copying selected files from the snapshot file system (using f ind and 
cpio) 

• backing up the entire file system (using fscat) 

• initiating a full or incrementai backup (using vxdump) 

For detailed information about performing online backups, see Chapter 
4, "Online Backup." 
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Application Interface 

The VxFS file system conforms to the System V Interface Definition 
(SVID) requirements and supports user access through the Network File 
System (NFS). Applications that require performance features not 
available with other file systems can take advantage of VxFS 
enhancements that are introduced in this section and covered in detail in 
Chapter 6 , "Application Interface." 

Application Transparency 

In most cases, any application designed to run on the HFS file system 
should run transparently on the VxFS file system. 

Expanded Application Facilities 

The HP OnLineJFS product provides some facilities frequently 
associated with commercial applications that make it possible to: 

• preallocate space for a file 

• specify a fixed extent size for a file 

• bypass the system buffer cache for file 110 

• specify the expected access pattern for a file 

Since these facilities are provided using VxFS-specific ioctl system calls, 
most existing UNIX system applications do not use these facilities. The 
cp, cpio, and mv utilities use these facilities to preserve extent attributes 
and allocate space more efficiently. The current attributes of a file can be 
listed using the getext command or ls command. The facilities can also 
improve performance for custom applicatioris. For portability reasons, 
these applications should check what file system type they are using 
before using these interfaces. 

'-=...---:-==,....=· ,=·n·-,...,-.., -- --,....-
• '-" '-' VoJI r.. v v v VI ~ 

'-' lVII • v v " "E I os 
Chapter 1 31 o 

. 14 43\ 
Fls: -------f 
Doe: 



NOTE 

The VxFS File System 

Extended mount Options 

Extended mount Options 
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The VxFS file system supports extended mount options to specify: 

• enhanced data integrity modes 

• enhanced performance modes 

• temporary file system modes 

• improved synchronous writes 

See Chapter 5, "Performance and Tuning" and mount_vxfs(IM) for 
details on the VxFS mount options. 

Enhanced Data Integrity Modes 

Performance trade-offs are associated with these mount options. 

The HFS file system is "buffered" in the sense that resources are 
allocated to files and data is written asynchronously to files. In general, 
the buffering schemes provide better performance without compromising 
data integrity. 

If a system failure occurs during space allocation for a file, uninitialized 
data or data from another file may appear in the extended file after 
reboot. Data written shortly before the system failure may also be lost. 

Using blkclear for Data Integrity 
.. 

In environments where performance is more important than absolute 
data integrity, the preceding situation is not of great concern. However, 
VxFS supports environments that emphasize data integrity by providing 
the mount -o blkclear option that ensures uninitialized data does not 
appear in a file. 

Using closesync for Data Integrity 

VxFS provides the mount -o mincache=closesync option, which is 
useful in desktop environments with users who are likely to shut off the 
power on m~chines without halting them first. In closesync mode, only 
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files that are written during the system crash or shutdown can 
Any changes to a file are flushed to disk when the fileis closed. 

Enhanced Performance Mode 

The HFS file system is asynchronous in the sense that structural 
changes to the file system are not immediately written to disk. File 
systems are designed this way to provide better performance. However, 
recent changes to the file system may be lost if a system failure occurs. 
More specificaliy, attribute changes to files and recently created files may 
disappear. 

The default logging mode provided by VxFS (mount -o log) guarantees 
that ali structural changes to the file system are logged to disk before the 
system cali returns to the application. If a system failure occurs, fsck 
replays any recent changes to preserve ali metadata. Recent file data 
may be lost unless a request was made to sync it to disk. 

Using delaylog for Enhanced Performance 

VxFS provides the mount -o delaylog option which increases 
performance by delaying the logging of some structural changes. 
However, recent changes may be lost during a system failure. This option 
provides at least the same levei of data accuracy that traditional UNIX 
file systems provide for system failures, along with fast file system 
recovery. 

Temporary File System Modes 

On most UNIX systems, temporary file system directories (such as /tmp 
and /usr/tmp) often hold files that do not need to be retained when the 
syste.rn reboots. The underlying file system does not need to maintain a 
high degnie of structural integrity for these temporary directories. 

Using tmplog for Temporary File Systems 

VxFS provides a mount -o tmplog option which aliows the user to 
achieve higher performance on temporary file systems by delaying the 
logging of most operations. 

Improved Synchronous Writes 

HP OnPneJFS provides superior performance for synchronous write 
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applications. 

The default datainlog option to mount greatly improves the 
performance of small synchronous writes. 

The convosync=dsync option to mount improves the performance of 
applications that require synchronous data writes but not synchronous 
inode time updates. 

~ The use of the convosync=dsync option violates POSIX semantics. 

The datainlog and convosync options are available only with the 
optional HP OnLineJFS product. 
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Enhanced 1/0 Performance 

VxFS provides enhanced I/0 performance by applying an aggressive I/0 
clustering policy. 

Enhanced 1/0 Clustering 

I/0 clustering is a technique of grouping multiple I/0 operations together 
for improved performance. The VxFS I/0 policies provide more 
aggressive clustering processes than other file systems and offer higher 
I/0 throughput when using large files; the resulting performance is 
comparable to that provided by raw disk. 

Application-Specific Parameters 

System administrators can also set application specific parameters on a 
per-file system basi~ to improve I/0 performance. 

• Default Indirect Extent Size 

On disk layout Version 2, this value can be set up to apply to all the 
indirect extents, provided a fixed extent size is not already set and the 
file does not already have indirect extents. The Version 3 and 4 disk 
layout uses typed extents which have variable sized indirects. 

• Discovered Direct I/0 

All sizes above this value would be performed as direct I/0. 

The Discoyered Direct I/0 parameter is available only with the HP 
OnLineJFS product. 

• Maximum Direct I/0 Size 

This value defines the maximum size of a single direct I/0. 

The Maximum Direct I/0 Size parameter is available only with the HP 
OnLineJFS product. 
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Enhanced 1/0 Performance 

For a discussion of performance benefits, refer to Chapter 5 , 
"Performance and Tuning", Chapter 6, "Applica tion Interface", 
vxtnnefs(lM) , and tnnefstab(4). 

36 Chapter1 

0.· '"- . 

o 

) 
/ 



c 

o 

Quotas 

VxFS supports the Berkeley Software Distribution (BSD) style user 
quotas, which allocate per-user quotas and limit the use of two principal 
resources: files and data blocks. The system administrator can assign 
quotas for each of these resources. Each quota consists of two limits for 
each resource: 

• The hard limi t represents an absolute limit on data blocks or files. 
The user may never exceed the hard limit under any circumstances. 

• The soft limit is lower than the hard limit and may be exceeded 
for a limited amount of time. This allows users to temporarily exceed 
limits as long as they fali under those limits before the allotted time 
expires. 

The system administrator is responsible for assigning hard and soft 
limits to users. See "Quota Limits" for more information. 
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Access Control Lists 

An Access Contrai List (ACL) stores a series of entries that identify 
specific users ar groups and their access privileges for a directory or file. 
A file may have its own ACL or may share an ACL with other files. ACLs 
have the advantage of specifying detailed access permissions for multiple 

• users and groups. Refer to getacl (1M) and setacl(lM) for information 
on viewing and setting ACLs. 

Access controllists require a file system with the version 4 disk layout. 
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Support for Large Files 

VxFS can, theoretically, support files up to two terabytes in size because 
file system structures are no longer in fixed locations (see Chapter 2 , 
"Disk Layout"). The maximum size tested and supported on HP-UX ll.x 
systems is one terabyte. Large files are files larger than two gigabytes in 
size. 

Be careful when enabling large file capability. Applications and utilities 
such as backup may experience problems if they are not aware of large 
files. 

Creating a File System with Large Files 

You can create a file system with large file capability by entering the 
following command: 

# mkfs -F vxfs -o largefiles special_device size 

Specifying largefiles sets the largefiles flag, which allows the file 
system to hold files up to one terabyte in size. Conversely, the default 
nolargefiles option clears the flag and limits files being created to a 
size o f two gigabytes or less: 

# mkfs -F vxfs -o nolargefiles special device size 

Q _N_O_T_E ______ The iargefiles flag is persistent and stored on disk. 

Mounting a File System with Large Files 

If a mount succeeds and nolargefiles is specified, the file system 
cannot contain or create any large files. If a mount succeeds and 
largefiles is specified, the file system may contain and create large 
files . 

The mo:unt command fails if the specified largefiles I nolargefiles 
option does not match the on-disk flag. r-----------------
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The mount command defaults to match the current setting of the on-disk 
flag if specified without the largefiles or nola rgefiles option, so it's 
best not to specify either option. After a file system is mounted, you can 
use the fsadm utility to change mount options. 

Managing a File System with Large Files 

You can determine the current status o f the largefiles flag with any o f the 
~ following commands: 

# mount 
# mkfs -F vxfs -m 
# fsadm -F vxfs 

special_device 
mount_point 

You can switch capabilities on a mounted file system with the fsadm 
command: 

# fsadm -F vxfs -o largefilesinolargefiles mount_point 

You cannot switch a file system to nolargefiles if it holds large files. 

See mount_vxfs(lM), fsadm_ vxfs(lM) , and mkfs_ vxfs(lM) . 
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Introduction 

Three disk layouts are available with the VxFS file system: 

Version 2 

Version 3 

The Version 2 disk layout was designed to support features such 
as filesets, dynamic inode allocation, and enhanced security. 
The Version 3 disk layout encampasses all file system structural 
inforrnation in files, rather than at fixed locations on disk, 
allowing for greater scalability. Version 3 supports files and file 
systems up to one terabyte in size. 

Version 4 The Version 4 disk layout supports access controllists (ACLs). 

The Version 1 disk layout is not supported on HP-UX. 

The following topics are covered in this chapter: 

• "Disk Space Allocation" 

• "The VxFS Version 1 Disk Layout" 

• "Overview" 

• "Super-Block" 

• "Intent Log" 

• "Allocation Unit" 

• "The VxFS Version 2 Disk Layout" 

"Overview" 

"Basic Layout" 

"Filesets and Structural Files" 

"Locating Dynamic Structures" 

• "The VxFS Version 3 Disk Layout" 

• 'The VxFS Version 4 Disk Layout" 

When HP-UX 11.1x is installed on a system, new VxFS file systems are 
created with the Version 4 layout by default. When JFS 3.3 is installed 
on an HP-U~ 11.00 system, new file systems are created with the 
Version 3 layout by default. Although mkfs allows the user to specify 
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other disk layouts, it is generally preferable to use the Version 4 ayout 
for new file systems. 

The vxupgrade command can upgrade an existing Version 3 VxFS file 
system to the Version 4 layout while the file system remains online. 
vxupgrade can also upgrade a Version 2 file system to the Version 3 
layout. See vxupgrade(1M) for details on upgrading VxFS file 
systems. You cannot downgrade a file system that has been upgraded. 

You cannot upgrade the root (!) or /usr file systems to Version 4 on an 
11.00 system running JFS 3.3. Additionally, we do not advise upgrading 
the /var or I opt file systems to Version 4 on an 11.00 system. These core 
file systems are crucial for system recovery. The HP-UX 11.00 kernel and 
emergency recovery media were built with an older version of JFS that 
does not recognize the Version 4 disk layout. If these file systems were 
upgraded to Version 4, your system might have errors booting with the 
11.00 kernel as delivered, or booting with the emergency recovery media. 
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Disk Space Allocation 

Disk Space Allocation 

Disk space is allocated by the system in 1024-byte sectors. An integral 
number of sectors are grouped together to form a logical block. VxFS 
supports logical block sizes of 1024, 2048, 4096, and 8192 bytes. The 
default block size is 1024 bytes for file systems less than 3 gigabytes; 

• 2048 bytes for file systems less than 16 gigabytes; 4096 bytes for file 
· systems less than 32 gigabytes; and 8192 bytes for file systems 32 

gigabytes or larger. The block size may be specified as an argument to 
the mkfs utility and may vary between VxFS file systems mounted on 
the same system. VxFS allocates disk space to files in extents. An extent 
is a set of contiguous blocks. 

44 Chapter2 

) 

o 



NOTE 

c 

Figure 2-1 

o 

/ (c~ 
/ ~Co~ 
I 'B)sk la~o\t \ 

The VxFS Version\~ Disk Laysit 
~~ 

The VxFS Version 1 Disk Layout 

This section describes the VxFS Version 1 disk layout. 

The Version 1 disk layout is not supported on HP-UX. 

Overview 

The VxFS Version 1 disk layout, as shown in Figure 2-1, "VxFS Version 1 
Disk Layout" includes: 

• the super-block 

• the intent log 

• one or more allocation units 

These elements are discussed in detail in the sections that follow. 

VxFS Version 1 Disk Layout 

Super-Biock 

lntent Log 

Allocation Unit O 

Allocation Unit n 
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The VxFS Version 1 Disk Layout 

Super-Block 

The super-block contains important information about the file system, 
such as: 

• the file system type 

• creation and modification dates 

• label information 

• information about the size and layout of the file system 

o the count of available resources 

• the file system disk layout version number 

The super-block is always in a fixed location, offset from the start of the 
file system by 8192 bytes. This fixed location enables utilities to easily 
locate the super-block when necessary. The super-block is 1024 bytes 
long. 

Copies of the super-block are kept in allocation unit headers: these copies 
can be used for recovery purposes if the super-block is corrupted or 
destroyed (see f sck _ vxf s (1M) for more details). 

Intent Log 

In the event of system failure, the VxFS file system uses intent logging to 
guarantee file system integrity. 

The intent log is a circular activity log with a default size o f 1024 
blocks. If the file system is smaller than 4 MB, the default log size is 
reduced (by rnkf s _ vxf s (1M)) to avoid wasting space. The intent log 
contains records of the intention of the system to update a file system 
structure. An update to the file system structure (a transaction) is 

(_) 

divided into separate sub-functions for each data structure that needs to Q 
be updated. A composite log record of the transaction is created, 
containing the sub-functions constituting the transaction. 

For example, the creation of a file that would expand the directory in 
which the file is contained would produce a transaction consisting of the 
following sub-functions: 

• a free extent map update for the allocation of the new directory block 

o a directory block update 
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• an inode modification for the directory size change 

• an inode modification for the new file 

• a free inode map update for the allocation of the new file 

VxFS maintains log records in the intent log for all pending changes to 
the file system structure and ensures that the log records are written to 
disk in advance of the changes to the file system. Once the intent log has 
been written, the transaction's other updates to the file system can be 
written in any arder. In the event of a system failure, the pending 
changes to the file system are either nullified or completed by the fsck 
utility. The VxFS intent log generally only records changes to the file 
system structure. File data changes are not normally logged. 

Allocation Unit 

An allocation unit is a group of consecutive blocks in a file system that 
contain a resource summary, free resource maps, inodes, data blocks, and 
a copy of the super-block. An allocation unit in the VxFS file system is 
similar in concept to the HFS "cylinder group." Each component of an 
allocation unit begins on a block boundary The VxFS Version 1 
allocation unit is shown in Figure 2-2, "Allocation Unit Structure." 
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The VxFS Version 1 Disk Layout 

Allocation Unit Structure 

Allocation Unit Header 

Allocation Unit Summary 

Free lnode Map 

Extended lnode Operations Map 

Free Extent Map 

lnode List 

Padding 

Data Blocks 

One or more allocation units exist per file system. Allocation units are 
located immediately after the intent log. The number and size of 
allocation units can be specified when the file system is made. All of the 
allocation units, except possibly the last one, are of equal size. If space is 
limited, th:e last allocation unit can have a partial set of data blocks to 
allow use of ali remaining blocks. 

Allocation Unit Header 

The allocation unit header contains a copy of the file system's super-block 
that is used to verify that the allocation unit matches the super-block of 
the file system. The super-block copies contained in allocation unit 
headers can also be used for recovery purposes if the super-block is 
corrupted or destroyed. The allocation unit header occupies the first 
block of each allocation unit. 
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Allocation Unit Summary 

The allocation unit summary contains the number of inodes with 
extended operations pending, the number of free inodes, and the number 
of free extents in the allocation unit. 

Free Inode Map The free inode map is a bitmap that indicates which 
inodes are free and which are allocated. A free inode is indicated by the 
bit being on. Inodes zero and one are reserved by the file system; inode 
two is the inode for the root directory; inode three is the inode for the 
lost+found directory. 

Extended Inode Operations Map The extended inode operations 
map keeps track o f inodes on which operations would remain pending for 
toa long to reside in the intent log. The extended inode operations map is 
in the same format as the free inode map. To prevent the intent log from 
wrapping and the transaction from getting overwritten, the required 
operations are stored in the affected inode (if the transaction has not 
completed, it does not get overwritten, the new log waits and the file 
system is frozen). This map is then updated to identify the in odes that 
have extended operations that need to be completed. 

Free Extent Map The free extent map is a series of independent 
512-byte bitmaps that are each referred to as a free extent map section. 
Each section is broken down into multiple regions. The first region, of 
2048 bits, represents a section of 2048 one-block extents. The second 
region, of 1024 bits, represents a section of 1024 two-block extents. This 
regioning continues for ali powers of 2 up to the single bit that represents 
one 2048 block extent. 

The file system uses this bitmapping scheme to find an available extent 
closest in size to the space required. This keeps files as contiguous as 
possible for faster performance. 

Inode List An inode is a data structure that contains information about 
a file. The VxFS inode size is 256 bytes. Each inode stores information 
about a particular file such as: 

• file length 

• link count 

• owner and group IDs 

• access privileges 
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• time of last access 

• time of last modification 

• pointers to the extents that contain the file's data 

There are up to ten direct extent address size pairs per inode. Each direct 
extent address indicates the starting block number of a direct extent; 
direct extent sizes can vary. If all of the direct extents are used, two 

~ . 
indirect address extents are available for use in each inode: 

• The first indirect address extent is used for single indirection, where 
each entry in the extent indicates the starting block number of an 
indirect data extent. 

• The second indirect address extent is used for double indirection, 
where each entry in the extent indicates the starting block number of 
a single indirect address extent. 

Each indirect address extent is 8K long and contains 2048 entries. All 
indirect data extents for a given file have the same size, which is 
determined when the file's first indirect data extent is allocated. 

The inode list is a series of inodes. There is one inode in the list for every 
file in the file system. 

Padding It may be desirable to align data blocks to a physical 
boundary. To facilitate this, the system administrator may specify that a 
gap be left between the end of the inode list and the first data block. 

Data Blocks The balance of the allocation unit is occupied by data 
blocks. Data blocks contain the actual data stored in files and directories. 
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• an inode modification for the directory size change 

• an inode modification for the new file 

• a free inode map update for the allocation of the new file 

VxFS maintains log records in the intent log for all pending changes to 
the file system structure and ensures that the log records are written to 
disk in advance of the changes to the file system. Once the intent log has 
been written, the transaction's other updates to the file system can be 
written in any arder. In the event of a system failure, the pending 
changes to the file system are either nullified o r completed by the f sck 
utility. The VxFS intent log generally only records changes to the file 
system structure. File data changes are not normally logged. 

Allocation Unit 

An allocation unit is a group of consecutive blocks in a file system that 
contain a resource summary, free resource maps, inodes, data blocks, and 
a copy of the super-block. An allocation unit in the VxFS file system is 
similar in concept to the HFS "cylinder group." Each component of an 
allocation unit begins on a block boundary. The VxFS Version 1 
allocation unit is shown in Figure 2-2, "Allocation Unit Structure." 
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Figure 2-2 

Disk Layout 

The VxFS Version 1 Disk Layout 

Allocation Unit Structure 

Allocation Unit Header 

Allocation Unit Summary 

Free lnode Map 

Extended lnode Operations Map 

Free Extent Map 

lnode List 

Padding 

Data Blocks 

One or more allocation units exist per file system. Allocation units are 
located immediately after the intent log. The number and size of 
allocation units can be specified when the file system is made. All of the 
allocation units, except possibly the last one. are o f equal size. If space is 
limited. the last allocation unit can have a partia! set of data blocks to 
allow use of all remaining blocks. 

Allocation Unit Header 

The allocation unit header contains a copy of the file system's super-block 
that is used to verify that the allocation unit matches the super-block of 
the file system. The super-block copies contained in allocation unit 
headers can also be used for recovery purposes if the super-block is 
corrupted or destroyed. The allocation unit header occupies the first 
block of each allocation unit. 
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Allocation Unit Summary 

The allocation unit summary contains the number of inodes with 
extended operations pending, the number of free inodes, and the number 
of free extents in the allocation unit. 

Free Inode Map The free inode map is a bitmap that indicates which 
inodes are free and which are allocated. A free inode is indicated by the 
bit being on. Inodes zero and one are reserved by the file system; inode 
two is the inode for the root directory; inode three is the inode for the 
lost+found directory. 

Extended lnode Operations Map The extended inode operations 
map keeps track of inodes on which operations would remain pending for 
too long to reside in the intent log. The extended inode operations map is 
in the same format as the free inode map. To prevent the intent log from 
wrapping and the transaction from getting overwritten, the required 
operations are stored in the affected inode (if the transaction has not 
completed, it does not get overwritten, the new log waits and the file 
system is frozen) . This map is then updated to identify the in odes that 
have extended operations that need to be completed. 

Free Extent Map The free extent map is a series of independent 
512-byte bitmaps that are each referred to as a free extent map section. 
Each section is broken down into multiple regions. The first region, of 
2048 bits, represents a section of 2048 one-block extents. The second 
region, o f 1024 bits, represents a section of 1024 two-block extents. This 
regioning continues for ali powers of 2 up to the single bit that represents 
one 2048 block extent. 

The file system uses this bitmapping scheme to find an available extent 
closest in size to the space required. This keeps files as contiguous as 
possible for faster performance. 

Inode List An inode is a data structure that contains information about 
a file. The VxFS inode size is 256 bytes. Each inode stores information 
about a particular file such as: 

• file length 

• link count 

• owner and group IDs 

• access privileges 
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• time of last access 

• time of last modification 

• pointers to the extents that contain the file's data 

There are up to ten direct extent address size pairs per inode. Each direct 
extent address indicates the starting block number of a direct extent; 
direct extent sizes can vary. If all of the direct extents are used, two 

• indirect address extents are available for use in each inode: 

• The first indirect address extent is used for single indirection, where 
each entry in the extent indicates the starting block number of an 
indirect data extent. 

• The second indirect address extent is used for double indirection, 
where each entry in the extent indicates the starting block number of 
a single indirect address extent. 

Each indirect address extent is 8K long and contains 2048 entries. All 
indirect data extents for a given file have the same size, which is 
determined when the file's first indirect data extent is allocated. 

The inode list is a series of inodes. There is one inode in the list for every 
file in the file system. 

Padding It may be desirable to align data blocks to a physical 
boundary. To facilitate this, the system administrator may specify that a 
gap be left between the end of the inode list and the first data block. 

Data Blocks The balance of the allocation unit is occupied by data 
blocks. Data blocks contain the actual data stored in files and directories. 
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The VxFS Version 

The VxFS Version 2 Disk Layout 

This section describes the VxFS Version 2 disk layout. 

Due to the relatively complex nature of the Version 2 layout, the sections 
that follow are arranged to cover the following general areas: 

• Structural elements of the file system that exist in fixed locations. 
These elements are discussed in "Basic Layout". 

• Structural elements of the file system that do not exist in fixed 
locations. These elements are discussed in "Filesets and Structural 
Files". 

• The location and use of the various structural elements when the file 
system is mounted. This is discussed in "Locating Dynamic 
Structures". 

Overview 

Many aspects of the Version 1 disk layout are preserved in the Version 2 
disk layout. However, the Version 2 layout differs from the Version 1 
layout in that it includes support for the following features: 

• filesets (sets of files within a file system) 

• dynamic inode allocation (allocation of inodes on an as-needed basis) 
. . . . 

• enhanced security 

The addition of filesets and dynamic allocation of inodes has affected the 
disk layout in various ways. In particular, many of the file system 
structures are now located in files (referred to as structural files) 
rather than in fixed disk areas. This provides a simp1e mechanism for 
dynamic g~owth of structures. For example, inodes are now stored in 
structural files and allocated as needed. In general, file system 
structures that deal with space allocation are still in fixed disk locations, 
while most other structures are dynamically allocated and have become 
clients of the file system's disk space allocation scheme. 

The Version 2 disk layout adds BSD-style quota support. The differences 
include the fileset header structure modification to store a quota inode 
and preallocation of an internai quotas file. 
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Disk Layout 

The VxFS Version 2 Disk Layout 

Basic Layout 

This section describes the structural elements of the file system that 
exist in fixed locations on the disk. 

The VxFS Version 2 disk layout is illustrated in Figure 2-3, "VxFS 
Version 2 Disk Layout" and is composed of: 

• the super-block 

• the object location table 

• • the intent log 

• a replica of the object location table 

• one or more allocation units 

These and other elements are discussed in detail in the sections that 
follow. 

52 Chapter2 

o 



Figure 2-3 

c 

o 

The VxFS Version 

VxFS Version 2 Disk Layout 

Super-Biock 

Object Location Table 

lntent Log 

Object Location Table Replica 

Allocation Unit O 

Allocation Unit n 

Super-Block 

The super-block contains important information about the file system, 
such as 

• the file .system type 

• creation and modification dates 

• label information 

• information about the size and layout of the file system 

• the count of available resources 

• the file system disk layout version number 

• pointers to the object location table and its replica 

Chapter 2 

14 r:- 6· • . - ....... ~} 
Fls: _____ _ 

Doe: 



Disk Layout 

The VxFS Version 2 Disk Layout 

The super-block is always in a fixed location, offset from the start of the 
file system by 8192 bytes. This fixed location enables utilities to easily 
locate the super-block when necessary. The super-block is 1024 bytes 
long. 

Copies of the super-block are kept in allocation unit headers: these copies 
can be used for recovery purposes if the super-block is corrupted or 
destroyed (see fsck _ vxfs(1M)) . 

Object Location Table 

• The object location table (OLT) can be considered an extension of the 
super-block. The OLT contains information used at mount time to locate 
file system structures that are not in fixed locations. The OLT is typically 
located immediately after the super-block and is 8K long. However. if a 
Version 1 file system is upgraded to Version 2. the placement of the OLT 
depends on the availability of space. 

The OLT is replicated and its replica is located immediately after the 
intent log. The OLT and its replica are separated in order to minimize 
the potential for losing both copies of the vital OLT information in the 
event of localized disk damage. 

The contents and use of the OLT are described in "Locating Dynamic 
Structures". 

Intent Log 

The VxFS file system uses intent logging to guarantee file system 
integrity in the event of system failure 

The intent logis a circular activity log with a default size of 512 
blocks. If the file system is less than 4 MB. the log size will be reduced to 
avoid wasting space. The intent log contains records of the intention of 
the systerr;t to update a file system structure. An update to the file system 
structure (a transaction) is divided into separate sub-functions for each 
data structure that needs to be updated. A composite log record of the 
transaction is created that contains the subventions that constitute the 
transaction. 

For example, the creation of a file that would expand the directory in 
which the file is contained will produce a transaction consisting of the 
following subventions: 

• a free extent map update for the allocation of the new directory block 
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• a directory block update 

• an inode modification for the directory size change 

• an inode modification for the new file 

• a free inode map update for the aliocation of the new file 

VxFS maintains log records in the intent log for ali pending changes to 
the file system structure, and ensures that the log records are written to 
disk in advance of the changes to the file system. Once the intent log has 
been written, the transaction's other updates to the file system can be 
written in any arder. In the event of a system failure, the pending 
changes to the file system are either nullified or completed by the fsck 
utility. The VxFS intent log generaliy only records changes to the file 
system structure. File data changes are not normaliy logged. 

Allocation Unit 

An aliocation unit is a group of consecutive blocks in a file system that 
contain a resource summary, a free resource map, data blocks, and a copy 
of the super-block. An aliocation unit in the VxFS file system is similar in 
concept to the HFS "cylinder group." Each component of an aliocation 
unit begins on a block boundary. Ali of the Version 2 aliocation unit 
components deal with the aliocation of disk space. Those components of 
the Version 1 allocation unit that deal with inode allocation have been 
relocated elsewhere for Version 2. In particular, the inode list now 
resides in an inode list file and the inode allocation information now 
resides in an inode allocation unit (described later). The VxFS Version 2 
aliocation unit is depicted in Figure 2-4, "Allocation Unit StruCture." 
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Disk Layout 
The VxFS Version 2 Disk Layout 

Allocation Unit Structure 

Allocation Unit Header 

Allocation Unit Summary 

Free Extent Map 

Padding 

Data Blocks 

One or more allocation units exist per file system. Allocation units are 
located after the OLT replica. The number and size of allocation units 
can be specified when the file system is made. All of the allocation units, 
except possibly the last one, are of equal size. If space is limited, the last 
allocation unit can have a partial set of data blocks to allow use of all 
remaining blocks. 

Allocation Unit Header The allocation unit header contains a copy of 
the file system's super-block that is used to verify that the allocation unit 
matches the super-block of the file system. The super-block copies · 
contained in allocation unit headers can also be used for recovery 
purposes if the super-block is corrupted or destroyed. The alloca tion unit 
header occupies the first block of each allocation unit. 

Allocation Unit Summary The allocation unit summary summarizes 
the resources (d~ita blocks) used in the allocation unit. This includes 
information such as the number of free extents of each size in the 
allocation unit. 

Free Extent Map The free extent map is a series of independent 
512-byte bitmaps that are each referred to as a free extent map section. 
Each section is broken down into multiple regions. The first region of 
2048 bits represents a section of 2048 one-block extents. The second 
region of 1024 bits representa section of 1024 two-block extents. This 
regioning continues for all powers of 2 up to the single bit that represents 
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one 2048 block extent. 

The file system uses this bitmapping scheme to find an available extent 
closest in size to the space required. This keeps files as contiguous as 
possible for faster performance. 

Padding It may be desirable to align data blocks to a physical 
boundary. To facilitate this, the system administrator may specify that a 
gap be left between the end of the free extent map and the first data 
block. See Chapter 6 , "Application Interface," for additional information 
on alignment. 

Data Blocks The balance of the allocation unit is occupied by data 
blocks. Data blocks contain the actual data stored in files and directories. 

Filesets and Structural Files 

This section describes the structural elements of the file system that are 
not necessarily in fixed locations on the disk. 

With the Version 2 layout, many structural elements of the file system 
are encapsulated in files to allow dynamic allocation of the file system 
structure. Files that store this file system structural data are referred to 
as structural files. As the file system grows, more space is allocated 
to the structural files. Structural files are intended for file system use 
only and are not generally visible to users. 

The Version 2 layout supports filesets , which are collections of files 
that exist within a file system. In the current release, each file system 
contains two filesets: 

attribute fileset A special fileset that stores the structural elements of 
the file system in the form of structural files. These 
files are a property of the file system and are not 
normally visible to the user. 

primary fileset A fileset that contains files that are visible to and 
accessible by users. 

Structural files exist in the attribute fileset only and include 
thefollowing: 

fileset header file 

inode list file 

Chapter 2 

A file that contains a series of fileset 
headers. 

A file that contains a series of inodes. 

,,.. . 

J 

..ClL:>. C' I() r. ,-,., ;;:.... - -;::- -

'""'"'"' ·~·~~~ ..., 
CPMI - CORREIOS 

:( 
~~ I 

Fls: - .14 58 
------

Doe: ~ 7 O l 



Disk Layout J 
The VxFS Version 2 Disk Layout 

inode allocation unit (IAU) file A file that contains a series of inode 
allocation units. 

current usage table (CUT) file 

link count table file 

quotas file 

A file that contains a series of fileset 
usage entries. 

A file that contains a link count for 
each inode in the attribute fileset. 

A file containing user quota 
information (for the primary fileset 
only) . 

Structural files and their components are discussed in the sections that 
follow. 

Although structural files are contained in the str uctural fileset, they can 
"belong" to another fileset. For example, the inode list file for the primary 
fileset is in the structural fileset , but the structural details that it 
contains are only applicable to the primary fileset. 

Each fileset is defined by structural files as follows: 

• an inode list file, which contains the inodes belonging to the fileset 

• an inode allocation unit file, which contains a series of inode 
allocation units 

• an entry in the fileset header file, which contains one fileset header 
per fileset 

• an entry in the current usage table file, which contains usage 
information for each fileset 

In addition, the primary fileset has a user quotas file and the structural 
fileset has a link count table file. 

Fileset m~tadata that cannot be reconstructed using the inode list is 
replicated "to help fsck reconstruct the file system in the event of disk 
damage. 

Figure 2-5, "Filesets and Structural Files" shows a fileset and the 
structural files by which it is defined. 

Fileset Header 

Each fileset has a header containing information about the fileset's 
contents and characteristic. Ali fileset headers are stored in a single 
fileset header file in the attribute fileset . The fileset header file contains 
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one fileset header per fileset (see Figure 2-6, "Fileset Header File"). Each 
fileset header entry is one block long. The fileset header file is replicated 
because fileset headers cannot be rebuilt from other data structures. 

Figure 2-5 Filesets and Structural Files 
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Fileset Header File 

Attribute Fileset Header Entry 

Primary Fileset Header Entry 

The fileset header for a given fileset includes information such as: 

• the fileset index (1 for the attribute fileset and 999 for the primary 
fileset) 

• the fileset name 

• the inode numbers of the fileset's inode list file and its replica 

• the total number of allocated inodes 

• the maximum number of inodes allowed in the fileset 

• the inode list extent size (in blocks) 

• the inode number of the file containing the inode allocation units for 
the fileset 

• the inode number of the fileset's link count table (attribute fileset 
only) 

• the inode number of the fileset's quotas file (primary fileset only) 

In odes 

An inode is a data structure that contains information about a file. The 
VxFS inode size is 256 bytes. Each inode stores information about a 
particular file such as: 

• file length 

• link count 

• owner and group IDs 

• access privileges 
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• time of last access 

• time of last modification 

• pointers to the extents that contain the file's data 

There are up to ten direct extent address size pairs per inode. Each direct 
extent address indicates the starting block number of a direct extent; 
direct extent sizes can vary. If ali of the direct extents are used, two 
indirect address extents are available for use in each inode. The first 
indirect address extent is used for single indirection, where each entry in 
the extent indicates the starting block number of an indirect data extent. 
The second indirect address extent is used for double indirection, where 
each entry in the extent indicates the starting block number of a single 
indirect address extent. Each indirect address extent is 8K long and 
contains 2048 entries. All indirect data extents for a given file have the 
same size, which is determined when the file's first indirect data extent 
is allocated. 

Version 2 inodes differ from Version 1 inodes in that they are located in 
structural files to facilitate dynamic inode allocation, which is the 
allocation of inodes on an as-needed basis. Instead of allocating a fixed 
number of inodes in to the file system, mkfs allocates a minimum number 
of inodes. Additional inodes are la ter allocated as the file system needs 
them. 

The inode list is a series ofinodes located in the inode list file. There is 
one inode in the list for every file in a given fileset. For recovery 
purposes, the inode list file is referenced by two inodes that point to the 
same set of data blocks. Although the inode addresses are replicated for 
recovery purposes, the inodes themselves are not. 

An inode extent is an extent that contains inodes and is 8K long, by 
default. Inode extents are dynamically allocated to store inodes as they 
are n~eded. 

Initial Inode List Extents The initial inode list extents contain the 
inodes first allocated by mkfs_ vxfs (1M) for each fileset in a file system. 
During file system use, inodes are allocated as needed and are added into 
the inode list files for the filesets. 

Figure 2-7, "Inode Lists" shows the initial inode list extents allocated for 
the primary and attribute filesets. Each of these extents contain 32 
inodes and is 8K long. 

The construction of the primary fileset's inode list resembles that of the 
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The VxFS Version 2 Disk Layout 

VxFS Version 1 file system layout, with the first two inodes reserved and 
inodes 2 and 3 pre-assigned to the root and lost+found directories. The 
structural fileset's inode list is similarly constructed, with certain inodes 
allocated for specific files and other inodes reserved or unallocated. 

There are two initial inode list extents for the attribute fileset. These 
contain the inodes for all structural files needed to find and set up the file 
system. 

Some of the entries in the structural fileset's inode list are replicas of one 
another. For example, inodes 4 and 36 both reference copies of the fileset 

• header file . The replicated inodes are used by fsck _ vxfs (1M) to . . 
reconstruct the file system in the event of damage to either one of the 
replicas. Although the two initial inode list extents belonging to the 
attribute fileset are logically contiguous, they are physically separated. 
This helps to ensure the integrity of the replicated information and 
reduces the chance that localized disk damage might result in complete 
loss of the file system. 

Note that inodes 6 and 38 in the attribute fileset reference the inode list 
file for the attribute fileset. In a newly created file system, this file 
contains the two inode extents pictured for the attribute fileset . 
Likewise, the attribute fileset inodes 7 and 39 reference the inode list file 
for the primary fileset. In a newly created file system, this file contains 
the single extent pictured for the primary fileset. All of the unused 
inodes in the initial extents of the structural inode list are reserved for 
future use. 
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Figure 2-7 Inode Lists 
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Inode Allocation Unit 

An Inode Allocation Unit (IAU) contains inode allocation information for 
a given fileset . Each fileset contains one or more IAUs, each of which 
details allocation for a set number of inodes. The number of inodes per 
IAU varies, depending on the block size being used. One IAU exists for 
every 16,384 inodes in a fileset with the default block size (1024 bytes) . If 
an IAU is damaged, the information that it contains can be reconstructed 
by examining the fileset's inode list. 

The IAUs for a fileset are stored in sequential order in the fileset's IAU 
~ file. The fileset header identifies the attribute fileset inode associated 
with that fileset's IAU file. 

Figure 2-8, "Inode Allocation Unit (IAU) Structure" shows the inode 
allocation unit structure. All IAU components begin on a block boundary. 

Inode Allocation Unit (IAU) Structure 

IAU Header 

IAU Summary 

Free lnode Map 

Extended lnode Operations Map 

IAU Header The IAU header verifies that the inode allocation unit 
matches t~e fileset. The IAU header occupies the first block of each inode 
allocation unit. Íf damaged, the IAU can be reconstructed from inodes 
and other information. 

IAU Summary The IAU summary summarizes the resources used in 
the IAU. It includes information on the number of free inodes in the IAU 
and the number of inodes with extended operation sets in the IAU. The 
IAU summary is 1 block long. 

Free Inode Map The free inode map is a bitmap that indicates which 
inodes are free and which are allocated. A free inode is indicated by the 

64 Chapter2 

o 



c 

o 

Extended Inode Operations Map The extended inode operations 
map keeps track o f inodes on which operations would remain pending for 
too long to reside in the intent log. The extended inode operations map is 
in the same format as the free inode map. To prevent the intent log from 
wrapping and the transaction from getting overwritten, the required 
operations are stored in the affected inode. This map is then updated to 
identify the inodes that have extended operations that need to be 
completed. This map allows the fsck utility to quickly identify which 
inodes had extended operations pending at the time of a system failure. 
The length of the extended inode operations map is 2K for file systems 
with 1 K o r 2K block sizes and is equal to the block size for file systems 
with larger block sizes. 

Link Count Table 

The link count table (LCT) contains a reference count for each inode in 
the associated fileset. This reference count is identical to the 
conventionallink field of an inode. Each LCT entry contains the actual 
reference count for the associated fileset inode. The link count field in an 
inode itself is set to either O or 1, and the actual number o f links is stored 
in the LCT entry for the associated fileset inode. 

The link count table can be reconstructed using the inode list, so it is not 
replicated. 

The current layout only uses the LCT for inodes in the attribute fileset. 
The LCT supports quick updates of the link count for structural fileset 
inodes. 

Curr~nt l!sage Table 

The current usage table (CUT) is a file that contains usage related 
information for each fileset. The information contained in the CUT 
changes frequently and is not replicated. The information in the CUT 
can, however, be reconstructed using the inode list if the CUT is 
damaged. 

The CUT file contains one entry per fileset (see Figure 2-9, "Current 
Usage Table (CUT) File"). The CUT entry for a given fileset contains 
information such as the following: 
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Figure 2-9 

Disk Layout 
The VxFS Version 2 Disk Layout 

• The number of blocks currently used by the fileset. 

• The fileset version number, which is a 64-bit integer that is 
guaranteed to be at least as large as the largest inode version 
number. An inode version number is a 64-bit integer that is 
incremented every time its inode is modified or written to disk and 
can be used to indicate whether an inode has been modified in any 
way since the last time it was examined. It is possible to find out 
which inodes have been modified since a specific time by saving the 
fileset version number and then later looking for inodes with a larger 
version number. 

Current Usage Table (CUT) File 

Attribute Fileset CUT Entry 

Primary Fileset CUT Entry 

Quotas File 

VxFS supports BSD-style quotas for users. Quot a information is stored 
in a quotas file. A user quotas file tracks the resources used by each user 
ID. The quotas file keeps track of soft limits, har d limits, block usage, 
and inode usage for users within a file system. 

Because qvotas apply to mountable filesets only, the attribute fileset does 
not have quotas~ However, the primary fileset's quotas file exists as a 
structural file in the attribute fileset. The primary fileset's user quotas 
file is referenced by the structural fileset's initial inode list extent. 

Locating Dynamic Structures 

The existence of dynamic structures in the Version 2 disk layout makes 
the task of initially locating those structures difficult . The object location 
table (OLT) contains information needed to initially locate important file 
system structural elements. In particular, the OLT records the starting 
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Object Location Table Contents 

The OLT is composed of records for the following: 

fileset header inodes 

initial inode list extent 
addresses 

current usage table inode 

This record identifies the inode numbers ofthe fileset 
header file and its replica. 
This record identifies the addresses o f the beginning 
o f each o f two 8K in ode extents. These are the initial 
inode list extents for the attribute fileset, which 
contain the inodes for all structural files belonging to 
the attribute fileset. 
This record identifies the inode number o f the file 
that contains the current usage table. 

Mounting and the Object Location Table 

At mount time, the object location table provides essential information 
about the location of key file system components. The super-block plays 
an important role in locating the OLT, in that it contains pointers to both 
the OLT and its replica. 

Using the OLT, the process of mounting a VxFS Version 2 file system is: 

Step 1. Read in the super-block. Validate the super-block and its replicas 
(located in the allocation unit headers). 

Step 2. Read and validate the OLT and its replica at the locations recorded in 
the super-block. 

Step 3. Obtain the addresses of the initial inode list extents for the attribute 
fileset from the OLT. Read in these initial inode extents. 

' Step 4. Find the fileset header file, based on the fileset header file inode number 
recorded in the OLT. 

Step 5. Read the contents of the fileset header file. Each fileset header file entry 
represents a particular fileset and indicates the inode numbers of its 
inode list file and IAU file. The attribute fileset is set up first so that 
subsequent references to its inode list can be resolved. 
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e VxFS Version 3 Disk Layout 

The VxFS Version 3 Disk Layout 

The Version 3 disk layout allows the file system to scale easily to 
accommodate large files and large file systems. 

The Version 1 and 2 disk layouts divided up the file system space into 
allocation units. The first AU started part way into the file system which 
caused potential alignment problems depending on where the first AU 
started. Each aliocation unit also had its own summary, bitmaps, and 

. ~ data blocks. Because this AU structural information was stored at the 
start of each AU, this also limited the maximum size of an extent that 
could be aliocated. By replacing the allocation unit model of previous 
versions, the need for alignment of aliocation units and the restriction on 
extent sizes was removed. 

The VxFS Version 3 disk layout divides the entire file system space into 
fixed size aliocation units. The first allocation unit starts at block zero 
and ali aliocation units are a fixed length of 32K blocks. (An exception 
may be the last AU, which occupies whatever space remains at the end of 
the file system). Because the first AU starts at block zero instead of part 
way through the file system as in previous versions, there is no longer a 
need for explicit AU alignment or padding to be added when creating a 
file system (see mkf s _ vxf s (1M)). 

The Version 3 file system also moves away from the model of storing AU 
structural data at the start of an AU and puts ali structural information 
in files. So expanding the file system structures simply requires 
extending the appropriate structural files. This removes the extent size 
restriction imposed by the Version 1 and Version 2 layouts. 

Ali Version 3 structural files reside in the structural fileset, which is 
similar to the Version 2 attribute fileset. The structural files in the 
Version 3 disk layout are: 

object location table file 

label file 

68 

Contains the object location table 
(OLT). As with the Version 2 disk 
layout, the OLT, which is referenced 
from the super-block, is used to locate 
the other structural files. 

Encapsulates the super-block and 
super-block replicas. Although the 
location o f the primary super-block is 
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device file 

fileset header file 

c. 

inode list file 

o inode allocation unit file 

log file 

extent allocation unit state file 

Chapter 2 

Records device information such as 
volume length and volume label, and 
contains pointers to other structural 
files. 

Holds information on a per-fileset 
basis. This may include the inode of 
the fileset's inode list file, the 
maximum number of inodes allowed, 
an indication of whether the file 
system supports large files, and the 
inode number of the quotas file if the 
fileset supports quotas. When a file 
system is created, there are two 
filesets-the structural fileset 
defines the file system structure, the 
primary fileset contains user 
data. 

Both the primary fileset and the 
structural fileset have their own set 
of inodes stored in an inode list file. 
Only the inodes in the primary fileset 
are visible to users. When the 
number of inodes is increased, the 
kernel increases the size o f the inode 
list file. 

Holds the free inode map, extended 
operations map, and a summary of 
inode resources. 

Maps the block used by the file 
system intent log. 

Indicates the allocation state of each 
AU by defining whether each AU is 
free, allocated as a whole (no bitmaps 
allocated), o r expanded, in which case 
the bitmaps associated with each AU 
determine which extents are 
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Disk Layout 

The VxFS Version 3 Disk Layout 

allocated. 

extent allocation unit summary file Contains the AU summary for each 
allocation unit, which contains the 
number of free extents of each size. 
The summary for an extent is created 
only when an allocation unit is 
expanded for use. 

free extent map file 

quotas file 

Contains the free extent maps for 
each of the allocation units. 

If the file system supports quotas, 
there is a quotas file which is used to 
track the resources allocated to each 
use r. 

Figure 2-10, "VxFS Version 3 Disk Layout" shows how the kernel and 
utilities build information about the structure of the file system. The 
super-block location is in a known location from which the OLT can be 
located. From the OLT, the initial extents of the structural inode list can 
be located along with the inode number of the fileset header file . The 
initial inode list extents contain the inode for the fileset header file from 
which the extents associated with the fileset header file are obtained. 

As an example, when mounting the file system, the kernel needs to 
access the primary fileset in arder to access its inode list, inode allocation 
unit, quotas file and so on. The required information is obtained by 
accessing the fileset header file from which the kernel can locate the 
appropriate entry in the file and access the required information. 
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The VxFS Version 4 Disk Layout 

The Version 4 disk layout supports Access Contrai Lists. 

The Version 4 disk layout does not include significant physical changes 
from the Version 3 disk layout. Instead, the policies implemented for 
Version 4 are different, allowing for performance improvements, file 
system shrinking, and other enhancements. 
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Disk Layout 

The VxFS Version 4 Disk Layout 

VxFS Version 3 Disk Layout 
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NOTE 

Extent Attributes 
lntroduction 

Introduction 

The VxFS file system allocates disk space to files in groups of one or more 
adjacent blocks called extents. VxFS defines an application interface 
that allows programs to control various aspects of the extent allocation 
for a given file (see Chapter 6 , "Application Interface"). The extent 
allocation policies associated with a file are referred to as extent 
attributes . 

. ~ The VxFS getext and setext commands allows users to view or 
manipulate file extent attributes. In addition, the vxdump, vxrestore, 
mv, cp, and cpio commands preserve extent attributes when a file is 
backed up, moved, copied, or archived. 

setext functionality is available only with the optional HP OnLineJFS 
product. 

The following topics are covered in this chapter: 

• "Attribute Specifics" 

"Reservation: Preallocating Space to a File" 

"Fixed Extent Size" 

"Other Controls" 

• "Commands Related to Extent Attributes" 

"Failure to Preserve Extent Attributes" 
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Attribute Specifics 

The two basic extent attributes associated with a file are its 
reservation and its fixed extent size. The user can preallocate 
space to the file by manipulating a file's reservation; the user can also 
override the default allocation policy of the file system by setting a fixed 
extent size. 

Other policies determine the way these attributes are expressed during 
the allocation process. The user can specify that: 

• the space reserved for a file must be contiguous 

• no allocations should be made for a file beyond the current 
reservation 

• unused reservation should be released when the file is closed 

• space should be allocated but no reservation should be assigned 

• the file size should be changed to immediately incorporate the 
allocated space 

Some of the extent attributes are persistent and become part of the 
on-disk information about the file, while other attributes are temporary 
and lost after the fileis closed or the system is rebooted. The persistent 
attributes are similar to the file's permissions and are actually written in 
the inode for the file. When a file is copied, moved, or archived, only the 
persistent attributes of the source file can be preserved in the new file 
(see "Other Controls" for more information). 

In general, the user will only set extent attributes for reservation. Many 
of the attributes are designed for applications that are tuned to a 
particular pattern ofl/0 or disk alignment (see mkfs_vxfs(lM) and 
Chapter 6 ., "Application Interface" for more information). 

Reservation: Preallocating Space to a File 

VxFS makes it possible to preallocate space to a file at the time of the 
request rather than when data is written into the file. This space cannot 
be allocated to other files in the file system. VxFS prevents any 
unexpected out-of-space condition on the file system by ensuring that a 
file's required space will be associated with the file before it is required . 
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Extent Attributes 
Attribute Specifics 

Persistent reservation is not released when a fileis truncated. The 
reservation must be cleared or the file must be removed to free reserved 
space. 

Fixed Extent Size 

The VxFS default allocation policy uses a variety of heuristics to 
determine how to make an allocation to a file when a write requires 
additional space. The policy attempts to balance the two goals of 
optimum I/0 performance through large allocations and minimal file 

~ system fragmentation through allocation from space available in the file 
system that best fits the data. 

Setting a fixed extent size overrides the default allocation policies for a 
file and always serves as a persistent attribute. Be careful to choose an 
extent size appropriate to the application when using fixed extents. An 
advantage of VxFS's extent based allocation policies is that they rarely 
use indirect blocks compared to block based file systems; VxFS 
eliminates many instances of disk access that stem from indirect 
references. However, a small extent size can eliminate this advantage. 

Files with aggressive allocation sizes tend to be more contiguous and 
have better I/O characteristics. However, the overall performance o f the 
file system degrades because the unused space fragments free space by 
breaking large extents into smaller pieces. By er ring on the side of 
minimizing fragmentation for the file system, files may become so 
non-contiguous that their I/0 characteristics would degrade. 

Fixed extent sizes are particularly appropriate in the following 
situations: 

• If a file is large and sparse and its write size is fixed, a fixed extent 
size that is a multiple of the write size can minimize space wasted by 
blocks that do not contain user data as a result of misalignment of 
write ahd extent sizes. (The default extent size for a sparse file is 8K.) 

• If a file is large and contiguous, a large fixed extent size can minimize 
the number of extents in the file. 

Custam applications may also use fixed extent sizes for specific reasons, 
such as the need to align extents to cylinder or striping boundaries on 
disk. 
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Other Controls 

The auxiliary contrais on extent attributes determine: 

• whether allocations are aligned 

• whether allocations are contiguous 

• whether the file can be written beyond its reservation 

• whether an unused reservation is released when the file is closed 

• whether the reservation is a persistent attribute of the file 

• when the space reserved for a file will actually become part of the file 

Alignment 

Specific alignment restrictions coordinate a file's allocations with a 
particular 1/0 pattern or disk alignment (see mkfs_vxfs(lM) and 
Chapter 6, "Application Interface" for details). Alignment can only be 
specified if a fixed extent size has also been set. Setting alignment 
restrictions on allocations is best left to well designed applications. 

Contiguity 

A reservation request can specify that its allocation remain contiguous 
(ali one extent). Maximum contiguity of a file optimizes its 110 
characteristics. 

Fixed extent sizes or alignment will cause the file system to return an 
errar message reporting insufficient space if no suitably sized (ar 
aligned) extent is available. This may happen even if the file system has 
plenty of free space and the fixed extent size is large. 

Write Operations Beyond Reservation 

A reservation request can specify that no allocations can take place after 
a write operation fills up the last available block in the reservation. This 
specification can be used in a similar way to ulimit to preventa file's 
uncontrolled growth. 
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Extent Attributes 
Attribute Specifics 

Reservation Trimming 

A reservation request can specify that any unused reservation be 
released when the file is closed. The file is not completely closed until all 
processes open against the file have closed it. 

Reservation Persistence 

A reservation request can ensure the reservation does not become a 
persistent attribute of the file . Unused reservation is discarded when the 
file is closed. 

Including Reservation in the File 

A reservation request can make sure the size of the file is adjusted to 
include the reservation. Normally, the space of the reservation is not 
included in the file until an extending write operation requires it. A 
reservation that immediately changes the file size can generate large 
temporary files. Unlike a ftruncate operation that increases the size of 
a file, this type of reservation does not perform zeroing of the blocks 
included in the file and limits this facility to users with appropriate 
privileges. The data that appears in the file may have been previously 
contained in another file. 
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Commands Related to Extent Attributes 

The VxFS commands for manipulating extent attributes are setext and 
getext; they allow the user to set up files with a given set of extent 
attributes or view any attributes that are already associated with a file. 
See getext(IM) and setext(IM) for details on using these commands. 

setext functionality is available only with the optional HP OnLineJFS 
product. 

The VxFS-specific commands vxdump and vxrestore, and the mv, cp, 
and cpio commands, preserve extent attributes when backing up, 
restoring, moving, or copying files. 

Most of these commands indu de a command line option (-e) for 
maintaining extent attributes on files. This option specifies dealing with 
a VxFS file that has extent attribute information including reserved 
space, a fixed extent size, and extent alignment. The extent attribute 
information may be lost if the destination file system does not support 
extent attributes, has a different block size than the source file system, 
ar lacks free extents appropriate to satisfy the extent attribute 
requirements. 

The -e option takes any of the following keywords as an argument: 

warn 

force 
ignore 

Issues a warning message if extent attribute information cannot be 
maintained (the default) 
Fails the copy if extent attribute information cannot be maintained 
Ignores extent attribute information entirely 

The c;ommands that move, copy, ar archive files (mv, cp and cpio) use the 
-e option with arguments of ignore, warn, or force. 

For example, the mv command could be used with the -e option to 
produce the following results: 

• The ignore keyword loses any extent attributes for files. 

• The warn keyword issues a warning if extent attributes for a file 
cannot be preserved. Such a situation may take place if the file is 
moved in to a non-VxFS file system; the file would ultimately be 
moved while the extent attributes would be lost. 
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Extent Attributes 

Commands Related to Extent Attributes 

• The force keyword issues an errar if attributes are lost and the file 
is not relocated. 

The ls command has an -e option, which prints the extent a ttributes 
of the file. 

Failure to Preserve Extent Attributes 

Whenever a file is copied, moved, or archived using commands that 
preserve extent attributes, there is nevertheless the possibility of losing 

.. the attributes. Such a failure might occur for three reasons: 

• The file system receiving a copied, moved, or restored file from an 
archive is nota VxFS type. Since other file system types do not 
support the extent attributes of the VxFS file system, the attributes 
of the source file are lost during the migration . 

• The file system receiving a copied, moved, or restored fileis a VxFS 
type but does not have enough free space to satisfy the extent 
attributes. For example, consider a 50K file and a reservation of 1 
MB. If the target file system has 500K free, it could easily hold the file 
but fail to satisfy the reservation. 

• The file system receiving a copied, moved, or restored file from an 
archive is a VxFS type but the different block sizes of the source and 
target file system make extent attributes impossible to maintain. For 
example, consider a source file system o f block size 1024, a target file 
system of block size 4096, anda file that has a fixed extent size of 3 
blocks (3072 bytes). This fixed extent size adapts to the source file 
system but cannot translate onto the target file system. 

The same source and target file systems in the preceding example with a 
file carrying a fixed extent size of 4 could preserve the attribute; a 4 block 
( 4096 byte) extent on the source file system would translate in to a 1 
block extent on the target. 

On a system with mixed block sizes, a copy, move, or restoration 
operation may or may not succeed in preserving attributes. lt is 
recommended that the same block size be used for ali file systems on a 
given system. 
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Electrical Factors 

Proper design and installation of a power distribution system for a Superdome server requires sp · · eâ 
skills. Those responsible for this task must have a thorough knowledge and understanding of appropriate 
electrical codes and the limitations of the power systems for compu ter and data processing equipment. 

In general, a well-designed power distribution system exceeds the requirements of most electrical codes. A 
good design, when coupled with proper installation practices, produces the most trouble-free operation. 

A detailed discussion of power distribution system design and installation is beyond the scope of this 
document. However, electrical factors relating to power distribution system design and installation must be 
considered during tlie si te preparation process. 

C 
The electrical factors discussed in this section are: 

~ Computer room safety 

• Electricalload requirements (circuit breaker sizing) 

• Power quality 

• Distribution hardware 

• System installation guidelines 

Computer Room Safety 

Inside the computer room, fire protection and adequate lighting (for equipment servicing) are important 
safety considerations. Federal and local safety codes govern computer installations. 

Fire Protection 

The National Fire Protection Association's Standard for the Protection ofElectronic Computer Data 
Processing Equipment, NFPA 75, contains information on safety monitoring equipment for computer rooms. 

Most computer room installations are equipped with the following fire protection devices: 

d 
• 

Smoke detectors 

Fire and temperature alarms. 

Fire extinguishing system 

'Additional safety devices are: 

• Circuit breakers 

• An emergency power cutoff switch 

• Devices specific to the geographic location, i.e., earthquake protection 

Lighting Requirements for Equipment Servicing 

Adequa te lighting and utility outlets in a computer room reduce the possibility of accidents during equipment 
servicing. Safer servicing is also more efficient and, therefore, less costly. 

. " " ·" "' "' 
For example, it is difficult to see cable connection points on the hardware ifthere is not eno -.,· ;'i.·l(· ~ ~• .. vvEIOS 
Adequa te lighting reduces the chances of connector damage when cables are installed or re no.ÇJà1_vd - CORR , 
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Electrical and Environmental Guidelines 

Electrical Factors 

Sources of Electrical Disturbances 

Electrical disturbances, glitches, affect the quality of electrical power. Common sources of these disturbances 
are: 

• Fluctuations occurring within the facility's distribution system 

• Utility service low-voltage conditions (such as sags or brownouts) 

• Wide and rapid variations in input voltage leveis 

• Wide and rapid variations in input power frequency 

• Electrical storms 

• Large inductive sources (such as motors and welders) 

• Faults in the distribution system wiring (such as loose connections) 

• Microwave, radar, radio, or cell phone transmissions 

Power System Protection 

Compu ter systems can be protected from the sources of many of these electrical disturbances by using: 

• A Protective Earth (PE) connection with a wire diameter of at least equal to the current carrying 
conductors. The neutra} conductor must not be used for the PE connection. (The PE wire is GREEN with 
a YELLOW stripe.) 

• A dedicated power distribution system 

• Power conditioning equipment 

• 
• 

Over- and under-voltage dete~tion and protection circuits 

Screening to cancel out the effects of undesirable transmissions 

· • Lightning arresters on power cables to protect equipment against electrical storms 

Every precaution has been taken during power distribution system design to provide immunity to power 
outages ofless than one cycle. However, testing cannot conclusively rule out loss o f service. Therefore, 
adherence to the following guidelines provides the best possible performance of power distribution systems 
for Superdome server equipment: 

• Dedicated power source-Isolates server power distribution system from other circuits in the facility. 

• Missing-phase and low-voltage detectors_:_Shuts equipment down automatically when a severe power 
disruption occurs. For peripheral equipment, these devices are recommended but optional. 

• Online uninterruptable power supply (UPS)-Keeps input voltage to devices constant and should be 
considered if outages of one-half cycle or more are common. Refer to qualified contractors or consultants 
for each situation. 
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Distribution Hardware 

This section describes wire selection and the types ofraceways (electrical conduits) used in 
system. Wire size is dictated by circuit breaker sizing and local safety codes. 

Wire Selection 

Use copper conductors instead of aluminum, as aluminum's coefficient of expansion differs significantly from 
that of other metais used in power hardware. Beca use ofthis difference, aluminum conductors can cause 
connector hardware to work loose, overheat, and fail. 

Raceway Systems (Electrical Conduits) 

Raceways (electrical conduits) form part ofthe protective ground path for personnel and equipment. 
Raceways protect pte wiring from accidental damage and also provide a heat sink for the wires. 

Any of the following types may be used: 

C Electrical metallic tubing (EMT) thin-wall tubing 

• Rigid (metal) conduit 

• Liquidtight with RFI strain relief(most commonly used with raised floors) 

• Plenum-grade cables 

Building Distribution 

Ali building feeders and branch circuitry should be in rigid metallic conduit with proper connectors (to 
provide ground continuity). Conduit that is exposed and subject to damage should be constructed ofrigid 
galvanized steel. 

The IOX and Superdome are safety grounded through the green (ground) wire in each AC power cord. In the 
IOX, this ground passes through the AC power cord entry in to the XPC and connects internally to the XPC 
chassis. The XUC chassis and each ICE chassis are grounded through their respective DC power cords from 
the XPC. Additional safety grounding must be provided for networking equipment. 

Power Routing 

Power drops and interface cables from the equipment are routed down from the power panel, through a 
o ommet-protected opening (beneath the floor levei), and under the floor panels. 

Grounding Systems ·. 

· Superdome servers require two methods of grounding: 

• Power distributiori safety grounding 

• High frequency intercabinet grounding 

Power Distribution Safety Grounding 

The power distribution safety grounding system consists of connecting various points in the power 
distribution system to earth ground using green (green/yellow) wire ground conductors. Having these ground 
connections tied to metal chassis parts that may be touched protects computer room personnE 1-aga-iR&t-sb.GG-k-----

• • _rjr"\C" 'on "" '" ,... hazard from current leakage and fault condltwns. ~~ vv•~~~v ~ 
CPMI - C.ORREIOS 

Power distribution systems consist of severa} parts. Hewlett-Packard recommends that these tpar_t_~ be soliàly , 
interconnected to provide an equipotential ground to ali points. 
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Electrical and Environmental Guidelines 

ing Electrical Ground The main electrical service entrance equipment should have an earth 
ection, as required by applicable codes. Connections such as a grounding rod, building steel, ora 

coriduc C!:& e cold water service pipe provide an earth ground . 
....... .I "ir 

C .Hltctri Conduit Ground To provide a continuous grounding system, all electrical conduits should be 
-""'"'~.A4'!·rn rigid metallic conduit that is securely connected together or bonded to panels and electrical boxes. 

Power Panel Ground Each power panel should be grounded to the electrical service entrance with green 
(green/yellow) wire ground conductors. The green (green/yellow) wire ground conductors should be sized per 
applicable codes (based on circuit over current device ratings). 

NOTE The green wire ground conductor mentioned above may be a black wire marked with green 
tape. ~ 

Computer Safety Ground Ground all computer equipment with the green (green/yellow) wire included in 
the branch circuitry. The green (greenlyellow) wire ground conductors should be connected to the appropriate 
power panel and should be sized per applicable codes (based on circuit over current device ratings). 

Superdome was approved by regulatory agencies around the world, and therefore requires a 
ground/protective earth. there are no exclusions to this regulatory approval. 

High-frequency grounding between IOX and Superdome is provided by the cabinet-to-cabinet signal cabling. 
Whenever an IOX is connected to a Superdome cabinet, low-frequency grounding between these two cabinets 
is provided by a ground strap. This ground strap is shipped with each IOX. Refer to the I I O Expansion 
Cabinet Cuide for more detail. 

Newtwork-connected Equipment Ground The installation must provide a ground connection for the 
network equipment. This statement is translated into the following two languages as required: 

WARNING 

WARNING 

Sweden: Apparaten skall anslutas till jordat uttag, nãr den ansluts till e tt nãtverk. 

Denmark: F0r tilslutning af de 0vrige ledere, se medf0lgende 
installationsvejledning. 

System Installation Guiqelin~s 

This section contains information about installation practices. Some common pitfalls are highlighted. Both 
·power cable and data communications cable installations are discussed. 

Wiring Connections 

Expansion and contraction rates vary among different metais. Therefore, the integrity of an electrical 
connection depends on the restraining force applied. Connections that are too tight compress or deform the 
hardware and causes it to weaken. This usually leads to high impedance causing circuit breakers to trip. 

CAUTION 

ry 42 

Connections that are too loose have a high resistance that cause serious problems, such as 
erratic equipment op~ration. A high resistance connection overheats and sometimes causes fire 
or high temperatures that can destroy hard-to-replace components such as distribution panels 
or system bus bars. 
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Figure 1-17 on page 34 through Figure 1-19 on page 36 illustrate typical cooling system 
the typical cooling system described in Chapter 2. 

Figure 1-16 Airflow Diagram 
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Typical Superdome Room Space Return Air Cooling.System 
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Environment 

Figure 1-18 Typical Superdome Ducted Return Air Cooling System 
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Typical Superdome Ceiling Plenum Return Air Cooling System 
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2 Electrical and Environmental Guidelines 

This chapter provides guidelines for planning and preparing the si te. Careful si te planning a ~--·- · '" '-J 

ensures trouble-free installation and reliable operation ofSuperdome servers. Factors that m y <(!)PM~REIOS 

less than optimal equipment operafion are also highlighted. --· ·-

• "Ele~tric~l F~cto~s" on page 39 discusses co~puter ~oom s~fet?', electrical load requiremer ts,-·power 1 4 f 4 
quahty, d1stnbutwn hardware, and system mstallatwn gu1dehnes. Fls : -

g l:)§-·: -3---:-7~3?_1 __ /, 
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Electrical Factors 

Proper design and installation of a power distribution system for a Superdome server requires sp · · ea 
skills. Those responsible for this task must have a thorough knowledge and understanding of appropriate 
electrical codes and the limitations of the power systems for compu ter and data processing equipment. 

In general, a well-designed power distribution system exceeds the requirements of most electrical codes. A 
good design, when coupled with proper installation practices, produces the most trouble-free operation. 

A detailed discussion of power distribution system design and installation is beyond the scope of this 
document. However,~electrical factors relating to power distribution system design and installation must be 
considered during the si te preparation process. 

The electrical factors discussed in this section are: 

Compu ter room safety 

• Electricalload requirements (circuit breaker sizing) 

• Power quality 

• Distribution hardware 

• System installation guidelines 

Computer Room Safety 

Inside the computer room, fire protection and adequate lighting (for equipment servicing) are important 
safety considerations. Federal and local safety codes govern computer installations. 

Fire Protection 

The National Fire Protection Association's Standard for the Protection ofElectronic Computer Data 
Processing Equipment, NFPA 75, contains information on safety monitoring equipment for compu ter rooms. 

Most computer room installations are equipped with the following fire protection devices: 

o 
• 

Smoke detectors 

Fire and temperature alarms .. 

Fire extinguishing system 

'Additional safety devices are: 

• Circuit breakers 

• An emergency power cutoff switch 

• Devices specific to the geographic location, i.e., earthquake protection 

Lighting Requirements for Equipment Servicing 
CPMI -CORREIOS 

Adequa te lighting and utility outlets in a compu ter room reduce the possibility of accidents duri g eqmpm_ení , 
servicing. Safer servicing is also more efficient and, therefore, less costly. 1 
For example, it is difficult to see cable connection points on the hardware ifthere is not enough ;;.· ht. · - 4 / 5 

li d ls ·. Adequa te lighting reduces the chances of connector damage when cables are insta e or remov ----- ---
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Electrical and Environmental Guidelines 

Electrical Factors 

Sources o f Electrical Disturbances 

- L . 

Electrical disturbances, glitches, affect the quality of electrical power. Common sources ofthese disturbances .. 
are: 

• Fluctuations occurring within the facility's distribution system 

• Utility service low-voltage conditions (such as sags or brownouts) 

• Wide and rapid variations in input voltage leveis 

• Wide and rapid variations in input power frequency 

• Electrical storms 

• Large inductive sources (such as motors and welders) 

• Faults in the distribution system wiring (such as loose connections) 

• Microwave, radar, radio, or cell phone transmissions 

Power System Protection 

Compu ter systems can be protected from the sources of many of these electrical disturbances by using: 

• A Protective Earth (PE) connection with a wire diameter of at least equal to the current carrying 
conductors. The neutral conductor must not be used for the PE connection. (The PE wire is GREEN with 
a YELLOW stripe.) 

• A dedicated power distribution system 

• Power conditioning equipment 

• Over- and under-voltage detection 3;nd protection circuits 

• Screening to cancel out the effects of undesirable transmissions 

• Lightning arresters on power cables to protect equipment against electrical storms 

Every precaution has been taken during power distribution system design to provide immunity to power 
outages of less than one cycle. However, testing cannot conclusively rule out loss of service. Therefore, 
adherence to the following guidelines provides the best possible performance of power distribution systems 
for Superdome server equipment: 

• Dedicated power source-Isolates server power distribution system from other circuits in the facility. 

• Missing-phase and low-voltage detectors_:_Shuts equipment down automatically when a severe power 
disruption occurs. For peripheral equipment, these devices are recommended but optional. 

• Online uninterruptable power supply (UPS)-Keeps input voltage to devices constant and should be 
considered if outages of one-half cycle or more are common. Refer to qualified contractors or consultants 
for each sitúation. 
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Distribution Hardware 

This section describes wire selection and the types ofraceways (electrical conduits) used in 
system. Wire size is dictated by circuit breaker sizing and local safety codes. 

Wire Selection 

Use copper conductors instead of aluminum, as aluminum's coefficient of expansion differs significantly from 
that ofother metais used in power hardware. Because ofthis difference, aluminum conductors can cause 
connector hardware to work loose, overheat, and fail. 

Raceway Systems (Electrical Conduits) 

Raceways (electrical conduits) form part ofthe protective ground path for personnel and equipment. 
Raceways protect the wiring from accidental damage and also provide a heat sink for the wires. 

C
Any of the following types may be used: 

• Electrical metallic tubing (EMT) thin-wall tubing 

• Rigid (metal) conduit 

• Liquidtight with RFI strain relief (most commonly used with raised floors) 

• Plenum-grade cables 

Building Distribution 

All building feeders and branch circuitry should be in rigid metallic conduit with proper connectors (to 
provide ground continuity). Conduit that is exposed and subject to damage should be constructed ofrigid 
galvanized steel. 

The IOX and Superdome are safety grounded through the green (ground) wire in each AC power cord. In the 
IOX, this ground passes through the AC power cord entry in to the XPC and connects internally to the XPC 
chassis. The XUC chassis and each ICE chassis are grounded through their respective DC power cords from 
the XPC. Additional safety grounding must be provided for networking equipment. 

Power Routing 

Power drops and interface cables from the equipment are routed down from the power panel, through a 
o ommet-protected opening (ben~ath the floor level), and under the floor panels. 

Grounding Systems 

' Superdome servers require two methods of grounding: 

• Power distribution safety grounding 

• High frequency intercabinet grounding 

Power Distribution Safety Grounding 

The power distribution safety grounding system consists of connecting various points in the power 
distribution system to earth ground using green (green/yellow) wire ground conductors. Having these ground 
connections tied to metal chassis parts that may be touched protects compu ter room personnE a-mim ,..,n~r_ 

• • · - ~v · ~vv~ '-' 

hazard from current leakage and fault condltwns. CPMI _CORREIOS 

Power distribution systems consist of severa} parts. Hewlett-Packard recommends that these parts-be solidly 
interconnected to provide an equipotential ground to all points. --.. _ _l 4 f (J 
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Electrical and Environmental Guidelines 

ing Electrical Ground The main electrical service entrance equipment should have an earth 
ection, as required by applicable codes. Connections such as a grounding rod, building steel, or a 

coriduc ~ e cold water service pipe provide an earth ground. 
_,.,f~ 

C ,EJtctri Conduit Ground To provide a continuous grounding system, all electrical conduits should be 
' -A.:;I,l;H'!'"inT rigid metallic conduit that is securely connected together or bonded to panels and electrical boxes. 

Power Panel Ground Each power panel should be grounded to the electrical service entrance with green 
(greenlyellow) wire ground conductors. The green (greenlyellow) wire ground conductors should be sized per 
applicable codes (based on circuit over current device ratings). 

NOTE The green wire ground conductor mentioned above may be a black wire marked with green 
tape.; 

Computer Safety Ground Ground all computer equipment with the green (green/yellow) wire included in 
the branch circuitry. The green (green/yellow) wire ground conductors should be connected to the appropriate 
power panel and should be sized per applicable codes (based on circuit over current device ratings). 

Superdome was approved by regulatory agencies around the world, and therefore requires a 
ground/protective earth. there are no exclusions to this regulatory approval. 

High-frequency grounding between IOX and Superdome is provided by the cabinet-to-cabinet signal cabling. 
Whenever an IOX is connected to a Superdome cabinet, low-frequency grounding between these two cabinets 
is provided by a ground strap. This ground strap is shipped with each IOX. Refer to the I I O Expansion 
Cabinet Guide for more detail. 

Newtwork-connected Equipment Ground The installation must provide a ground connection for the 
network equipment. This statement is translated in to the following two languages as required: 

WARNING 

WARNING 

Sweden: Apparaten skall anslutas till jordat uttag, nãr den ansluts till ett nãtverk. 

Denmark: F~r tilslutning af de ~vrige ledere, se medf~lgende 
installationsvejledning. 

System Installation Guidelin~s 

This section contains information about installation practices. Some common pitfalls are highlighted. Both 
' power cable and data communications cable installations are discussed. 

Wiring Connections 

Expansion and contraction rates vary among different metais. Therefore, the integrity of an electrical 
connection depends on the restraining force applied. Connections that are too tight compress or deform the 
hardware and causes it to weaken. This usually leads to high impedance causing circuit breakers to trip. 

CAUTION 

ry 42 

Connections that are too loose have a high resistance that cause serious problems, such as 
erratic equipment operation. A high resistance connection overheats and sometimes causes fire 
or high temperatures that can destroy hard-to-replace components such as distribution panels 
or system bus bars. 
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Wiring connections must be properly torqued. Many equipment manufacturers specify th 
torque values for their hardware. 

Ground connections must only be made on a conductive, nonpainted surface. Lockwashers musth':!!''TTI!!'I!'l'r 
connections to prevent connection hardware from working loose. 

Data Communications Cables 

Power transformers and heavy foot traffic create high energy fields. Route data communications cables away 
from these areas. Use shielded data communications cables that meet approved industry standards to reduce 
the effects of externai fields. Data cables that are run externally to a metal fire enclosure must have a 
minimum fire rating ofVW-1 or VW-4 or better. 

c 

o 
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al Elements 
The followmg environmental elements can affect a Superdome server installation: 

• Computer room preparation 

• Cooling requirements 

• Humidity levei 

• Air conditioning ducts 

• Dust and pollution control 

• Electrostatic dis~harge (ESD) prevention 

• Acoustics (noise reduction) 

• Zinc whisker control 

Computer Room Preparation 

The following guidelines are recommended when preparing a computer room for a Superdome server system: 

• Loca te the compu ter room away from the exterior walls of the building to avoid the heat gain from 
windows and exterior wall surfaces. 

• When exterior windows are unavoidable, use windows that are double- or triple-glazed and shaded to 
prevent direct sunlight from entering the computer room. 

• Maintain the computer room at a positive pressure relative to surrounding spaces. 

• Use a vapor barrier installed around the entire computer room envelope to restrain moisture migration. 

• Caulk and vapor seal ali pipes and cables that penetra te the envelope. 

• Use at least a 12-inch raised floor system for the most favorable room air distribution system (underfloor 
distribution). 

• Ensure a minimum ceiling height of 12 inches between the top ofthe server and the ceiling. Ensure ali 
ceiling clips are in place. 

Cooling Requirements 

,Air conditioning equipment requirements and recommendations are described in the following sections. 

Basic Air Conditioning Equipment Requirements 

The cooling capacity of the installed ai r conditioning equipment for the compu ter room should be sufficient to 
offset the computer equipment dissipation loads, as well as any space envelope heat gain. This equipment 
should include: 

• 

• 
• 
• 
• 

Air filtration 

Cooling or dehumidification 

Humidification 

Reheating 

Air distribution 
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Electrical and Environ 

• System controls adequate to maintain the computer room within the operating ranges list 

Table 2-1 Computer Room Environment 

Parameter Operating Range 

68° to 86° F 
(20° to 30° C) 

Recommended 
Range 

68 to 72 °F 
(20° to 23° C) 

Maximum Rate of Change (per 
hour) 

9° F repetitive, 
36° F nonrepetitive 
(5° C repetitive, 
20° C nonrepetitive) 

Humidity 15%-80% 6% 
with no condensation 
( 40% - 55% recommended) 

a. At altitudes up to 3,000 (9,842) meters. 
b. System also requires 2400 CFM airflow. 

Lighting and personnel must also be included. For example, a person dissipates about 450 BTUs per hour 
while performing a typical computer room task. 

At altitudes above 10,000 feet (3048 m), the lower air density reduces the cooling capability of air conditioning 
systems. If your facility is located above this altitude, the recommended tem per ature ranges may need to be 
modified. For each 1000 feet (305 m) increase in altitude above 10,000 feet (up to a maximum of 15,000 feet), 
subtract 1.5° F (0.83° C) from the upper limit ofthe temperature range listed in Table 1-14 on page 31. 

Air Conditioning System Guidelines 

The following guidelines are recommended when designing an air conditioning system and selecting the 
necessary equipment: 

• 

• 

• 

o 
• 

The air conditioning system serveing the compu ter room should be capable of operating 24 hours a day, 
365 days a year. It should also be independent of other systems in the building. 

o • 

Consid~~ the long-term value ~f computer syste~ availability, redundant air conditioning equipm~nt, o~ . 
capacity. 

The system should be capable ofhandling any future computer system expansion . 

Air conditioning equipment air filters should have a minimum rating of 45% (based on "AShRA Standard 
52-76, Dust Spot Efficiency Test"). , 

Introduce only enough outside air into the system to meet building code requirements (for human 
occupancy) and to maintain a positive air pressure in the computer room. 

Air Conditioning System Types 

The following three air conditioning system types are listed in order of preference: 

• Complete self-contained package unit(s) with remote condenser(s). These systems are available with u, or 
down discharge and are usually located in the computer room. 

• Chilled water package unit with remote chilled water plant. These systems are available ~-:i.th-Yp-er-àe~l'l. ,... 
discharge and are usually located in the compu ter room. ,-,r.<'- .n v v • - •v v ~ 

. CPML- CORREIOS 
Central station air handling units with remote refrigeration equipment. These systems a e .us.ually , • 
located outside the computer room. 14 '7 8 
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Electrical and Environmental Guidelines 

Environmental Elements 

eiling suppiy system-From 55° F (12.8° C) to 60° F (15.6° C) 

• Fioor suppiy system-At Ieast 60° F (15.6° C) 

If a ceiiing pienum return air system or a ducted ceiiing return air system is used, the return air grille(s) in 
the ceiiing shouid be Iocated directiy above the computer equipment cabinets. 

The following three types of air distribution system are listed in arder ofrecommendation: 
• 

• Underfloor air'd!stribution system-Downflow air conditioning equipment Iocated on the raised floor of 
the compu ter roam uses the cavity beneath the raised floor as pienum for the suppiy air. 

Return air from an underfloor air distribution system can be ducted return air (DRA) above the ceiling, as 
shown in Figure 2-2 on page 48. 

Perforated floor paneis (avaiiabie from the raised floor manufacturer) shouid be Iocated around the 
perimeter of the system cabinets. Suppiy air emitted though the perforated floor paneis is then avaiiabie 
near the cooiing air intake vents of the compu ter system cabinets. 

• Ceiiing pienum air distribution system-Suppiy air is ducted in to the ceiling pienum from upflow air 
conditioning equipment Iocated in the computer roam or from an air handling unit (remate). 

The ceiling construction shouid resist air Ieakage. Piace perforated ceiling paneis (with down discharge 
air flow characteristics) around the perimeter of the system cabinets. The suppiy air emitted downward 
from the perforated ceiiing paneis is then avaiiabie near the cooiing air intake vents of the compu ter 
system cabinets. 

Return air shouid be ducted back to the air conditioning equipment though the return air duct above the 
ceiling. 

• Above ceiiing ducted air distribútion system-Suppiy air is ducted into a ceiiing diffuser system from 
upflow air conditioning equipment Iocated in the computer roam or from an air handiing unit (remate). 

Return air from an above ceiiing ducted air distribution system may be ducted return air (DRA) above the 
ceiiing, as shown in Figure 2-4 on page 50, or ceiiing pienum return air (CPRA), as shown in Figure 2-3 on 
page 49. 

Adjust the suppiy air diffuser'·systetn grilles to direct the cooiing air downward around the perimeter of 
the computer system cabinets. The suppiy air is then avaiiable near the cooling air intake vents ofthe 
computer system cabinets. 

Air Conditioning System Installation 

Ali air conditioning equipment, materiais, and installation must compiy with any appiicabie construction 
codes. Installation ofthe various components ofthe air conditioning system must aiso conform to the air 
conditioning equipment manufacturer's recommendations. 

Figure 2-2 on page 48 illustrates a typicai computer roam underfloor air distribution system (DRA). 

Figure 2-3 on page 49 illustrates a typicai computer roam ceiling pienum air distribution system (CPRA). 
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Figure 2-4 on page 50 illustrates a typical computer room above ceiling ducted air distributi 

Figure 2-1 
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Typical Computer Room Raised Floor Layout 
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Electrical and Environmental Guidelines 

Environmental Elements 

Underfloor Air Distribution System 
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Figure 2-3 Ceiling Plenum Air Distribution System 
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Humidity Levei 

Above Ceiling Ducted Air 
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Maintain proper humidity leveis. High humidity causes galvanic actions to occur between some dissimilar 
metais. This eventually causes a high resistance between connections, leading to equipment failures. High 
humidity can also have an adverse affect on some magnetic tapes and paper media. 
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Electrical and Environm 

CAUTION Low humidity contributes to undesirably high leveis of electrostatic charges. This increases the 
electrostatic discharge (ESD) voltage potential. ESD can cause component damage during 
servicing operations. Paper feed problems on high-speed printers are usually encountered in 
low-humidity environments. 

Low humidity leveis are often the result ofthe facility heating system and occur during the cold season. Most 
heating systems cause air to have a low humidity levei, unless the system has a built-in humidifier. 

Air Conditioning Ducts 

Use separate computer room air conditioning duct work. Ifit is not separate from the rest ofthe building, it 
might be difficult to control cooling and air pressure leveis. Duct work seals are important for maintaining a 
balanced air conditi<ming system and high static air pressure. Adequate cooling capacity means little ifthe 
direction and rate àf air flow cannot be controlled beca use of poor duct sealing. Also, the ducts should not be 

c xposed to warm air, or humidity leveis may increase. 

Dust and Pollution Control 

Computer equipment can be adversely affected by dust and microscopic particles in the site environment. 

Specifically, disk drives, tape drives, and some other mechanical devices can have bearing failures resulting 
from airborne abrasive particles. Dust may also blanket electronic components like printed circuit boards 
causing premature failure due to excess heat and/or humidity build up on the boards. Other failures to power 
supplies and other electronic components can be caused by metallically conductive particles. These metallic 
particles are conductive and can short circuit electronic components. Use every effort to ensure that the 
environment is as dust and particulant free as possible. 

Smaller particles can pass though some filters and, over a period oftime, possibly cause problems in 
mechanical parts. Small dust particles can be prevented from entering the compu ter room by maintaining its 
air conditioning system at a high static air pressure levei. 

Other sources of dust, metallic, conductive, abrasive, and/or microscopic particles can be present. Some 
sources ofthese particulants are: . 

• Subfloor shedding 

• Raised floor shedding o Ceiling t ile shedding . · 

These pollutants are not always vísible to the naked eye. A good check to determine their possible presence is 
to check the underside of the tiles. The til e should be shiny, galvanized, and free from rust. 

·The computer room should be kept clean. The following guidelines are recommended: 

• 

• 
• 

• 

Smoking-Establish a no-smoking policy. Cigarette smoke particles are eight times larger than the 
clearance between disk drive read/write heads and the disk surface. 

Printer-Locate printers and paper products in a separate room to eliminate paper particulate problems . 

Eating or drinking-Establish a no-eating or drinking policy. Spilled liquids can cause short circuits in 

equipment such as keyboards. -t-..r::::L'(jcr.::;l.'S--'"'Nlli"79t'Z€~i--~..lwl 
. "-<v Vo..J/ c.. vv~ v ·v-

Tile floors-Use a dust-absorbent cloth mop rather than a dry mop to clean tile floors. CPMI -CORREIOS 
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Zinc Particulate Contamination 

Metallic particulates can be especially harmful around electronic equipment. This type of contamination may 
enter the data center environment from a variety of sources, including but not limited to raised floor tiles, 
worn air conditioning parts, heating ducts, rotor brushes in vacuum cleaners or printer component wear. 
Because metallic particulates conduct electricity, they have an increased potential for creating short circuits 
in electronic equipment. This problem is exaggerated by the increasingly dense circuitry of electronic 
equipment. 

Over time, very fine whiskers ofpure metal can form on electroplated zinc, cadmium, or tin surfaces. Ifthese 
whiskers are distur'Qed, they may break off and become airborne, possibly causing failures or operational 
interruptions. For-over 50 years, the electronics industry has been aware of the relatively rare but possible 
threat posed by metallic particulate contamination. During recent years, a growing concern has developed in 
computer rooms where these conductive contaminants are formed on the bottom of some raised floor tiles. 

Although this problem is relatively rare, it may be an issue within your computer room. Since metallic 
contamination can cause permanent or intermittent failures on your electronic equipment, Hewlett-Packard 
strongly recommends that your site be evaluated for metallic particulate contamination before installation of 
electronic equipment. 

Electrostatic Discharge (ESD) Prevention 

Static charges (voltage leveis) occur when objects are separated or rubbed together. The voltage levei of a 
static charge is determined by the following factors: 

• Types of materiais 

• Relative humidity 

• Rate of change or separation 

Table 2-2 lists charge leveis based on personnel activities and humidity leveis. 

Table 2-2 Effect of Humidity on ESD Charge Leveis 

Personnel Activity8 Humidityh and Charge Leveis (volts)c 

.. 26% 32% 40% 

Walking across a linoleum floor 6,150 5,750 4,625 

Walking across a carpeted floor 18,450 17,250 13,875 

Getting up from a plastic chair 24,600 23,000 18,500 

a . Source: B.A.Unger, Electrostatic Discharge Failures of Semiconductor Devices (Bell 
Laboratories, 1981) 

50o/o 

3,700 

11,100 

14,800 

b. For the same relative humidity levei, a high rate of airflow produces higher static charges 
than a low airflow rate. 

c. Some data in this table has been extrapolated. 
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Electrical and Environmental Guidelines 

Static Protection Measures 

Follow these precautions to minimize possible ESD-induced failures in the computer room: 

• Install conductive flooring (conductive adhesive must be used when laying tiles). 

• Use conductive wax (ifwaxed floors are necessary). 

• Ensure that all equipment and flooring are properly grounded and are at the same ground potential. 

• Use conductive tables and chairs. 

• Use a grounded wrist strap (or other grounding method) when handling circuit boards. 

• Store spare electronic modules in antistatic containers. 

• Maintain recommended humidity level and airflow rates in the computer room. 

Acoustics 

'omputer equipment and air conditioning blowers cause computer rooms to be noisy. Ambient noise level in a 
computer room can be reduced as follows: 

• Dropped ceiling-Cover with a commercial grade offire-resistant, acoustic rated, fiberglass ceiling tile. 

• Sound deadening-Cover the walls with curtains or other sound deadening material. 

• Removable partitions-Use foam rubber models for most effectiveness. 

o 

..------------
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3 Facility Guidelines 

This chapter describes facility characteristics and provides guidelines for preparing the compu er~. _ CORREIOS 

• "Facility Characteristics" on page 57 discusses architectural issues. 

• "Space Requirements" on page 60 discusses the amount of floor space required by the com 
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Refer to Appendix C for templates to aid in locating caster contact area and casterlleveling foot 
centers. Templates are also provided to locate required cutouts for cable routing. 
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Facility Characteristics 

This section contains information about facility characteristics that must be considered for the installation or 
operation of a Superdome server. Facility characteristics are: 

• Floor loading 

• Windows 

• Altitude effects 

Floor Loading 

The computer roorri floor must be able to support the total weight ofthe installed computer system as well as 
the weight ofthe individual cabiriets as they are moved into position. 

c -'loor loading is usually not an issue in non-raised-floor installations. The information presented in this 
section is directed toward raised-floor installations. 

NOTE Any floor system under consideration for a Superdome server installation should be verified by 
an appropriate floor system consultant. 

Raised-Floor Loading 

Raised-floor loading is a function ofthe manufacturer's load specification and the positioning ofthe 
equipment relative to the raised-floor grid. While Hewlett-Packard cannot assume responsibility for 
determining the suitability of a particular raised-floor system, information and illustrations are provided for 
the customer or local agencies to determine installation requirements. 

The following guidelines are recommended: 

• Beca use many raised-floor systems do not have grid stringers between floor stands, the lateral support for 
the floor stands depends on adjacent panels being in place. To avoid compromising this type offloor 
system while gaining under floor access, remove only one floor pane! ata time. 

• Larger floor grids (bigger panels) are generally rated for lighter loads. 

CAUTION Do not install any raised~floor system until you have carefully examined it to verify that it is 
adequate to support the appropriate installation. 

Floor-Loading Terms 

Table 3-1 defines floor-loading terms. 

Table 3-1 Floor-Loading Terms 

Term Definition 

Dead load 
Df""\C' 10 "" - · ~ · ~ 

-,,...,. n ·- ~ Weight of the raised-panel floor system, including the 
understru~ture. Expressed in lb/ft2 (kg/m2). C~~~ • CORREIOS 

Live load Load the floor system can safely support. Expressed in lb/ft2 ·-. 

I 

14 84 (kg/m2). .. 
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~/ Term 

Concentrated load 

Ultimate load 

Rolling load 

Average floor load 

Floor-Loading Terms (Continued) 

Definition 

Load a floor panel can support on a 1-in2 (6.45 cm2) area at 
the panel's weakest point (typically the center ofthe panel), 
without the surface of the panel deflecting more than a 
predetermined amount. 

Maximum load (per floor panel) the floor system can support 
without failure. Failure expressed by floor panel(s) breaking 
or bending. 

Ultimate load is usually stated as load per floor panel. 

Load a floor panel can support (without failure) when a wheel 
of specified diameter and width is rolled across the panel. 

Computed by dividing total equipment weight by the area of 
its footprint. This value is expressed in lb/ft2 (kg/m2). 

Average Floor Loading 

The average floor load value, defined in Table 3-2, is not appropriate for addressing raised-floor ratings at the 
floor grid spacing levei. However, it is useful for determining floor-loading at the building levei, such as the 
area of solid floor or span of raised-floor tiles covered by the Superdome server footprint. 

Typical Raised-Floor Site 

This section contains an example of a computer room raised-floor system that is satisfactory for the 
installation of a Superdome server. 

Based on specific information provided by Hewlett-Packard, Tate Access Floors has approved its Series 800 
all-steel access floor with bolt-together stringers and 24 in. (61.0 em) by 24 in. (61.0 em) floor panels. 

Dueto the large amount offloor panel material that must be removed for the purpose ofrouting cables, this 
particular floor must be braced as shown in Figure 3-1. 
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Figure 3-1 

' ·"~ . 
. :"r;" ;.(\1 · • . 

Tate Series 800 Floor Bracing 

Additional Support 

Floor pane! 

60SP039A 
519100 

NOTE Ifthe specific floor being evaluated or considered is other than a Tate Series 800 floor, the 
specific floor manufacturer must be contacted to evaluate the floor being used. 

Table 3-2 lists specifications for the Tate Access Floors Series 800 raised-floor system. 

Table 3-2 Tate Series 800 Raised-Floor Tile Specifications 

Item Rating 

Dead load 7 lb/ft 2 (34.2 kg/m2) 

Live load 313 lb/ft 2 (1528.3 kg/m2) 

Concentrated loada 1250 lb (567 kg) 

) Ultimate load 
·, 
4000 lb (1814 kg) per 
panel · 

Rolling load 400 lb (181 kg) 

Average Tile load 500 lb (227 kg) 

a. With 0.08 in (0.2 em) of span maximum deflection 

Windows 

Avoid housing computers in a room with windows. Sunlight entering a compu ter room may cau p~~r. ,.. " -·~ 
Magnetic tape storage mediais damaged if exposed to direct sunlight. Also, the heat generated by l@-6\mghCOR·~f;:I;OS 
places an additionalload on the cooling system. · 

1 ;J c; r:· -. c. a 
Fls ;~ 
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Delivery Space Requirements 

There should be enough clearance to move equipment safely from the receiving area to the computer room. 
Permanent obstructions, such as pillars or narrow doorways, can cause equipment damage. 

Delivery plans should include the possible removal ofwalls or doors. The physical dimensions for applicable 
computers and perii»heral equipment are summarized in Appendix A. 

Operational Space Requirements 

Other factors must be considered along with the basic equipment dimensions. Reduced airflow around 
equipment causes overheating, which can lead to equipment failure. Therefore, the location and orientation of 
air conditioning ducts, as well as airflow direction, are important. Obstructions to equipment intake or 
exhaust airflow must be eliminated. 

The location oflighting fixtures and utility outlets affects servicing operations. Plan equipment layout to take 
advantage oflighting and utility outlets. Do not forget to include clearance for opening and closing equipment 
doors. 

Clearance around and above the cabinets must be provided for proper cooling airflow through the equipment. 

The service area space requirements, outlined in Appendix C, are minimum dimensions. If other equipment is 
located so that it exhausts heated air near the cooling air intakes of the compu ter system cabinets, larger 
space requirements are needed to keep ambient air intake to the computer system cabinets within the 
specified temperature and humidity ranges. 

Space planning should also include the possible addition of equipment or other changes in space 
requirements. Equipment layout plans should also include provisions for the following: 

• Channels or fixtures used for routing data cables and power cables 

• Access to air conditioning ducts, filters, lighting, and electrical power hardware 

• Power conditioning equipment 
' 

• Cabinets for cleaning materiais 

.• Maintenance area and spare parts 

Floor Plan Grid 

The floor plan grid is used to plan the location of equipment in the compu ter room. In addition to its use for 
planning, the floor plan grid should also be used when planning the locations ofthe following items: 

• Air conditioning vents 

• Lighting fixtures 

• Utility outlets 

• Doors 

60 Chapter 3 
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• Access areas for power wiring and air conditioning filters 

• Equipment cable routing 

Copies ofthe floor plan grid are located in Appendix C. 

Equipment Footprint Templates 

Equipment footprint templates are provided in Appendix C to show basic equipment dimensions and space 
requirements for servicing. Be sure to use the appropriate templates for the equipment that isto be installed. 

The service areas shown on the template drawings are lightly shaded. 

Removable copies ofthe equipment footprint templates are located in Appendix C. They should be used with 
the floor plan grid to define the location o f the equipment that will be installed in your compu ter room. 

C IIIOTE 

o 
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Photocopying typically changes the scale of drawings copied. If any templates are copied, then 
ali templates and floor plan grids must also be copied. 
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4 Pre-Installation Survey 

This chapter provides a site survey information packet consisting of an information form and c:-iWiilolid~.~S-~.Y-U 
used to evaluate a compu ter facility. The checklists information sheets and information forms sh<flitiBll~fffif!;\ftft';.......A.~>..I 
out by the customer anda Hewlett-_Packard representative. 

• "Pre-Installation Survey Content" on page 65 describes the contents ofthe site survey info 

F1s: .14 8 
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Pre-Installation Survey Content 

The si te pre-installation survey information is designed to identify problems that might occur before, during, 
or after the installation ofthe system. It contains the following items: 

• Pre-installation checklists-Verify the customer site is ready for the equipment installation. 

• Pre-installation survey information sheets-List customer name, address, and corresponding 
Hewlett-Packard sales personnel. 

• Pre-installation survey information forms-List delivery information and special instructions. 
~ 

o 

14 88 
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"cal Installation Schedule 

The following schedule lists the sequence of events for a typical system installation: 

• 60 days before installation 

- Floor plan design completed and mailed to Hewlett-Packard 

• 30 days before installation 

Primary power and air conditioning installation completed 
• Telephone and data cables installed 

Fire protection equipment installed 

Major facility changes completed 

Special delivery requirements defined 

Site inspection survey completed 

Delivery survey completed 

Signed copy ofthe site inspection and delivery survey mailed to Hewlett-Packard 

Site inspection and pre-delivery coordination meeting arranged with a Hewlett-Packard 
representative to review the inspection checklist and arrange an installation schedule. 

• 7 days before installation 

- Final check made with a Hewlett-Packard customer engineer to resolve any last-minute problems 

~66 Chapter 4 
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Site Inspection 
Table 4-1 contains a sample ofthe Customer and Hewlett-Packard information required. 

Table 4-2 contains a sample site inspection checklist. 

IMPORTANT Ensure that the customer is aware ofthe iCOD email requirements. That is, each bootable 
partition requires a connection to the internet to send email to notify Hewlett-Packard that the 
customer has allocated additional CPUs beyond the amount initially purchased. Each bootable 
partition must be configured to perform this operation. 

For more details, go to http://superdome.hp.com and click on the iCOD link. .. 

( 'lOTE Table 4-1 and Table 4-2 are provided as examples only. To ensure use ofthe current information 
specific to your si te preparation, refer to the Si te Readiness Review Section of the Deployment 
Manager's Handbook. 

Table 4-1 Customer and Hewlett-Packard Information 

Customer lnformation 

Name: Phone No: 

Street Address: City 
o r 
Town: 

State or Province: Country 

Zip or postal code: 

Primary customer contact: Phone No.: 

Secondary customer contact: Phone No.: 

Traffic coordinator: Phone No.: 

)fewlett-Packard information 

Sales representative Order No: 

Representative making survey Date: 

Scheduled delivery date 

CPMI -CORREIOS 
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To ensure compliance with item 10 o f Table 4-2, provi de a copy of Appendix D to the customer 
to use a worksheet to identify required names and addresses for the LAN. 

Table 4-2 Site Inspection Checklist 

Please check either Yes orNo. If No, include comment or date 
Comment 
or Date 

Computer room 

No. Area or condition Yes No 

1. 
~ 

Is there a completed floor plan? 

2. Is there adequate space for maintenance needs? 
Front 42 in (106 em) min., 48 in (121 em) 
recommended. Rear 32 in (81 em) min., 36 in 
(91cm) recommended 

3. · Is access to the site or computer room 
restricted? 

4. Is the computer room structurally complete? 
Expected date of completion? 

5. Is a raised floor installed and in good condition? 
What is the floor to ceiling height? [7.5 ft (228 
em) minimum] 

6. Is the raised floor adequate for equipment 
loading? 

7. Are there channels or cutouts for cable routing? 

8. Is there a remate console telephone line 
available with an RJll jack? 

9. Is a telephone line available? 

9a. Is the customer aware of the i.COD email 
requirements? 

Each bootable partition requires a connection to 
the internet to send email to notify 
Hewlett-Packard that the customer has 
allocated additional CPUs beyond the amount 
initially purchased. Each bootable partition 
must be configured to perform this operation. 

For more details, go to http://superdome.hp.com 
and click on the iCOD link. 

10. Are custo:rp.er supplied peripheral and LAN 
cables available and ofthe proper type? 

\< 68 
Chapter 4 

' J 



Table 4-2 Site Inspection Checklist (Continued) 

Please check either Yes orNo. IfNo, include comment or date 
Comment 
orDate · 

11. Are floor tiles in good condition and properly 
braced? 

12. Metallic particulate test required. 

Power and lighting 

No. Area or condition Yes No 

13. Are lighting leveis adequate for maintenance? 

14. Are there ac outlets available for servicing 
needs? (i.e. vacuuming) 

15. Does the input voltage correspond to equipment 
specifications? 

15A Is dual source power used? If so, identify type(s) 
and evaluate grounding. 

16 Does the input frequency correspond to 
equipment specifications? 

17. Are lightning arrestors installed inside the 
building? 

18. Is power conditioning equipment installed? 

19. Is there a dedicated branch circuit for 
equipment? 

20. Is the dedicated branch circuit less than 250 
feet (72.5 meters)? 

21. Are the input circuit breakers adequate for 
equipment loads? 

)afety 
\ 

No. Area or condition Yes No 

22. Is there an emergency power shut-off switch? 

23. Is there a telephone available for emergency 
purposes? 

24. Is there a tire protection system in the 
computer room? 

25. Is antistatic flooring installed? 

14 90 
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e-lrfsta · n Survey 

. · ~' 
I \ ~Ie,. .. .,!) Si te Inspection Checklist (Continued) \J · · ~ ~ 

Comment /;,}., ' check either Yes orNo. If No, include comment or date 
orDate . 

26. Are there any equipment servicing hazards 
(loose ground wires, poor lighting, etc.)? 

Cooling 

No. Area or condition Yes No 

27. Can cooling be maintained between 68° and 86° 
(20° and 30° C)? 

28. Can temp@rature changes be held to go 
(5 o C) per hour? 

29. Can humidity levei be maintained between 40% 
and 55%? 

30. Are air conditioning filters installed and clean? 

Storage 

No. Area or condition Yes No 

31. Are cabinets available for tape and disc media? 

32. Is shelving available for documentation? 

Training 

No. Area or Condition 

33 Are personnel enrolled in the System 
Administrator's Course? 

. . 

34 Is on-site training required? 

o 
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Delivery Survey 

The delivery survey fonn shown in Figure 4-1 on page 72 and Figure 4-2 on page 73Üsts delivery or 
installation requirements. If any of the items on the list apply, enter the appropriate information in the areas 
provided on the form. 

Special instructions or recommendations should be entered on the Special Instructions or Recommendations 
form. Following are examples of special instructions or issues: 

• Packaging restrictions at the facility, such as size and weight limitations 

• Special delivery procedures 

• Special equipment required for installation, such as tracking or hoists 

• What time the facility is available for installation (after the equipment is unloaded) 
.. 

• Special security .requirements applicable to the facility, such as security clearance 

c 
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Pre-lnstallation Survey 

Delivery Survey 

/ -·c r 

~:,' 
Delivery Survey (Part 1) 

DELIVERY CHECKLIST 

DOCK DELIVERY Cp l/~ 
- ls dock large enough for a semitrailer? Yes - -

Circle lhe location of lhe dock and give slreel name if differenl lhan address. 

North 

Wesl 

I 
I Ea" 

Sou Ih 

STREET DELIVERY 

Circle lhe localion of access door and lisl slreel name if differenl lhan address. 

North 

West I I East 

Sou Ih 

Lisl heighl and widlh of access door. 

Lisl special permils (if required) for slreel delivery. 

No __ 

Permil type: Agency oblained from: 

72 
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Figure 4-2 
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Delivery Survey (Part 2) 

ELEVA TOA 

Fill in the following information if an elevator is required to move equipment. 

Capacity (lb or kg) _ _ ___ _ 

Depth _ _ _ __ _ 

Height _ ____ _ 

Width _ _ _ _ _ _ 

STAIRS 

Please list number of flights and stairway dimensions. 

r-- Width ---1 

T 
I 

Number of flights _ ____ _ Number of flights _____ _ 

Width _ ___ _ _ Width _____ _ 

Width _____ _ Width _ _ ___ _ 

60SP019A 
11 /24199 
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System Weights 

Weight 

1' 
~~)hl . 

· To dftf (.) ne overall weight, follow the examples in Table A-1, then complete the entries 

c P'{_;M -1 Example Weight Summary 
-~-- --- ------- -- ---- ------- --- - - - - - - - ·--

Component Quantity MultiplyBy Weight (kg) 

Chassis a 1 745.17lbs 745.17 lbs 
(338.10) (338.10) 

Cell Boards 4 41.00 lbs 164.00 lbs 
(18.60) (74.40) 

DIMMs 128 .2lbs 25.60 

• (.09) 
(11.60) 

. . 

I/0 Cardcages 4 36.5 lbs 146lbs 
(16.56) (66.24) 

I/0 Cards 12 .45lbs 5.4 lbs 
(.225) (2.45) 

PDCA 2 26.00lbs 104.00 lbs 
(23.59) (47.18) 

Bulk Power 6 23.00 lbs 138.00 lbs 
Supply (BPS) (11.81) (62.64) 

Total weight 1328.17lbs 
(517 .35) 

a. The listed weight for a chassis includes the weight of all components not listed 
in Table A-1. 

TableA-2 Weight Summary 

Component Quantity MultiplyBy Weight (kg) 

Chassis a 745.17lbs 745.17lbs 
' (338.10) (338.10) 

Cell Boards 41.00 lbs lbs 
(18.60) 

DIMMs .2 lbs lbs 

(.09) 

I/0 Cardcages 36.5 lbs lbs 
(16.56) 

I/0 Cards .45 lbs lbs 
(.225) 

'\176 

--

,.c:':>. 

: ) 

) 

in Table A-2. 
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TableA-2 Weight Smmnary (Continued) 

Component Quantity MultiplyBy Weight (kg) 

PDCA 26.00lbs lbs 
(23.59) 

-- -- ---- ----1--·-- - ------------
Bulk Power 23 .00 lbs lbs 
Supply (BPS) (11.81) 

Total weight lbs 

a. The Iisted weight for a chassis includes the weight of ali cornponents not listed 
in Table A-2. 

c 
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'B Conversion Factors 

The conversion factors provided in this appendix are intended to ease data calculation for systems that do not 
conform specifically to the configurations listed in this Site Preparation Guide. 

Listed below are the conversion factors used in this document, as well as additional conversion factors that 
may be helpful in determining those factors required for site planning. 

Appendix B 
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Refrigeration 
} 

1 watt = .86 kcal/h 

1 watt = 3.413 Btulh 

1 watt = 2.843-4 tons 

1 ton = 200 Btu/min 

1 ton = 12,000 Btulh 

1 ton = 3,517.2 W 

• Metric equivalents 

1 centimeter = 0.3937 in 

1 meter = 3.28 ft 

1 meter = 1.09 yds 

1 in. = 2.54 em 

1 ft = 0.305 m 

1 CFM = 1. 7m3/h 

• kVA conversions, three ~ 

kVA =v X A X >13 / 1000 

• kVA conversion, single ~ 

kVA=V x A/ 1000 

o 
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C Templates 

This appendix contains blank floor plan grids and equipment templates. Combine the necessary number of 
floor plan grid sheets to create a scaled version of the compu ter room floor plan. 

Figure C-1 illustrates the locations required for the cable cutouts. 

Figure C-2 on page 83 illustrates the overall dimensions required for a Superdome 32 Way system. 

Appendix C ) 
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Templates 

Cable Cutouts and Caster Locations 

14in 
35.6 em 

: : 5.1 !n _j 
13.0 em (edge~of euto.~t) I 

. . ._ 3.81n 
9.5 em (eenter of foot) 

--t----Hoo--t---

?in 
---- -t -in - - -- -1 in - 11:.8 em -

17.8 em 2:5 em 

- l 
.t 

IÔ Cable ~xit 

: ~ 
?;a in 

-- - -- . . - - - - '7 ih - - 1-9 ~9 em . 

17.8 em 

:30 in 
76.2 em 

· 4X Li:weling feet · 
I 1.25': dia 

---- '31fil1 
91.4 em 

3.2em 

t 
: 48 in . . . - - . . . . . . . . - - . - - - - - . . 
:122 em • --- --- --

42in 
106.7 em 

----- ' (4$ 'ih)' -

(122 em) 

NOTE: 

126 in 
32Qem 

48 in: ls Reeo:mmendéd 
42 in: ls Minimum Allciwable 

60SP028A 
6/16100 
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Figure C-2 Superdome 16 Way/Superdome 32 Way Space Requirements 
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Appendix C 

NOTE: 
12" Minimum Clearance Required 
Between Top Of Cabinet and Ceiling 

Service 
Are a 

126 in Server 
320cm 

48in 
122.0cm 

~ 

4ft 
1220mm 

36in 
91.4 em 

42in 
106.7cm 

t 

42 in ls Minimum Allowable 
------,-----

} 
~~i~~~ Recommended 

762mm 

j 

6.411 
1.95 m 

_j 
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Templates 

\z 84 

Superdorne 64 Way Space Requirernents 

NOTE: 
12" Minimum Clearance Required 
Between Top Of Cabinet and Ceiling 

12,_6 in 
320em 

Service 
Area 

48in 
122 em 

Server Server 48in 
122.0em 

~ 

36in 
91.4 em 

t 

42in 
106.7 em 

t 

152.4 em 

} 

NOTE: 
48 in ls Recommended 
42 in ls Minimum Allowable 

77 in 
196 em 

_j 

60SP022A 
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Templates 

Equipment Footprint Templates 

'b 
Equipment Footprint Templates ( ·'0-.0...rtj;)ry 

Equipment footprint templates are drawn to the same scale as the floor plan grid (114. inch \ 1 fo~. T. 
templates are provided to show basic equiprnent dirnensions and space requirernents for se · irig. _ ~ 

The service areas shown on the template drawings are lightly shaded. 

The equipment templates should be used with the floor plan grid to define the location of the equipment that 
will be installed in your compu ter room. 

NOTE 

c 

o 

Appendix C 

Photocopying typically changes the scale of copied drawings. If any ternplates are copied, then 
ali templates and floor plan grids must also be copied. 
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Templates 
Computer Room Layout Plan 

r Room Layout Plan 

ing procedure to create a computer roam layout plan: 

Remove several copies ofthe floor plan grid. 

Step 2. Cut andjoin them together (as necessary) to create a scale model floor plan ofyour computer roam. 

Step 3. Remove a copy of each applicable equipment footprint template. 

Step 4. Cut out each template selected in Step 3; then place it on the floor plan grid created in Step 2. 

Step 5. Position pieces until the desired layout is obtained; then fasten the pieces to the grid. Mark 

NOTE 

locations of compu ter roam doors, air-conditioning floor vents, utility outlets, and so on. 

~ 

Attach a reduced copy of the completed floor plan to the si te survey located in Chapter 4, 
"Pre-installation Survey." Hewlett-Packard field engineers use this floor plan during equipment 
installation. 

~-8-6------------------------------------------------------------------------A-p_p_e_n_d_ix---C 
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Superdome 32 Way, Superdome 64 Way, and I/0 Expansion Cabinet Templates 
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Templates 
Computer Room Layout Plan 
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Su perdome 32 Way, Su perdome 64 Way, and 110 E xpansion Cabinet Templates 
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Templates 

Computer Room Layout Plan 

Superdome 32 Way, Superdome 64 Way, and I/0 Expansion Cabinet Templates 
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Superdome 32 Way, Superdome 64 Way, and I/0 Expansion Cabinet Templates 
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Templates 
Computer Room Layout Plan 

Way, Superdome 64 Way, and 110 Expansion Cabinet Templates 
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- ·D Superdome LAN Interconnect Diagram 

Have the customer fill in Table D-1 on page 100 with LAN information. Use the following diagram to help 
correlate the LAN connection with the IP address. 

You will need customer-supplied LAN information for: 

• Customer port on GSP 
CPMI -CORREIOS ·-- -
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Superdome LAN lnterconnect Diagram 

LAN lnformation 

Hostname 
Gateway 

LANPort: (GSP Network IP Address Subnet Mask 
Name) Address 

SDa GSP Private Priv-nn (where 192.168.2.1n 255.255.255.0 192.168.2.1n 
nn is 01, 02, 03, (where n is 1, (where n is 1, 2, 
... ) 2, 3, ... ) 3, ... ) .. 

SD Customer Port 

SMSb Customer Port (LAN 
1, 10/100 BASE-T Port) 

SMS LAN Console 

SMS Private Port Priva teM 192.168.2.10M 255.255.255.0 192.168.2.10M 
(where M is 1, (where M is 1, 2, 
2, 3, ... ) 3, ... ) 

PC/Workstation Console 

Partition O (Net Interface 1) 

Partition O (Net Interface 2) 

Partition O (Net Interface 3) 

Partition 1 (Net Interface 1) 

Partition 1 (Net Interface 2) 

Partition 1 (Net Interface 3) 

Partition 2 (Net Interface 1) 

Partition 2 (Net Interface 2). o 
Partition 2 (Net Interface 3) 

Partition 3 (Net Interface 1) 

Partition 3 (Net Interface 2) 

Partition 3 (Net Interface 3) 

Partition 4 (Net Interface 1) 

Partition 4 (Net Interface 2) 

Partition 4 (Net Interface 3) 

'\!'"" Appendix D 



Table D-1 LAN Information (Continued) 

c 

o 

LANPort: 

Partition 5 (Net Interface 1) 

Partition 5 (Net Interface 2) 

Partition 5 (Net Interface 3) 

a . Superdome 

Hostname 
(GSP Network 

Name) 

b. Support Management Station 

Appendix D 
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'E Superdome Configurations 

Table E-1 shows Superdome power requirements by configuration (i. e. number of cell boards, amount of 
memory per cell, and number o f I/0 chassis). This requirement applies to 32-way-capable systems with 
PA8600 or PA8700 processors. 

,,.,,.,...,.., -· . "' 
~ ._, ·~· ~ vv~ .._, ,,.-
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Superdome Configurations 

columns of power numbers (Watts). The Power Breaker column shows the power used to size 
rea er at the installation site. The Typical Power column shows typical power. Typical power 

q1ber ~ or PA8600 systems and may be used to assess average utility cost of cooling and electrical 
crower...E~ t these typical numbers to be about 18% less for PA8700 systems. Table·E-1 also shows the 

rêt<\ulm ed breaker sizes for 4-wire and 5-wire sources. 

Typical Superdome Configurations 

Cell 
Memory I/O Breaker 

Recommended Recommended 
Typical Typical 

PerCell Chassis 3-pole Breaker 4-pole Breaker 
Boards 

Board Modules Power8 
Sizea,b Sizea,c Power Cooling 

Qty. GBytes Qty. Watts Amps (min.) Amps (min .) Watts BTU/HR 

8 

8 

8 

8 

8 

8 

6 

6 

6 

6 

6 

6 

4 

4 

4 

4 

4 

4 

2 

2 

2 

104 

16 4 10660 40 25 8460 28,850 

16 • 2 9600 40 25 7780 26,530 
. . 

8 4 9220 40 25 7340 25,030 

8 2 8160 30 20 6660 22,710 

4 4 8500 35 20 6780 23,120 

4 2 7440 30 20 6100 20,800 

16 4 9040 35 20 7140 24,350 

16 2 7980 30 20 6460 22,030 

8 4 7960 30 20 6300 21,480 

8 2 6900 30 20 5620 19,160 

4 4 7420 30 20 5880 20,050 

4 2 6360 30 20 5200 17,730 

16 4 7420 30 20 5820 19,850 

16 2 6360 30 20 5140 17,530 

8 4 6700 30 20 5260 17,940 

8 2 5640 25 20 4580 15,620 

4 4 
.. 

6340 30 20 4980 16,980 

4 2 5280 25 20 4300 14,660 

16 2 4740 20 20 3820 13,030 

8 2 4380 20 20 3540 12,070 

4 2 4200 20 20 3400 11,600 

a. These numbers are valid only for the specific configurations shown. Any upgrades may require a 
change to the breaker size. A 5-wire sou:rce utilizes a 4 pole breaker and a 4-wire source utilizes a 3 
pole breaker. The PE (Protectiue Earth) ground wire is not switched. 
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b. An input power source supplied from a 3-pole plus protective earth (PE), 4-wire syste 

208VAC phase-to-phase voltage with a common, plus a PE ground. Three phase input voltage 
(208VAC) to the equipment is connected phase-to-phase. The common is not connected to the 
PDCA neutra! terminal. 

415VAC phase-to-phase voltage with a neutra! return, plus a PE ground. Three phase input voltage 
(230-240VAC) to the equipment is connected phase-to-neutral. The neutra! is connected to the 
PDCA neutra! terminal. Examples of 5 wire: 208-volt phase-to-phase, 380-volt phase-to-phase, 
415-volt phase-to-phase 
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HP-UX ll i 
HP-UX advances the state of the art in enterprise UNIX~ 

o 

Business Criticai Systems 

HP-UX ll i is designed to anticipate and 

exceed the needs of today's enterprises as 

the foundation of an adaptable environment­

the best enterprise UNIX just got better for 
both PA-RISC-based and ltanium ·~-based systems 

-- i nve nt 1 
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In today's fast-changing world, enterprises need a 

computing platform that provides leading technologies, 

robuslness, and stability. HP-UX 11 i is engineered to 
provide these qualities. 

HP-UX 11 i is lhe best operaling system (OS) lo power the 
enterprise: 

• #1 rated UNIX' operating system in lhe induslry (DH 
Brown UNIX OS Review, Gartner and Butler Group-UK) 

P-UX 11 i h as the robustness, performance 
calability, high availability, manageability, 
nd bulletproof security required by 
usiness-critical computing. 

• Pr9ven 64-bit technolo~y 

• Stability for lhe long haul, even across architeclures 

• Adapts automatically lo changing environments­
always flexible 

• Highly secure lo protect enterprise data from damage 
or theft 

• Mos! widely used high-availability solutions in 

lhe industry 

Power on demand to run your enterprise 
Designed from lhe ground up lo be the best commercial 

UNIX operaling environment for lhe enlerprise, HP-UX 11 i 
has been lhe leading enlerprise UNIX OS for lhe las! 15 
years, and it continues lo push lhe software lechnology 
envelope. 

Key examples of HP's technological innovation extend the 

porlitioning continuum and lhe virtual server environmenl 
of HP-UX 11 i with: 

• Adaptive infraslruclure that, upon application failover 
or migration (Serviceguard), automatically adjusts 

system resources according to defined business priorities 
(Workload Manager) and can automatically aclivate 

additional CPUs ..;,;hen needed 

• Hard and soft porlilioning 

• Native real-time host intrusion deteclion 

• Dynamic code lranslation lechnology providing binary 

compatibility across PA-RISC and Intel' ltanium·'· 

architectures 

lndustry-leading applications 
HP-UX 11 i supporls ali the applications that are criticai to 

your business. We have the suppart oi ali the key ISV 
applications and middleware suppliers, such as Oracle;· 
SAP, 12, PeopleSoft, and SAS. This means that, whatever ('} 

your need, you'll lind an industry-leading application 
solution supported by HP-UX. 

Middleware and application development tools 
HP-UX 11 i is supported by leading middleware and 
applicalion development toal providers such as BEA 
and Rational. Add to that integrated development 

environmenls (IDEs) lrom leading IDE vendors including 

TogetherSoft, Borland, and Sitraka, and you can count 

on oplimal application performance. HP-UX 11 i offers 
a complete developer ecosyslem with Java'; linux/open 

source, and a native development environmenl for faster 
time to deploymenl. 

The foundation of your enterprise infrastructure 
HP-UX 11 i oHers business-critical necessities ai the 
highest levei : the world's best combination oi 
performance, performance scalability, availability, 
manageability, and security. 

• Performance scalability: The efficient support of large O 
numbers oi processors provides near~inear performance 
scalability ~s processors are added. 

• Single-system availability capabilities include online 

syslem tuning, online data backup, online companenl 

replacement, and aulomalic deteclion and de-allocalion 

oi al-risk companents. 

• Multi-system availability capabilities include automatic 

and bi-direclional lailover oi business-crilical data and 

applications over extended distances. 

• Manageability tools provide role-based capability seis, 

lhe ability to manage hundreds oi servers lrom a single 
browser-based console, and automatic re-allocalion oi 

syslem resources. 

• Security fortilications include a host lirewall and an 

inlrusion-detection facility that can monitor multi pie 

servers simultaneausly. 

The operaling environment for worry-lree computing, o 
HP-UX 11 i comes as pari of four world-class operating 

environments, ali fully integrated and tested by HP. These 

operating environmenls, ordered and supported as a 
single product, leature las! and easy installation and 

adminislralion: 

• The HP-UX 11 i Foundation Operating Environmenl 

provides capabilities needed by mos! customers. 

2 
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HP-UX 11 i operating environments: components 

tw.UX ~li Foundation Operating 
: _1Jwio1111.-.t 

r • Networlc drNe<s 
~ • HP Apache Web ser;er 

• • lgnile-UX 
I' • Reakime host inlrusion 
f delection 
, • Java RTE. JDK. and JPI 
; • OFS diént 

•OFSserver 
; ' . Serviceconhol Monager 
. . • System lrM!fllory Monager 

r . 

• HP-UX Kemel Conligurotion 
• Soltw:ore Dislril>utor.IJX 
• Netscape LDAP 

directoryser;er 
• PAM Ketberos 
• EMS Frameworlc: 
• Nelscape Communicator 
• Base VERITAS file Syslem 

forHNJX 
• Base VERITAS Volume 

Monager for HP.IJX 

• The HP-UX 1 1 i Enterprise Operaling Environment adds 
.a8ditional system management and higiH:Ivailabil ity 
capabilities. 

• The HP-UX Mission Criticai Operating Environment 
provides the highest leveis of manageability and high 
availability, including lhe world's only goal-based UNIX 
worldoad manager. 

Hardware platfonns: PA-RISC anel Intel ltanium 
architecture 
HP-UX 11 i supports two industry-leading architeclures­
PA-RISC and the lntelltanium architecture. 

HP-UX 11 i v 1 is available to run on PA-RISC. This produd 
and platform are designed to be the workhorse that 
handles heavy mission-critical processing loads. HP-UX 
11 i v 1 includes the dynamic exponsion of slorage 
camponents, 1Pv4 and 1Pv6 (including Mobile IP), the 
highest leveis of security certification, virtual partitioning, 
workload management, and the highest leveis of 
application availability and scaling. 

HP-UX 11 i v2 runs on the Intel ltanium architedure. 
HP and Intel jointly developed this architecture, and it 
promises new leveis of performance and value. Now, ali 
lhe operating environments are available on HP-UX 11 i 
v2 for !rue enlerpri~e readiness-and they have the some 
loak and feel as HP-UX 11 i v 1 , available on PA-RISC. 
HP-UX 11 i v2 scales to 64 Intel ltanium processors and 
runs ali the HP high-<~Vailability, security, manageability, 
and lnternet-readiness solutions. This architecture design 
features explicil parallel execution to derive the best 
possible performance from lhe steadily increasing number 

of components in microprocessors. 

HP-UX 11 i Enterprise Operoting 
Environment (everything in lhe 
loundotion OE, plus the foUowing) 

HP-UX lli Mission Criticai 
Operoting Environment (everything 
in lhe enterprise OE. plus the 
following) 

• Online JFS 3.3 ' 
• Mirrordisk/UX 
• Process Resource Monoger 

(PRM) 
• Glanceplus 
• OpenView Performance Agent 
• Event Monitoring Services (EMS) 

HA monilors 

Architecturol compotibility 

• Serviceguord 
• HP-UX Workload Manager 
• Serviceguard NFS toolkit 
• Enterprise Cluster Master 

(ECM) toolkit 

HP-UX 11 i provides unparalleled compotibility across 
the PA-RISC and lianium-based server platforms with 

complete data and application build environment (source 
code) compatibility. HP-UX 11 i v2 even has lhe built-in 
capability to execute PA-RISC binaries on lhe lntelltanium 
architecture via Aries dynamic code translation. 

Superior Linux compatibility 
HP-UX 11 i provides Linux API (application programming 
interface) compatibility, making it easy to develop an 
application using the popular, economicallinux platform 
and then deploy i! in a mission-crilical environmenl using 
HP-UX 11 i. And with HP-UX 11 i on ltanium-based server 
platforms, Linux compatibility will be extended to include 
binary compotibility. 

Summary 
HP-UX 11 i is designed to meet, exceed, and anticipote 
lhe needs of today's enterprises as lhe linchpin of an 
always-on and adaptable infrastructure. lt has the 

robuslness, performance scalability, high availability, 
manageability, and bulletproaf security required by 
business-critical computing. HP-UX 11 i is also lhe only 
operaling syslem with a clear bridge lo lhe nexl­
generation Intel ltanium architecture, including data, 
source, and even binary compatibility across the 

architectures. 

For more information 
For more informalion abaut HP-UX 11 i, please 
visil www.hp.com/go/hp-ux or call your local 
soles representative. 

For downloads and information on HP-UX software visit 

www.software.hp.com. 
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roting Environmenf confenf (except where noted os odd-on product) 

ynamic memory poge sizing 

stont copocity on demond (iCOD-odd-on product) 

onnance 

pport for high-performonce PA-RISC processors 
pport for the Intel ltonium Processar Fomily 
<N threods for optimol Java performance' 

a bility ond ovoilobility 

tegroted operoting environments 
ynomic processar resilience 
ynomic memory resilience 
lemory sporing technology 
•nline file system odministrotion (Online .lournoled File 
/Stem-odd-on product) .' 
>st file system recovery (Journoled File System) 
isk mirroring (Mirrordisk/UX-odd-on product) 
1stem odministrotor notificotion of system exception 
lnditions 
ynomicolly tunoble kernel porometers 
utoport oggregolion for tronsporent link redundoncy 
dd-on product) ' 
>rviceguord for outomofic opplicotion foilover (odd-on 
ooud) 
ighly ovoiloble SAP ond Orocle9i RAC environmenfs with 
>rviceguord exfension products (odd-on products) 
~rviceguard Monager for centrolized clusfer monagemenl 

fP-UX ond Linux clusters) 
>Oikits for ropid opplicotion deployment (odd-on products) 
ynomic loilover to iCOD CPUs 
eogrophicolly Dispersed Clusters including Disoster 
>leront Solutions ond Business Continuity Solutions 
xtended Compus Cluster, Metrocluster, ond 
ontinentolclusters' -oll odd-on products) 

leorn more, visit www.hp.com.· 

Security 

• Hordened kernel 
• lrusted users, posswords, d isks, file systems, ond 

permissions 
• Public Key lnfrostrudure (PKI) support' 
• Buffer overflow protedion (tronsporent to opplicotions) 
• IPSec-lnfernet Protocol Security including OSF Applicotion 

Environment Specificotion (AES) Encryption ond Internet 
Key Exchonge (IKE) 

• Real-time host intrusion detedion sysfem 
• IPFilter host firewoll 
• Internet doemon services 
• Built-in encryplion/decryption occelerotors 
• Netscope diredory server LDAP 
• LDAP-UX integrotion with UNIX ond Windows' 2000' 
• AAA (Authenticotion, Authorizotion, ond Accounting) 

Server (RADIUS) 
• Security Potch Check 
• AAA Mobile Server (DIAMETER) 

• Common Criterio EAL 4-CAPP Certified 
• Pluggoble Security modules 
• Kerberos server (ovoiloble for ltonium-bosed server) 
• HP-UX Bostille (secure system lockdown) 
• lnstoll-time security lockdown through Bostille' 
• Secure Shell 

Connectivity and interoperobility 

• lndustry-slondord TCP /IP 
• Web Services Suife 
• TCP Wroppers for network odivity monitoring 
• SLP (Service Locotion Protocol) 
• ARPA Services 
• 1Pv4, IPvó 
• WU.fTP (Washington University File Tronsfer Protocol) 
• Mobile 1Pv4' 
• Dynomic Hosf Conligurotion Protocol v4 ond vó (DHCP) 
• Berkeley Internet Nome Domoin (BIND) 9.2 
• Dynomic Nome Service (DNS) 
• Sendmoil 8 . ll . l 
• Common Internet File System (CIFS) 
• Internet Express 

Web application infrustruclure 

• HP Apoche-bosed Web Server Suite integroted with 
odditionol HP leotures, including built-in Secure Sockets 
Loyer (SSL); tuned for high performance 

• BEA Weblogic Plotlorm 7.0 including the # l J2EE BEA 
Weblog ic Serve r 

• Orode 9i Applicotion Server' 

Manogeability 
• Centrolized monogemenf console with GUI interface ~ 

(Servicecontrol Monoger) 
• Networkoble multi-sysfem configurotion trocking (System 

lnventory Monoger) 

• Online GUI-bosed dynomic kernel configurotion (HP-UX 
kernel conligurotion) 

• Monogerne~t of hundreds of remate nades (Centrolized 
Web Console- odd-on product) 

• Role-bosed systern odminisfrofor copobilities 
• Automotic system administrator notificotion of exception 

conditions (Event Monitoring Service) 
• Hordwore-bosed portitions 
• Software-bosed portitions' (HP-UX Virtual Portitions-odd­

on produd) 
• Grophicol user interface for creoting ond viewing hord 

portitions (Portition Monoger) 
• Allocotion of sysfem resources (Process Resource 

Monoger- odd-on product) 

• Single-sysfem intelligent policy eng ine thot odvises or 
outomoticolly ods to provide gool-bosed ollocotion of 
system resources ocross Virtual Server Environment 

technologies (HP-UX Worklood Monoger-odd-on product) 
• Automolic OS updotes over o network (lgnite-UX) 
• Automotic opplicolion software updotes over o nefwork 

(Software Distributor-UX) 

Linux compatibility 

• GNU Tool Choin 
• Over 50 Open Source tools 
• Applicotion Progromming Interface (API) compotibility 
• Applicolion Binory Interface (ABI) compotibility ' 

(ovoiloble second holf, 2003) 
• Sconner lo identify problems ond recommended chonges 
• Extensive documentotion on Best Prodices on Porting to 

HP-UX ll i occessible online ot www.hp.com/go/LPK 

Applicatian dewlopment tools 
• COBOL 
• Java 
•C 
• C++ 
• Fortron 

Crass-orchitecturol compatibility 

• Source code compotibility (including 32-bit PA-RISÇ 
opplicotions) 

• Doto compotibility 
• Aries dynomic code lronslotion technology' 

o 

' ltonium-bosed sysfems only 
2 PA-RISC-bosed systems only 

o 
:opyright 2003 Hewle~·Pockord Development Compony, LP. The inlormotion contoined herein is subject to chonge without notice ond is provided 
is" without worronty of ony kind. lhe worronties for HP produds ond services ore set forth in the express worronty sfofements occomponying such 
Jucts ond services. Nothing herein should be construed os constituting on odditionol worronty. HP sholl not be lioble for technicol or editorial errors 
missions contained herein. 

, ltonium, ond ltonium Processar Fomily ore trodemorks or registered frodemorks oi Intel Corporotion in the U.S. ond other countries ond ore 
J under license. Java is o U.S. trodemork of Sun Microsystems, Inc. Orocle is o registered U.S. trodemork oi Orocle Corporolion, Redwood City, 
forn io. OSF is o trodemork of lhe Open Group in the U.S. ond other countries. "UNIX is o registered trodemork of lhe Open Group. Windows 
U.S. registered trodemork of Microsoh Corporotion. 
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NOTE 

Online Backup 
lntroduction 

Introduction 

This chapter describes the online backup facility provided with the VxFS 
file system. The snapshot feature of VxFS can be used to create a 
snapshot image of a mounted file system, which becomes a duplicate 
read-only copy of the mounted file system. 

• Snapshot file systems are available only with the optional HP 
OnLineJFS product. 

The following topics are covered in this chapter: 

• "Snapshot File Systems" 

"Snapshot File System Disk Structure" 

"How a Snapshot File System Works" 

• "Using a Snapshot File System for Backup" 

- "Creating a Snapshot File System" 

- "Making a Backup" 

• "Performance of Snapshot File Systems" 
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Snapshot File Systems 

The VxFS file system provides a mechanism for taking snapshot images 
of mounted file systems, which is useful for making backups. The 
snapshot file system is an exact image of the original file system, 
which is referred to as the snapped file system. The snapshot is a 
consistent view of the file system "snapped" at the point in time the 
snapshot is made. Selected files can be backed up from the snapshot 
(using standard utilities such as cpio or cp) or the entire file system 
image can be backed up (using the vxdump or fscat utilities). 

The mount command is used to create a snapshot file system; there is no 
mkfs step involved. A snapshot file system is always read-only and exists 
only as long as it and the file system that has been snapped are mounted. 
A snapped file system cannot be unmounted until any corresponding 
snapshots are first unmounted. A snapshot file system ceases to exist 
when unmounted. While it is possible to have multiple snapshots of a file 
system made at different times, it is not possible to make a snapshot of a 
snapshot. 

This chapter describes the creation of snapshot file systems and gives 
some examples of backing up all or part of a file system using the 
snapshot mechanism. 

Snapshot File System Disk Structure 

A snapshot file system consists of: 

• a super-block 

• a bitmap 

• a 'blockmap 

• data blocks copied from the snapped file system 

Figure 4-1, "The Snapshot Disk Structure," shows the disk structure of a 
snapshot file system. 
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Online Backup 

Snapshot File Systems 

The Snapshot Disk Structure 

Super-Biock 

Bitmap 

Blockmap 

Data Blocks 

The super-block is similar to the super-block ofa normal VxFS file 
system, however, the magic number is different and many of the fields 
are meaningless. 

Immediately following the super-block is the bitmap. The bitmap 
contains one bit for every block on the snapped file system. Initially, all 
bitmap entries are zero. A set bit indicates that the appropriate block 
was copied from the snapped file system to the snapshot. In this case, the 
appropriate position in the blockmap will reference the copied block, 

Following the bitmap is the blockmap. It contains one entryfor each block 
on the snapped file system. Initially, all entries are zero. When a block is 
copied from the snapped file system to the snapshot, the appropriate 

· entry in the blockmap is changed to contain the block number o ri the 
snapshot file system that holds the data from the snapped file system. 

The data blocks used by the snapshot file system are located after the 
blockmap. These are filled by any data copied from the snapped file 
system, st,artin? from the front of the data block area. 

How a Snapshot File System Works 

A snapshot file system is created by mounting an empty disk slice as a 
snapshot of a currently mounted file system. The bitmap, blockmap and 
super-block are initialized and then the currently mounted file system is 
frozen (see "Freeze and Thaw", for a description of the VX_FREEZE ioctl). 
Once the file system to be snapped is frozen, the snapshot is enabled and 
mounted and the snapped file system is thawed. The snapshot appears 
as an exact image o f the snapped file system at the time the snapshot 

84 Chapter4 

_.,-. 

) 
J 

o 

o 



o 

HP JFS 3.3 and HP OnLineJFS 3.3 
VERITAS File System 3.3 System 

Administrator's Guide 

for HP-UX 11.00 and HP-UX 11i 

November, 2000 

HP 9000 Systems 

rf/àW HEWLETT® 
~aPACKARD 

Manufacturing Part Number: B3929-90011 

EllOO 

United States 

© Copyright 1983-2000 Hewlett-Packard Company. All rights reserved .. 

. .:-.-.:··.:....· ... 

nr. C" ~ 10 I">. ':JJ"J." ' " .. ,-.. 
~ ~ ~ 

CPMI - CORREIOS -- . 

} 

Doe: 



Legal Notices 
The information in this document is subject to change without notice. 

Hewlett-Packard makes no warranty of any kind with regard to this 
manual, including, but not limited to, the implied warranties of 
merchantability and fitness for a particular purpose. Hewlett-Packard 
shall not be held liable for errors contained herein or direct, indirect, 
special, incidental or consequential damages in connection with the 
furnishing, performance, o r use of this material. 

Warranty 

A copy ofthe specific warranty terms applicable to your Hewlett-Packard 
product and replacement parts can be obtained from your local Sales and 
Service Office. 

Restricted Rights Legend 

Use, duplication or disclosure by the U.S. Government is subject to 
restrictions as set forth in subparagraph (c) (1) (ii) of the Rights in 
Technical Data and Computer Software clause at DFARS 252.227-7013 
for DOD agencies, and subparagraphs (c) (1) and (c) (2) of the 
Commercial Computer Software Restricted Rights clause at FAR 
52 .227-19 for other agencies. 

HEWLETT-PACKARD COMPANY 
3ÓOO Hariover Street 
Paio Alto, California 94304 U.S.A. 

Use of this document and and any supporting software media 
(CD-ROMs, flexible disk, and tape cartridges) supplied for this pack is 
restricted to ,this product only. Additional copies of the programs may be 
made for security and back-up purposes only. Resale of the programs, in 
their present form or with alterations, is expressly prohibited. 

Copyright Notices 

Copyright © 1983-2000 Hewlett-Packard Company. All rights reserved. 
Reproduction, adaptation, or translation of this document without prior 
written permission is prohibited, except as allowed under the copyright 
laws. 

2 

o 



c 

o 

Copyright © 1979, 1980, 1983, 1985-93 Regents ofthe University of . 
California. This software is based in part on the Fourth Berkeley 
Software Distribution under license from the Regents of the University 
of California. 

Copyright © 1988 Carnegie Mellon University 
Copyright © 1990-1995 Cornell University 
Copyright © 1986 Digital Equipment Corporation. 
Copyright © 1997 Isogon Corporation 
Copyright © 1985, 1986, 1988 Massachusetts Institute ofTechnology. 
Copyright © 1991-1997 Mentat, Inc. 
Copyright © 1996 Morning Star Technologies, Inc. 
Copyright © 1990 Motorola, Inc. 
Copyright © 1980, 1984, 1986 Novell, Inc. 
Copyright © 1989-1993 The Open Software Foundation, Inc. 
Copyright © 1996 Progressive Systems, Inc. 
Copyright © 1989-1991 The University of Maryland 
Copyright © 1986-1992 Sun Microsystems, Inc. 

Trademark Notices 

UNIX® is a registered trademark in the United States and other 
countries, licensed exclusively through The Open Group. 

VERITAS® is a registered trademark of VERITAS Software 
Corporation. 

VERITAS File System™ is a trademark of VERITAS Software 
Cor:poratipn . .. 

Fls: 

r· 
-------

Doe: 
3 7 D 1 



c 

o 

Contents 

1. The VxFS File System 

Introduction ... . . . ...... . ..... . ........... . ...... .. ... ... . . . 18 

JFS 3.3 and OnLineJFS 3.3 Product Availability . .. .. .. .. . .. .. . . . . 19 

JFS and OnLineJFS Feature Comparison ... ... . ................ . 20 

Disk Layout Options . ... . ....... . . . .. . .. . . . . ..... ....... . . . .. 21 
Version 2 ... .. . . ... ... . . . . . ... . . . ........... ... . . . .. .. . ... 21 
Version 3 .. .... . . . ....... . ....... .. . . . .. .. ... ............. 21 
Version 4 ..... . .. .. .. .. ... . ... . .. .. . . . ...... . ... .. ..... . . . 21 

File System Performance Enhancements ..... ...... . . .......... .. 22 

Extent-Based Allocation ........ . ....... . ... .. . ... . . . . ...... .. 23 
Typed Extents . . . ... . . .. . ... . . . . . .. .. . . .... .. . .. .. ..... . . . . 24 

Extent Attributes ..... . ... . ...... . . . ....... . .. .. ...... . . ... .. 26 

Fast File System Recovery ................. ... . ... .. .... ...... 27 

Online System Administration . .. . .... . . .. .. ... . ... ........... . 28 
Defragmentation . .... . ....... ... . . . .. . . .. . . . .. .. . .... . . .. . . 28 
Resizing . . ... . . . .. . ... . . . . . ...... .. . . . . . .. .. . . ........... . 29 

. . 
Online Backup ........... . . . . . . . .. .. .. . . ............ . .. . . . . . 30 

Application Interface . . . . . ..... . . . .. . .. . . .. ......... ... ..... . . 31 
Application Transparency . . . . . . ..... . .. ... .. . . . . . . .. .. . . ... . 31 
Expanded Application Facilities . .. . . ... . . . . . ... . .... ... ... ... 31 

'· 
Extended mount Options .. ..... . .. ... . .......... . .. . ..... ... . . 32 

Enhanced Data Integrity Modes .. . . . .. . .... . ........ . ...... .. 32 
Enhanced Performance Mo de .. .. . ..... . . ...... ... . ...... .... 33 
Temporary File System Modes ... . .. .. . .. ................ . .. . 33 
Improved Synchronous Writes ............ . . ... . . . .. . .. ... . . .. 33 

Enhanced I/O Performance . . . .. ..... . . . .. . .. . .... . . .... ... . ... 35 
Enhanced I/0 Clustering . . ... . . .. . . .. ... .. . . ..... . ... . .. ... . 35 

. ·· . 

r· 

f' 

r----------5---_ 
~ JOA~ ,~ ~ 

'"''-' v,h~vvv ·"VT 

CPMI -·CORREIOS'" 
··- . . .I 

-- . - 1517 
Fls: -------

Doe: 3' i a 1 



"I 

Contents 

Application-Specific Parameters ........... . ............ .. ... 35 

Quotas . . ............ . .. . . ...... ..... ......... . .. ..... . ... . 37 

Access Control Lists . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38 

Support for Large Files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39 
Creating a File System with Large Files ........ . .... .. ... . . . .. 39 
Mounting a File System with Large Files . ....... .. .... . .. ..... 39 
Managing a File System with Large Files .... . .... . ...... . ..... 40 

2. Disk Layout 

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42 

Disk Space Allocation ...... . ........... . .... . ... .. . .. . . .. .... 44 

The VxFS Version 1 Disk Layout .. . . ... . . .... . .............. .. 45 
Overview ......... .. .......... . .. . . . ... .. ............. ... 45 
Super-Block ... ... ................ .. ... . ... ... . ........ . . . 46 
Intent Log ...... ... .............................. .. ...... 46 
Allocation Unit ..... . ..... . ......... . ............... . ..... 47 

The VxFS Version 2 Disk Layout ..... . ..... .. .. ... . ... .. ...... 51 
Overview . . . . . ...... · . ..... .. ·. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51 
Basic Layout . . .... .. .. . . .. .... .. . ....... . .. . . . . . ... .... .. 52 
Filesets and Structural Files .. ........ ................ .... .. 57 
Locating Dynamic Structures ..... . . . .. ..... .. . . ... ..... ..... 66 

The VxFS Version 3 Disk Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68 

The VxFS Version 4 Disk Layout ... ...... . ... . . .... . .......... 71 

3. Extent Attributes 

Introduction .. ..... ......... . . .. . . . . ...... . . . ... · . ........ .. 7 4 

Attribute Specifics .... . ........ .... . . .. .. .... . .. . ... ...... .. 75 
Reservation: Preallocating Space to a File ... .. .... . . ... ....... 75 

6 

o 

o 



Contents 

Fixed Extent Size .. . . ... . .. . . .. . . ... . ....... . ... . ... ....... 76 
Other Controls . . ..... .. .. .... . ..... . ............. . .. . ..... 77 

Commands Related to Extent Attributes ..... ..... . ... . ....... .. . 79 
Failure to Preserve Extent Attributes .................... ..... . 80 

4. Online Backup 

c Introduction .. ........... ....... . . ... . . .. ... .. .. . ........... 82 

Snapshot File Systems .......................... .. . ....... ... 83 
Snapshot File System Disk Structure .... . . ............. ." .. .... 83 
How a Snapshot File System Works .. . .... .. . ... . . .... . .. ... .. 84 

Using a Snapshot File System for Backup ............ . . .... ..... . 87 
Creating a Snapshot File System ...... .. ...... ...... . .. : . . ... 87 
Making a Backup ....... . . .... .. . ... . ............. . ..... .. . 88 

Performance of Snapshot File Systems ... .. .... ........ . .. : . . .... 90 

5. Performance and Tuning 

Introduction .... ..... .... .......................... . ....... . 92 

Choosing a Block Size .......... · ... . ......... . ................ 93 

Choosing an Intent Log Size . .. ........ . ................ . ...... 94 

o Choosing Mount Options ... .... ................ . .... ... ....... 95 
Iog,_ . . . .. ....... . ......... . . ......... . ..... . ... . .......... 95 
delaylog' ........... ..... . ... ....................... . ...... 95 
tmplog .. ....... . . ........ .... . . . . .. .... . . .. .. . .. ......... 96 
nolog .... .. ..... ... .... .. ............... . ... .. .. . . . ..... . 96 
nodatainlog . ........... .. . ......... . . . ..... . . ..... .. . .. ... 96 
blkclear ...... .... . . ... . . .... . .......... .... ... . ... .... ... 96 
mincache ................................................. 97 
convosync . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 98 

y 

L 
Doe: 3701 



Contents 

Combining mount Options . . .. . .. . .... . ....... .. ... .. .. . .. . . 99 

Kernel Tuneables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 O 1 
Internai Inode Table Size .... . . . . ........ . .. . . . . .. .. . ..... . 101 

Monitoring Free Space . ... . . ... . .. . . . .. . . . . . . . . .. .... . ... . . . 102 
Monitoring Fragmentation .. . ... . ........... .. ... . . . .. . ... . 102 

110 Tuning .. ... . . . ..... . ....... . . . .... . .... . .. . .. . ..... . .. 105 

Tuning VxFS 1/0 Parameters . .. .. . .... . ..... . ..... ... .. .. . . 105 Ü 
Tuneable VxFS 110 Parameters ........ . ........ . .. . .... . ... 105 

6. Application Interface 

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 O 

Cache Advisories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111 
Direct 1/0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111 
Unbuffered 110 . . . .. .. . .... . .... .. ......... . ........ . .. . . 112 
Discovered Direct 1/0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112 
Data Synchronous 110. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112 
Other Advisories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113 

Extent Information. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114 

Space Reservation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114 
Fixed Extent Sizes .. .. . . . . .......... . ....... . .... .. . . . .. . 116 

Freeze and Thaw. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117 

Get 110 Parame.ters ioctl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118 O 
7. Quotas 

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120 

Quota Limits . . .... . .. . .......... . .... . . .. . . .......... ... .. 121 

Quotas File on VxFS .......................... . ..... . .. .. .. 122 

Quota Commands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123 

8 } 



Contents 

quotacheck With VxFS .. . . ... .. . ....... . .. . .. ... .. .. . . . . . .. 123 

Using Quotas .. .. ......... . ..... ............. .. . . ....... ... 124 

A. Kernel Messages 

Introduction . ... . ... .. .. .... .. ..... . ... ... .. .. . . .. . . .. . . . .. 128 

File System Response to Problems .. ... . . .. ... . .... . . . .. . ...... 129 

c Marking an Inode Bad .. . . ........ . . . ....... . ....... . ... .. . 129 
Disabling Transactions . . . .. . ... ... ... .. . . . .. . .... . ....... . 129 
Disabling the File System .. . . . ..... . .... . . .. . .... . . . . . . . . . . 129 
Recovering a Disabled File System ... . . . ... . . . . ...... . . . . .. .. 129 

Kernel Messages . . . . . . . . . . . . . . . . . . . . . . . . .... . ...... .. .. . ... 131 
Global Message IDs .. .. ... . . . . . ... ... .... .. .. . . . ... . . . .. . . 131 

Glossary 

o 

J 
Fls~ J _5: [1). 

[ ' Doe: 



Preface 

c 

o 

} 
Fls: 

[ -~-4--j-A-fl ,.,.,..,., 1' ............. 
v . 'J • 

Doe: 
·---=-~--



The VERITAS© File System System Administrator's Cuide provides information on the most 
important aspects of administering a VERITAS File System™ (VxFS©).The VERITAS File 
System is also known as the Journaled File System, or JFS. This guide also provides 
information on administering the HP OnLineJFS product, an optional add-on product for 
HP-UX systems. This document describes JFS 3.3 and 9nLineJFS 3.3. 

This guide is for system administrators who configure and maintain HP-UX ll .x systems 
with JFS 3.3, and assumes that you have: 

• An understa_n~ing of system administration. 

• A working knowledge of the HP-UX operating system. 

• A general understanding o f file systems. 
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Organization 

• Chapter 1, The VxFS File System, introduces the features and characteristics of this 
product. 

• Chapter 2, Disk Layout, describes and illustrates the major components of VxFS disk 
layouts. 

• Chapter 3, Extent Attributes, describes the policies associated with allocation of disk 
space. 

• Chapter 4, Online Backup, describes the snapshot backup feature of VxFS. 
~ 

• Chapter 5, Performance and Tuning, describes VxFS tools that optimize system C performance. This section includes information on mount options. 

• Chapter 6, Application Interface, describes ways to optimize an application for use with 
VxFS. This chapter includes details on cache advisories, extent sizes, and reservation of 
file space. 

o 

• Chapter 7, Quotas, describes VxFS methods to limit user access to file and data resources. 

• Appendix A, Kernel Messages, lists VxFS kernel error messages in numerical order and 
provides explanations and suggestions for dealing with these problems. 

• The "Glossary" contains a list of terms and definitions relevant to VxFS. 
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To install JFS 3.3 and OnLineJFS 3.3, and for more information about these products, see the 
following documents: 

• For HP-UX 11.00 systems: HP JFS 3.3 and HP OnLineJFS 3.3 Release Notes 

• For HP-UX 11.10 systems: Release Notes for HP-UX Release 11.10 and HP-UX 11.10 
Installation and Configuration Notes 

• For HP-UX 1li systems: HP-UX 11i Release Notes and HP OnLineJFS 3.3 Release Notes 
for HP-UX 11i 

~ 

The online maritial pages provide additional details on VxFS commands and utilities. 
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The VxFS File System 

lntroduction 

Introduction 

VxFS is an extent based, intent logging file system. VxFS is particularly 
geared toward UNIX environments that require high performance and 
availability and deal with large volumes of data. 

This chapter provides an overview of major VxFS features that are 
described in detail in later chapters.The following topics are covered in 
this chapter: 

• "JFS and OnLineJFS Feature Comparison" 

• "Disk Layout Options" 

• "File System Performance Enhancements" 

• "Extent-Based Allocation" 

• "Extent Attributes" 

• "Fast File System Recovery" 

• "Online System Administration" 

• "Online Backup" 

• "Application Interface" 

• "Extended mount Options" 

• "Enhanced I/0 Performance" 

• "Quotas" 

• "Access Control Lists" 

• "Support for Large Files" 
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JFS 3.3 and OnLineJFS 3.3 Product 
Availability 

HP JFS 3.3 and HP OnLineJFS 3.3 :tre available for HP-UX 11.00 and 
later systems. You can download JFS 3.3 for HP-UX 11 .00 for free from 
the HP Software Depot (http://www.software.hp.com), or you can request 
a free JFS 3.3 CD from the Software Depot. You can purchase HP 
OnLineJFS 3.3 (product number B3929CA for servers and product 
number B5118CA for workstations) for HP-UX 11.0 or HP-UX lli from 
your HP sales representative. JFS 3.3 is included with HP-UX 1li 
systems. 
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The VxFS File System 
JFS and OnlineJFS Feature Comparison 

JFS and OnLineJFS Feature Comparison 

HP-UX supports two separate Journaled File System products: the basic 
product, JFS, which is built into the HP-UX operating system, and the 
optional, advanced product, OnLineJFS, which is purchased separately. 
The following table lists VxFS file system features supported in JFS 3.3 
and OnLineJFS 3.3. 

VxFS File System Feature Comparison 
. ' Feature JFS 3.3 OnLineJFS 3.3 

extent-basect allocatwn ,. 
"' 

extent attnbutes "' "' 
ast 111e system recovery ,. 

"' 
access controllist (ACL) support ,. 

"' 
ennancect appucatwn mtertace ,. ,. 
ennancect mount optwns ,. .. 
mprovect syncnronous wnte pertormance .. .. 

:;upport tor large ntes ( up to one terabyte) .. .. 
support tor large hle systems (up to one terabyte) .. "' 
enhancedl/U pertormance 
support tor ts::su-style quotas 
unlimitect numoer ot moctes "' 
nte system tunmg tvxtunetsUM)J .. .. 
onlme actmm1stratwn .. 
abillty to reserve space tor a hle anel set hxect extent .. 
sizes and allocation flags 
onlme snapshot hle system tor oacKUp "' 
direct 1/U, supportmg 1mprovea aataoase penormancc .. 
~ata synchronous 1/U .. 
iLJMAPl "' 

VxFS supports ali UFS file system features and facilities except for the 
linking. removing, o r renaming of "." and " .. " directory entries. Such 
operation~. may.disrupt file system sanity. 
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Disk Layout Options 

Three disk layout formats are available with VxFS: 

Version 2 

The Version 2 disk layout supports such features as: 

• filesets 

• dynamic inode allocation 

The Version 2 layout is available with optional support for quotas. 

Version 3 

The Version 3 disk layout offers additional support for: 

• files up to one terabyte 

• file systems up to one terabyte 

Version 4 

Version 4 is the latest disk layout with the following additional feature: 

• Access Control Lists 

See Chapter 2 , "Disk Layout" for a description of the disk layouts. 

The following table lists HP-UX Releases with the VxFS versions and 
disk layouts they support: 

Tabl~ 1-2 Supported and Default Disk Layouts on 
HP-UX Releases 

HP-UX Release VxFS Version Supported Disk Default Disk 
Layouts Layout 

11U. lU L.j L L 
lU.LU J .U L, J j 

11.uu wltn Jt:s J . l J.l L,J j 

ll.UU Wlth Jt:S J.J j _j L,J , 4 j 

111 j _j L,J,4 4 

Chapter 1 
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The VxFS File System 
File System Performance Enhancements 

File System Performance Enhancements 

The HFS file system uses block based allocation schemes which provide 
adequate random access and latency for small files but limit throughput 
for larger files. As a result, the HFS file system is less than optimal for 
commercial environments. 

VxFS addresses this file system performance issue through an 
alternative allocation scheme and increased user control over allocat ion, 

.~ I/0, and caching policies. An overview of the VxFS allocation scheme is 
covered in the section "Extent-Based Allocation". 

VxFs provides the following performance enhancements: 

• extent based allocation 

• enhanced mount options 

• data synchronous I/0 

• direct I/0 and discovered direct I/0 

• caching advisories 

• enhanced directory features 

• explicit file alignment, extent size, and preallocation controls 

• tuneable I/0 parameters 

• tuneable indirect data extent size 

22 

The rest of this chapter along with Chapter 5 , "Performance and 
Tuning" and Chapter 6, "Application Interface" provide more details 
on some of these features. 
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Preface 

Printing History 
The Printing History below identifies the edition dates ofthis manual. Updates are made to this publication 
on an unscheduled, as needed, basis. The updates will consist of a complete replacement manual and 
pertinent on-line or CD-ROM documentation. 

First Edition November 2002 

What'sNew? 
The, Upgrade Guide,~rp5400 Family of Servers, is new and was developed to provide customers with system 
maintenance informàtion for those components called customer replaceable units (CRUs). Maintenance of 
CRUs does not require HP customer engineering services, except when specifically cautioned. The cautions 

C re shown primarily to protect customer product warrantees. 

o 

r· 
Fls: 

--3r7,......,. o~· +-1 -

Doe: 



c 

o 
·1 Server Overview 

The rp5400 famiiy of servers are 1-way to 4-way servers based on the PA-RISC processor architecture. The 
rp5400 famiiy of servers accommodate up to 16GB ofmemory and internai peripherais including disks and 
DVD ROMtrape. High avaiiabiiity features in'clude HotSwap fans and power suppiies, and HotPiug internai 
disk drives. The supported operating system is HP-UX. 

Chapter 1 
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- 2 Server-Unpacking and Installation 

Chapter 2 
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ry Integrated rp54xx Cabinet Installation 

factory integrated server is one in which the rp54xx server and associated components are pre-assembled 
and shipped from the factory already installed in a Hewlett-Packard E-Series cabinet. Factory integrated 
systems reduce the amount oftime required to set-up and begin server operation. 

4 

1. Carefully remove the carton and anti-static bag from the pallet. 

2. Remove the front two (2) L-brackets. Retain the 1/2-inch bolts for later use. 

NOTE 

~ 
• 1 

1. Shipping L-Bracket 
3 

2. Shipping Pallet 

3. Cabinet (Top View) 

As viewed from the front, one bracket is located on each side at the base ofthe cabinet near 
the front . 

Chapter 2 
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3. At the rear ofthe cabinet: 

a. Open the door. 

b. Remove the anti-tip foot by removing and retaining the two (2) 112-inch bolts. 

Bolts 

For Shipping: 
L-brackets are 
mounted behind 
anti-tip foot. 
Same bolts 
secure both. 

c. Remove the Íwo (2) L-brackets (revealed by removing the anti-tip foot). 

4. Remove the two ramps from the pallet and carefully place them into the slots at the front ofthe pallet. 

WARNING Use extreme care when rolling the racked system down the ramps. A rack 
containing one rp54xx can weigh up to 418 lbs. Do not stand in front of the ramps 
when rolling the cabinet off the pallet or injury may occur. Ali but the smallest 
configurations require two persons to safely remove the rack from the pallet. 

If anti-tip feet or ballast are not installed or are improperly installed the cabinet 
can tip. Failure to follow this precaution can cause injury to personnel or damage 
to equipment. 
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npacking and lnstallation 

tegrated rp54xx Cabinet lnstallation 

ghten the rollers on the cabinet base, if needed, and carefully roll it down the ramps. 

WARNING After removing the server from the pallet, Do not move the cabinet unless the 
anti-tip feet are installed! The cabinet can tip if care is n ot used. Dueto t h eir low 
ground clearance the feet may catch on irregularities on the floor, thresholds, or 
ramps. 

Do not move the cabinet without first installing the anti-tip feet. The cabinet may 
tip if moved without the anti-tip feet or ballast installed. 

Do not move the cabinet after installing the anti-tip feet unless they are in the 
fully-raised position. Once installed, the anti-tip feet must be fully raised to allow 
ground clearance. 

Boca use of their low ground clearance, the fully-raised anti-tip feet may need to 
b~ removed temporarily to clear some obstacles such as d oor jambs, ramps, and 
other large irregularities or obstructions on the floor. 

lf you must temporarily remove the anti-tip feet to clear an obsta ele, use extreme 
caution when moving the cabinet. Always reinstall the an ti-tip feet as soon as the 
obstacle has been cleared. 

Lower and secure both the anti-tip feet and the cabinet leveling/stabilizer feet 
once the cabinet is in place. 

Failure to follow these precautions can result in equipment damage or p ersonal 
injury. 

6. Install the front and rear anti-tip feet using the 1/2 inch bolts provided. Ensure that the anti-tip feet are 
installed in the fully up position in the mounting slots. This will provide maximum ground clearance 
while moving the cabinet to its final position. 

7. Carefully move the cabinet to its installation location. 

8. Lower the anti-tip feet to the fully down position and adjust the cabinet leveling feet for best ca binet 
stability. 

Ch~pter 2. 

o 



Receive and Unpack A Non-lntegrat 

Receive and Unpack A Non-Integrated Server 

WARNING The typical rp54xx system can weigh up to 68kg (150lbs). HP recommends using an 
an approved lifting device. Lift and move the server in accordance with ali local 
safety regulations. Failure to follow this precaution can cause injury to personnel or 
damage to equipment. 

Unpacking the server 

The following procedure describes the steps involved in unpacking the server, whether to function as a 
stand-alone Desksidê unit, or to be integrated into a cabinet. 

c tep 1. Remove the shipping carton and anti-static bag from the server as depicted below. 

o 
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The packaging for rp74xx and rp54xx servers is the same, rp74xx is shown. 

Step 2. lfyou are moving the server manually, use three people to lift the server from the packing material 
and pallet. Carefully move the server to the selected location. 

Step 3. lfyou are moving the server by an approved lifting device (such as Genie Lift ™), remove the tear 
flap from the front lip ofthe carton bottom to allow access to the server, as illustrated below. 
Remova} ofthe tear flap will reveal a slot between the bottom ofthe server and the inside bottom of 
the cardboard box. 
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Step 4. 

NOTE 

Lifting Device 
Platform. 

The server's center of gravity will vary with the hardware configuration, but it is 
generally located slightly behind the middle of the server. 

Step 5. Raise the lifting device platform enough for the server to clear the pallet and packing materiais, as 
show below. 

o 
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Server Unpacking and lnstallation 

WARNING 

side Server 

The typical rp54xx system can weigh up to 68kg (150lbs). HP recommends using an 
approved lifting device. 

• Lift and move the server in accordance with ali local safety regulations. 

• Do not attempt to lift the server by the plastic handles on the top and side covers. 

Failure to follow these precautions can cause injury to p ersonnel or damage to 
~ . 

equ1pment. 

Step 1. Unpack the server. 

Step 2. Unpack the deskside enclosure. 

10 

Enclosure 
Outside 
Cover 
(Skin) 

NOTE 

Server 

Wheeled 
Enclosure 
Base 

Ensure that the positioning spring pins in the enclosure base align with the 
alignment holes in the bottom of the server. 
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Aligninent Spring Pins Captive Fastener 

C tep 3. Position the server on the wheeled enclosure base. 

Step 4. Tighten the two captive screws in the enclosure base to secure the server to the base. 

Step 5. Position the enclosure cover (outside skin) over the server and install and tighten the screws to 
secure it to the base. 

NOTE 

o 
WARNING 

The perforations and the lip ofthe outside skin should be toward the rear ofthe 
server. 

Stacking rp54xx servers in deskside enclosures is not supported. 

Stacking rp54xx servers in deskside enclosures can damage equipment, 
may cause injury to personnel, and may void your warranty or service 
contract. 

Step 6. Install the Front Bezel. 

Step 7. Locate the two pull-tabs. One pull-tab is longer than the other. The shorter pull-tab is blank on both 
sides. The back ofthe shorter pull-tab provides a writable surface for Customer use. 

~/ 
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Serve r Unpacking and lnstallation 

cate the plastic bag containing the label sheet (taped to the server). 

emove the label containing serial number, base product, processar product, and model information 
om the label sheet and apply to the back ofthe longer pull-tab. 

NOTE 

··''" " '"O<J~Y-1 l~sw P•<l'l »-~ I"'»<' I 
A)~l'l'l I MOJI!A IHOOO Y..C L\I IJ I 

I A:lô ) ':.A I M~!A ll.&f)OO )<)(; l!.th j 

Pull-tab and label shown above is for an rp74xx server. rp54xx uses the same style 
label and similar pull-tab. 

Step 10. Insert the.pull-tabs into the front bezel. lnstall the longer pull-tab in the left side plastic window in 
such a wi.y that the rp54xx logo is visible. Install the shorter pull-tab in the right side plastic 
window with either surface visible. Refer to the diagram above for pull-tab locations. 
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Install Stand-Alone Server in a Cabinet 

The following describes how to install the A5556A slide-tray assembly into an approved HP cabinet in 
preparation for installing an rp54xx server. 

This slide-tray assembly can be installed in an HP E-Series cabinet or other HP cabinets approved for rp54xx 
system installation. To install the A5556A slide-tray assembly in an approved HP equipment cabinet, proceed 
as follows: 

Step 1. Determine what type of cabinet you are installing the slide-tray assembly in to. 

a. E-Series cabinets have: 

• Parchment white, plastic, sectional, side panels 

• Blàck painted vertical frame posts with a partial return flange . 

c 

b. Approved, non-E-Series, cabinets have: 

• Single piece metal side panels 

• Gray painted verticle frame posts with full return flanges . 

o 

Vertical, 
Rectangular, 
Mounting Slots 

Vertical, 
Rectangular, 
Mounting Slots 

Step 2. Note the vertical, rectangular, slots in the return flanges on the vertical mounting posts. Determine 
into which ofthese vertical slots the slide/tray kit will be installed. This is done by counting down 
eight rectangular slots from the top ofthe cabinet or the bottom ofthe equipment above . 

./ 
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Step 4. Ifthe cabinet is a non-E-Series cabinet, discard the left hand and right hand aluminum spacers and o 
two of the M5 x 16 screws with cress-cup washers and proceed to step 12. 

Step 5. Ifthe cabinet is an E-Series cabinet, place the hook ofthe aluminum spacer marked "L" (5183-1864) 
into the appropriate vertical, rectangular slot on the front, left hand mounting post. The hook 
points downward. Similarly, place the spacer marked "R" (5183-1863) into the appropriate slot on 
the right hand rnrmn1T.1n 

Step 6. Use one M5 x 16 screw with cress-cup washer to attach each spacer to its vertical post. Do this by 
inserting the screw through the top hole in the spacer, through the mounting rail and tightening it 
into the sheet metal nut located at that position. O 

\ ' 

Step 7. Take the left hand slide/bracket assembly (marked 337079-1L) and install it in to the left hand 
vertical mounting posts. This is done by inserting the pin at the rear of the slide's mounting bracket 
into the 23rd, hole in the rear vertical mounting post and inserting the hook at the front ofthe 

14 Chapter 2 

:J 



c 
Step 8. Securely fasten the rear ofthe slide's mounting bracket to the rear vertical mounting post by 

installing and tightening two ofthe M5 x 16 screws with cress-cup washers thorough the mounting 
post, through the slides mounting bracket and into the threaded nuts attached to the mounting 
bracket. 

o 
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Fully extend the slide so that it is locked in the fully open position. 

Step 10. Use an ~~ x 30 screw with a cress cup washer to attach the front ofthe slide to the vertical 
mounting post. Insert the screw through the slide, through the center hole ofthe aluminum spacer, 
through the vertical mounting post, and tighten into the sheet metal nut located at that position. 

Step 11. Use a procedure similar to steps 7 through 10 to install the right hand slide/bracket assembly 
(marked 337079-lR) and then proceed to step 12. 
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Step 12. 

C tep 13. 

Server Unpacking . n~ I stallatio 

Instai! Stand-Aione Se er in la CabiW 

' · 'U..~ :) -- ... 5.> 
Take the tray and place it onto the pins that extend from the slides' inner members. The s Jwith r 
wide lead-in guides on the side ofthe tray fit down onto the slides' pins. The flat part ofthe tray 1 

be on top, and the mounting holes in the top ofthe tray will be located to the right ofthe center of 
the tray. Slide the tray ali the way down on both sides so that the pins reach the top of the slots in 
the si de of the tray. 

Use six, M5 x 12 screws (without washers) to attach the tray to the slides. Three screws are used to 
attach each slide. Insert the screws through the slides, through the tray and tighten into the 
threaded nuts located on the inside ofthe sides ofthe tray. 

f~e-~~~11 

3 Pan Head 
M5x12 T25 screws 
on each side 

o tep 14. From the bottom ofthe · down and give it a 114 turn to hold it in place. 

Chapter 2 CPMt- CO!ffi EIOS . f 

l 
•I 1 

_- -542 \ 
Fls: 
---=-<".,..,..~~ 

[ 
Doe: 

3 7 D 1 



Step 16. Release the plunger pins to secure the server. 

'\ 18 
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Stationary L-Bracket R 

Stationary L-Bracket Rail Assembly 

rp54xx servers may be installed into E-Series and approved Non- E-Series cabinets using stationary 
L-bracket rail assembly kits listed below. 

NOTE 

c 

rp54xx servers are supported in Hewlett-Packard E-series and approved Non- E-series 
Hewlett-Packard cabinets, and approved rail kits. 

For information on additional qualified 3rd party cabinets and rail kits, contact the nearest 
Hewlett-Packard Response Center. 

Cabinet Type Rail Kit Product Number 

E-Series HP Cabinet A5575A 

Other Approved HP Cabinet A5562A 

Identifying Approved Non-E-Series HP Cabinets 

Approved Non- E-Series cabinets have black frames, one piece outside sheet metal skins, a partia} return 
flange, and requires the installation ofthe aluminum spacer blocks, supplied with the rail kits. 

I ... 
·' J' 

'i1 
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Approved Non- E-Series cabinets include the following product numbers: A1883A, A1884A, A1896A, A1897A, 
C1897A, C2785A, C2786A, and C2787A. 
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E-Series cabinets include the following product numbers: A5134A, A5136A, A5136A, A4900A, A4901A, 
A4902A, J1500A, J1502A, and J1502A. 

Identifying Static Rail Kit 

Hewlett-Packard has currently approved two static rail kits for use in cabinet mounting the rp54x.x server. 
They are illustrated below. 

A5562A Kit Rail A5575A Kit Rail 
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Installing Stationary Rails 

The installation of stationary rails is similar for most cabinet and rail combinations. 
The key considerations to are: 

• Ensure that all safety precautions are read, understood, and observed 

• Follow all installation instructions provided with the cabinet and rail kits, and 

• Ensure that the rails extend out from the cabinet posts sufficiently to properly and safely support the 
equipment being installed. 

To install an rp54xx server on stationary rails in an approved cabinet proceed as follows: 

Step 1. Locate the rail mounting height in the cabinet. Allow for the following space requirements: 

c 

o 

• For each rp54xx server, allow 31.8cm (12.5 inches) vertically (7 ElAs or Rack Units CRUs). 

• Ifinstl\lling the A5575A rail kit, allow an additional vertical4.45cm (1.75 inches (1 ElA) each 
set of r-ails. 

31.8cm 
(12.5 
inches 

t 

• ~ -
4.45cm 
(1.75 
Inches 

,.--

rp54xx 
Server 

- I~Rail_..l 

rp54xx 
Server 

n~Rail_..f 

-

r-

t 
31.8 c m 
(14.25 
inches 

~ 
• 

·~ 
A5575A Rail Kit 
in approved 
Non- E-Series 
cabinet shown 

'--

Step 2. Install sheet .metal nut(s) in the vertical cabinet posts at the required height for the kit being 
installed: 

• Install the first nut either: 

4.45 em (1.75 Inches) above the top, or 

31.8 em (12.5 inches) below the bottom ofthe last server. 

• I f installing a A5562A rail kit, install the second nut in the next frame hole below the first. 

Step 3. Hold the rail in place and'insert and tighten the screws. 
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··, ·3 Installing Additional Components 
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tional Components 

Some internai components are too delicate to be installed in the server prior to shipping. These internai 
components are shipped with the server, but are packed separately. They can be installed after the cabinet 
has been unpacked and positioned. 

Some ofthe internai components that are packed separately are not user-installable. To maintain warranty 
validation, these items must be installed by a Hewlett-Packard Customer Engineer. 

lfyou received either (or both) ofthe components listed below, contact your Hewlett-Packard provider to 
arrange for installation. 

• Central Processing Units (CPUs) 

• Power Distribution Units (PDUs) 
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Installing Memory 

Memory Configuration Rules 

rp54xx servers have 16 slots (8 DIMM pairs) for memory DIMMs. These slots are numbered Oa/b, 1a/b, ... 7a/b. 
8 ofthese slots (4a/b- 7alb) are disabled on rp5400 servers. rp5450 servers can access all slots. rp5400 and 
rp5450 servers have DIMM slots located on the System Board. 

rp5470 servers install DIMMs using Memory Carriers. The Memory Carriers fit into slots on the System 
Board. 

The following rules govern the installation ofmemory DIMMs for rp5400, rp5450, and rp5470 servers: 

• Memory must be;linstalled in DIMM pairs. 

• The capacity of DIMMs within a pair must be the same. 

C Install DIMMs with the greatest capacity in the lowest slot numbers. 

• Install DIMMs the following slot arder: Oa/b, 1a/b, 2a/b, 3a/b, and so on. 

Installing rp5400 and/or rp5450 DIMMs 

Step 1. Power down and unplug the rp54xx server. 

CAUTION DC voltages are present when the server is connected to AC power. Do not install or 
service rp54xx internai components while DC voltage is present. Failure to observe 
this precaution can result in damage to the server. 

Step 2. Loosen the captive T-15 screws that hold the top cover in place, then grasp the strap handle, raise 
the cover slightly, and pull the cover toward the front of the server to free the cover tabs from the 
slots in the chassis. The air baffle will be exposed. 

o 

Step 3. Make the top ofthe server accessibl!i:l for service. 
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Observe all ElectroStatic Discharge (ESD) precautions Do not touch internai 
components. Failure to observe ESD precautions can cause damage to components. 

Step 5. Observe Electrostatic Discharge (ESD) precautions. 

Step 6. Refer to the following graphic for memory slot locations. 

I 

j ~ I 
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lnstallin 

Locate the correct DIMM pair slots. Insert the DIMM connectors into the guides until the car 
snaps firmly in place. It may be necessary to apply downward force using the palm ofyour hand on 
the DIMM. Observe the top of the DIMM to make sure one side is not higher than the other. 

NOTE It may be necessary to remove PSM 1 when installing a DIMM in slot Oa and PSM O 
when installing a DIMM in slot lb. If either PSM is removed to install memory, 
ensure it is re-installed. 

Step 7. Replace the air baffie. Tighten the four captive screws to secure the air baffie in place. 

c 

Step 8. Replace the top cover. Tighten the four captive screws to secure the top cover in place. 

o 
Step 9. For rack configurations, insert the rp54xx server back into the rack. 

Step 10. For deskside enclosure configurations, replace the deskside enclosure cover. 

Step 11. Power the rp54xx server on. 

Step 12. Use the BCH command in me to verify the system recognizes the memory that you have just 
added. 

CPml ~ CORREIOS 

.15L7 ' 
Chapter 3 27 

{l s :_~5-+7 --J.+Ü -L1 

Doe: 



- J. '· 

MMs for the rp5470 system are installed in memory carriers instead ofthe system board, as are the other 
rp54xx systems. However, rp54 70 memory carriers are also located on the system board, so the method for 
opening and closing the system is the same. Procedures for removing and replacing the server top and baffie 
are listed below, without the pictures shown in the section titled, "Installing rp5400 and/ or rp5450 DIMMs." 
If you wish to reveiw the pictures, please refer to the aforementioned section. 

Step 1. Power down and unplug the rp54xx server. 

NOTE DC voltages are present when the server is connected to AC power. Do not attempt to 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI 1/0 cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server. 

Step 2. Make the top of the server accessible for service. 

Step 3. Loosen the captive T-15 screws that hold the top cover in place, then grasp the strap handle, raise 
the cover slightly, and pull the cover toward the front ofthe server to free the cover tabs from the 
slots in the chassis. The air baffie will be exposed. 

Step 4. Loosen the four (4) captive T-15 screws on the air baffie. Grasp the two handles on the baffie, and 
lift and remove the baffie. 

Step 5. Observe Electrostatic Discharge (ESD) precautions. 

Step 6. Refer to the following graphic for Memory Carrier locations. 

28 
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a. Loca te the Memory Carrier and pull up on the extractor levers on each ~nd of the Memory 
Carrier to unseat the Memory Carrier from its socket. 

b. When the Memory Carrier unseats from the socket, pull it away from the System Board. 

c. Loosen the captive screws that secure the DIMM Clip and remove the DIMM Clip from the 
Memory Carrier. 

d. Seat the memory DIMM in to its socket on the Memory Carrier. 

e. Press the extractor levers on each end ofthe memory DIMM slot inward until the levers snap 
into place. 

f. Attach the Memory Clip to the Memory Carrier with the DIMM slot markings on the top ofthe 
Memozy Clip aligned with the DIMM slot markings on the Memory Carrier. 

g. Secure the Memory Clip using the captive screws. 

C h. Seat the Memory Carrier into the appropriate slot on the System Board. 

1. Push down on the extractor levers and snap them into place. 

Step 7. Replace the air baffie. Tighten the four captive screws to secure the air baffie in place. 

Step 8. Replace the top cover. Slide the cover tabs into the slots in the chassis and dose the cover. Tighten 
the two captive screws to secure the top cover in place. 

Step 9. For rack configurations, insert the rp54xx server back in to the rack. 

Step 10. For deskside enclosure configurations, replace the deskside enclosure cover. 

Step 11. Power the rp54xx server on. 

Step 12. Use the BCH command in me to verify the system recognizes the memory that you have just 
added. 

o 
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rp54xx servers have a total o f 12 PCI VO slots. Slots 1 and 2 are reserved for the LAN/SCSI and GSP Core VO 
cards, leaving 10 PCI VO slots available for Customer use. 

rp5400/rp5450 PCI Card Slots 

For rp5400 and rp5450 models, 10 PCI VO slots consist ofTurbo and non-Turbo slots. Server PCI slots are 
shown below. 

Front 

rp5400/rp5450 PCI Card Slots 

R e ar 

Turbo 
~-slots 7 - 12 

Nou-Ttubo 
::::---- slots 3 - 6 

Core 1/0 
slots 1- 2 

• Slots 1 and 2 are reserved for the rp54xx LAN/SCSI and GSP (Guardian Service Processor) Core VO 
cards, respectively. Slots 1 and 2 are non-Turbo slots. Non-Turbo slots share a single 250MB/s PCI bus 
andare incapable ofHotPlug functionality. The server must be turned offprior to removing or installing 
the LAN/SCSI or GSP cards in these slots . 

... 

• Slots 3-6 are non-Turbo slots. These four Non-Turbo slots share a single 250MB/s PCI bus, run at 33MHz 
and support 32 and 64-bit PCI cards. Non-Turbo slots are incapable ofHotPlug functionality. The server 
must be turned offprior to removing or installing PCI cards in these slots. 

• Slots 7 - 12 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz and support 
32 and 64-bit PCI cards. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card 
separator. The PCI card separator has two LEDs and a pull tab on the outer edge. The LED's provide 
power and status for the slot. The pull tab allows the PCI card to be easily removed. 

rp5400 servers have access to slots 1, 2 and 8-12 while rp5450 servers have access to ali (1-12) slots. 

NOTE Slot 3 will become en;;tbled on rp5400 servers with server firmware versions later than 40.48. 

A slot 3 enabled label (A5576-84009) is available for rp5400 systems. 
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rp5470 PCI Card Slots 

For rp5470 models, the 10 PCI 110 slots consist ofTwin Turbo, Turbo, and non-Turbo slots. The followlus--~ 
illustration shows the PCI card slot layout. 

c 

• 

• 

o 
• 

• 

rp54 70 PCI Slots 

Twin Turbo 
slots 1 L12 

Turbo 
slots 5 - 10 

Non-Turbo 
slots 3A 

Core IiO 
slots 1.2 

Slots 1 and 2 are reserved for the rp54xx LAN/SCSI and GSP (Guardian Service Processor) Core 110 
cards, respectively. Slots 1 and 2 are non-Turbo slots. Non-Turbo slots share a single 250MB/s PCI bus 
andare incapable ofHotPlug functionality. The server must be turned offprior to removing or installing 
the LAN/SCSI or GSP cards in these slots. 

Slots 3 and 4 are non-Turbo slots. These two Non-Turbo slots share a single 250MB/s PCI bus, run at 
33MHz and support 32 and 64-bit PCI cards. Non-Turbo slots are incapable ofHotPlug functionality. The 
server must be turned off prior to removing or installing PCI cards in these slots. 

\ ' 

Slots 5- 10 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz and support 
32 and 64-bit PCI cards. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card 
separator. The PCI card separator has two LEDs and a pull tab on the outer edge. The LED's provide 
power and status fÓr the slot. The pull tab allows the PCI card to be easily removed. 

Slots 11 and 12 are Twin Turbo slots. Each Twin Turbo slot has a dedicated 500MB/S PCI bus, runs at 66 
MHz, and supports 32- and 64-bit PCI cards. Twin Turbo slots are HotPlug capable. Below each Twin 
Turbo slot is a plastic PCI card separator. The PCI card separator has two LEDs and a pull tab on the 
outer edge. The LED's provide power and status for the slot and the pull tab allows the PCI card to be 
easily removed. 

rp5470 servers have access to all (1-12) slots. 
----·- ---
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Card Installation Restrictions 

...._...._......,.Lictions apply regarding the installation of PCI 1/0 cards which contain a PCI-to-PCI bridge: 

• HP-UX boot is currently not supported for cards that contain a PCI-to-PCI bridge. 

• HP-UX patches are required when more than one card containing a PCI-to-PCI bridge is installed in 
non-Turbo slots. 

PCI 1/0 Card Installation Order 

The following table shows a standard factory PCI card installation that begins with slot 12. Use this table as 
a guideline for instalÊ.ng PCI 1/0 cards in the field . 

NOTE 

Product 
Number 

A6150A 

A5838A 

A5483A 

A4926A 

A4926A 

A6092A 

A5158A 

A5486A 

A5506A 

A5506B 

A5150A 

A5149A 

J3526A 

A4800A 

A5230A 

A3738A 

A3739A 

A5783A 

32 

A system shipped from the factory may have a different configuration than the same system 
built in the field. For example: The factory will install the graphics card in slot 12 and add 
other cards below. In the field, slot 12 may already be occupied by another PCI card. It is 
acceptable for the graphics card to be installed in any available Turbo slot. 

Load 
Part 

Description (all are PCI cards) Max Boot Order 
Number 

Notes 

* 
Graphics, Graphics Card 1 No 1 A4982-66501 3,8 

Combo No 3 A5838-60001 9 

ATM 622Mbps MMF Adapter 10 No 4 A5483-60001 10 

1000Base SX PCI LAN Adapter 10 No 5 A4926-60001 

1000Base TX PCI LAN Adapter 10 No 6 A4926-60001 

HYPERFabric No 7 A6092-60001 11 

FC Taclite y 8 A5846-60001 

Praesidium Speed G.ard 10 No 9 A5486-60001 

4 Port 100Base TX LAN Adapter 7/10 No 10 A5506-60101 1,2,6 

4 Port 100Base TX LAN Adapter 7/10 No 10 A5506-60102 

Dual Port Ultra 2 SCSI adapter 10 Yes 11 A5150-60001 4 

Single Port Ultra 2 SCSI HBA 10 Yes 12 A5149-60001 

High Perf 4 Ports Synchronous Adapter 10 No 13 5063-1322 7,5 

FWD SCSI-2 adapter 10 Yes 14 A4800-67002 

100Base-T LAN Adapter 10 No 15 B5509-66001 

10/100Base-T LAN Adapter 10 No 16 A3738-60001 

Dual FDDI LAN Adapter 10 No 17 A3739-60001 

Token Ring 4/16/100 Hardware Adapter 10 No 18 A5783-60101 
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lnstalling Additional Co on&s C ~ 

lnstalling Peripheral Component lnterconnect 9l~r:J 

Load 

ú~)jl 
~ ~, : \,) 

Product Part Js·~ ·-
Description (ali are PCI cards) Max Boot Order - ~ 

Number Number 

J3525A Dual Port Synchronous Adapter 

J3593A 64 port Serial MUX system card 

J3592A 8 Port PCI Serial MUX card 

A6150A Graphics, USB Card 

A6150BX Pinnacle 2 Graphics 

A6386A Hyper Fabric 2 Interconnect 

A5506A Quad Port 10/100B-TX LAN 

A6749A 3.3v 64 Port Terminal MUX 

( .P6748A 3.3v 8 Port Terminal MUX 

*In top down order. 

Notes: 

1. Card contains a PCI-to-PCI bridge. 

10 

10 

4 

1 

1 

10 

10 

10 

10 

* 

No 19 J3525-60001 

No 20 J3593-60001 

No 21 J3592-60101 

No 22 A6150-60001 

No 1 A6150-60003 

No 6 A3686-60001 

No 10 A5506-60102 

No 24 A6749-60001 

No 25 A6748-60001 

2. Requires PHKL_20123, PHKL_20629 and PHNE_19826 or their superseded equivalents. 

3. Not supported in non-Turbo slots. lnstall in Turbo slots only. 

4. Requires server firmware revision 39.46 or !ater. 

5. Requires HP-UX 11.1 

12,13 

14 

6. Maximum is 7 for HP-UX versions prior to 11.0. Maximum is 10 for HP-UX version 11.1 and !ater. 

7. Requires PHKL_19543 and PHKL_19544 or their superseded equivalents. 

8. Requires HP-UX 11.0 Support Plus (IPR) 0006, June 2000 or !ater. This product to be released 6/00. 

9. N ot supported in a shared slot (slots 3-4 for rp54 70, slots 3-6 for rp5450, not applicable for rp5400). 

10. lfyou are installing ATM 622 cards in an rp5470 configuration, do not install them in slots 3 and 4 

a (shared slots). 

1. Requires 768MB for first cartl and 512MB for each additional card. 

12. Not supported in shared slots. 

13. Max of 1. Needs U$B card for keyboard and mouse. 

14. Contains PCI bridge. 
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Follow these procedures to install a PCI card. 

Step 1. Power down and unplug the rp54xx server. 

NOTE DC voltages are present when the server is connected to AC power. Do not attempt to 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI VO cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server. 

Step 2. Make the right side ofthe server accessible for service. 

Step 3. Using a Torx 15 screwdriver, loosen the captive screws on the right side panel. This panel has a 
label which shows which PCI VO slots are available and the corresponding paths. The PCI VO slot 
paths for i-p5400, rp5450, and rp54 70 are shown below. 

rp5400 rp5450 rp5430/rp54 70 

Slot Slot Type Path Slottrype Path Slot Type Path 

12 Turbo 0/4/0 Turbo 0/4/0 Twin Turbo 0/10/0 

11 Turbo 01710 Turbo 017/0 Twin Turbo 0/1210 

10 Turbo 0/3/0 Turbo 0/3/0 Turbo 0/8/0 

9 Turbo 0/6/0 Turbo 0/6/0 Turbo 0/9/0 

8 Turbo 0/2/0 Turbo 0/2/0 Turbo 0/3/0 

7 Not Available Turbo 0/5/0 Turbo a 0/1/0 

6 Not Available Shared 0/110 Turbo a 0/5/0 

5 Not Available Shared 0/111 Turbo a 0/2/0 

4 Not Available Shared 0/1/2 Shareda 0/4/0 

3 Not Shared 0/1/3 Shared 0/4/2 

Availableb 

2 GSP GSP GSP 

1 LAN/SCSI LAN/SCSI LAN/SCSI 

a . Slot is NOT AVAILABLE for rp5430. 
b. Slot 3 becomes available with server firmware versions la ter than 40.48. 

Step 4. Remove the PCI slot cover from the slot that will receive the PCI card. To remove the PCI slot cover, 
slide the PCI slot cover away from the server. 
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Preface 

Printing History 
The Printing History below identifies the edition dates ofthis manual. Updates are made to this publication 
on an unscheduled, as needed, basis. The updates will consist of a complete replacement manual and 
pertinent on-line or CD-ROM documentation. 

First Edition November 2002 

What's New? 
~ 

The, Upgrade Cuide, · rp5400 Family of Servers, is new and was developed to provide customers with system 
maintenance information for those components called customer replaceable units (CRUs). Maintenance of 

C'RUs does not require HP customer engineering services, except when specifically cautioned. The cautions 
re shown primarily to protect customer product warrantees. 
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1 Server Overview 

The rp5400 family of servers are 1-way to 4-way servers based on the PA-RISC processor architecture. The 
rp5400 family of servers accommodate up to 16GB of memory and internai peripherals including disks and 
DVD ROM!I'ape. High availability features include HotSwap fans and power sq · ,...and._Ho.tElug..int nal 
disk drives. The supported operating system is HP-UX. 
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-~~rver Unpacking and lnstallation 

\ 

lntegrated rp54xx Cabinet lnstallation 

ry Integrated rp54xx Cabinet Installation 

factory integrated server is one in which the rp54xx server and associated components are pre-assembled 
and shipped from the factory already installed in a Hewlett-Packard E-Series cabinet. Factory integrated 
systems reduce the amount oftime required to set-up and begin server operation. 

4 

1. Carefully remove the carton and anti-static bag from the pallet. 

2. Remove the front two (2) L-brackets. Retain the 1/2-inch bolts for later use. 

NOTE 

~ 
• J 

1. Shipping L-Bracket 

2. Shipping Pallet 

3. Cabinet (Top View) 

As viewed from the front, one bracket is located on each side at the base ofthe cabinet near 
the front. 
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3. At the rear ofthe cabinet: 

a. Open the door. 

b. Remove the anti-tip foot by removing and retaining the two (2) 1/2-inch bolts. 

Bolts 

.. 

For Shipping: 
L-brackets are 
mounted behind 
anti-tip foot . 
Same bolts 
secure both. 

c. Remove the two (2) L-brackets (revealed by removing the anti-tip foot) . c4. Remove the two ramps from the pallet and carefully place them in to the slots at the front of the pallet. 

WARNING 

Chapter 2 

Use extreme care when rolling the racked system down the ramps. A rack 
containing one rp54xx can weigh up to 418 lbs. Do not stand in front of the ramps 
when rolling the cabinet off the pallet or injury may occur. Ali but the smallest 
configurations require two persons to safely remove the rack from the pallet. 

If anti-tip feet or ballast are not installed or are improperly installed the cabinet 
can tip. Failure to follow this precaution can cause injury to personnel or damage 
to equipment. 
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tegrated rp54xx Cabinet lnstallation 

ghten the rollers on the cabinet base, i f needed, and carefully roll it down the ramps. 

WARNING After removing the server from the pallet, Do not move the cabinet unless the 
anti-tip feet are installed! The cabinet can tip if care is not used. Dueto their low 
ground clearance the feet m,ay catch on irregularities on the floor, thresholds, or 
ramps. 

Do not move the cabinet without first installing the anti-tip feet. The cabinet may 
tip if moved without the anti-tip feet or ballast installed. 

Do not move the cabinet after installing the anti-tip feet unless they are in the 
fully-raised position. Once installed, the anti-tip feet must be fully raised to allow 
ground clearance. 

Be'cause of their low ground clearance, the fully-raised anti-tip feet may need to 
be removed temporarily to clear some obstacles such as door jambs, ramp s, and 
other large irregularities or obstructions on the floor. 

If you must temporarily remove the anti-tip feet to ele ar an obsta ele, use extreme 
caution when moving the cabinet. Always reinstall the anti-tip feet as soon as the 
obstacle has been cleared. 

Lower and secure both the anti-tip feet and the cabinet leveling/stabilizer feet 
once the cabinet is in place. 

Failure to follow these precautions can result in equipment damage or personal 
injury. 

6. Install the front and rear anti-tip feet using the V2 inch bolts provided. Ensure that the anti-tip feet are 
installed in the fully up position in the mounting slots. This will provide maximum ground clearance 
while moving the cabinet to its final position. 

7. Carefully move the cabinet to its installation location. 

8. Lower the anti-tip feet to the fully down position and adjust the cabinet leveling feet for best cabinet 
stability. 

.. 
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Receive and Unpack A Non-lntegrat 

Receive and Unpack A Non-Integrated Server 

WARNING The typical rp54xx system can weigh up to 68kg (150lbs). HP recommends using an 
an approved lifting device. Lift and move the server in accordance with ali local 
safety regulations. Failure to follow this precaution can cause injury to personnel or 
damage to equipment. 

Unpacking the server 

The following procedpre describes the steps involved in unpacking the server, whether to function as a 
stand-alone Deskside unit, or to be integrated into a cabinet. 

c tep 1. Remove the shipping carton and anti-static bag from the server as depicted below. 
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NOTE The packaging for rp74xx and rp54xx servers is the same, rp74xx is shown. 

Step 2. If you are moving the server manually, use three people to lift the server from the packing material 
and pallet. Carefully move the server to the selected location. 

Step 3. lfyou are moving the server by an approved lifting device (such as Genie Lift ™), remove the tear 
flap from the front lip ofthe carton bottom to allow access to the server, as illustrated below. 
Removal ofthe tear flap will reveal a slot between the bottom ofthe server and the inside bottom of 
the cardboard box. 

~- 8 
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Step 4. 

NOTE 

Lifting Device 
Platform. 

The server's center of gravity will vary with the hardware configuration, but it is 
generally located slightly behind the middle of the server. 

Step 5. Raise the lifting device platform enough for the server to clear the pallet and packing materiais, as 
show below. 

Q 

o 
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Server Unpacking and lnstallation 

side Server 

WARNING The typical rp54xx system can weigh up to 68kg (150lbs). H P recommends u sing an 
approved lifting device. 

• Lift and move the server in accordance with ali local safe ty regulations. 

• Do not attempt to lift the server by the plastic handles on the top and sid e covers. 

Failure to follow these precautions can cause injury to p ersonnel or damage to 
equipment. 

Step 1. Unpack the server. 

Step 2. Unpack the deskside enclosure. 

10 

Enclosure 
Outside 
Cover 
(Skin) 

NOTE 

Server 

Wheeled 
Enclosure 
Base 

Ensure that the positioning spring pins in the enclosure base align with the 
alignment holes in the bottom ofthe server. 

Chapter 2 
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AligÍlinent Spring Pins Captive Fastener 

3. Position the server on the wheeled enclosure base. 

Step 4. Tighten the two captive screws in the enclosure base to secure the server to the base. 

Step 5. Position the enclosure cover (outside skin) over the server and install and tighten the screws to 
secure it to the base. 

NOTE 

o 
WARNING 

The perforations and the lip ofthe outside skin should be toward the rear ofthe 
server. 

Stacking rp54xx servers in deskside enclosures is not supported. 

Stacking rp54xx servers in deskside enclosures can damage equipment, 
may cause injury to personnel, and may void your warranty or service 
contract. 

Step 6. Install the Front Bezel. 

Step 7. Locate the two pull-tabs. One pull-tab is longer than the other. The shorter pull-tab is blank on both 
sides. The back ofthe shorter pull-tab provides a writable surface for Customer use. 
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Server Unpacking and lnstallation 

cate the plastic bag containing the label sheet (taped to the server). 

emove the label containing serial number, base product, processor product, and model information 
om the label sheet and apply to the back ofthe longer pull-tab. 

NOTE 

\ . Cvrrtllt 
r--------+--------~-------4 

OrigiN>I L--...;.;...---L. __ ___;..:..;__-L-___:..:..:....:..:.:._~ 

Pull-tab and label shown above is for an rp74xx server. rp54xx uses the same style 
label and similar pull-tab. 

Step 10. Insert t~e:"pull-tabs into the front bezel. Install the longer pull-tab in the left side plastic window in 
such a way that the rp54xx logo is visible. Install the shorter pull-tab in the right side plastic 
window with either surface visible. Refer to the diagram above for pull-tab locations. 
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Install Stand-Alone Server in a Cabinet 

The following describes how to install the A5556A slide-tray assembly in to an approved HP cabinet in 
preparation for installing an rp54xx server. 

This slide-tray assembly can be installed in an HP E-Series cabinet or other HP cabinets approved for rp54xx 
system installation. To install the A5556A slide-tray assembly in an approved HP equipment cabinet, proceed 
as follows: 

Step 1. Determine what type of cabinet you are installing the slide-tray assembly in to . 

c 

o 

a. E-Series cabinets have: 

• Parchment white, plastic, sectional, side panels 
• • Black painted vertical frame posts with a partia} return flange. 

Vertical, 
Rectangular, 

--------- Mounting Slots 

b. Approved, non-E-Series, cabinets have: 

• Single piece metal side panels 

• Gray painted verticle frame posts with full return flanges . 

Vertical, 
Rectangular, 
Mounting Slots 

Step 2. Note the vertical, rectangular, slots in the return flanges on the vertical mounting posts. Determine 
into which ofthese vertical slots the slide/tray kit will be installed. This is done by counting down 
eight rectangular slots from the top o f the cabinet o r the bottom o f the equipmen t above. 
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Server Unpacking and lnstallation 

<v~C ln~a~ s '-d-Aione Se<Ver In a Cabine! :') 

~t~. ~ 
0

0 the.front ve~ical mounting p?sts only, slide ~5 sh~et metal n.uts onto the posts over the holes 
\ DO ~ ~ , • 1 med1ately adJacent to the vert1cal slots determmed m the prev10us step. Also place M5 sheet 

. ~/ ~ etal nuts on the holes directly above these. Orient the sheet metal nut s so that the threaded 
CP\.. ' portion faces towards the outside ofthe cabinet. There should now be a total offour (4) sheet metal 

nuts installed. 

Step 4. Ifthe cabinet is a non-E-Series cabinet, discard the left hand and right hand aluminum spacers and 
two of the M5 x 16 screws with cress-cup washers and proceed to step 12. 

Step 5. Ifthe cabinet is an E-Series cabinet, place the hook ofthe aluminum spacer marked "L" (5183-1864) 
into the appropriate vertical, rectangular slot on the front, left hand mounting post. The hook 
points downward. Similarly, place the spacer marked "R" (5183-1863) into the appropriate slot on 
the right hand 

Step 6. Use one M5 x 16 screw with cress-cup washer to attach each spacer to it s vertical post. Do this by 

o 

inserting the screw through the top hole in the spacer, through the mounting rail and tightening it o 
into the sheet metal nu~ locat.ed at that position. 

Step 7. Take the left hand slide/bracket assembly (marked 337079-1L) and install it into the left hand 
vertical mounting posts. This is done by inserting the pin at the rear ofthe slide's mounting bracket 
into the 23rd hole in the rear vertical mounting post and inserting the hook at the front ofthe 

\ ( 14 
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c 
Step 8. Securely fasten the rear ofthe slide's mounting bracket to the rear vertical mounting post by 

installing and tightening two ofthe M5 x 16 screws with cress-cup washers thorough the mounting 
post, through the slides mounting bracket and into the threaded nuts attached to the mounting 
bracket. 

o 
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Step 10. 

Fully extend the slide so that it is locked in the fully open position. 

~ 

Use an M5 x 30 screw with a cress cup washer to attach the front ofthe slide to the vertical 
mounting post. Insert the screw through the slide, through the center hole ofthe aluminum spacer, 
through the vertical mounting post, and tighten into the sheet metal nut located at that position. 

Step 11. Use a procedure similar to steps 7 through 10 to install the right hand slide/bracket assembly 
(marked 337079-1R) and then proceed to step 12. 

16 · Chapter·2 
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Step 12. 

C tep 13. Use six, M5 x 12 screws (without washers) to attach the tray to the slides. Three screws are used to 
attach each slide. Insert the screws through the slides, through the tray and tighten into the 
threaded nuts located on the inside ofthe sides of the tray. 

3 Pan Head 
M5x12 T25 screws 
on each side 

Q tep 14. From the bottom ofthe tray pull the plunger pin down and give it a 1/4 turn to hold it in place. 

Chapter 2 
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Step 16. Release the plunger pins to secure the server. 

o 

o 
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Stationary L-Bracket Rail Assembly 

rp54xx servers may be installed into E-Series and approved Non- E-Series cabinets using stationary 
L-bracket rail assembly kits listed below. 

NOTE 

c 

rp54xx servers are supported in Hewlett-Packard E-series and approved Non- E-series 
Hewlett-Packard cabinets, and approved rail kits. 

For information on additional qualified 3rd party cabinets and rail kits, contact the nearest 
Hewlett-Packard Response Center. 

Cabinet Type Rail Kit Product Number 

E-Series HP Cabinet A5575A 

Other Approved HP Cabinet A5562A 

ldentifying Approved Non-E-Series HP Cabinets 

Approved Non- E-Series cabinets have black frames, one piece outside sheet metal skins, a partia} return 
flange, and requires the installation ofthe aluminum spacer blocks, supplied with the rail kits. 

·o 
Approved Non- E-Series cabinets include the following product numbers: A1883A, A1884A, A1896A, A1897A, 
C1897A, C2785A, C2786A, and C2787A. 
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E-Series cabinets include the following product numbers: A5134A, A5136A, A5136A, A4900A, A4901A, 
A4902A, J1500A, J1502A, and J1502A. 

Identifying Static Rail Kit 

Hewlett-Packard has currently approved two static rail kits for use in cabinet mounting the rp54xx server. 
They are illustrated below. 

A5562A Kit Rail A5575A Kit Rail 

~·· 
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Installing Stationary Rails 

The installation of stationary rails is similar for most cabinet and rail combinations. 
The key considerations to are: 

• Ensure that ali safety precautions are read, understood, and observed 

• Foliow ali instaliation instructions provided with the cabinet and rail kits, and 

• Ensure that the rails extend out from the cabinet posts sufficiently to properly and safely support the 
equipment being instalied. 

To instali an rp54xx server on stationary rails in an approved cabinet proceed as follows: 

Step 1. Locate the rail mounting height in the cabinet. Allow for the following space requirements: 

c 

o 

• For each rp54xx server, aliow 31.8cm (12.5 inches) verticaliy (7 ElAs or Rack Units (RUs). 

• Ifinst&1ling the A5575A rail kit, allow an additional vertical4.45cm (1.75 inches (1 ElA) each 
set o f rails. 

31.8cm 
(12.5 
inches 

t 

~ 
~ -

4.45cm 
(1.75 
Inches 

.-

r-

-

rp54xx 
Server 

1..---Rail~l 

rp54xx 
Server 

n..-Rail~r 

r-

~ 

1 
(14.2 

em 
5 

es inch 

~ 

~ A5575A Rail Kit 
~ in approved 

Non- E-Series 
cabinet shown 

Step 2. Install sheet metal nut(s) in the vertical cabinet posts at the required height for the kit being 
installed: 

• Install the first nut either: 

4.45 em (1. 75 Inches) above the top, or 

31.8 em (12.5 inches) below the bottom of the last server. 

• I f installing a A5562A .rail kit, instali the second nut in the next frame hole below the first. 

Step 3. Hold the rail in place and insert and tighten the screws. 
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tional Components 

Some internai components are too deiicate to be installed in the server prior to shipping. These internai 
components are shipped with the server, but are packed separateiy. They can be installed after the cabinet 
has been unpacked and positioned. 

Some of the internai components that are packed separateiy are not user-installable. To maintain warranty 
vaiidation, these items must be installed by a Hewiett-Packard Customer Engineer. 

Ifyou received either (or both) ofthe components Iisted beiow, contact your Hewlett-Packard provider to 
arrange for installation. 

• Central Processing Units (CPUs) 

• Power Distributton Units (PDUs) 
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Installing Memory 

Memory Configuration Rules 

rp54xx servers have 16 slots (8 DIMM pairs) for memory DIMMs. These slots are numbered Oalb, 1alb, .. . 7alb. 
8 ofthese slots (4alb- 7alb) are disabled on rp5400 servers. rp5450 servers can access all slots. rp5400 and 
rp5450 servers have DIMM slots located on the System Board. 

rp5470 servers install DIMMs using Memory Carriers. The Memory Carriers fit into slots on the System 
Board. 

The following rules govern the installation ofmemory DIMMs for rp5400, rp5450, and rp5470 servers: 

• 

o 
• 

~ 

Memory must be:installed in DIMM pairs . 

The capacity ofDIMMs within a pair must be the same. 

Install DIMMs with the greatest capacity in the lowest slot numbers. 

Install DIMMs the following slot order: Oalb, lalb, 2alb, 3alb, and so on . 

Installing rp5400 andlor rp5450 DIMMs 

Step 1. Power down and unplug the rp54xx server. 

CAUTION DC voltages are present when the server is connected to AC power. Do not install or 
service rp54xx internai components while DC voltage is present. Failure to observe 
this precaution can result in damage to the server. 

Step 2. Loosen the captive T-15 screws that hold the top cover in place, then grasp the strap handle, raise 
the· cover slightly, and pull the cover toward the front of the server to free the cover tabs from the 
slots in the chassis. The air baftle will be exposed. 

o 

Step 3. Make the top ofthe server accessible for service. 

J 
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lnstalling Additional Components 

osen the captive T-15 screws on the air baffie. Grasp the two handles on the baffie, and lift the 
ffie remove it. 

Observe all ElectroStatic Discharge (ESD) precautions Do not touch internai 
components. Failure to observe ESD precautions can cause damage to components. 

Step 5. Observe Electrostatic Discharge (ESD) precautions. 

Step 6. Refer to the following graphic for memory slot locations. 

·) 

•_'": 
J 

' ! 
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Locate the correct DIMM pair slots. lnsert the DIMM connectors into the guides until the car 
snaps firmly in place. lt may be necessary to apply downward force using the palm ofyour hand on 
the DIMM. Observe the top ofthe DIMM to make sure one side is not higher than the other. 

NOTE It may be necessary to remove PSM 1 when installing a DIMM in slot Oa and PSM O 
when installing a DIMM in slot lb. If either PSM is removed to install memory, 
ensure it is re-installed. 

Step 7. Replace the air baffle. Tighten the four captive screws to secure the air baffle in place. 

c 

Step 8. Replace the top cover. Tighten the four captive screws to secure the top cover in place. 

Q tep 9. For rack configurations;· insert the rp54xx server back in to the rack. 

~tep 10. For deskside enclosure configurations, replace the deskside enclosure cover. 

Step 11. Power the rp54xx server on. 

Step 12. Use the BCH command in me to verify the system recognizes the memory that you havejust 
added. 
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talling rp5470 DIMMs 

MMs for the rp5470 system are installed in memory carriers instead ofthe system board, as are the other 
rp54xx systems. However, rp54 70 memory carriers are also located on the system board, so the method for 
opening and closing the system is the same. Procedures for removing and replacing the server top and baffie 
are listed below, without the pictures shown in the section titled, "Installing rp5400 and/ or rp5450 DIMMs." 
lf you wish to reveiw the pictures, please refer to the aforementioned section. 

Step 1. Power down and unplug the rp54xx server. 

NOTE DC voltages are present when the server is connected to AC power. Do not a t tempt to 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI 1/0 cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server . 

• Step 2. Make the top o f the server accessible for service. 

Step 3. Loosen the captive T-15 screws that hold the top cover in place, then grasp the strap handle, raise 
the cover slightly, and pull the cover toward the front of the server to free the cover tabs from the 
slots in the chassis. The air baffie will be exposed. 

Step 4. Loosen the four (4) captive T-15 screws on the air baffie. Grasp the two handles on the baffie, and 
lift and remove the baffie. 

Step 5. Observe Electrostatic Discharge (ESD) precautions. 

Step 6. Refer to the following graphic for Memory Carrier locations. 

,--- Memory Carrier Assemblies 
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c 

a. Locate the Memory Carrier and pull up on the extractor levers on each end ofthe Memory 
Carrier to unseat the Memory Carrier from its socket. . 

b. When the Memory Carrier unseats from the socket, pull it away from the System Board. 

c. Loosen the captive screws that secure the DIMM Clip and remove the DIMM Clip from the 
Memory Carrier. 

d. Seat the memory DIMM into its socket on the Memory Carrier. 

e. Press the extractor levers on each end ofthe memory DIMM slot inward until the levers snap 
into place. 

f Attach the Memory Clip to the Memory Carrier with the DIMM slot markings on the top ofthe 
Memory Clip aligned with the DIMM slot markings on the Memory Carrier. 

g. Secure the Memory Clip using the captive screws . 
• 

h. Seat lhe Memory Carrier in to the appropriate slot on the System Board. 

I. Push down on the extractor levers and snap them into place. 

Step 7. Replace the air baffie. Tighten the four captive screws to secure the air baffie in place. 

Step 8. Replace the top cover. Slide the cover tabs into the slots in the chassis and dose the cover. Tighten 
the two captive screws to secure the top cover in place. 

Step 9. For rack configurations, insert the rp54xx server back in to the rack. 

Step 10. For deskside enclosure configurations, replace the deskside enclosure cover. 

Step 11. Power the rp54xx server on. 

Step 12. Use the BCH command in me to verify the system recognizes the memory that you have just 
added. 

o 
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s · Additional Components 

~-... 11~ eripheral Component lnterconnect (PCI) Cards 

rp54xx servers have a total of 12 PCI UO slots. Slots 1 and 2 are reserved for the LAN/SCSI and GSP Core UO 
cards, leaving 10 PCI UO slots available for Customer use. 

rp5400/rp5450 PCI Card Slots 

For rp5400 and rp5450 models, 10 PCI UO slots consist ofTurbo and non-Turbo slots. Server PCI slots are 
shown below. 

rp5400/rp5450 PCI Card Slots 

Turbo 
:::=--slots 7- 12 

Non-Turbo 
::=---- slots 3 - 6 

o 

Core 1/0 
slots I- 2 

·~ ·-): . 
. ·-

Front. R e ar 

• Slots 1 and 2 are reserved for the rp54xx LAN/SCSI and GSP (Guardian Service Processar) Coré UO 
cards, respectively. Slots 1 and 2 are non-Turbo slots. Non-Turbo slots share a single 250MB/s PCI bus 
and are incapable o f HotPlug functionality. The server must be turned off prior to removing or installing 
the LAN/SCSI or GSP cards in these slots. 

• Slots 3-6 are non-Turbo slots. These four Non-Turbo slots share a single 250MB/s PCI bus, run at 33MHz o 
and support 32 and 64-bit PCl cards. Non-Turbo slots are incapable ofHotPlug functionality. The server 
must be turned off priorto re~oving or installing PCI cards in these slots . 

. • Slots 7 - 12 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz and support 
32 and 64-bit PCI cards. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card 
separator. The PCI card separator has two LEDs and a pull tab on the outer edge. The LED's provide 
power and status for the slot. The pull tab allows the PCI card to be easily removed. 

rp5400 servers have access to slots 1, 2 and 8-12 while rp5450 servers have access to all (1-12) slots. 

NOTE Slot 3 will become enabled on rp5400 servers with server firmware versions later than 40.48. 

. A slot 3 enabled label (A5576-84009) is available for rp5400 systems. 
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rp5470 PCI Card Slots ' , ~ c:., 

. ~>-

For rp5470 models, the 10 PCI 1/0 slots consist ofTwin Turbo, Turbo, and non-Turbo slots . The follow1 · 
illustration shows the PCI card slot layout. 

c 

• 

• 

• 

o 
• 

rp54 70 PCI Slots 

Twin Turbo 
slots 1 Ll2 

Turbo 
slots 5- 10 

Non-Turbo 
slots 3A 

Core VO 
slots L2 

Slots 1 and 2 are reserved for the rp54xx LAN/SCSI and GSP (Guardian Service Processor) Core I/0 
cards, respectively. Slots 1 and 2 are non-Turbo slots. Non-Turbo slots share a single 250MB/s PCI bus 
andare incapable ofHotPlug functionality. The server must be turned offprior to removing or installing 
the LAN/SCSI or GSP cards in these slots. 

Slots 3 and 4 are non-Turbo slots. These two Non-Turbo slots share a single 250MB/s PCI bus, run at 
33MHz and support 32 and 64-bit PCI cards. N ~~-Turbo slots are ·incapable of HotPlug func.tiori.~lity. The 
server must be turned off prior to removing or installing PCI cards in these slots. 

Slots 5- 10 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz and support 
32 and 64-bit PCI cards. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card 
separator. The PCI card separator has two LEDs and a pull tab on the outer edge. The LED's provide 
power and status for the slot. The pull tab allows the PCI card to be easily removed. 

Slots 11 and 12 are Twin Turbo slots. Each Twin Turbo slot has a dedicated 500MB/S PCI bus, runs at 66 
MHz, and supports 32- and 64-bit PCI cards. Twin Turbo slots are HotPlug capable. Below each Twin 
Turbo slot is a plastic PCI card separator. The PCI card separator has two LEDs and a pull tab on the 
outer edge. The LED's provide power and status for the slot and the pull tab allows the PCI card to be 
easily removed. 

rp54 70 servers have access to all (1-12) slots . 
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eripheral Component lnterconnect (PCI) Cards 

Card Installation Restrictions 

__ ....,.._,".ictions apply regarding the installation of PCI 110 cards which contain a PCI-to-PCI bridge: 

• HP-UX boot is currently not supported for cards that contain a PCI-to-PCI bridge. 

• HP-UX patches are required when more than one card containing a PCI-to-PCI bridge is installed in 
non-Turbo slots. 

PCI 110 Card Installation Order 

The following table shows a standard factory PCI card installation that begins with slot 12. Use this table as 
a guideline for installing PCI 110 cards in the field. 

NOTE 

Product 
Number 

A6150A 

A5838A 

A5483A 

A4926A 

A4926A 

A6092A 

A5158A 

A5486A 

A5506A 

A5506B 

A5150A 

·A5149A 

J3526A 

A4800A 

A5230A 

A3738A 

A3739A 

A5783A 

32 

A system shipped from the factory may have a different configuration than the same system 
built .ü\ the field. For example: The factory will install the graphics card in slot 12 and add 
other cards below. In the field, slot 12 may already be occupied by another PCI card. It is 
acceptable for the graphics card to be installed in any available Turbo slot. 

Load 
Part 

Description (ali are PCI cards) Max Boot Order 
Number 

Notes 

* 
Graphics, Graphics Card 1 No 1 A4982-66501 3,8 

Combo No 3 A5838-60001 9 

ATM 622Mbps MMF Adapter 10 No 4 A5483-60001 10 

1000Base SX PCI LAN Adapter 10 No 5 A4926-60001 

1000Base TX PCI LAN Adapter 10 No 6 A4926-60001 

HYPERFabric No 7 A6092-60001 11 

FC Taclite· y 8 A5846-60001 

Praesidium Speed Card 10 No 9 A5486-60001 

4 Port 100Base TX LAN Adapter 7/10 No 10 A5506-60101 1,2,6 

4 Port 100Base TX LAN Adapter 7/10 No 10 A5506-60102 

Dual Port Ultra 2 SCSI acÍapter 10 Yes 11. A5150-60001 4 

Single Port Ultra 2 SCSI HBA 10 Yes 12 A5149-60001 

High Perf 4 Ports Synchronous Adapter 10 No 13 5063-1322 7,5 

FWD SCSI-2 adapter 10 Yes 14 A4800-67002 

100Base-T LAN Adapter 10 No 15 B5509-66001 

10/100Base-T LAN Adapter 10 No 16 A3738-60001 

Dual FDDI LAN Adapter 10 No 17 A3739-60001 

Token Ring 4/16/100 Hardware Adapter 10 No 18 A5783-60101 
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~:~ Product 
Number 

Description (ali are PCI cards) 

J3525A Dual Port Synchronous Adapter 

J3593A 64 port Serial MUX system card 

J3592A 8 Port PCI Serial MUX card 

A6150A Graphics, USB Card 

A6150BX Pinnacle 2 Graphics 

A6386A Hyper Fabric 2 Interconnect 

A5506A Quad :port 10/100B-TX LAN 

A6749A 3.3v 64 Port Terminal MUX 

( _ft6748A 3.3v 8 Port Terminal MUX 

*In top down order. 

Notes: 

1. Card contains a PCI-to-PCI bridge. 

Max 

10 

10 

4 

1 

1 

10 

10 

10 

10 

Load 
Part Boot Order 

Number 
* 

No 19 J3525-60001 

No 20 J3593-60001 

No 21 J3592-60101 

No 22 A6150-60001 

No 1 A6150-60003 12,13 

No 6 A3686-60001 

No 10 A5506-60102 14 

No 24 A6749-60001 

No 25 A6748-60001 

2. Requires PHKL_20123, PHKL_20629 and PHNE_19826 or their superseded equivalents. 

3. Not supported in non-Turbo slots. Install in Turbo slots only. 

4. Requires server firmware revision 39.46 or later. 

5. Requires HP-UX 11.1 

6. Maximum is 7 for HP-UX versions prior to 11.0. Maximum is 10 for HP-UX version 11.1 and later. 

7. Requires PHKL_19543 and PHKL_19544 or their superseded equivalents. 

8. Requires HP-UX 11.0 Support Plus (IPR) 0006, June 2000 odater. This product to be released 6/00. 

9. Not supported in a shared slot (slots 3-4 for rp54 70, slots 3-6 for rp5450, not applicable for rp5400). 

10. lfyou are installing ATM 622 cards in an rp5470 configuration, do not install them in slots 3 and 4 o (shared slots). 

11. Requires 768MB for first card and ?12MB for each additional card. 

12. Not supported in shared slots. 

13. Max of 1. Needs USB card for keyboard and mouse. 

14. Contains PCI bridge. 
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Follow these procedures to install a PCI card. 

Step 1. Power down and unplug the rp54xx server. 

NOTE DC voltages are present when the server is connected to AC power. Do not attempt to 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI 110 cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server. 

Step 2. Make the right side ofthe server accessible for service. 

Step 3. Using a Torx 15 screwdriver, loosen the captive screws on the right side panel. This panel has a 
label whicp shows which PCI 110 slots are available and the corresponding paths. The PCI 110 slot 
paths for rp5400, rp5450, and rp54 70 are shown below. 

rp5400 rp5450 rp5430/rp54 70 

Slot Slot Type Path Slotffype Path Slot Type Pat h 

12 Turbo 0/4/0 Turbo 0/4/0 Twin Turbo 0/10/0 

11 Turbo 01710 Turbo 017/0 Twin Turbo 0/12/0 

10 Turbo 0/3/0 Turbo 0/3/0 Turbo 0/8/0 

9 Turbo 0/6/0 Turbo 0/610 Turbo 0/9/0 

8 Turbo 0/210 Turbo 0/2/0 Turbo 0/3/0 

7 Not Available Turbo 0/5/0 Turbo a 0/1/0 

6 Not Available Shared 0/110 Turbo a 0/5/0 

5 Not Available 
o " 

Shared 
.. 

0/111 Turbo a 0/2/0 

4 Not Available Shared 0/112 Shareda 0/4/0 

3 Not Shared 0/1/3 Shared 0/4/2 

Availableb ., 

2 GSP GSP GSP 

1 LAN/SCSI LAN/SCSI LAN/SCSI 

a . Slot is NOT AVAILABLE for rp5430. 
b. Slot 3 becomes available with server firmware versions la ter than 40.48. 

Step 4. Remove the PCI slot cover from the slot that will receive the PCI card. To remove the PCI slot cover, 
slide the PCI slot cover away from the server. 
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lnstalling Additional 

lnstalling Peripheral Component lnterconnect 

Step 5. Slide the PCI card connectors into the slot, snapping firmly in place. For fulllength (cards that 
extend to the left side card guides) PCI cards, use the UPPER card guide. 

o 

Step 6. At the rear ofthe chassis, connect the VO cable to the card just installed. 

Step 7. Replace the right side panel and tighten the captive screws. 

Step 8. For rack configurations, insert the rp54xx server back into the rack. 

Chapter 3 CPMI . CO~R'EIOS ----}) . , 

1 C.' /A-1 ' 

Fls: . · é) / 3 
~ 



Step 11. Use the server firmware in io command to verify the PCI cards are recognized by the server. If 
AUTOBOOT is ON, it will be necessary to interrupt the boot process to get to the server firmware 
Main Menu: Enter command or menu > prompt. 

Step 12. Boot HP-UX and run the ioscan utility to verify the system recognizes the new PCI card. 

Online Addition/Replacement (O LA/R) of PCI 110 cards 

Beginning with HP-UX lli (11.11) rp54xx servers support the on-line addition and replacement ofPCI I/0 
cards. In order for this high availability feature to be fully implemented, the following server requirements 
must be met: 

• rp5400A/rp545o.A firmware must be la ter than 40.26 (rp5400B/rp5450B/rp54 70A firmware will support 
OLA/R upon its 'release). 

• HP-UX operating system must be lli (11.11) or later. 

There is a bit that the HP-UX operating system examines to determine if the server hardware and firmware 
is capable ofOLAIR. This bit is controlled by server firmware. Ifthe bit is ON, OLAIR is possible (when 
requirements have been met). The bit was mistakenly set to ON for all rp5400 and rp5450 revision A 
(rp5400A and rp5450A) servers. As a result, HP-UX may incorrectly identify these models as being OLAIR 
capable. In order to avoid this confusion, verify that the correct levei of server firmware is installed. 
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lnstalling Graphics 

This section explains how to install rp54xx 2D graphics hardware. For a complete graphics solution, three 
products are required. The products listed below are the only products supported on rp54xx servers. 

• A6150A rp54xx Graphics Package 

lncludes PCI graphics card 

lncludes PCI USB (Universal Serial Bus) card 

• A4983B Keyboard and Mouse Kit 

lncludes mouse with 114" cable 

lncludes keyi}oard with 109" cable 

• D8910W (19") or.D2847W (21)" Monitor 

O - Includes localized power cord and 75" 15-pin video cable 

NOTE rp54xx graphics requires HP-UX 11.0 Support Plus (IPR) 0006, June 2000 or later. 

The photo below includes the A6150A, A4983B and D8910W products. The video cable for the monitor is not 
shown. Black ESD mat not included. 

o 
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-..]:, 'lrls ling Graphics 

~- )u ~ 
~ , :r1J5 xx servers have a total of 12 PCI 110 slots. Slots 1 and 2 are reserved for the LAN/SCSI and GSP Core 110 

0 ~ 'C ds, leaving 10 PCI 110 slots available for Customer use. These 10 PCI 110 slots consist ofTurbo and 
non-Turbo slots. 

rp54xx PCI Slots 

Frout R e ar 

Turbo 
.:::;:::::._ slots 7 - 12 

N ou-Ttu·bo 
==--- slots :3 - 6 

Core 1/0 
slots 1- 2 

• Slots 1 and 2 are reserved for the rp54xx LAN/SCSI and GSP (Guardian Service Processar) Core 110 
cards, respectively. Slots 1 and 2 are non-Turbo slots. Non-Turbo slots share a single 250MB/s PCI bus. 
Non-Turbo slots are incapable ofHotPlug functionality. The server must be turned offprior to removing 
or installing the LAN/SCSI or GSP cards in these slots. 

• Slots 3- 6 are .non-Turbo slots. These four Non-Turbo slots share a.single 250MB/s PCI bus, run at 33MHz 
and support 32 and 64-bit PCI cards. Non-Turbo slots are incapable ofHotPlug functionality. The server 
must be turned off prior to removing or installing PCI cards in these slots. 

• Slots 7 - 12 are Turbo slots. Each Turbo slot has a dedicated 250MB/s PCI bus, run at 66MHz and support 

o 

32 and 64-bit PCI cards. Turbo slots are HotPlug capable. Below each Turbo slot is a plastic PCI card o 
separator. The PCI card separator has two LEDs anda pull tab on the outer edge. The LED's provide 
power and status for the slot. 'The pull tab allows the PCI card to be easily removed. 

rp5400 servers can· access PCI slots 1,2 and 8-12. rp5450/3000 servers can access ali PCI slots. 

Follow these procedures to install graphics cards. 

Step 1. Install HP-UX 11.0 Support Plus (IPR) 0006, June 2000 or later. This step ensures the appropriate 
HP-UX drivers are installed. 

Step 2. Power down and unplug the rp54xx server. 
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NOTE DC voltages are present when the server is connected to AC power. Do not atteutio~~ 
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI VO cards 
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this 
warning may result in damage to the server. 

Step 3. Make the right side ofthe server accessible for service. 

Step 4. Using a Torx 15 screwdriver, loosen the captive screws on the right side panel. This panel has a 
label which shows which PCI VO slots are available and the corresponding paths. The label shown 
below is for an rp5400. 

o 

r 
! 

o 
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lnstalling Additional Components 

5. Grasp the handle on the right rear panel and remove the panel from the side ofthe chassis. The 12 
PCI slots, numbered 1-12 from bottom to top, will be in view. 

6. Remove the PCI slot cover from the slot that will receive the PCI card. To remove the PCI slot cover, 
slide the PCI slot cover away from the server. 

Step 7. Center the graphics card within the space created by removing the PCI 110 slot cover. Slide the card 
toward the edge connectors. Ensure the edge connectors on the card are in alignment with the 
connectors of the slot. Apply pressure to the card until it snaps firmly in place. Repeat process for 
USB card. 

NOTE 

40 

The graphics card must be installed in any Turbo slot while the USB will work in any 
slot. To reserve Turbo slots for high performance 1/0 cards, install the USB card in a 
non-Turbo slot 
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Step 8. At the rear of the chassis, connect the keyboard and mouse cables to the USB card. It does not 
matter which connector is used for the keyboard or mouse. 

o 
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9. Connect one end of the 15-pin video cable connector on the graphics card . This connector is labeled 
"Graphics Display" and "Video Out". Connect the other end ofthis cable to the graphics monitor. 

r • ' \ . I I .• ; · 1 1 \\\\ t _ ~_ L 
I i I I 
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Step 10. Replace the right side panel and tighten the captive screws. 

Step 11. For rack configurations, insert the rp54xx server back into the rack. 

Step 12. For deskside enclosure configurations, repalce the deskside enclosure cover. 

Step 13. Power the server on. 
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lnstallin 

Step 14. 

Ma in Menu: Ente r command o r menu > prompt. 

Step 15. Boot HP-UX and run the ioscan utility to verify the system recognizes the new PCI card. 

Step 16. Logon as root and install X/CDE/Motif if not already installed. 

Graphics Troubleshooting 

This section describes how to troubleshoot common problems encountered during installation or attempted 
use of graphics. The following system utilities can be used to display o r set the graphics configuration: 

• 

• 
• 

c 
• 

/opt/graphics/common/bin/graphinfo allows you to display the current graphics configuration and the 
graphics drivers that are being used. 

/opt/graphics/.common/bin/setmon allows you to reconfigure the monitor type . 

The display nieim ofthe HP-UX System Administration Manager (SAM) utility allows you to configure 
the X-Server and set the monitor type. 

On-line diagnostics provide information, verify and diagnose coverage for the graphics and USB 
cards.Off-line diagnostics do not exist for either the graphics or USB card. 

The HP-UX ioscan utility can be used to verify the HP-UX operating system recognized the hardware . 

Symptom: COE will not come up. 

Step 1. Ensure /dev/crt was created. Ifnot created, use insf -e to create. 

Step 2. Ensure the system is at run level3. Use who -r to determine run levei. Use init 3 to change to 
run level3. 

Step 3. Ensure dt is enabled. Use /usr/dt/bin/dtconfig -e to enable dt. 

Step 4. Ensure /etc/dt/config/Xservers exists. If not, use /usr I dt/ config/ dtrc. d/ 2 O _graph _ conf to 
create. 

Step 5. Ensure the line: * Locallocal@console /usrlbin/Xll/X :0 is not commented out ofthe 
/etc/dt/config/Xservers file . 

6. Reboot HP-UX. 

Symptom: HP-UX does not recognize the graphics cards. unknown appears in the ioscan output for these 
cards 

Step 1. Examine the output ofthe swlist command to ensure the correct version ofHP-UX is installed. 

Step 2. Update HP-UX as necessary 

...,,....,._ ,...,... ,.... 
'"' 
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Step 4. Secure the connection by pushing the blue release lever closed. 

Step 5. Refer to HP-UX documentation to configure the new disk. 
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rp54xx servers support up to four optionai internai hard drives. These drives must be installed in the 
following sequence: 

2 Path 0/0/2/0.2 .O 

Path 0/0/1/1/1.0.0 1 Path 0/0/1/1.2.0 

Rhrr()06a 

It is not necessary to shutdown the HP-UX operating system or power offthe server to install a new disk. 
Follow this procedure to add internai hard disk drives to your rp54xx server. 

Step 1. If a front bezei is installed on the face of the server, open the right-hand panei to gain access to the 
disk siots. 

Step 2. Remove the disk drive siot cover. 

Step 3. Insert the new disk drive in to the siot until the rear connectors snap in t o piace in the card guide. As 

o 

shown in the following graphic, the notches at the top ofthe disk drives must snap over the small o 
brackets in the disk bay to en~ure a firm connection. 
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Cable Connections 

. re 1/0 G.onnections 
\ 

re 110 Connections 

The following paragraphs describe the indicators and connections ofthe rp54xx Core I/0. Core I/0 consists of 
a LAN/SCSI card in slot 1 (lower slot in graphic) anda Guardian Service Processar (GSP) in slot 2 (upper slot 
in graphic). There are two versions of GSP, revision A and revision B. 

Revision A GSP 

The following graphic shows the indicators and connectors for the revision A GSP and LAN/SCSI Core I/0 
boards. 

1 

5 

1. 10-Base-T LAN (RJ-45) Connector 
GSPLAN. 

2. Green/Red (Upper LED) 
Green = GSP Power On. 
Flashing Green = LAN Receive. 

2&3 

6&7 

Red = Guardian Support Processar Test Failed. 

3. Green/Red, (Lower LED) 
Green = Link OK. 
Flashing Green = LAN Transmit. 
Red = Guardian Support Processar Test Failed. 

4. ConsolefUPS/Remote Connector (D-Type.25-Pin female) . 
R equires an A5191-63001 "W" adapter cable 

5. 10/100 Base-T = Primary LAN (RJ-45) Connection 
Path 010/0/0 

48 
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8 9 & 10 
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6. Green/Yellow (Upper LED) 
Green = 100 Base-T Mode 
Green Blinking = 100 Base-T Receiving 
Amber = 10 Base-T Mode 
Amber Blinking = 10 Base-T Receiving 

7. Green (Lower LED) 
Green = Link OK (101100 Base-T Mode indicated by LED #6) 
Green Blinking = Transmitting 

8. Ultra-2 SCSI Connector (68-Pin VHDCI SCSI) 
Path O I O I 1 I O 

9. SCSI Mode (Green, Upper LED) 
On = Low Voltage Differential (LVD) Mode. 
Off = Single Ended Mode. 

10. SCSI Terminat.of Power (Amber, Lower LED) 
On = Terminator power present o Off= Terminator power Not present. 

Revision B GSP 

The following graphic shows the indicators and connectors for the revision B GSP and LANISCSI Core 1/0 
boards. 

1 2&3 4 

o 

5 6&7 8 9 & 10 
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G T Cab Connections 
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"""= ). 1100-Base-T LAN (RJ-45) Connector. 
GSPLAN. 

2. Green/Red (Upper LED). 
Green = GSP Power On. 
Red = Guardian Support Processar Test Failed. 

3. Green/Yellow, (Lower LED). 
Green = 100 Base-T Link OK. 
Flashing Green = 100 Base-T LAN Activity. 
Yellow = 10 Base-T Link OK. 
Flashing Yellow = 10 Base -T LAN Activity. 

4. Console/UPS/Remote Connector (D-Type 25-Pin female). 
Requires an A6144-63001 "M" adapter cable. 

5. 101100 Base-T = .. Primary LAN (RJ-45) Connection. 
Path 0101010. • 

6. Green/Yellow (Upper LED). 
Green = 100 Base-T Mode. 
Green Blinking = 100 Base-T Receiving. 
Amber = 10 Base-T Mode. 
Amber Blinking = 10 Base-T Receiving. 

7. Green (Lower LED). 
Green = Link OK (101100 Base-T Mode indicated by LED #6). 
Green Blinking = Transmitting. 

8. Ultra-2 SCSI Connector (68-Pin VHDCI SCSI). 
Path O I O I 1 I O. 

9. SCSI Mode (Green, Upper LED) 
On = Low Voltage Differential (LVD) Mode. 
Off = Single Ended Mode. 

10. SCSI Terminator Power (Amber, Lower LED) 
On = Terminator power present 
Off = Terminator power Not present. 

50 
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Guardian Service Processar (GSP) Overview 

This section provides an overview ofthe Guardian Service Processor (GSP). The GSP is an always on, 
dedicated service processor that monitors system power, cooling and configuration, and provides console 
communications. Power and cooling information is obtained via an interface to the platform monitor card. 
Configuration information is obtained via connection to the Serial Presence Detect (SPD) bus. The GSP can 
only be installed in slot 2 and must be present for the server to power up. 

The GSP has downloadable firmware which can be updated independent ofthe HP-UX operating system. 
GSP firmware updates can occur anytime the GSP is active. Ifthe DC power switch is OFF, the GSP is still 
operational and GSP firmware updates can still occur. GSP firmware updates may be performed by 
customers. 

Ifthe GSP becomes hung, it is possible to reset the GSP without impacting the server. The GSP may be reset 
via the GSP RESET ~utton on the right side ofthe card. The PCI cover panel (right side panel) must first be 
removed to allow access to the right side if the GSP card. 

Oe GSP has two connectors on the bulkhead. An RJ-45 for LAN connections anda female DB25 connector for 
-232 connections. Attach either a "W" or an "M" cable to the DB25 connector to provide individual output 

for CONSOLE, REMOTE and UPS. 

To access the GSP from the local ASCII console, type control b and the GSP> prompt will appear. It may be 
necessary to type control Ecffirst. To exit the GSP, type GSP>co. 

The GSP was originally a core component ofthe revision A rp5400 (A5576A) and rp5450 (A5191A) servers. 
Beginning with introduction ofthe revision B rp5400 (A5576B), rp5450 (A5191B), and rp5470 servers the 
GSP became a separate, must order product (A6696A). 

There are two revisions ofrp54xx GSP: rev A (A6696A) and rev B (A6696B). Both GSPs must be installed in 
order for the server to power up. 

GSPLAN 

This LAN is exclusively for LAN console access and is not configurable via HP-UX. The LAN is configured via 
GSP commands. Hostname, IP, gateway and subnet mask parameters may be set via the GSP>lc command. 
The GSP may also initiate ping via the GSP>xd command. 

GSPRS-232 

Q e DB25 connector on the GSP is used for RS-232 communications to a local console (via CONSOLE 
connector), a remote console via niodem .(REMOTE connector), anda UPS (UPS connector). The baud rate, 
term type, etc., ofthe CONSOLE and REMOTE ports are configured via GSP>ca command. 

The GSP supports VT100 and HPTERM terminal emulation. For correct communications, the GSP and 
RS-232 device must use the same terminal emulation and baud rates. 

GSP Features 

The revision A GSP provides a 10 base-T LAN connector for LAN console access anda DB-25 connector to 
which the A5191-63001 W-cable connects. The W-cable provides REMOTE, UPS, and CONSOLE DB-9 
connectors. 

Features ofthe revision A GSP are: 

• 10 Base-T LAN connector for revision A GSP 
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rror logging and notification 

• Display o f system alerts and selftest chassis codes 

• Powered by 15 VDC housekeeping power that is present when the front panel switch is off 

• Power and configuration monitoring 

• RS-232, LAN, REMOTE and WEB console access 

• Administrator and user security 

• Alphanumeric paging. 

There are two revisions ofrp54xx GSP: revision A (A6696A) and revision B (A6696B). Dueto significant 
hardware differences between the revision A and B GSP, each GSP requires it's own firmware. Revision A 
GSP firmware can.ohly be installed in a revision A GSP and revision B GSP firmware can only be installed in 
a revision B GSP. The hardware differences are necessary to incorporate the embedded web access, 10/100 
Base-t LAN, and faster GSP processar. 

The GSP provides four types of console access: RS-232, Remote, LAN and Web. Console information is 
mirrored to all four console types. Refer to Configure System Console for more information. 

The GSP was originally a core component ofthe revision A rp5400 (A5576A) and rp5450 (A5191A) servers. 
Beginning with introduction of the revision B rp5400 (A5576B ), rp5450 (A5191B), and rp54 70 servers the 
GSP became a separate, must order product (A6696A). 

Revision A GSP 

The revision A GSP is identified by product number A6696A and part numbers: A5191-60012, A5191-69012, 
and A5191-69112. 

The revision A GSP requires a "W" cable to be attached to the DB25 connector. The part number ofthe "W" is 
A5191-63001. The "W" cable provides female DB9 connectors for CONSOLE, REMOTE and UPS. The 
maximum supported baud rate for the CONSOLE and REMOTE connectors is 19200 baud and 1200 baud for 
the UPS. 

The paths for the CONSOLE, UPS, and REMOTE are 0/0/4/0.0, 0/0/4/0.1, and 0/0/4/0.2 respectively. 

For the rev A GSP, the web consoleis accomplished by shipping one J3591A Secure Web Console with each 
rp54xx server. The Secure Web Console can be used in place of an ASCII console to provide console access via 
a web connection. lfyou are installing an rp54xx server that does not have an ASCII console, you may use the 
Secure Web Console as the consol~. However, you must first configure the Secure Web Console. Refer to 
Secure Web Console Installation and Co'nfiguration for more information on SWC Installation/Configuration. 

Revision B GSP 

The revision B GSP is identified by product number A6696B and part numbers: A6144-60012, A6144-69012, 
and A6144-69112. 

The r evision B GSP requires an "M" cable to be attached to the DB25 connector. The part number ofthe "M" 
cable is A6144-63001. The "M" cable provides female DB9 connectors for CONSOLE, REMOTE, and UPS. 
The maximum supported baud rate for the CONSOLE and REMOTE connectors is 38400 baud and 1200 
baud for the UPS. 

The paths for the CONSOLE, UPS, a,nd REMOTE are 0/0/4/1.0, 0/0/4/1.1 and 0/0/4/1.2 respectively. 
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Configure System Consoles 

rp54xx servers provide RS-232, REMOTE, LAN and WEB console access. All console access involves the 
Guardian Service Processor (GSP). rp54xx servers use either a revision A or revision B GSP. Below is an 
illustration ofthe console access provided by the revision A GSP. 

o 

ReYision A GSP Console Access 

LAN 
Connector 

Reanote 
Consolt' 

RS-13! 
Connector 

: swc .... I L~ " __ ... 

The revision B GSP has embedded web access, eliminating the need for an externai Secure Web Console 
(SWC). Below is an illustration ofthe console access provided by the revision A GSP. 

o 
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Cable Connections 

Configure System Consoles 

GSP Cables 

ReYision B GSP Console Access 

Sit~ 

LAN 

LAN 
Connector 

Remott> 
Console 

RS-231 
Connector 
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Both the revision A and B GSPs provide a DB-25 connector for RS-232 communications. Connect the 
A5191-63001 W- cable to the revision A GSP DB25 connector or connect the A6144-63001 M-cable to the 
revision B GSP DB25 connector. These cables provide individual DB9 connectors for REMOTE, UPS and 
CONSOLE. 

NOTE Use the A5191-63001 W-cable with revision A GSP and A6144-63001 M-cable with revision B 
GSP only. Failure to use the right cable can result in reduced functionality. 

The W and M-cables are slightly different. The W-cable has full RS-232 capability on the REMOTE and 
CONSOLE connectors and partial RS-232 capability on the UPS connector. The M-cable has full RS-232 
capability on the REMOTE and UPS connectors and partial RS-232 capability on the CONSOLE connector. 
The cable change isto be consistent with rp54xx functionality. The cables are different colors to easily tell 
them apart. The W-cable is gray ànd has part number A5191-63001. The M-cable is black and has part 
number A6144-63001. 

Configure RS-232 Console 

The physical connections for an RS-232 console include attaching the correct cable to the GSP. Next, connect 
the 24542G cable (supp1ied) to the CONSOLE connector and the serial port ofthe ASCII console. A personal 
computer (PC) running terminal emulation software may be used in place of an ASCII console. Refer to the 
illustration below for RS-232 console. 
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RS-232 Console 
Rev A&,B GSP 

GSPBuJkhud 
(samefor rev A orB) 

·,\V' or'M' 

Cable 
("W' shcrM!J 

'CONSOLE' 
~ connector 

: .... ~ 
V-

= 

Or ••• 

T<"rminlll 
Em•dator 

= 
=01 

Step 1. The GSP is located in slot 2 ofthe rp54xx' rear card cage. Connect the 25-pin end of: 

• the A5191-63001 W-cable to the 25-pin connector on the revision A GSP card (A5191-60012) OR 

• the A6144-63001 M-cable to the 25-pin connector on the revision B GSP card (A6144-60012) 

Step 2. Connect the 9-pin "Console" connector of either the W or M-cable to the 9-pin D-type connector of a 
24542G RS-232 cable. 

Step 3. Connect the 25-pin end of the 24542G serial cable to the serial/RS232 port on the ASCII console. 
(RS232 Serial Port labeling may vary depending on manufacturer.) 

Step 4. Connect the System Console to input AC power. 

Step 5. Turn the System Console AC power switch to ON. 

f"lrer the physical connections have been made, configure the ASCII console. When using the C1099A 
~;minai Console, the default settings are recommended. Refer to the C1099A Terminal Console operating 

manual for instructions on how to obtain default settings. 

The HP 700 series console may also be used as an ASCII console. Both the C1099A Terminal Console and 
S700 consoles support HPterm and VTlOO emulations. The emulation ofthe GSP and ASCII console need not 
match for communications between them to occur. However, to ensure proper communications, HP 
recommends the ASCII console and GSP use the same emulation. HP also recommends that other 
configurable parameters on the GSP match those ofthe ASCII console. Baud rate, start/stop bits, etc ... The 
default emulation ofthe GSP is VTlOO. 

Below is a procedure to configure a HP 700 serial console for VTlOO emulation. 
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ny terminal capable of operating in VT-100 mode can be used, the HP 700 series terminal is used 
s an example because it is fairly common and it's configuration is typical ofmany terminais currently in 

use. 

HP700 VT-100 Mode Configuration The following procedure outlines the steps to configure th e HP700 
series terminal for VTlOO operation. 

NOTE You may use either the arrow keys or the tab key to move between the setting options on the 
screen. 

1. Press [config kets] function key. [f8] 

2. Press [terminal config] function key. [f5] 

3. Move to Terminal ID and enter "vtlOO". 

4. Move to Set TermMode and, using the [Prev] and [Next] keys, select "EMlOO". 

5. Press the [config keys] function key. [f8] 

6. Press the [ansi config] function key. [f6] 

7. Move to "multipage" and, using the [Prev] and [Next] keys, select "yes". 
(Enables screen scrolling). 

8. Move to Backspace Del and, using the [Prev] and [Next] keys, select "Backspace/Del". 

9. Move to EMlOO ID and, using the [Prev] and [Next] keys, select "EMlOO". 

Configure the Asynchronous Values of the GSP 

After the ASCII console has been configured and physical connections made, make any necessary changes to 
the asynchronous values of the GSP. 

1. Access the GSP with the ctrl+b entry. The GSP will respond with a GSP> prompt. 

2. At the GSP prompt, enter the Configure Asynchronous (ca) command: 

The c a command will start a series of prompts. Respond to each prompt with the appropriate information. 

Example 4-1 CAcommand 

Leaving Console Mode - you may lose write access. When Console Mode returns, type 
~Ecf to get console write access. 

GSP Host Name: fesrhapgsp 

GSP> ca 

CA This command allows you to modify the local and remate modem serial 
portconfigurations . 

Current configuration settings: 

Local Console Serial Port bit rate: 9600 bits/s 

Local Console Serial Port Flów Control: Software 
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Configure 

Local Console Serial Port Terminal Type: vtlOO 

Remote Console Serial Port Modem Protocol: CCITT Remote Console Serial 

bit rate : 19200 bits/s 

Remote Console Serial Port Modem Flow Control: Software 

Remote Console Serial Port Modem Transmit Configuration Strings: Enabled 

Remate Console Serial Port Modem Presence: always connected 

Do you want to modify the Local Console Serial Port settings? (Y/(N]) 

Do you want to modify the Remote Console Serial Port Modem settings? (Y/[N]) 

GSP Host Name: fesrhapgsp 

Ifnecessary, use the GSP help facility by typing GSP>he. Once in the help facility, type the command need 
help with. Use LI for a list of commands. 

The following baud rates are recommended for the revision A GSP: 

O Console: 19200 

• Remote: 19200 

• UPS: 1200 

The following baud rates are recommended for the revision B GSP: 

• Console: 38400 

• Remote: 38400 

• UPS: 1200 

o 
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Cable Connections 

--" ) ~ 'to figure Remote Console 

~ .,. ·We emote console allows console access via modem connections. Below is an illustration of the REMOTE 
~ ' ~ . 

,.r co: 
C) \.. • 

' !. 
! 

'W'or 'M' 

Cable 
('W'srown) 

GSP Bulkhead 
(Same for 1U:v A & B) 

Remote Console 
Rev A&B GSP 

o ..... 

The GSP>ca command is used to configure asynchronous settings for the REMOTE console. Baud r ates and 
emulations should match between the modems, remote ASCII terminal and the GSP. Refer to, "Configure 
RS232 Console" for information about setting these values. 
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Configure the LAN Console 

c 

LAN Console 
Rev A&B GSP 

LAN 

Site LAN 

GSP Bn!kb .. ~d 
(same for rev A or B) 

Configure Sy 

The configuration ofthe LAN console ofboth the revision A and B GSPs may be done from either an ASCII 
console or the externai Secure Web Console. For the revision B GSP, an IP may be assigned via LAN by 
pinging the LAN from a PC or workstation. 

Configuring the GSP LAN Port via an ASCII console 

The LAN port ofthe GSP allows connection via TelNet or http connections. Once the LAN parameters are 
configured, the console may be accessed via a TelNet connection or via a web browser (revision B GSP only). 
The default IP ofthe GSP LAN is 127.0.0.1. 

The GSP has a separate LAN port from the system LAN port. It will need a separa te LAN drop, 
IP address, and networking information from the port used by HP-UX. 
Before starting thi~· procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 

• Gateway address 

• Hostname (this is used when messages are logged or printed) 

To configure the GSP LAN port, perform the following steps: 

1. Access the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the LAN Configuration (lc) command: 

GSP> lc 
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Cable Connections 

mand will start a series of prompts. Respond to each prompt with the appropriate information. 

LC command 

Mode - you may lose write access. When Console Mode returns, type 
get console write access. 

GSP Host Name: fesrhapgsp 

GSP> lc 

LC This command allows you to modify the LAN configuration. 

Current configuration : 

MAC Address: Ox00306e050a63 

IP Address: 15.8.133 . 185 

GSP Host Name : fesrhapgsp 

Subnet Mask: 255.255.248.0 

Gateway : 15.8.128 . 1 

Web Console Port Number : 2023 

Do you want to modify the LAN configuration? (Y/[N]) 

GSP Host Name: fesrhapgsp 

The revision B GSP introduces a configurable Web Console Port Number parameter. The default value is 
2023. Once the GSP LAN is configured, it is accessible via either TelNet or web connections. 

Configuring the GSP LAN Port via LAN 

The revision B GSP LAN port can be assigned an IP address without using the LAN Configuration (lc) 
command via an ASCII console. This section describes how to assign the IP address allowing web access. Once 
web access is accomplished, use the lc command to configure remaining network parameters. 

NOTE The GSP LAN port is separate from the system LAN port. It will need a separate LAN drop, IP 
address, and networking information from the port used by HP-UX. 
Before starting this procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 
' 

• Gateway address 

• Hostname (this is used when messages are logged or printed) 

To configure the GSP LAN port via LAN, perform the following steps: 

NOTE The GSP must be on the same subnet as the system being used to remotely configure 
the LAN port. If it is not, the remate configuration will be unsuccessful. 

Step 6. Determine the MAC address o f the revision B GSP by examining the GSP MAC address la bel on 
the rear of the serve r. 

7. Use the route add command to add the I.P address ofthe GSP and remote system to the router. Step 
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Configure Syste Con~~ ~ 

Step 8. / ~·?) Use the arp command to add an ARP entry for the IP address using the GSP MAC add\ess. J · I 
• For HP-UX systems, the format ofthe MAC address is 00:30:6e:05:0a:ea \ . V 

• For MS DOS systems, the format o f the MAC address is 00-30-6e-05-0a~ea "~- ~ 
Step 9. Use the ping command to assign the I.P address for the GSP. 

Step 10. The revision B GSP is now accessible via LAN. Access the GSP and configure remaining network 
parameters using the LAN Configuration (lc) command: 

GSP> lc 

The lc command will start a series of prompts. Respond to each prompt with the appropriate information. 

Example 4-3 LAN Configuration from a PC 

Configure the Web Console 

For the revision A GSP, the web consoleis accomplished via the J3591A Secure Web Console. Below is an 
illustration ofthe web console for the revision A GSP. 

o .. 
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, "Install a Secure Web Console" for more information on Secure Web Console installation and 
ation. 

Site 
LAN 

\V eb Console 
Rev AGSP 

(via extemal SWC) 

t 
'CONSOLE '. 

connector 

S~nu·e Wrb 
Çonsole 

For the revision B GSP, the web console is an embedded feature. The steps to configure a web console are the 
same as configuring a LAN console. Refer to, "Configure the LAN Console." 

Site 
LAN 

WebCónsole 
· RévBÜSP 

Wi! t.-< -,..- ·-
~... , .... ~ ... , .. 

_. -..: .. .. - ... .:--

Once the LAN has been configured, access the web console by pointing a web browser, on the same subnet, to 
the IP o f the GSP LAN. 
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Two browser windows will appear: a window with a white background and the HP invent logo 
GSP window with a black background. 

Use the SETTINGS menu bar to configure web browser emulation. The GSP window also has its own HELP 
facility. 

o 
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Connections 
.--G{l~g re System Consoles 

~ (Ex) n , am le 4-5 GSP Web Browser Help Screen 
,/ ~ 

r·· L . : - ~ ~ :+ · ~ i:D ~r~:~t_aj~ .. -~'5a'J§1~ii· 

GSP Help 
HELPTOPICS 

AJ!l ll1USU"àiN HPle:tm a.ad VT1 (10 ,:_;·.·erJte..,,: 

AdmuustrarN· Corr.rnands lvf.:·d l!'m 

':=:hf.SSIZ codes hfodr-s cf the •:1$f• .Port ~ummarv 

C ommand s1 unm?1rv 

• 
1 n v e n t 

1- d 

® 

When the separate GSP window is closed, it appears in the HP invent window with Zoom ln/Out above it. 
Click on the Zoom In/Out bar to generate a separate GSP window. 
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Example 4-6 Combined GSP Browser Window 

inv~nt 

o 

.:J 

There is nota separate administration "layer" when using the embedded web access ofthe revision B GSP. 
Web console access via the externai Secure Web Console required that you first logon to the SWC, then click 
on ACCESS CONSOLE. User configuration was also performed at the Secure Web Console. However, the 
revision B GSP web console does not require this additional step. When you point the web browser at the IP of 

Qe GSP LAN, you are directly connected to the GSP. The web console part ofthe GSP employs the same users 
the GSP. \ , 

Chapter 4 

fí&: - 1588 
i 3-7 Q 1 

E>oq;_ 
· ""~· 1 .... 



The following section describes installation of the HP Secure Web Console on inside of the rear door o f a 
rack-mounted rp54xx server. 

For technical, installation, and configuration instructions for the Secure Web Console, refer to the following 
URLs on the Internet: 

General information: 
http://www.hp.com/ 

Documentation: 
http://www.docs.hp.com 

NOTE Either~the system console (HP series 700 terminal) or the HP Secure Web Console may be 
installed on an rp54xx server, but not at the same time. Both console types use the same DB9 
type LAN Console connector. 

To install the HP Secure Web Console on an rp54xx server, refer to the previous figure and the HP Secure 
Web Console documentation, then proceed as follows: 

Step 1. Install the wire mounting bracket by carefully inserting the two top prongs through the vent grill in 
the rear door o f the cabinet as shown above. Position the bracket toward the hinge si de of the door. 

~ 66 Chapter 4 

~ '{ .J 

o 

o 



Step 2. 

o 

Step 3. Connect one end ofthe power cable to the power supply where indicated. 

Step 4. Position the Secure Web Console unit in the mounting bracket. 

o 

Step 5. Connect the DC out cable from the power supply to the Secure Web Console. 

Step 6. Connect one end ofthe AC power cord (supplied) to the Secure Web Console power supply. 

Step 7. Connect the other end ofthe AC power cord to an available receptacle. 
On a PDU if in a cabinet. 
In an available wall outlet if in a Deskside enclosure. 
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g_P~I • CORR I610~ , 

1r; Q9 A ~ - u o · ;c 

Chapter 4 

Fls: 

f Doe: 
3 7 o 1 



ect the 9-pin end of the RS-232 cable (Supplied) to the connector labeled CONSOLE on the 
1-63002 "W-type" adapter cable. 

CAUTION To prevent unauthorized access to your rp54xx system, do not connect the other end of the serial 
cable to the Secure Web Console until both the server and the Web Console have both been fully 
configured. 

Step 9. Connect one end of a LAN cable to RJ-45 connector labeled 10-Base-T on the Secure Web Console. 

Step 10. Connect the other end ofthe same LAN cable to your site LAN. 

Step 11. Configure the Secure Web Console in accordance with the documentation that was provided with it 
or refer to http://www.docs.hp.com 

Step 12. Once the Web Console has been properly configured, the remaining end of the serial cable between 
the servenand the Web Console may be connected. 
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GSP Configura 

GSP Configurable Parameters 

Once a system console is configured, additional GSP parameters may be set. For a complete list use the 
GSP>he command to access the on-line help facility. 

Examples ofthree configurable parameters follow. 

Adding Users 

The GSP provides a maximum of 20 users (one administrator and 19 operators). By design, the fir~t user 
added to the GSP becomes the GSP administrator. Only the GSP administrator can add or remove users or 
change the GSP configuration. 

~ 

NOTE Before· starting this procedure, you will need to know the following information: 

o • U ser's name 

• Organization's name 

• Login name 

• U ser's password 

To add a user, perform the following steps: 

1. Access the GSP with the ctrl+h entry. 

2. At the GSP prompt, enter the Security options and access control (80) command: 

GSP> so 

3. The first prompt you will see with the so command is for GSP wide parameters: 

o 

GSP wide parameters are : 
Login Timeout : 1 minutes . 
. Number of password Faults allowed: 3 
. Flow Control Timeout: 5 minutes. 
Do you want to modify the GSP wide parameters? (Y I [N)) 

At this point you can modify the GSP wide parameters, or continue with adding users. To add users, 
respond N for no. 

NOTE Ifthis is the first time users are being added, the first user added will be the GSP 
administrator. 

Ifthís is not the first time you are adding users (you are adding additional users), you will 
need to step through ali current users to reach the next available user prompt. 

4. The next prompt that appears will ask the following question: 

Do you want to modify the user number 1 parameters? (Y/[N]/Q to quit) _ 

Follow the series of prompts to enter ali the required fields for adding a user. 
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Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry could deny entry to that user. 

The following is an example of an added user's information: 

User's Name: Joe Smith 
Organization's Name: IT Support 
Dial-back configuration : Disabled 
Access Level: Operator 
Mode: multiple 
User's state: enabled 

For the number 1 user, the Access level is administrator. The Mode entry of sing1e 
only allows entry for that user one time, then access will be denied . A Mode entry of 
multiple allows ,unlimited entries into the GSP. 

Removing Users 

You can remove (disable) a G8P user with the same 8ecurity options and access control (80) command used to O 
add a user. 

To remove a user, perform the following steps: 

1. Access the G8P with the ctrl+b entry. 

2. At the G8P prompt, enter the 8ecurity options and access control (80) command: 

GSP> so 

3. The first prompt you will see with the 80 command is for G8P-wide parameters: 

GSP wide parameters are : 
Login Timeout: 1 minutes. 
Number of password Faults allowed : 3 
Flow Control Timeout: 5 minutes . 

Do you want to modify the GSP wide parameters ? (Y I [N)) 

At this point you can modify the G8P wide parameters, or continue with removing a user. To remove 
users, respond N for no. 

NOTE You will have to step through each user number until you reach the user to be removed. 

4. When you access the number ofthe user to be removed, you must change the data in the prompts for that 
number. 

It is important that, ata minimum, you need to modify the User's state to Disabled. 
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Return the GSP to Default Configurations 

The Default Configuration (de) command is used to reset all or some ofthe GSP values to the de 
To return GSP values to default configurations, perform the following steps: 

1. Access the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Default Configuration (de) command: 

GSP > de 

3. Follow the prompts for the de command, and be sure to have the change information available. 

CAUTION When the Security configuration is reset, all users are removed, including the GSP 
administrator. It also disables the remote. Remote must be re-enabled through the main 
console using the Enable Remote (er) command. 

o 
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xx Server Boot Process 

he length of time an rp54xx server will require to complete the boot process depends on the number o f 
processors and the amount ofRAM installed. Average configurations can take more than 20 minutes. 

The boot process consists o f the following main steps: 

/ 

Typka!BootProcess 

/ 
/ 

/ 

Fronl Pane i Power Switch 

/ 
/ 

/ 

/ 
/ 

/ 

Sysle m 1\A essages 
denoling forward progress 
* Est. 1-5 minutes 

System M essages 
denoling forward progress 
* Est. 1 ~20 minutes 

The duration o f lhe full bool process can vary depending on: 
• N umb e r o f CPUs installe d 
"'·Amo uni o f m emory instai! e d 
• UNIX version installed 
• State of the network 
Ali times approxirnate 
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Cable Connections 
rp54xx Server Boot Process 

During the Boot process a variety of errors or problems can occur as shown below: 

Potential Boot Problems 

Front Pane I Power Switch 

Yes 

Yes 

c Yes 

Yes 

Boot Console Handler 

Yes 

Yes 

o Yes 

Yes 

UNIX Login Prompt 
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Cable Connections 

rp54xx _Serve r Boot Process 

~ ~ ') J J itial Power-up 

· e following section describes the process of applying power to the rp54xx server and booting the system to 
he UNIX Login prompt. The amount o f time it takes to go through self-test then boot the system will vary 

widely depending on hardware configuration. The following provides a "typical" procedure. Yours may vary 
depending on software and hardware installed: 

Step 1. Apply AC Power to the system console. 

Step 2. Apply power to the rp54xx server by tuming the front panel switch to ON. 

Po er 

~ 74 

Power Switch 
(Under Cover) 
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HotSwap Chassis Fan Replacement 

The power to the server does not have to be offto remove or replace a HotSwap Chassis fan. 
located in the front ofthe server and fan number 1 is located at the rear ofthe server .. 

To replace a fan, perform the following steps: 

1. Orient the fan assembly to ensure that the chassis outlet connects with the fan assembly. Ifthe fan power 
connector is covered by the protective cover (see item 1 in the graphic), slide it down to remove it and slide 
it over the power connection on the other side of the fan. Push the fan firmly in to the housing. The fan 
assembly will plug in to the electrical outlet automatically. 

2. Check the LED located on the fan. 

• When the fan is functioning normally, the LED is OFF. 

• When the fan fails, the LED is ON. 

NOTE when one fan has failed (or is removed from the server), the system automatically puts the 
remaining fan in to high speed mode. The noise levei of the server will increase. 

3. Replace the HotSwap Chassis fan cover. 

The following graphic shows a HotSwap Chassis Fan. 

o 
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nent Remove/Replace lnstructions 

ard Cage Fan Removal 

The powe o the server does not h ave to be off to remove or replace a HotSwap Card Cage fan . Fans 
n ed 2, 3, 4, and 5 are located in a four-fan assembly housing located on the left side of the server's side 
service bay. 

CAUTION Running the server for extended periods of time with a cooling fan removed may create hot 
spots inside the server and shorten component life. 

If other fans fail when one fan is removed, the system will halt. 

To remove a fan from the server, perform the following step: 

Identify the fan to be removed and pull it out ofthe Side Fan Assembly Housing. It will automatically 
disconnect from its electrical outlet on the 110 Backplane. 

NOTE When one fan has failed (or is removed from the server) during oper ation, the system 
automatically puts the remaining fans into high speed mode. The noise levei ofthe server will 
increase. 

The following graphic shows a card cage fan being removed/replaced. 
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HotSwap Card Cage Fan Replacement 

To replace a fan in the server, orient the replacement fan into its slot in the Side Fan Assembly Housing and 
carefully push it in until it connects with its electrical outlet on the VO Backplane. 

The following graphic shows a card cage fan being removedlreplaced. 
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ap Power Supply Remova! 

1 Up three power supplies (O through 2), located across the bottom front ofthe server, can be installed in the 
rver without removing power. 

To remove a power supply from the server, perform the following step: 

1. Remove the T-15 mounting screw located to the right ofthe handle near the top ofthe power supply. 

CAUTION Be careful when pulling the power supply out ofthe server. It is heavier than it appears. 

2. Grasp the handle and pull the power supply out of the server. 

The following graphic shows a front and rear view of a HotSwap Power Supply. 
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Step 3. 

Brief 

Verbosa 

o 
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Cable Connections 

the initial power-up boot process completes in approximately one to five minutes, the BCH 
menu will be displayed: 

Step 5. To start the boot process using the primary boot path, enter BO PRI, at Boot Console Handler BCH 
main menu prompt and press <ENTER>. 

NOTE Booting a system to a UNIX login prompt from BCH main menu can take 20 minutes 
or longer depending on your software and hardware configuration. 

Step 6. Once the system reaches the UNIX login prompt the following will be displayed on the console 
screen:. 

~' 76 

HP-UX hpr'fes A. 09 .0 4 11 900 n/8!H (ttyp2 ) 
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g the Rev A Guardian Service Processo r (GSP) 

guring the Rev A Guardian Servi c e Processor ( GSP) 

The Rev A Guardian Service Processor (GSP) is a resident processor within the system that allows the local or 
remote system administrator to monitor and perform administrator functions. This section provides 
configuration procedures that will instruct you to: 

• Configure the LAN port 

• Add o r delete users (maximum of 20) 

• Change the default GSP configuration 

Go to the appropriate section for the task that you wish to accomplish. 

Configuring the GSP LAN Port 
~ 

Perform the LAN corifiguration from the systems local port (either console or the HP secure web console). 

NOTE The GSP has a separa te LAN port from the system LAN port. It will need a separate LAN drop, 
IP address, and networking information from the port used by HP-UX. 
Before starting this procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 

• Gateway address 

• Hostname (this is used when messages are logged or printed). 

To configure the GSP LAN port, perform the following steps: 

1. Go into the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the LAN Configuration (lc) command: 

GSP> lc 

The lc command will start a series of prompts. Respond to each prompt with the appropriate information. 

Adding U sers 

The GSP can only have a maximu:rp. of20 users (one administrator and 19 operators). By design, the first user 
added to the GSP becomes the GSP adnÍinistrator. Only the GSP administrator can add or remove users .or 
change the GSP configuration. 

NOTE Before starting this procedure, you will need to know the following information: 

• User's name 

• Organization's name 

• Login name 

• User's password 
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To add a user, perform the following steps: 

1. Enter the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Security options and access control (80) command: · 

GSP> so 

3. The first prompt you see with the so command is for GSP-wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes . 
. Number of password Faults allowed: 3 
. Flow Control Timeout: 5 minutes. 
Do you want to modify the GSP wide parameters? (Y I [N]) 

At this point you can modify the GSP-wide parameters or continue adding users. To add users, enter N for 
no. 

NOTE c If this is the first time users are being added, the first user added will be the GSP 
administrator. 

Ifthis is not the first time you are adding users (you are adding additional users), you will 
need to step through all current users to reach the next available user prompt. 

4. The next prompt that appears will ask the following question: 

Do you want to modify the user number 1 parameters? (Y/[N]/Q to quit) _ 

Follow the series of prompts to enter ali the required fields for adding a user. 

CAUTION Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry will deny entry to that user. 

The following is an example of an added users information: 

User's Name: Joe Smith 
Organization's Name: IT Support 
Dial-back configuration: Disabled 
Access Level : Operator 
Mode: multiple o User' s state: enabled . 

For the number 1 user, the'· Access level is administrator. The Mode entry of single 
only allows entry for that user one time, then access will be denied . A Mode entry óf 
multiple allows unlimited entries into the GSP. 
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ingUsers 

remove (disable) a GSP user with the same Security options and access control (SO) command used to 

To remove a user, perform the following steps: 

1. Enter the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Security options and access control (SO) command: 

GSP> so 

3. The first prompt you see with the so command is for GSP-wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes. 
Number of password Faults allowed: 3 

Flow Contr~l Timeout: 5 minutes. 

Do you want to modify the GSP wide parameters? (Y I [N]) __ 

At this point you can modify the GSP-wide parameters, or continue with removing a user. To r emove 
users, enter N for no. 

NOTE You must step through each user number until you reach the user to be removed. 

4. When you access the number ofthe user to be removed, you must change the data in the prompts for that 
number. 

It is necessary that, ata minimum, you modify the User's state to Disabled. 

Changing the Default GSP Configuration 

This section describes the process of changing GSP default configurations. To change the GSP default 
configuration, perform the following steps: 

1. Enter the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the Default Configuration (de) command: 

GSP> de 

3. Follow the prompts for the de command, and have the change information available. 

CAUTION 

80 

When the Security configuration is reset, all users ar~ removed, including the GSP 
administrator. The remote is disabled. The remote must be re-enabled through the main 
console using the Enable Remote (er) command. 
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Configuring the Rev B Guardian Service Process 

Configuring the Rev B Guardian Service Processo r ( GSP) 

The Rev B Guardian Service Processar (GSP) is a resident processar within the system that allows the local or 
remote system administrator to monitor and perform administrator functions. This section provides 
configuration procedures that will instruct you to: 

• Configure the LAN port 

• Add or delete users (maximum of20) 

• Change the default GSP configuration 

Go to the appropriate section for the task that you wish to accomplish. 

Configuring the GSP LAN Port 

Perform the LAN configuration from the systems local port (either console or the HP secure web console). 

CorE The GSP has a separa te LAN port from the system LAN port. It will need a separa te LAN drop, 
IP address, and networking information from the port used by HP-UX. 
Before starting this procedure, you will need to know the following information: 

• I.P. address (for GSP) 

• Subnet mask 

• Gateway address 

• Hostname (this is used when messages are logged or printed) 

To configure the GSP LAN port, perform the following steps: 

1. Go into the GSP with the ctrl+b entry. 

2. At the GSP prompt, enter the LAN Configuration (lc) command: 

GSP > lc 

The lc command will start a series of prompts. Respond to each prompt with the appropriate information. 

~dding Users 

~he GSP can only have a maximU7D of20 users (one administrator and 19 operators). By design, the first user 
added to the GSP becomes the GSP ad:rÍlinistr.ator. Only the GSP administrator can add or remove users or. 
,change the GSP configuration. 

NOTE 

Chapter 5 . 

Before starting this procedure, you will need to know the following information: 

• 
• 

• 
• 

User's name 

Organization's name 

Login name 

U ser's password 
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. At the GSP prompt, enter the Security options and access control (SO) command:· 

GSP> so 

3. The first prompt you will see with the so command is for GSP wide parameters: 

GSP wide parameters are : 
Login Timeout: 1 minutes . 
. Number of password Faults allowed: 3 
. Flow Control Timeout : 5 minutes . 
Do you want to modify the GSP wide parameters? (Y I [N]) 

At this point you can modify the GSP wide parameters, or continue with adding users. To add users, 
respond N for no. 

NOTE If this is the first time users are being added, the first user added will be the GSP 
administrator. 

lfthis is not the first time you are adding users (you are adding additional users), you will 
need to step through all current users to reach the next available user prompt. 

4. The next prompt that appears will ask the following question: 

Do you want to modify the user number 1 parameters? (Y/[N]/Q to quit) _ 

Follow the series of prompts to enter all the required fields for adding a user. 

CAUTION Be sure to read each prompt carefully and enter the correct response. A missed or incorrect 
entry could deny entry to that user. 

An example of an added users information would be: 

User's Name: Joe Smith 
Organization's Name : IT Support 
Dial-back configuration: Disabled 
Access Level: Operator 
Mode: multiple 
User's state: enabled 

For the number 1 user, thê Access level is administrator . The Mode entry o f single 
only allows entry for that user one time, then access will be denied·. A Mode entry of 

,multiple allows unlimited entries into the GSP. 
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Configuring the Rev B Guardian Se 

Removing Users 

You can removedisable) a G8P user with the same 8ecurity options and access control (80) comrmts4tHOtm'l 
add a user. 

To remove a user, perform the following steps: 

1. Go into the G8P with the ctrl+b entry. 

2. At the G8P prompt, enter the 8ecurity options and access control (80) command: 

GSP> so 

3. The first prompt you will see with the so command is for G8P wide parameters: 

GSP wide parameters are: 
Login Timeout: 1 minutes. 
Number of password Faults allowed : 3 
Flow Contr~ Timeout: 5 minutes. 

Do you want to modify the GSP wide parameters? (Y I [N] ) __ o At this point you can modify the G8P wide parameters, or continue with removing a user. To remove 
users, respond N for no. 

NOTE You will have to step through each user number until you reach the user to be removed. 

4. When you access the number ofthe user to be removed, you must change the data in the prompts for that 
number. 

It is important that, ata minimum, you need to modify the User's state to Disabled. 

Changing the Default GSP Configuration 

This section describes the process of changing G8P default configurations. To change the G8P default 
configuration, perform the following steps: 

1. Go into the G8P with the ctrl+b entry. 

2. At the G8P prompt, enter the Default Configuration (de) command: 

GSP > de 

Q 3. Follow the prompts for the de command, and be sure to have the change information available. 
. ". 

,CAUTION 

Chapter 5 

When the 8ecurity configuration is reset, all users are removed, including the G8P 
administrator. lt also disables the remote. Remote must be re-enabled through the main 
console using the Enable Remote (er) command. 
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Troubleshooting 
· e Current System State 

ine Current System State 

' ' To \i , mine the current system state of an rp54xx server, first note the state of all ~ED indicators on the 
front panel. Processing this information using the decoders provided can greatly reduce the amount of time 
required to repair a suspected system fault . 

The following procedure lists the tools available to aid you in determining the current system state. 

Step 1. Determine if you can get a system prompt and if so, what kind of prompt. 

Software System Screen Prompt 

Boot Console Handler (BCH) Ma in Menu: Enter command o r 
menu > 

• Guardian Service Processor (GSP) GSP > 

lnitial System Loader (ISL) ISL > 

HP UNIX (HP-UX) Prompt varies depending on UNIX state 

Step 2. Decode the Run/Attention/Fault LED States. 

Step 3. Decode the PCI I/0 LED States. 

Step 4. Decode the Fan, Power Supply, and Disk LED States. 

Step 5. Decode the GSP LED States. 

Step 6. Decode the LAN/SCSI LED States . 
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Troubleshooting and FRU identification 
Once you have determined the current system state, you must troubleshoot the system to determine what the 
problem symptoms are and what repair actions to take. 

Problem Symptoms and Repair Actions 

Use this guide to assist you in repairing the system by matching the problem symptom with the appropriate 
troubleshooting step. 

Table 6-1 Problem Symptoms and Repair Actions 

Problem or Problem Normal 

Symptom ~Indicators 
Functioning Troubleshooting Steps Potential FRUs 
Indicators . . 

No indication Front Pane! • Power switch 1. AC must be present. • NoAC 
o f PowerLED Off. Check that PDU is present 
Housekeeping OFFwhenAC 

Front Pane! 
plugged in. • Power • voltagepresent is plugged in to 

POWERLED 2. Ensure there are 2 Supplies 
whenAC system. 

should be working power 
connected and • Power 
power switch 

FLASHINGto supplies (1 supply for 
Converter 

indica te rp5400). The LED on 
in Standby 

presence of each supply should • System 
position. 

Housekeeping be lit. Board 
voltage. 

3. Check for Service • Display 
• PowerLED on processor prompt Board 

GSPboard (CTRL B at console). 
should be lit 
solid green. 

o 
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Troubleshooting 

Troubleshooting and FRU identification 

- t ~ 

*~' 
Problem Symptoms and Repair Actions (Continued) o -. 

, ~x-v J, Normal l \ roblem.5 Problem 
Functioning Troubleshooting Steps -Potential FRUs 

\ 
, _sympto~ lndicators 

lndicators 

l"t,., - ~'t Front Panel • Power switch 1. Check for remate • Power uy 

power on when PowerLED On. power shutdown via Supplies 
Front Panel stays 

PowerLED on 
GSP>PC command. 

CPU • • Power switch BLINKING 
SOLID. 2. Check Error Chassis Support 

is turned on. when Power 
Switch is 

Logs. Look for Error Module 

turned on. 
Chassis Log with a • Platform 
Source Detail = Low 

Monitor 
ATTENTION Voltage DC Power. 
LED maybe This indicates a • System 
Fl..ASHING. failure of one of the Board 

CPU Support 
Modules. The failing 
CPU support module 
is indicated in the 
Source ID field. 

3. Ensure there are 2 
working power 
supplies (1 supply for 
rp5400). The LED on 
each supply should 
be lit. 

4. Check to se e if GSP 
can communicate 
with platform 
monitor. Execute the 
following GSP 
command: 

GSP>PC 

You should get power 
monitor status 
information. 

., 5. Housekeeping 1 
voltage present 
indication. Check 

.. that platform 
monitor power LED 
is lit. 

6. Platform Monitor 
functioning. Check 
platform monitor 
heartbeat LED is lit. 

I 
_} 
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Table 6-1 

Problem or 
Symptom 

NoBCH Main 
Menu prompt. 

Chapter 6 

Problem Symptoms and Repair Actions (Continued) 

Normal 
Problem 

Indicators 
Functioning Troubleshooting Steps ·Potential FRUs 

Front Panel 
RUNLED is 
not 
FLASHING. 

There is no 
forward 
progress 
chassis codes 
at the console. 

~ 

There is no 
BCHMain 
Menu prompt 
at the console. 

• 

• 

• 

Indicators 

Flashing RUN 
LED. 

Forward 
progress 
chassis codes. 

BCH Main 
Menu prompt. 

1. Check for red LED on 
GSP. lflit red, the 
problem is with the 
GSP. 

2. Check that the 
console is properly 
connected and can 
communicate with 
the Service Processor 
(CTRL B should get 
you the SP login 
prompt). 

3 . Check Servi c e 
Processor Error logs. 
Look for entries 
related to: 

• Processors 

• Processor 
Support Modules 
(known as low 
voltage DC 
supplies in 
chassis codes. 
Also known as 
power pods). 

• Memory 

4: Reduce to minimum 
configuration and 
troubleshoot from 
there. 

• Core 110 

• Processors 

• Processor 
Support 
Modules 

• Memory 

• System 
Board 

• Console 

nr-.r- • on ~" 1,.., ,.... 
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89 ' ' 

~. . .16 o~ y· 
. /,; 

Fls: / 

[ 3 7 o 1 
Doe: 



Troubleshooting 

Troubleshooting and FRU identification 

./--c~ 
~ ;era k -1 Problem Symptoms and Repair Actions (Continu ed) 

;)' 
\ \)' f.J~em or Problem 

Normal 
Functioning Troubleshooting Ste ps Potential F RUs 

C p \ , ptom Indicators 
lndicators 

Can't boot to Console • Console 1. Use BCH commands • Disk Drive 
ISL. messages messages and to verify 110 and • Disk Media 

indicating prompt presence of valid LIF 
Backplane 

problems indicating you devices. 
booting from are at ISL. • LAN/SCSI 
the primary o r 

2. UseBCH Board 
alternate boot 

"Warn"command to 
determine if Boot is • 110 

path. 
disabled. Backplane 

• 3. Check for IODC 
. . tombstones . 

4. Check SP chassis 
errar logs. 

.. J 

Can't boot HP-UX boot • HP-UX boot 1. Check SP chassis • Processar 
HP-UX. erro r messages. errar logs. 

Disk Drive • messages. • HP-UX 2. Run ODE • Disk Media 
RUNLED prompt. diagnostics. 

backplane 
BLINKING. • RUNLED on • LAN/SCSI 

SOLID. 
• Corrupt 

HP-UX 

J 
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Chassis Code to FRU Decode 

This is a guide to identify failing FRUs from System Alerts and Error Chassis Logs. The guide includes the 
following information: 

• Cross-Referencing Chassis Log Errors to rp54xx FRUs 

• lnterpreting System Alerts 

• Interpreting Service Processor Error Chassis Logs 

There is a detailed interpretation of Chassis Logs and System Alerts in the Interpreting Chassis Logs in 
Detail guide. 

Cross-Referencing Chassis Log Errors to rp54xx FRUs 
.. 

Use the following table to identify the failing FRU from the Chassis Log information. You can also use the 
online Error Chassis Log-to-FRU Decoder utility. oi. Read the Chassis Log entry. 

2. Match the SOURCE, SOURCE DETAIL, SOURCE ID, and PROBLEM DETAIL values (see table 
below) in the Chassis Log entry with the appropriate values in the table. 

3. Read the table from left to right. 

Use these examples to understand how to identify failing FRUs with the table: 

• Power Supply Failure Example 

• Processor Failure Example 

Table 6-2 Chassis Log Error to FRU Decoder 

Chassis Log Field Values and Descriptions from 
LogEntry 

Source Source Detail 
Source Problem FRU Action to Take 

ID Detail 

1 - Processor Not Applicable N/A N/A Processor From BCH Main 
(N/A) Menu go to the Info 

Menu and execute 
\ the PR command to 

determine which 
processor is not 
functioning. 

2 - Processor Not Applicable N/A N/A Processor From BCH Main 
C ache (N/A) Menu go to the Info 

Menu and execute 
the PR command to 
determine which 
processor is not 
functioning. 
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-2 :/; Chassis Log Error to FRU Decoder (Continued) 

~/ís~~ Field Values and Descriptions from 
- LogEntry 

Source Source Detail Source Problem FRU Action to Take 
ID Detail 

3-PDH N ot Applicable N/A N/A System Replace the System 
CN/A) Board Board_ 

4- Power 1-AC Mains N/A 9- Power AC Power Check that AC is 
Off being supplied to all 

power supplies. 

4- Power 3 - Low Voltage CPU N/ A CPU Replace the 
DC Power Support Support Processar Support 

• .! 
Module# Module Module (on the 

System Board) 
referenced in the 
Source ID. 

4- Power 4- High Voltage Power N/A Power Replace the Power 
DC Power Supply # Supply Supply (in the front 

ofthe system behind 
the bezel) referenced 
in the Source ID. 

6- Platform 3 - Cabinet Fan Fan# N/A Fan Replace the Fan 
referenced in the 
Source ID. 

6- Platform 6- Service N/A N/ A Core I/0 The Service 
Processor Processar is on the 

GSP I/0 board. 
Replace the GSP 

6- Platform 7- Power N/A N/A Power Replace Platform 
Monitor Monitor Monitor card. 

7- Memory 1 - Controller N/A N/A System Replace the System 
Board Board. 

' 7- Memory 4- SIMM or N/1\. N/A Memory Isolate to failing 
DIMM DIMM DIMM using BCH 

(IN, ME) and ODE 
memory diagnostic_ 

8- I/0 6- Disk N/A Various Disk Use BCH commands 
Values Subsyste and ODE 

m diagnostics to check 
disk subsystem. 
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Power Supply Failure Example 

GSP> sl 

SL 

Which buffer are you interested in 
Incoming, Activity, Error, Current boot or Last boot ? (I/A/E/C/L) e 
e 

Do you want to set up filter options on this buffer? (Y/[N]) n 
n 

Type + CR and CR to go up (back in time), 
Type - CR and CR to go down (forward in time), 
Type Q to escape. 

Log Entry # o : 
ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action 
REPORTING ENTITY TygE: 2=power monitor - REPORTING ENTITY ID: 00 
CALLER ACTIVITY : 4=monitor - CALLER SUBACTIVITY: 04=low voltage power supply 
SOURCE: 4=power - SOURCE DETAIL: 4=high voltage DC power - SOURCE ID : 02 c:ROBLEM DETAIL: A=unexpected - ACTIVITY STATUS : F 

ata O : Low=OOOOOOOO : High=OOOOOOOO - type O = Data Field Unused 
ata 1 : Low=OF152A28 : High=00006303 - type 11 - Timestamp 04/15/1999 21 : 42:40 

Problem Analysis 

Step 1. Find the Source value. In this example, it is SOURCE: 4=power. 

Use the Power row ofthe Error Chassis Log-to-FRU Decoder table. 

required 

Step 2. Find the Source Detail value. In this example, it is SOURCE DETAIL: 4=high voltage DC power. 

Use the High Voltage DC Power row ofthe table. 

Step 3. Find the Source ID value. In this example, it is SOURCE ID: 02. 

The failing power supply is Power Supply #2. 

Step 4. The Problem Detail for this row is not applicable. 

Step 5. The FRU column of the table identifies the FRU as the Power Supply. 

The correct action would be to replace Power Supply #2, located in the front of the system. 

a ocessor Failure Example 

Log Entry # 1 : 
'ALERT LEVEL : 6=Boot possible, pending failure or environmental problem - action required 
REPORTING ENTITY TYPE :. O=system firmware - REPORTING ENTITY ID : 01 
CALLER ACTIVITY : 1=test - CALLER SUBACTIVITY : 62=implementation dependent 
SOURCE: 1=processor - SOURCE DETAIL: 1=processor general - SOURCE ID : 00 
PROBLEM DET~IL: 3=functional failure - ACTIVITY STATUS: O 
Data O : Low=00000003 High=F7000000 - type o Data Field Unused 
Data 1 : Low=OF160920 : High=00006303 - type 11 - Timestamp 04/15/1999 22:09:32 

Problem Analysis 

Step 1. Find the Source value. In this example, it is SOURCE: l=processor. 

Use the Processor row ofthe Error Chassis Log-to-FRU Decoder table. 
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2. The Source Detail, the Source ID, and the Problem Detail values are all not applicable for the 
Processor row o f the table. 

3. The FRU column ofthe table identifies the FRU as a failing processor. 

Step 4. The Action column ofthe table instructs us to use the lnfo Menu and PR command ofthe BCH 
Main Menu to identify the failing processor. 

Here is the output of Step 4 in our example: 

Main Menu: Enter command ar menu > in 

Information Menu 

Command 

ALL 
BootiNfo 
CAche 
ChipR.evisions 
COprcicessor 
FRU 
Fwrversion 
IO 

Description 

Display all system information 
Display boot-related information 
Display cache information 
Display revisions of major VLSI 
Display coprocessor information 
Display FRU information 
Display firmware version 
Display I/0 interface information 
Display Core LAN station address 
Display memory information 
Display processar information 

LanAddress 
MEmory 
PRocessar 
WArnings Display selftest warning messages 

Information Menu: Enter command > pr 

PROCESSOR INFORMATION 

HVERSION 
Processar Speed Model 

--------- -------- ----- - --
1 440 MHz Ox05c4 
3 440 MHz Ox05c4 

Central Bus Speed (in MHz) 
Software ID (dec) 
Software ID (hex) 
Software Capability 

Information Menu: Enter command > 

SVERSION 
Model/Op CVERSION 
-------- --------

Ox04 91 
Ox0491 

8 2 
163 5329341 
Ox6179253d 
Ox01100000f0 

2 . o 
2 . o 

Processor #3 is Stopped:Nonresponding. Replace Processor #3. 

Interpreting System Alerts 

Processar 
State 

---- -------- -
Active 
Stopped:Nonresponding 

System Alerts are reported to the' systeín console w hen a problem is detected by the Service Processor. These 
alerts are stored in the Service Processor Error Logs. When this new alert is added to the log file, it will cause 
the front panel ATTENTION LED to blink. 
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Interpreting System Alerts 

Do one of the following: 

1. No response: the alert will time out and the system will continue operating. 

2. A - Responding with the letter A will inform the Service Processor that you have seen the entry. The 
system will continue to operate. 

3. X- Responding with the letter X will inform the Service Processor to disable all future alert messages. 
This can be re-enabled with a Service Processor command. 

Sample System Alert 

** **** *******************SYSTEM ALERT*************************************** 
ALBRT LBVBL: 6=Boot possib1e, pending fai1ure or environmenta1 prob1em - action required 
PROBLBM DETAIL: 4=fan fai1ure - SOURCB ID: 04 
SYSTEM NAME : fesrha~gsp 

MODEL NAME: MODEL STRING: 

C
PU POWER: ON 
CTIVITY/COMPLETION LEVEL : 
YSTEM BOOT IS PENDING 

LEDs: RUN 
FLASH 

ATTENTION 
OFF 

S/N : 

O% 

FAULT 
OFF 

REMO TE 
ON 

CALLER ACTIVITY : 4=monitor - CALLER SUBACTIVITY : OS=fan 
REPORTING ENTITY TYPE: 2=power monitor - REPORTING ENTITY ID: 00 
SOURCB: 6=p1atform - SOURCB DBTAIL: 3=cabinet fan 

Ox002008646304405F 00000000 00000000 - type O = Data Field Unused 

Ox582008646304405F 00006303 OF151D08 - type 11 Timestamp 04/15/1999 21:29:08 
A : ack read of this entry - X: Disable all future alert messages 
Anything else skip redisplay the log entry 
->Choice:a 

Key FRU ldentification Fields for System Alerts 

The following fields are used for FRU identification. 

Alert Levei: 

Source: 

o ource Detail: 

How the problem has affected the system operation. 

What major part ofthe system the alert is referring to (i. e, platform, 
memory, processor, etc .. . ). 

What sub-part ofthe system the alert is referring to (i.e, cabinet fan, 
DIMM, high voltage DC power, etc ... ). 

Source ID: 

'Problem Detail: 

Timestamp: 

Specific FRU referred to in Source and Source Detail (i .e, cabinet fan #4). 

Specific problem information (i.e, power off, functional failure, etc ... ). 

When the problem occurred. 

The above sample system alert shows the following: 

1. The problem does not affect system boot. 

2. The problem is with platform cabinet fan #4. 

3. The problem is a fan failure. Replace fan #4 to correct the problém. 

4. The fan failed on April 15, 1999. at 9:29 PM. 

Chapter 6 

3 7 o 1 
- J 



reting Service Processor Error Chassis Logs 

ssing the Service Processor Error Chassis Logs will turn the ATIENTION LED, blinking on the front 
panel, OFF. 

Chassis Logs (located in the Service Processor) contain low levellogging information related to the following 
5 categories: 

• Incoming log: Contains all chassis logs coming into the Service Processor. 

• Activity log: Contains all chassis logs related to system activity. 

• Error log: Contains all error chassis logs. 

• Current boot log: Contains all chassis logs associated with the current boot. 

• Last boot log: Contains all chassis logs associated with the last boot. 

The Error Chassis Logs are the ones you need to look at. 

Accessing Erro r 'Chassis Logs 

Execute the following steps to access the Error Chassis Logs. 

1. At the system console prompt, type CTRL B 

2. Enter the Service Processor Login and Password 

3. The screen will display: GSP> 

At the GSP> prompt: type SL and press enter 

4. The screen will display: 

Which buffer are you interested in: 
Incoming, Erro r, Current boot, Last boot? ( I/A/E/C/L) , type E, and press enter 

5. The screen will display: 

Do you want to set up filter options on this buffer? (Y/(N]), type N, and press enter 

6. The most recent Error Log Entry (Log Entry #O) will be displayed. A carriage return after this will display 
the next log entry. Type Q to stop displaying the log entries. The screen will display: GSP> 

7. At the GSP> prompt: type CO, and press enter to return to the console screen. 

Example of Accessing Error Logs 

Here is an example of accessing the Error Logs from the Boot Console Handler (BCH) Main Menu prompt. 
User input is shown in ITALICS.\ 

Main Menu : Enter command or menu > type CTRL B 
,Service Processar login: System Operator 

, Service Processar password : ****** (password hidden) 

fesrhapgsp : 

Welcome to HP Guardian Service Processar 
System Name: fesrhapgsp 

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required 
SOURCE: 6=platform - SOURCE DETAIL: 3=cabinet fan 
PROBLEM DETAIL : 4=fan failure 
GSP > 
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fesrhapgsp : 

HP Guardian Service Processar Command Interfac e 
Type HE to get the list of available commands 

Chassis C 

ALERT LEVEL : 6=Boot possible, pending failure or environmental problem - action required 
SOURCE : 6=platform - SOURCE DETAIL: 3=cabinet fan 
PROBLEM DETAIL: 4=fan failure 
GSP> sl 

SL 

Which buffer are you interested in 
Incoming, Activity, Error, Current boot or Last boot ? (I/A/ E/ C/L) e 
e 

Do you want to set up filter options on this buffer ? (Y / [N]) n 
n 

Type + CR and CR to go up (back in time), 
Type - CR and CR to go down (forward in time), 
Type Q CR to escape .~ 

Log Entry # O : 

aBRT LBVBL: 6=Boot possible, pending failure or environmenta1 prob1em 
PORTING ENTITY TYPE : 2=power monitor - REPORTING ENTITY ID: 00 

ALLER ACTIVITY : 4=monitor - CALLER SUBACTIVITY: 05=fan 
SOURCB: 6=platform - SOURCB DBTAIL: 3=cabinet fan - SOURCB ID: 04 
PROBLBM DBTAIL: 4~fan failure - ACTIVITY STATUS : F 

Data Field Unused 

- action required 

Data O Low=OOOOOOOO High=OOOOOOOO - type O 
Data 1 : Low=OF151D08 : High=00006303 - type 11 Timestamp 04/15/1999 21:29:08 

q 

fesrhapgsp: 
ALERT LEVEL : 6=Boot possible, pending failure or environmental problem - action required 
SOURCE : 6=platform - SOURCE DETAIL: 3=cabinet fan 
PROBLEM DETAIL: 4=fan failure 
GSP> co 

co 

You are now leaving the Guardian Service Processar Command Interface 
and returning to the console mede . Type Ctrl B to reactivate it. 

Main Menu : Enter command or menu > 

Key FRU Identification Fields for Error Chassis Logs 

The following fields are for FRU identification. 

O zert Level: . How the problem has affected the system operation. 

Source: 

Source Detail: 

Source ID: 

Problem Detail: 

Timestamp: 

\ 

What major part ofthe system the alert is referring to (i.e., platform, 
memory, processor, etc.). 

What sub-part ofthe system the alert is referring to (i.e., cabinet fan, 
DIMM, high voltage DC power, etc.). 

Specific FRU referred to in Source and Source Detail (i.e., fan #4) . 

Specific problem information (i.e, power off, functional failure, etc.). 

When the problem occurred. 

The above sample system alert message shows the following: 

1. The problem does not affect booting o f the system. 
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Troubleshooting 

n this example, fan #4 should be replaced to correct the problem. 

Interpreting Chassis Logs Using the chassis_code.codes File 

For chassis logs generated by system firmware (Reporting Entity Type 0), use the chassis_code.codes file for 
chassis code definitions. Each revision of system firmware (AKA Processar Dependent Code or PDC) has a 
unique chassis_code.codes file. This fileis not part of either the PF _Cxxxxx or PHSS_xxxxx server firmware 
patches. The chassis_code.codes files appear in the appendices ofthe lnterpreting Chassis Logs in Detail 
guide. 

The definition of a PDC reported chassis code is determined by locating either the last four digits of a chassis 
log or the last three Jligits of a selftest chassis code in the appropriate chassis_code.codes file. Refer to the 
lnterpreting Chassis Logs in Detail guide for definition and examples of selftest chassis codes. 

NOTE Be sure to use the appropriate appendix as the PDC for rp5400/rp5450 is different than PDC 
for rp5470. Using the wrong appendix may result in a mis-interpretation ofthe chassis code. 

To quickly learn the definition of a PDC reported chassis code, follow these four steps: 

Step 1. Determine either the last 4 digits of the hex chassis co de or the last 3 digits of the selftest chassis 
code. 

Step 2. Go to the appropriate appendix in the Interpreting Chassis Logs in Detail guide. 

Step 3. Locate the chassis code that matches the last 3 or 4 digits. lfviewing via web browser or Adobe 
Acrobat, use the FIND feature to locate the chassis code. 

Step 4. Take action as appropriate. 

98 Chapter 6 

o 



Example 6-1 Chassis Log: Reporting Entity Type = System Firmware 

Log Entry # O :SYSTEM NAME: fesrhapgspDATE : 12/08/2000 TIME: 23 : 46:22ALERT LEVEL: 6 
= Boot possible, pending failure - action requiredSOURCE: 3 = PDHSOURCE DETAIL : O = 
unknown, no source stated SOURCE ID: 3PROBLEM DETAIL: O = no problem detailCALLER 
ACTIVITY: 1 = test STATUS: OCALLER SUBACTIVITY: 71 = implementation 
dependentREPORTING ENTITY TYPE: O = system firmware REPORTING ENTITY ID: 
030x0000306030031710 00000000 OOOOOOFE type O =Data Field Unused0x5800386030031710 
0000640B 08172E16 type 11 = Timestamp 12/08/2000 23:46:22Type CR for next entry, Q CR 
to quit . 

Using the example above: 

Step 1. The last 4 digits are 1710. 

Step 2. This is an rp5450 so use Appendix B in the Interpreting Chassis Logs in Detail guide. 

Step 3. U sing the FIND feature to look up 1710 in Appendix B, we leam the definition is 
CC_BOOT_INVALID_SPHYR_SETI'INGS. 

C tep 4. The appropriate action in this example would be to verify the switch settings on the system board 
are set correctly for the installed CPU's. 

o 

Chapter 6 
• VV-~ ·v-rv 

CPMI · COR~OS i 

Fls: -
160( ~ 

j 

r 3 7 o 1 
Doe: 



..... 
o 
o 

rp5400/rp5450 
Block Diagram 
I Disabled for rp5400 I 

I SHOTGUN I 

SYSTEM BOARD 

Memory Slols 

I 
I 
I 

~ i 
I 
I 

-------------------T 
PCI Interface Palh Exampte (taken from ERS document) 
Dual SCSI 1/F is in slot 12 on lhe bus below PPB lhal implemenls a SCSI I 
Controller as func:tion O, connec:ting a disk as targel4, LUN 2- the palh is: 1 
ot41ot1 .4. 2 I 
I I I I li 
I I I I I L LUN No., 2 1 
I I I I I_ SCSI Target addresss, 4 
I I I L_ Device Number on PCI bus of SCSI PCI Card I 
1 1 L__ FunciOev Number of PCI-PCI Bridge(PPB) below Rope I 
I Rope, 4(slot 12) 
L_ ___ Astro, O I 

~ 

o . \ 

1 

HOTSWAP 
SE DISKS 

t-t--~-1- -s~ ~; ~ • 
'------""'-'-"==""--__j I BOARD 

o 

I 
I 
I 

GSP LAN 010151() 
Console 01014/n.O 
UPS 01014ro.1 
Remoto 0101410.2 

t------· 

0101210 

0101211 

I 
I 

ªI :;I 

1/0 BACKPLANE I 

I 
I 
I 

• 

LAN/SCSI CORE 
1/0 BOARD 

Updaled 09124/02 

...-~ ~~ 

~ 

c::J 
o 
n ,.-
o 
iii' 
IC 

iil 
3 



(") 
:r 
DI 
'C 
ít .., 
Cl 

r -s;te-; ;a;d I 
I physicalloi:ation I 
1 tt_ff0o_o1tt_ff69 I 

I I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

o 
8 
8 
ãl 
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it:~ 
c: !êl 
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·º ~"B 
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a::~ 
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~~ 
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C/) 

I I 
I 
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o o 
rp5400/rp5450 1/0 Block Diagram 

Elroy 1 
HPA ffff fed3 2000 

Physical Locatiõn OÕtt _ ff06 _ ff83 
LMMIO Space 1880_0000 

Elroy 5 
HPA ffff fed3 aooo 

Physical Locatiãn OÕ!t_ff07 _ff83 
LMMIO Space tt_ta8o_oooo 

Elroy 2 
HPA ffff fed3 4000 

Physical Locatiõn 0Õff_ff06_ff83 
LMMIO Space ff_f900_0000 

Elroy 6 
HPA ffff fed3 cOOO 

Physical Location 0Õtt_ff09_ff83 
LMMIO Space ff_fbOO_OOO 

Elroy 3 
HPA ffff fed3 6000 

Physical Location 0Õtt_ff0a_ff83 
LMMIO Space ff_f980_0000 

Elroy 7 
HPA ffff fed3 eOOO 

Physical Locatiõn 0Õtt_ff0b_ff83 
LMMIO Space ff_fb60_0000 

Elroy 4 
HPA ffff fed3 8000 

Physical Location 0Õff_ff0c_ff83 
LMMIO Space ff_faOO_OOOO 

Sv PCI Slot 33MHz/64b 
Slot 4 Path 0/112 

Sv PCI Slot 33MHzl64b 
Slot 5 Path 0/111 

5v PCI Slot 33MHzl64b 
Slot 8 Path 0/1/0 

.--------, 
SCSI 
0/0/1/X.X 
0/0/2/X.X 
LAN 
0101010 

Console 
0101410.0 
UPS 
0/0/4/0.1 
Remote 
0/0/4/0.2 
GSPLAN 
0/0/5/0 

LMMIO Range 
Elroy 

o ff_f800_0000- ff_f87f_ffff 
1 ff f880 0000 - ff f8ff ffff 
2 tt.floo.=üooo- tt.=-f97i~ffff 
3 ff 1980 0000 - ff f9ff ffff 
4 tt.=-taoo.=-oooo- tt.=-ta7lffff 
5 ff_a800_0000- ff_faff_ffff 
6 ff_fbOO_OOOO- ff_fb7f_ffff 
7 ff_fb80_0000- ff_fbff_ffff 

CORE 10 (Siots 1 and 2) 
path base address description 
0/0/0/0 fffffffff87f7000 PCI Ethemet 
0/0/1/0 fffffffff87fd000 Ultra2 Wide SCSI 
0/0/1/1 fffffffff8020000 Ultra2 Wide SCSI 
0101210 fffffffff87f8000 Ultra Wide SCSI 
0/0/211 fffffffff87fa000 Ultra Wide SCSI 
0/0/4/0 fffffffff8000000 PCI Serial 
0/01510 fffffffff87fc000 PCI Serial 

Disabled for rp5400 

---------, 
1 HotPiug PCII/0 Slots 7 -12 L _____________________ ....~---------J 

Updated 09/24/02 
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J~ 
TWIN TURBO PCI 

1\.tcmory Carric r O Memory M " mor y C~trrlcr 1 ~ 
ELROY 10 s lo I 12 Pai h 0/10/0 

p54JO max HW Pa l.h HPA 9111_4000 

I I 192 I I ~~ 
TWIN TURBO PC I 

Ftm:&Gig ~ Dnf'lls ~ Dl\nls 

~ ELROY12 slot1 1 Palh 0/12/0 ~a.t mtm 

GJiu G~to 
H PA 9111_8000 

~~ I /ots=/6 

H ~ ~ 
TURBO PC I 

ELROY 8 ·srclf 1 o Path DI61D 
H PA 9111 0000 

'-----' 

~ ~ 
TU RBO PCI 

~I ~ H 
ELRO Y 9 s lo ! 9 Pa th Oi910 

~ i 4 i 
H PA 9111_2000 

~ j~ TURBO PCI 
~ 

T H 
ELRO Y 3 s k>t 8 Path D/3/0 

" HPA 911 e_6000 .!! 
<i 

~ u 
TURBO PCI 

o. 
H 

ELROY 1 sk>l 7 Palh 0/ t /0 :I: 

I AMC I o 
HPA 911e_2000 

SMC 
.l: JU TU RBO PCI 

1-rl 
Phy l oc 1i H ELROY 5 slot 6 Pa lh 0/5/0 

X•rc.d ~ · 
1111_117 1 

• rotdBu.O o. H PA 911e_ a000 

~ n 
r 

JU TURBO PCI 

H EL ROY 2 slot 5 Path 0/2/0 
w HPA 9 11 e_4000 

DMC :!: 

ELROY 4 Hu PC I 

Ir DE oi I DE I 
s k> t 4 Path 0/4/0 

Path 1 DO Palh 96 Pa1h 36 Pa1h 32 HPA 911 e_8000 ~ .. PC I 
H PA l ed64000 HPA led60000 HPA led24000 HPA fed20000 s lot 3 Path 0/412 

l •••~r Runqr l CPU 3 CPU2 11 CPU1 

I 
CPU O 

I 
CORE 1/0 PCI slot 2 

CONSOLE 0101411.0 
H PA led65000 HP A led6 1000 HP A lad25000 HPA led21000 
HW Palh 101 HW Pa th 97 HW Pa th 37 HW Path 33 

H 
GS P UPS 0/0/-4/ 1.1 

Ph Loc 1103 lf 11 Ph v l oc 1102_ff1 1 P hv loc 1101 11 11 P hy l oc 1100_1111 ELROY O I GSP L A N 01015 /0 I Re m ote 0/0/4/1.2 

l HP A 9ffe _00 00 - Path 010 L AN T'_ 
I I CORE 1/0 PCi s lot 1 Path 01010/0 

I ' Pow er POD 11 I'P owo r PODO I DILLON 
SCA N 1/F 

LAN/SC SI 

H Scr atc h RAM DltallJ i1ri1 S C "' iiDu~ l U llra2~ Ex l. SCSI 
- Path 0/0/Hl .X 

I FLASH EPROM j-- H. REGIST ERS j DC/DC Co nv.j t Ho tPi ug SE DI SK 

SY STE M lt •2 C CONTROLLER, RALPH_/-- H PDH MONITOR Path 01011 11.0 

BOARD NO N-VOLATILE SRAM Re a l Time Clock 1/0 Ba ck p la na Hot Plu g SE OISK 

DISK Pa l h 0101111.2 

FRONT PA N EL MEDIA i' r!P':I 'i 5F DISK 
l.I:!!U i' ·l !fl 1) C. /.i() 0 

PO WE R 
rp5430/70 System 

Back pl ane 
AC ---7 CO NVER T ER 

DC ---7 

•For 550MHZ use 2.0Vdc Power POD 
For 650.750MHZ usf J.6Vdc Power POD 

o 

PSO FRONT EN D I 
PS1 FRONT END 
PS2 F RO N T END 

Block Diagram 
KPCOKf'IDEI'lTlA.L 

o 

'~ n tP i uq SE D!SK 
r .n,, o o 2 '0 2 

0\ID . PfJq DA "f Q lfi' ~ ~ Y 

**Enabledfor lmema/ Raid. 

Orher s11pported cards may be 
used in slot 
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o 
..... --- _'--_-:-•bl•_d~r-'-rp5_430___,,r IQ.~4_3_9L7_0 _I LO !3 !o _c~ _Djª-g_rªJil-- Updated 11 /6/01 

LMMIO Range 

I L _______ J 

I 1/0 Backplane physicallocation OOff_ff00_02ff_ff69 I 
I 

I 

Elroy 10 
HPA 9111_4000 
Physical Location OOOO_OOII_110c_ll83 
LMMIO Space 0000_0011_9400_0000 

1 Elroy 12 
HPA 9fff_8000 

I Physlcal Location 0011_110b_ll83 
Rope ) 2""! LMMIO Space 0000_0011_9800_0000 

Rope3-4-

l 
I 
I 

Rope1T 

I 

I 
I 
I 
I 
I 

Elroy 8 
HPA 9111_0000 
Physical Locatlon OOII_IIOa_ll83 
LMMIO Space 0000_0011_9000_0000 

Elroy 9 
HPA 9fff_2000 
Physlcal Location 0011_1109_1183 
LMMIO Space 0000_0011_9200_0000 

Elroy 3 
HPA 911e_6000 
Physical Locatlon 0011_1108_1183 
LMMIO Space 0000_0011_8600_0000 

Elroy 1 
HPA 911e_2000 
Physical Location 0011_1107 _1183 
LMMIO Space 0000_0011_8200_0000 

Elroy 5 
HPA 911e_aooo 
Physical Location 0011_1106_1183 
LMMIO Space OOOO_OOII_8a00_0000 

Elroy 2 
HPA 911e_4000 
Physical Location 0011_1105_1183 
LMMIO Space 0000_0011_8400_0000 

Elroy 4 
HPA 911e_8000 
Physical Locatlon 0000_0011_1104_1183 
LMMIO Space 0000_0011_8800_0000 

1 Elroy O 

Shared Slot 66MHz/64b 
Slot 4 Path 014110 

'"Shared Slot 66MHz/64b 
Slot 3 Path 01412 

Slot2 

Rope o HPA 9lle_OOOO 
I Physical Location 0000_0011_1101 _1183 Slot 1 

Elroy 
o 

• . .. 1 
2 
3 
4 
5 
8 
9 
10 
12 

11_8000_0000 • 11_81 11_1111 
ff_8200_0000 . 11_8311_ffll 
ff_8400_0000 . ff_85ff_ffll 
ff_8600_0000 - 11_8711_1ffl 
ff_8800_0000 • 11_8911_ftll 
11_8aoo_oooo • 11_8cll_lttl 
ff_9000_0000 • ff_91 ll_lftf 
ff_9200_0000 . ff_9311_ffff 
ff_9400_0000. 11_97ff_lfff 
ff_9800_0000 • 11_99ff_lftf 

CORE 10 (Siots 1 and 2) 
path base address description 
0/0/0/0 llllllfff8717000 PC! Ethernet 
0/0/110 llllllllf87fd000 Ultra2 Wide SCSI 
0/0/111 fllffllll8020000 Ultra2 Wide SCSI 
0/0/2/0 fffffffff8718000 Ultra Wlde SCSI 
0/0/2/1 llfffllll871aOOO Ultra Wlde SCSI 
0/0/4/0 llffffllf8000000 PCI Serial 
0/0/5/0 llfffffff87fc000 PCI Serial 

LAN 1011 OOBT 
SCSI· 2 x dual 

LVD 

Console 
'0/0/4/0.0 
''0/0/4/1 .0 

+--+----..uPS 

'A6696A '0/0/4 /0.1 

'' A6696B"0/0/4i 1·1 

Remo te 
'0/0/4/0.2 
"0/0/4/1 .2 

GSP LAN 

0/0/5/0 

I LMMIO Space 0000_0011_8000_0000 I '----------.J 

SCSI 
0/0/1/X .X 
0/0/2/X.X 
LAN 
0/01010 

______________________ J •** Enabledforfnterna/Raid. Other 

supported cards may be used in slo; 



Troubleshooting 

Run/Attention/Fault LED States 

On Off Off 

On Off Aashing 

D System running normally. You should expect an 
OS prompt, if not, system may be hung. 

Action: 

D Attempt to get system prompt to determine if 
system is hung. 

D Talk to customer to determine reason for call. 

D The system crashed and rebooted itself 
successfully 

Action: 

D Check chassis errar logs to determine probable 
cause of system crash (either HPMC or HP-UX 
System Panic) 

D Check service processar console logs for 
potential errar messages from the OS (ie. Panic 
messages) 

~------- ~-----~---- ~-----··----···-··--·--···--··------

104 

...... -...... --.-o e State: 

On Flashing Off 
~ There was a system interruption that did not take 

thé system down 

Action: 

D Check chassis errar logs to determine probable 
cause 

D Check Sentinel logs for probable cause 

o 

") 
.'I' 

o 
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1

1 Run Fault JDescription 
1(Green) (Amber) (Red) 

1 I o ra·T-h-is_i_s_a_n_i_n_va- 1-id_i_n_d-ic-a-tio_n ___ C_h_e_c_k_t_he_ s_e_rv_e-r'_s_L_E_D_s __ l 

On I Flashing I ~ and try again. 

On 

I ~---------------------------

.----::;;;;0;;::--_ ~ State: 

Flashing 

1 

Flashing [] S t . d ys em runnmg, an 
1 D A) unexpected reboot occurred, and 
J D 8) a non-critical error has been detected 

I Action: 

D A) Check chassis error logs to determine 
probable cause of system crash ( either H PMC or 
HP-UX System Panic) 

D A) Check GSP console logs for potential error 
messages from the OS (ie. Panic messages) 

D 8) Check chassis error logs to determine 
probable cause of non-critical error 

D 8) Check Sentinel logs for probable cause of 
non-critical error 

Chapter 6 
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Troubleshooting 

..---mn~Yt~.&tllntion/Fault LED States 

Flashing OH 011 
D Executing non-OS code - no problems detected 
D System may be hung or waiting for BCH 

response 
D Potential causes could be PDC never executed 

(problem with fetching code from PDH), HPMC 
while PDC was configuring system. 

Action: 

D Check console for pending responses 
D lf system appears to be hung, execute TC from 

GSP prompt and check Last Boot Log for details 
of previous boot attempt. Pay attention to time 
stamps to ensure Last Boot Log reflects last boot 
attempt. 

D lf necessary, bring system down to minimum 
configuration, processors, memory, 1/0, and 
troubleshoot. 
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E C 

Tr 191e~ 
Run/Attention/Fa~lt ~~tat'jl.À.. ) \ ,u~est' 

r---.----.---,----------------------\~·~ ( ;'-=- --~" 
I Run Attn Fault Description ,..__ .... 
I(Green) (Amber) (Red) 

I ! ' ' i.-S-ta_:_e_: _B_o_o_t -fa- i-le_d ______________ _ 

D Executing non-OS code. 

Action: 

D 1 . Check chassis errar logs 
D 2. Read console messages for indications of 

prablems ie. warnings fram PDC 

I I ~I ~~------------------

l!llT ! Stat[Joe: Unexpected reboot occurred 

I Off Executing non-OS code. 

Action: 

D 1. Check chassis errar logs 
D 2. Read console messages for indications of 

prablems ie. warnings from PDC 

l ~' ~~------------------1 o • State: 

Flashing Flashing Off [J Executing non-OS code. 

D Non-critical errar detected (ie. fan failure, power 
J supply failure) 

! 

Aotion: 

D Read chassis errar logs starting at entry O to 
determine cause of flashing amber LED and fix 
prablem. 

Chapter 6 
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Troubleshooting 

Run/Attention/Fault LED States 

Flashing Flashing 

108 

On 

Flashing 

[] 

[] 

[] 

Action: 

[] 

[] 

State: 

[] 

[] 

[] 

Action: 

[] 

[] 

Boot failed 
Executing non-OS code. 
Non-critical error detected (i e. fan failure, power 
supply failure) 

1 . Check chassis error logs 
2. Read console messages for indications of 
problems ie. warnings from PDC 

o 
Unexpected reboot/system recovering. 
Executing non-OS code. 
Non-critical error detected (ie. fan failure, power .r). 
supply failure) 

1 . Check chassis error logs 
2. Read console messages for indications of 
problems ie. warnings from PDC 

o 

Chapter 6 



Fault /Description 
(Red) 

~==--~~-- ~-~--------------------------------------

. ,State: 

Off OH 

c 

o 

Chapter 6 

oH D A) lf Power LED Off 
D 8) lf Power LED Flashing 
D C) lf Power LED On 

Action: 

D A) Check Power Supply switches and LEDs 

D Power supply switches should be 
on and LEDs should be on to 
indicate presence of AC. lf Power 
Supply LEDs are on and the Front 
Panel LED is off, replace Power 
Monitor. 

D Check AC power at source 

D 8) Turn Front Panel Power Switch on - LED 
should be on solid 

D lf LED continues to flash, system 
has been remotely powered off by 
the service processo r or the power 
monitor has failed. 

D Execute service processar PC 
command: type CTRL 8, log into 
the service processar, and type PC 
at the prompt. 

D lf this doesn't cause the LED to go 
on solid, problem is most likely with 
the power monitor. 

D C) Cannot execute PDC. lf more than one 
processar installed, the problem is most likely a 
failed system board. lf only one processar 
installed, problem could be either the processo r 
or system board. 

Fls: ----- -

Doe: 
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Off 

Fault 'Description 
(Red) 

.---~- r----------------------------------------
• State: 

Off On 
D Boot failed 
D OS not up and running, PDC has detected a 

failure that is preventing boot from occurring. 

Action: 

D 1 . Check chassis errar logs 
D 2. Read console messages for indications of 

problems ie. warnings from PDC 

~r-a- • This is an i~valid indication. Check the server's LEDs 
I ~ I ~ Flashing and try agam. 

011 

I 
r---=-0 • State: 

Flashing Off 
D No code is executing (PDC, OS or Diagnostics) 
D Non-critical errar detected (ie. fan failure, power 

supply failure) (Double fault situation) 

Action: 

[] Cannot execute PDC. lf more than one processar 
installed, the problem is most likely a failed 
system board. lf only one processar installed, 
problem could be either the processar or system 
board. 

D Check chassis errar logs to determine the source 
of non-critical error. 
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Troubleshooting 

Run/Attention/FaultUif:l'~ith-..... 1:.- -v- r 
· ~· 

I I ! 'l.t~Ja \ 
I Run / Attn lFault / 1Description \ ·" 
1
(Green) j(Amber) (Red) '\."">,. L <J. ~ CJ 

f ~ I ~ ~~ rS-ta_:_e_: _B_o_o_t _ffi-il-ed------------------~------~~,~~ 

1 I D OS not up and running, PDC has detected a 

i

j /I failure that is preventing boot from occurring. 
D Non-critical errar detected (i e. fan failure, power 

j supply failure) 

Action: 

D 1. Check chassis logs 
D 2. Read console messages for indications of 

I 
problems ie. warnings from PDC 

,-----.---r----------------------------------------
1 I r-.- Q .-·-=-- This is an i~valid indication. Check the server's LEDs 
I 011 Flashing Flashing and try agam o 

I .l I !,~ ------------------------
11,---- -íl":}II1Any combination with amber on is an invalid indication 
i I ~ I since amber is never on solid. 

on" ;..--
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Troubleshooting 

PCI 1/0 LED States 

LED States 

On 

Off 

o 
On 

o 
On 

State: 

[] Slot selected <Or> slot 
located 

[] Poweron 

Action: 

[] Not ready for OLRAD 

I 

lstate: 

[] Slot selected <Or> slot 
located 

[] Power is off 

Action: 

[] Ready for OLRAD 

~~T~IState : 
· O I ll Fault detected 
On Flashing 

I 
[] Poweron 

~ 112 

o 

!"- ~ 
-~ 

•.. --

o 

? : · -~ 
:::.~:-· 
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I Power Attention / 
i(green) (amber) ;State 

J~S~ta~te~:--------------------

0 
1

1 

ll Fault detected 
Flashing ; (] Power off Off 

I 
-----

IState: 

/ ll Slot available 

c 

c 

Chapter 6 
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Troubleshooting 

Expansion 1/0 LED States 

ion 1/0 LED States 

On 

On 

,-, 

Off 

Attention 
(amber) 

o 
On 

Attention 
(amber) 

Attention 
(amber) 

o 
Flashing 

Attention 
(amber) 

\ 

o 
On 

~-----

!State: 

I ll Slot selected <Or> slot located 
ll Power on 

Action: 

ll Not ready for OLRAD 

IState 

I 
State: 

[] Fault detected 
[] Poweron 

I 

jstate 

JState: 

I i ll Slot selected <Or> slot located 
I ll Power is off 
! 

IAction: 
I 

ll Ready for OLRAD 

Chapter 6 
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I 

[State 
~-------r! -------------

1 

:.-.-i ---r------jState: 

l \) I o Fault detected 
I ott Flashing I ll Power off 

Troubleshooting 

Expansion 1/0 LED States 



Troubleshooting 

GSP LED States 

(, T P LED States 

·/'\!""\ " GSP - Revision A r ~I I 

l fl:0 'u 
'-~ "f 
c p \. ' 

~116 

Type r Status !State 
~------~~---------------1 !State: 

n I [) GSP Power OK 

I 
.-----lstate: 

I [) GSP LAN 
Flashing Green I receive 

I 

GSP Upper 

~l state: 

I ~ I o GSP Failure 

~------~---, 

GSP Lower 

I 

IState: 

o I o Link OK 

I 
~---~---------

lstate: 

D GSP LAN 
Flashing Green 1 transmit 

I 
---. - F tate: 

on Red I D GSP Failure 
! 
i 

o 

o 
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GSP - Revision B 

Type I Status /State 

~ 
State: 

D GSP Power OK 

State: 

o GSP Upper 
D GSP LAN receive Flashing Green 

I! 
State: 

D GSP Failure 

State: 

o D 10 Base-T Link 
OnAmber OK 

State: 

\ 
D 10 Base-T 

Flashing Amber Activity 

o GSP Lower 
State: 

D 1 O Base-T Link 
On Green OK 

State: 

D 10 Base-T 
Flashing Green Activity 
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Troubleshooting 

LAN/SCSILED States 

I LED States 

118 

Type 

~l~atus ~~::::: 100bT Mode 

I O~n . Flashing Green 

LAN Upper ~F State: 

• O -or- . D 10bT Mode 
On Amber Flashing Amber 

~FM- Sta:e: LAN Transmit 
On Green Flashing Green 

,~-----

I 

State: 

D LVD Mode 
On Green 

~------1 SCSI Upper ~------ State: 

OH D Single Ended Mode 

:-------~------- State: 

OnAmber 
D Termpower Present 

SCSI Lower ~------- State: 

Off 
D Termpower Absent 

o 

o 
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Troubleshooting 

Fan, Power Supply, and Disk LED States 

Fan, Power Supply, and Disk LED States 

r-·--,ype--~----stãlUs ______ f&ãie I I o rstaie:- -----------
1 I On Amber I [] Fan Failure 

1

1 
Fan 

I 

~ State: 

I Off D Normal operation 

C· 
State: 

On Green D Normal operation 

Power Supply State: 

D Power-Supply 

I 
Off Failure 

r------------ r-------~----------- ,-------------

State: 

On Green O r Flashing Green 
D Normal Activity 

Disk Activity 
State: c 

Off 
D No Activity - Normal 

State: 

On Amber 
D Ready for HotPiug 

Disk Attention 
IState: 

I D Normal 
i 

Off 

I 
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7 Removing and Replacing Components 

The following list ofparts can be changed when required to keep the system running properly. The 
remove/replace components shown under each part indicates the path required for access to each. 

ce.~- CORREtO~ 
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Removing and Replacing Components 

list of Changeable Parts with Remove and Replace Components 

. c. T t of Changeable Parts with Remove and Replace Components 

, "15-- " 
( ~ "?-N-~-\-Q----lf---W-h-en-VI-. e-w-ed-in_P_D_F-fo_r_m_a-t,_c_o_m_p_o_n_e_n_t_r_e_m_o_v_e_/r_e_p_l_a_ce-in_s_t-ru_c_t-io_n_s_m_a_y_b_e_a_cc-e_s_s-ed-d-ir_e_c_tl_y_ 

'\:;f by clicking on the component title listed under each part. 

Cardcage Fan 

Extend the Server out the Front (If Racked) 

Stand-alone Server Cover Rem oval (lf N ot Racked) 

Side Cover Removal~ 

HotSwap Card Cage Fan Removal 

HotSwap Card Cage Fan Replacement 

Side Cover Replacement 

Stand-alone Server Cover Replacement (IfNot Racked) 

lnsert the Server from the Front (lf Racked) 

Core 110 

Extend the Server out the Front (lf Racked) 

Stand-alone Server Cover Removal (lfNot Racked) 

Side Cover Removal 

Core 110 Removal 

Core 110 Replacement 

Side Cover Replacement 

Stand-alone Server Cover Replacement (lfNot Racked) 

Insert the Server from the Front (I f Racked) 

HotSwap Chassis Fan 

Front Bezel Removal (Single Piece) 

Front Bezel Removal (Two Piece) 

HotSwap Chassis Fan Cover Removal 

HotSwap Chassis Fan Removal 

HotSwap Chassis Fan Replacement 

HotSwap Chassis Fan Cover Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 
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Disk Drive 

Front Bezel Remova! (Single Piece) 

Front Bezel Remova! (Two Piece) 

HotPlug Disk Drive Remova! 

HotPlug Disk Drive Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 

Display Board 

Front Bezel Remov!J.t(Single Piece) 

Front Bezel Remova! (Two Piece) 

Q otSwap Chassis Fan Cover Remova! 

HotSwap Chassis Fan Remova! 

Display Board Remova! 

Display Board Replacement 

HotSwap Chassis Fan Replacement 

HotSwap Chassis Fan Cover Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 

FrontBezel 

Front Bezel Remova! (Single Piece) 

Front Bezel Remova! (Two Piece) 

Front Bezel Replacement (Single Piece) 

O
Front Bezel Replacement (Two Piece) 

ne Piece Bezel Install , 

;Memory DIMM: 

Extend the Server out the Front (If Racked) 

Stand-alone Server Cover Remova! (lfNot Racked) 

Top Cover Remova! 

Memory DIMM Remova! 

Memory DIMM Replacement 

Top Cover Replacement 

Stand-alone Server Cover Remova! (IfNot Racked) 

Insert the Server from the Front (IfRacked) 
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Removing and Replacing Components 

List of Changeable Parts with Remove and Replace Components 

O Card Removal 

PCI Card Separator/Extractor Removal 

PCI Card Separator/Extractor Replacement 

PCI I/0 Card Replacement 

Side Cover Replacement 
• Stand-alone Server Cover Replacement (lfNot Racked) 

Insert the Server from the Front (If Racked) 

Power Supply 

Front Bezel Removal (Single Piece) 

Front Bezel Removal (Two Piece) 

HotSwap Power Supply Removal 

HotSwap Power Supply Replacement 

Front Bezel Replacement (Single Piece) 

Front Bezel Replacement (Two Piece) 

HotSwap Power Converter Fan 

HotSwap Power Converter Fan Removal 

HotSwap Power Converter Fan Replacement 

Platform Monitor 

Extend the Server out the Front (IfRacked) 

Stand-alone Server Cover Remov~l (IfNot Racked) 

';I.'op Cover Removal . 

Platform Monitor Removal 

Platform Monitor Replacement 

Top Cover Replacement 

Stand-alone Server Cover Replacement (IfNot Racked) 

Insert the Server from the Front (IfRacked) 
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Processor Support Module 

Extend the Server out the Front (lf Racked) 

Stand-alone Server Cover Remova} (lfNot Racked) 

Top Cover Remova} 

Processar Support Module Remova} 

Processar Support Module Replacement 

Top Cover Replacement 

Stand-alone Server Cover Remova} (lfNot Racked) 

Insert the Server from the Front (I f Racked) 

c 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

ual Component Remove/Replace Instructions 

onent has instructions for removal followed by instructions for replacement. 

rp54xx servers are available in two housings : rack-mounted or stand-alone. Access to servers mounted in an 
HP-supported rack is covered in this section. 

NOTE 

WARNING 

Ensure that there is enough area (Approximately 1.5 meters (4.5 ft) to fully extend the server 
out th.r front and work on it. 

Ensure that ali anti-tip features (front and rear anti-tip feet installed; ade quate 
ballast properly placed, etc.) are employed prior to extend ing the server. 

To extend the server, perform the following steps: 

1. Remove the four T-25 screws that fasten the server to the rack. 

2. Grasp the server chassis and slowly pull forward . The server is fully extended when the rail clips are 
locked in place. When fully extended, the top and side service bays are fully accessible. 

The following graphic shows the server extended and indicates the rail clip location. 
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Removing and Replacing Components 

Insert the Server from the Front 

rp54xx servers are available in two housings: rack-mounted or stand-alone. Access to server 
HP-supported rack is covered in this section. 

To return the server into the rack, press the rail clips on either side ofthe server in and push the ~-.....,.._.­
the rack until it stops. 

The following graphic shows the server extended and indicates the rail clip location. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

d-alone Server Cover Removal 

t().·-r~\p 4xx server can be ordered as a stand-alone unit. In this configuration, the server has a one-piece 
. pr<tect e cover over it and sits on a platform with locking wheels attached. 
~ - , u 

.~ -"!'fi ove the cover from a stand-alone server, perform the following procedures: 
C'pL~ . 

nfasten and remove the screws (with captive washers) located near the bottom edge ofboth sides ofthe 
server cover. 

2. Lift the protective cover off of the server and set it aside. 

WARNING The stand-alone server weights 69 kg (150 lbs). Removing the stand-alone server from 
its platform requires three people or a suitable lifting device. Failure to heed this 
precaution can result in serious personal injury or destruction of the server. 

To remove the server from its wheeled platform, perform the following procedure: 

1. Facing the front ofthe server, reach under the platform on the right side and unfasten the knurl-knobbed, 
spring-loaded pin (item 1). The pin will retract when it is free . Perform the same step at the rear ofthe 
server. The rear knurl-knobbed, spring-loaded pin is aligned behind the front pin, but at the rear ofthe 
serve r. 

CD 

2. From the back ofthe server, reach under the platform, behind the knurl-knobbed, spring-loaded pin, and 
locate the flat head ofthe second spring-loaded pin (item 2). This pin is spring-loaded to stay up and keep 
the server from sliding on the platform. Pull the pin down and twist one quarter turn to the left to lock the 
pin down and out ofthe way. Perform the same step at the front ofthe server. 

3. The server is now free from its wheeled platform and can be removed from it. 

WARNING 

128 

The stand-alone server weights 69 kg (150 lbs). Removing t h e stand-alone server from 
its platform requires three people or a suitable lifting device. Failure to heed this 
precaution can result in serious personal injury or destruction of the server. 
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The following graphic shows the protective cover. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

WARNING 

erver on its wheeled platform, perform the following procedure: 

The stand-alone server weights 69 kg (150 lbs). Placing the stand-alone ser ver on its 
platform requires three people or a suitable lifting device. Failure to heed this 
precaution can result in serious personal injury or destruction of the server. 

1. Lift the platform and turn both ofthe spring-loaded, flat-headed pins (item 1) a quarter turn to the right 
to lock them out,ofthe way before placing the server on the platform. 

2. Using a lifting devise ora minimum ofthree people, lift the server onto the platform. Align the server and 
platform so that the pins willlock. 

3. Reach under the platform, locate the spring-loaded, flat headed pins and turn them one quarter tum to Q 
the left to unlock them. Gently slide the server around on the platform until the spring-loaded flat-head 
pins snap into their holes. 

4. Once again, reach under the platform on the right side and fasten both front and back knurl-knobbed, 
spring-loaded pins (item 2). 

To place the cover on a stand-alone server, perform the following procedures: 

1. Set the protective cover on th~ server and align the holes located near the bottom edge ofboth sides ofthe o 
server cover. · 

2. Fasten the screws (with captive washers) through the cover, into the platform. 

The following graphic shows the protective cover. 

- ) 
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Top Cover Removal 

Removing and Replacing Components 
Individual Component Remove/Replace lnstructions 

1. Loosen the captive T-15 screws that hold the top cover in place. 

2. Grasp the strap handles, raise the cover slightly, and pull the cover toward the front ofthe server to free 
the cover tabs from the slots in the chassis. The air baffle will be exposed. 

Loosen the captive T-15 screws that hold the air baffle in place then lift the air baffle off ofthe server. 

The following graphics show the top service bay cover and the air baffie. The first graphic shows the top 
service bay cover. 

c 

The second shows the air baffie. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

wer to the server does not have to be off to remove o r replace the top service bay cover and a ir baffle. 
er, operation of the server without the top cover in place can make it susceptible to EMI problems. 

air baffie in place over the opening for the top service bay and tighten the captive T-15 scr ews. 

the steps listed below to replace the top cover: 

1. Align the tabs on the end of the top cover with the corresponding slots in the chassis and seat the tabs 
fully in to the slots. 

2. Seat the top cover in the top ofthe service bay and tighten the captive T-15 screws that hold the cover in 
place. 

The following graphics show the air baffie and the top service bay cover. The first graphic shows the air baffie . 
• 

The second graphic shows the top service bay cover. 

132 Chapter 7 

o 

o 



Removing and Replacing Components 
Individual Component Remove/Repla ... ...-<~rrn..tin 

Loosen the captive T-15 screws that hold the side cover in place, then grasp the strap handle and pull the 
cover away from the server. 

The following graphic shows the side cover with captive screw locations. 

c 
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nent Remove/Replace lnstructions 

eplacement 

Rep ace the side cover according to the following steps : 

1. Grasp the strap handle and insert the tabbed end ofthe cover into the server chassis slots on the right 
si de of the side service bay. 

2. Push the cover into the side service bay opening and fasten the captive T-15 screws that hold the side 
cover in place. 

The following graphic shows the side cover with captive screw locations. 
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Front Bezel Removal (Single Piece) 

Removing and Replacing CofDiil<ilflfi~ 
Individual Component Remove/Replac nsit. 

The rp54xx server front bezel is hinged on the left (facing the front ofthe server). The server does 
be turned offto open or to completely remove the bezel. 

Opening the doar provides access to the following components: 

• HotPlug Disks (AO, Al, and BO, Bl). 

• Removable Media (CD-ROM drive, etc.). 

• HotSwap Chassis Fan cover. 

• HotSwap Chassis Fan O. 

• HotSwap Power Supplies (up to three). 
~ 

To open the front bezel, grasp the right edge of the bezel and pull out. The bezel will swing away from the 
chassis. c) remove the entire bezel, perform the following steps: 

1. Open the front bezel and swing it to the left as far as possible. 

2. Pry the hinge cover, located on the left side of the server, off the chassis. 

3. While supporting the bezel, remove the screws that secure the bezel hinge to the left side of the server. 

4. Grasp the left side ofthe bezel and pull it loose. 

The following graphic shows the front bezel. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

erver front bezel is hinged on the left (facing the front ofthe server). The server does not have to 
to open or to completely remove the bezel. 

ncloses the following components: 

• Removable Media (CD-ROM drive, etc.). 

• HotSwap Chassis Fan cover. 

• HotSwap Chassis Fan O. 

• HotSwap Power Supplies (up to three). 

To attach the bezel, perform the following steps: 

1. Screw the bezel hinge to the threaded inserts on the left side of the server. 

2. lnstall the hinge cover by aligning the notch in the top ofthe cover with the top ofthe assembly cover and 
press firmly into place. 

The following graphic shows the front bezel. 
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Opening the doar provides access to the following components: 

• HotPlug Disks (AO, Al, and BO, Bl). 

• Removable Media (CD-ROM drive, etc.). 

Removing the entire bezel provides access to the components listed above and the following: 

• HotSwap Chassis Fan cover . .. 
• HotSwap ChassiS Fan O. 

• HotSwap Power Supplies (up to three) . c'o open the Disk Media access doar, grasp the right edge ofthe doar and pull out. The door will swing away 
from the chassis, exposing the Disk Media Bay. 

To remove the entire bezel, perform the following steps: 

1. Open the Disk Media access doar, exposing the plastic bezel pins inserted in the clips at the top and 
bottom of the Disk Media bay on the left si de. 

2. Grasp the left si de of the bezel and pull it loose. 

CAUTION DO NOT try to pull the bezel off of the server at this point. The plastic pins holding the 
bezel on the right side are inserted in metal clips on the Disk Media bay and ifthe plastic 
pins are bent, they will break off. 

3. Grasp the bezel with both hands and carefully slide the bezel to the left until both plastic pins clear the 
metal clips on the Disk Media bay. 

4. Pull the bezel away from the server and set it aside. 

The following graphic shows the front bezel. 
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Removing and Replacing Components 

1sk Media Bay door encloses the following components: 

• HotPlug Disks (AO, Al, and BO, Bl). 

• Removable Media (CD-ROM drive, etc.). 

The left side of the front bezel encloses the following components: 

• HotSwap Chassis Fan cover. 

• HotSwap Chassi~ Fan O. 

• HotSwap Power Supplies (up to three). 

To attach the bezel, perform the following steps: 

1. Swing the Disk Media access door open so that the plastic pins that go in to the metal clips on the Disk 
Media bay are exposed. 

CAUTION The plastic pins holding the bezel on the right side are inserted in to metal clips on the Disk 
Media bay. DO NOT bend the plastic pins or they will break off 

2. Holding the bezel with both hands, align the bezel pins with the metal clips on the Disk Media bay and 
carefully slide the bezel pins into the clips. 

3. Attach the left side ofthe bezel to the server chassis by aligning the bezel pins with the chassis clipsand 
press the bezel into the chassis until the pins snap into the clips. 

The following graphic shows the front bezel. 

4. Swing the Disk Media access door closed and attach it to the right si de of the server chassis. 
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Core 110 Remova! 

Before removing either ofthe Core I/0 cards from the server, perform the following tasks: 

• Power down the server. 

• Detach all power cords from the server. 

To remove a Core I/0 card from the server, perform the following steps: 

1. Remove all cables attached to the Core I/0 card at the rear bulkhead . • 

c=:~-N_O_T_E ________ B_e_s_u_r_e_t_o_I_a_h_e_I_th_e __ ca_h_I_e_s_h_e_fo_r_e_r_e_m __ o~_·_n~g~t-h_e_m_. ________________________________ __ 

2. Disconnect any ribbon cable connectors attached to the Core UO card in the side service bay. 

3. Grasp the edge ofthe Core I/0 card and pull it out ofthe server. 

The following graphic shows both Core I/0 cards in the side service bay. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

v t;:-r . 
"~~ Replacement · 

\ \~ rp~x}c<:G e 110 functions are contained on the GSP and LAN/SCSI cards. Both cards are located on the PCI 
~ Back'i:> in the side service bay. The LAN/SCSI card is in 110 slot 1 and the GSP card is in slot 2. 

C' ~o· eplacing either ofthe Core 110 cards, perform the following tasks: 

• Power down the server. 

• Detach all power cords from the server. 

NOTE For revision B GSP only, remove one of the MAC address labels and place on the rear of the 
server as shown in the following graphics. 

To replace a Core 110 card, perform the following steps: 
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1. Orient the 110 card in its guide and push it into the server until the card connector seats in t 
Backplane card slot. 

2. Connect the 110 cable attached to the 110 card at the rear PCI bulkhead. 

3. Connect any ribbon cable connectors attached to the 110 card in the side service bay. 

The following graphic shows an 110 card being replaced. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

PCI Card Separator/Extractor Remova! 

PCI card separator/extractors are located in the Side Service Bay, between the PCI cards. PCI card 
separator/ex tors are plastic cards with two tab handles and two LEDs. 

~efO< :~:~:~l}::~::~:~::xrracto• from ilie 'em•, ~rlonn the following ta.k' 
To re ove a PQI ca:r_:? separator/extractor, perform the following steps: 

1 e a long shaft, medium width, flat blade screw driver (item 1) into the Side Service Bay 
along the side ofthe PCI card separator/extractor, and insert it into the slot in the hook tab (item 2). 

--<V 

2. At the point where the PCI card separator/extractor inserts in to the PCI backplane connector (item 2), 
there are two slotted, hook tab connectors on the PCI card separator/extract or, one on either si de of the 
PCI Backplane connector. Press one then the other to disengage the card from the backplane. 

3. With the two connection points pressed, slide the PCI card separator/extractor out of the PCI card cage. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

PCI Card Separator/Extractor Replacement 

1. Insert the PCI card separator/extractor in to the available slot and slide it in to the PCI backplane 
connector. 

2. Be sure the two hook tabs on the PCI card separator/extractor insert in to the connector blocks on either 
side of the PCI backplane. 

Once you have completed replacement ofthe PCI card separator/extractor into the server, perform the 
following tasks: 

.. 
• Replace the PCJ:card, ifnecessary . 

c Power up the server. 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

Before starting these procedures, you must have an up-to-date configuration backup file . Configur ation 
backup is performed by default each time an LVM command changes the LVM configuration. The default 
backup files path is: 

/etc/lvmconf/base_vg_name.conf . 

The replacement disf: drive must be the same product ID as the disk drive that is being replaced. 

NOTE HP often uses different manufacturers for disks that have the same product number. The 
HotSwap and HotPlug procedures will not update the disk drive's intemal information to that 
of the replaced disk drive. 

The replacement disk drive will have the same capacity and blocksize as the defective disk beca use they have 
the same product number. The only field that can be incorrect is the string specifying the vendor's name. This 
will not affect the behavior ofthe LVM. If you desire to update the manufacturer's name, the disks volume 
group must be deactivated and reactivated. 

HotSwap Software Procedure 

Perform these software procedural steps to replace a HotPlug disk drive device: 

Step 1. Determine whether LVM found the physical volume to be defective when the volume group was 
activated. 

144 

Ifthe volume was defective when the volume group was activated, vgchange will generate the 
following message to the console: 

WARNING 

VGCHANGE: WARNING: COULDN'T ATTACH TO THE VOLUME GROUP PHYSICAL 
VOLUME "/DEV/DSK/cXtXdX" 

VGCHANGE: WARNING: COULDN'T ATTACH TO THE VOLUME GROUP PHYSICAL 
VOLUME "/DEV/DSK/cXtXdX" 

THE PATH OF THE PHYSICAL VOLUME REFERS TO A DEVICE THAT DOES NOT 
EXIST, OR IS NOT CONFIGURED INTO THE KERNAL. 

Ifyou are unsure ofthe status ofvgchange, check it with the vgdisplay command: 

#vgdisplay <VG name> 

For example: 

# vgdisplay /dev/vgOO 

Ifthe disk was defective when the vgchange command was entered, the following message will be 
printed one or more times: 
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WARNING: 

VGDISPLAY : WARNING : COULDN'T QUERY PHYSICAL VOLUME "/DEV/DSK/cXt XdX" 
THE SPECIFIED PATH DOES NOT CORRESPOND TO PHYSICAL VOLUME ATTACHED TO THE 
VOLUME GROUP. 

VGDISPLAY: WARNING: COULDN'T QUERY ALL OF THE PHYSICAL VOLUMES. 

' · ·· .. 

lfyou see these messages, the disk was defective at the time the volume group was activated. 
Remove the bad disk as described in step 9 ofthis procedure, then follow the instructions in for 
replacing the disk and perform the HotSwap Procedure for Unattached Physical Volumes described 
there. 

Otherwisel the disk drive became defective after ugchange was run. Proceed to Step 2. 

Step 2. Display the names of all the logical volumes on this volume group with the ugdisplay command. For 

c example: 

#vgdisplay /dev/vgOO 

Step 3. Determine which logical volumes have mirrors with the lvdisplay command. For example: 

#lvdisplay /dev/vgOO/lvol# I grep -ie "LV Name" -e "Mirrar" 

Step 4. Determine the pvkey command status for the mirrored logical volume, again using the lvdisplay 
command with the -k option. Compare the output to the lvdisplay command with the -v option to 
determine the device file to pvkey mapping. For example, 

o 

Chapter 7 

# lvdisplay -v -k /dev/vg00/lvol1 
--- Logical volumes --­
LV Name 
VG Name 
LV Permission 
LV Status 
Mirrar copies 
Consistency Recovery 
Schedule 
LV Size (Mbytes) 
Current LE 
Allocated PE 
Stripes 
Stripe Size (Kbytes) 
Bad block 
Allocation 
IO Timeout (Seconds) 

/dev/vgOO/lvol1 
/dev/vgOO 
read/write 
available/syncd 
1 

MWC 
parallel 
256 
64 
128 
o 
o 
off 
strict/contiguous 
default 

--- Distribution of logical volume 
PV Name LE on PV PE on PV 
/dev/dsk/c1t6d0 64 64 
/dev/dsk/c2t6d0 64 64 

--- Logical extents 
LE PV1 PE1 Status 1 PV2 
00000 o 00000 current 
00001 o 00001 current 
00002 o 00002 current 

PE2 
1 
1 
1 

.Cf:>MI- CORREIOS 
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00003 
00004 
00005 
00006 
00007 
00008 

(etc.) 

o 
o 
o 
o 
o 
o 

00003 current 
00004 current 
00005 current 
00006 current 
00007 current 
00008 current 

1 

1 

1 

1 

1 

1 

# lvdisplay 
--- Logical 
LV Name 

-v ldevlvgOOilvol1 
volumes ---

VG Name~ 
LV Pen'n:i.ssion 
LV Status 
Mirrar copies 
Consistency Recovery 
Schedule 
LV Size (Mbytes) 
Current LE 
Allocated PE 
Stripes 
Stripe Size (Kbytes) 
Bad block 
Allocation 
IO Timeout (Seconds) 

ldevlvgOOilvol1 
ldevlvgOO 
readl write 
availablelsyncd 
1 

MWC 
parallel 
256 
64 
128 
o 
o 
off 
strictlcontiguous 
default 

--- Distribution 
PV Name 
ldevldsklc1t6d0 
ldevldsklc2t6d0 

of logical volume 
LE on PV PE on PV 
64 
64 

--- Logical extents ---
LE 
00000 
00001 
00002 
00003 
00004 
00005 
00006 
00007 
00008 

PV1 
ldevldsklc1t6d0 
ldevldsklc1t6d0 
ldevldsklc1t6d0 
I devI dsk/clt6d0 
ldevldsklclt6d0 
ldevldsklc1t6d0 
/devldsklclt6d0 
ldevldsklc1t6d0 
ldevldsklc1t6d0 

64 
64 

PE1 Status 1 
00000 current 
00001 current 
00002 current 
00003 current 
00004 current 
00005 current 
00006 current 
00007 current 
00008 current 

PV2 
ldevldsklc2t6d0 
ldevldsklc2t6d0 
ldevldsklc2t6d0 
ldevldsklc2t6d0 
ldevldsklc2t6d0 
ldevldsklc2t6d0 
ldevldsklc2t6d0 
ldevldsklc2t6d0 
ldevldsklc2t6d0 

00003 current 
00004 current 
00005 current 
00006 current 
00007 current 
00008 current 

PE2 Status 2 
00000 current 
00001 current 
00002 current 
00003 current 
00004 current 
00005 current 
00006 current 
00007 current 
00008 current 

The pukey stuatus (O or 1 in this example) shown in the first command, maps to the device file 
names (I deu I dsk I clt6d0 or I deu I dsk I c2t6d0) in the second command under columns PVl and 
PV2, respectively. 

Step 5. Reduce any logical volumes that have mirrar copies on the faulty disk drive so that they no longer 
mirrar onto that disk drive (note the -A n option): 

# lvreduce -m O -A n -k <LV name > l devldsklcXtXcX <pvkey#>& 
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(for 1 way mirroring) 

OR 

# lvreduce -m 1 -A n -k <LV name> /dev/dsk/cXtXcX <pvkey#>& 

(for 2way mirroring) 

For example, enter: 

# lvreduce -m O -A n -k /dev/vg00/lvol4 /dev/dsk/c2t4d0 1& 

The following message will appear: 

Logical volume /dev/vg00/lvol4 has been successfully reduced. 
lvlnboot~ Logical Volume has no extents . 

NOTE lt is important to include the ampersand (&) at the end ofthe command line. 
Otherwise, the lvreduce process will hang, and you will need terminal control to 
negate the command. Once the 'successfully reduced' message has been generated, 
manually end the process using the kill -9 command. 

Step 1. Use the ps command to find the PID for the lvreduce process. 

# ps -ef I grep lvreduce 

Step 2. Manually end the process with the Kill -9 command (lt may take severa} minutes for the process to 
end.). 

# kill -9 <PID> 

Step 3. Repeat steps 4 and 5 for alllogical volumes. 

Step 4. With alllogical volumes reduced, now reduce the volume group using the vgreduce command. For 
example: 

o 
# vgreduce /dev/vgOO /dev/dsk/c2t6d0 

CAUTION The vgreduce procedure may take a long time to complete. Do NOT terminate this 
process. 1 

Step 5. Update the disk BDRA using the lvlnboot command. 

# lvlnboot -R 

Step 6. Proceed to the HotPlug Hardware Procedure to remove the bad disk drive from the server. 

HotPlug Hardware Procedure 
~ ----

''"-' - '-'Til" 

CAUTION Disk Drives can be removed or installed with the server still powered on. This is 
a "manual HotPlug". 

efJirJdltõ ~f?RREIOS 

.4 .-,. 

To remove a disk drive from the server, perform the following step: 
Fls: 

- -y-3 ~7""""""fJ~f-r. 
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E 
A 
B 
c 
o 
E 
F 

G 

The next graphic depicts disk removaVreplacement. 
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,.r~ G 
HotPlug Disk Drive Replacement . ,/ (j~r·r 
The internai disk drives (up to four) are located at the front ri~ht side of.the s~rver (as you are facing it).&:S?_ \ 
When proper software and hardware procedures are followed, mternal d1sk dnves can be rerri'l.>ved and ---Jj 
replaced while the server is running. \ . . .... ··· v 

CAUTJON 

~ - ~ 

Disk Drives can be removed or installed with the server still powered on. This is referred to as 
a "manual HotPlug". 

However, DO NOT replace a HotPlug disk drive until a controlled shutdown ofthe operating 
system has been perfonned. 

Hardware HotPl~g Procedure 

To replace a disk drive in the server, grasp the tab at the bottom ofthe camlatch on the selected disk drive, 
( ush the button inside the cam latch, and pull the cam latch out and up. The disk drive will unlock. Pull 
\___gently until it slides completely free. 

The following graphic shows disk features. 

A bezel handle 

B cam latch 

c carrier frame 

D standoffs 

E circuit board 

F insertion guide 

G capacity label 

O he next graphic depicts disk re~oval/~eplacement. 
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nent Remove/Replace lnstructions 

HP often uses different manufacturers for disks, but assigns the same product number. The hot 
swap manual procedure will not update disk driver internai information to that ofthe replaced 
disk drive. 

Step 1. Perform an ioscan on the replaced disk drive to ensure that it is accessible (claimed), to double 
check that it is a proper replacement, and that the device files are present. Refer to the above note. 

~ 

For example: # ioscan - fnC disk 

Step 2. Use the following procedure to mirror the root disk: 

150 

a . C reate the new physical volume using the pucreate command. 
For example: # pvcreate -B /dev/rdsk/cXtXdX 

b. Extend the volume group to include the new physical volume using the ugextend command: 
Forexample: # vgextend /dev/vgOO ·;dev/dsk/cXtXdX 

c. The mkboot command must be run to make the device bootable. 
For example:# mkboot /dev/rdsk/cXtxdX 

d. Use the mkboot command again to add the HP-UX auto-file-string. 
For example: # mkboot -a "hpux" /dev/rdsk/cXtXdX 

e. Run lulnboot with the following command: # lvlnboot -R 

f. Run luextend to puta mirror into the replaced disk drive. It may t ake several minutes to copy 
the original copy ofthe data to the mirrored extents. The logical volume(s) will still be 
accessible to user applications during this operation. 

For example: 
# lvextend -m 1 <LV name> /dev/dsk/cXtXdX 
OR 
# lvextend -m 2 <LV name> /dev/dsk/cXtXdX (for 3 way mi rroring) 

For example: 
# lvextend -m 1 /dev/vg00/lvol4 /dev/dsk/cXtXdX 
OR 
# 1vextend -m 1 /dev/vg00/1vo15 /dev/dsk/cXtXdX 

Repeat this for each logical volume to be mirrored. 

Verify that the mirror is bootable and AUTO file is correct. 

For example: 
# lifls -1 /dev/rdsk/cXtxdX 
OR 
# lifcp /dev/rdsk/cXtxdX:AUTO -
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g. Verify that the mirroring is set up properly. 

For example: 
# vgdisplay -v /dev/vgOO 
# lvdisplay /dev/vgOO/loll - lvol8 
# lvlnboot -v /dev/vgOO 

Both disks should list as "Boot Disk" and both should appear in the Zvollists. 

At this point the system will be fully functional. 

Hot Swap Procedure for Unattached Physical Volumes 

The following steps_ate an example ofhow to replace a HotPlug disk drive for unattached physical volumes. 
This example assumes the disks are mirrored. 

C~----------------------
NOTE HP often uses different manufacturers for disks, but assigns the same product number. The hot 

swap manual procedure will not update disk driver intemal information to that ofthe replaced 
disk drive. 

Step 1. Perforrn an ioscan on the replaced disk drive to ensure that it is accessible (claimed), to double 
check that it is a proper replacement, and that the device files are present. Refer to the above note. 

For example: # ioscan - fnC disk 

Step 2. Restore the LVM configurationlheaders onto the replaced disk drive from your backup ofthe LVM 
configuration with the following entry: 
# vgcfgrestore -n <volume group name> /dev/rdsk/cXtXdX 

Forexample: # vgcfgrestore -n /dev/vgOO /dev/rdsk/cXtXdX 

Step 3. Attach the new disk drive to the active volume group with the following vgchange command: 

# vgchange -A y <volume group name> 

For example: # vgchange -A y /dev/vgOO 

. ü ep 4. Use the mkboot command to make the device bootable. 
\ 

For example: # mkboot /dev/rdsk/cXtxdX 

Step 5. Use the mkboot command again to add the HP-UX auto-file-string.For example: # mk:boot -a 
"hpux" /dev:/rdsk/cXtXdX 

Step 6. Run lvlnboot with the following command: # lvlnboot -R 

Step 7. Resynchronize the mirrors ofthe replaced disk drive with the following command. It may take 
severa} minutes to copy all the data from the original copy ofthe data to the mirrored P.xtents The.- - ---
logical volume(s) are still accessible to users' applications during this command. .~ .... _,__., ,..;~::, C, 

CPMI ·- CORREIOS 

1633 ' 
# vgsync <VG name> 

For example: # vgsync /dev/vgOO 

At this point the system will be fully functional. 
Fls: _____ _ 
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T 

wap Chassis Fan Cover Remova! 

remove a fan cover from the server, perform the following steps: 

1. Loosen the captive T-15 screws from the sides ofthe cover. 

2. Gently pry the cover away from the server and set it aside. 

The following graphic shows a Chassis Fan Cover in place. 
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HotSwap Chassis Fan Cover Replacement 

The power to the server does not have to be off to remove or replace a HotSwap Chassis Fan c 
number Ois located in the front ofthe server and fan number 1 is located at the rear ofthe server. 

To replace a chassis fan cover, perform the following tasks: 

1. Insert the co ver in to position in front of the fan. 

2. Tighten the captive T-15 screws on each side ofthe cover. 

The following graphic shows a HotSwap Chassis Fan Cover. 
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ssis Fan Removal 

To remove a fan from the server, perform the following steps: 

1. Check the fan LED located on the fan. Ifthe LED is illuminated, the fan has failed. 

NOTE When one fan has failed (or is removed from the server), the system automatically puts the 
remaining fan in to high speed mode. The noise levei o f the server will increase. 

2. Grasp the fan grill and gently pull toward you. The fan assembly will unplug from the electrical outlet 
and slide out ofl!he server. 

CAUTION Running the server for extended periods oftime with a cooling fan removed may create hot 
spots inside the server and possibly shorten component life. 

Ifthe other fan fails when one fan is removed, the system will halt. 

The following graphic shows a HotSwap Chassis Fan. 
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HotSwap Power Supply Replacement 

Up to three power supplies (O through 2), located across the bottom front ofthe server,.can be 1 

server without removing power. 

To replace a power supply, perform the following steps: 

CAUTION Be careful when putting the power supply into the server. It is heavier than it appears. 

1. Grasp the handle in one hand and support the power supply with the other. Slide the power supply into 
the server. The Power Supply LED should illuminate immediately. 

2. Replace the T-15 mounting screw located to the right of the handle near the top of the power supply. 

The following graphic shows a front and rear view of a HotSwap Power Supply. 

o 

c 
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~{,_ •I Compooenl Romovo/Roploool"'tructio"' 

\ ~ H~~ ap Power Converter Fan Removal 

(1 ,.., The p er to the server does not have to be off to remove or replace a HotSwap Powe~ Converter fan . Fans 
- · \t ered 6 and 7 are located in the rear ofthe server. 

To remove a fan from the server, perform the following steps: 

NOTE When one fan has failed (or is removed from the server), the syst em automatically puts the 
remaining fan in to high speed mode. The noise levei o f the server will increase. 

1. There are four screws attached to each corner of each fan. Loosen only the captive Torx-head screws 
located diagonally across the face ofthe fan (upper left, lower right sides). 

2. Grasp the extended screw-heads (or the fan grill) and gently pull toward you. The fan assembly will 
unplug from the .electrical outlet and slide out of the server. 

CAUTION Running the server for extended periods oftime with a cooling fan removed may create hot 
spots inside the server and possibly shorten component life. 

If the other fan fails when one fan is removed, the system will halt. 

The following graphic shows where HotSwap Power Converter Fans are located. 
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HotSwap Power Converter Fan Replacement 

The power to the server does not have tó be off to remove or replace a HotSwap Power Converter fan""' ........ _ 
numbered 6 and 7 are located in the rear ofthe server. 

To replace a fan into the server, perform the following steps: 

1. Orient the fan assembly so that the electrical plug will connect, then grasp the extended screw-heads (or 
the fan grill) and gently push the fan assembly in to its housing. The fan assembly plug will connect with 
the electrical outlet in back of the housing. 

2. Tighten the captive T-15 screws located diagonally across the face ofthe fan (upper left, lower right sides). 

The following graphic shows where HotSwap Power Converter Fans are located. 

c 

o 
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__..-t~IJtMl'IU'dual Component Remove/Replace lnstructions 
c 
-~· --., , 
f p Pr,ce sor Support Module Removal 

~ ';?roce~ Support Modules (PSMs) reside on the System Board and are accessed via ~he Top Service Bay. 
. . Looki~ mto the Top Service Bay from the front, PSMs are located on either side of the server, at the front. 

Th.e' can be two PSMs, numbered O and 1 

To remove a PSM from the server, perform the following steps: 

1. Loosen the two captive mounting screws that hold the PSM in place. 

NOTE For the rp54 70, the mounting screws have been replaced by posts and the air baflle is used 
to secure the PSM's. 

2. Grasp the two captive mounting screws and lift the PSM out ofthe server. 

The following graphic shows a PSM in the server. 
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Processor Support Module Replacement 

Processor Support Modules (PSMs) (there can be two PSMs, numbered O and 1) reside on the System Board 
andare accessed via the Top Service Bay. Looking into the Top Service Bay from the front, PSMs are located 
on either side ofthe server, at the front. 

To replace a PSM, perform the following steps: 

1. Seat the PSM into its socket. 

2. Tighten the two captive mounting screws that hold the PSM in place. 

NOTE For the rp54 70, the mounting screws have been replaced by posts and the air baftle is used 
to secure the PSM's. 

The following grap~ shows a PSM in the server. 
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Remova! 

Removing rp5400 Memory DIMMs 

To remove an rp5400 memory DIMM, perform the following steps: 

1. Press down on the extractor levers on each end ofthe selected memory DIMM to unseat the DIMM from 
its socket. 

2. When the memory DIMM unseats from the socket, pull it up and away from the System Board. 

The following graphics show a memory DIMM, followed by a display of a DIMM being removedlreplaced. 

Removing rp5470 Memory DIMMs 

To remove an rp5470 memory DIMM, perform the following steps: 

1. Pull up on the extractor levers on each end ofthe Memory Carrier to unseat the Memory Carrier from its 
socket. 

2. When the Memory Carrier unseats from the socket, pull it up and away from the System Boar d. 

3. Loosen the captive screws that secure the DIMM Clip and remove DIMM Clip from the Memory Carrier. 

4. Press down on the extractor levers on each end ofthe selected memory DIMM to un~eat the DIMM from 
its socket. 

5. When the memory DIMM unseats from the socket, pull it up and away from the Memory Carrier. 
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Memory DIMM Replacement 

Mernory DIMMs reside in slots located on the Systern Board (up to eight). They are lo~ded in 
equal size. 

Replacing rp5400 aml/or rp5450 Memory DIMMs 

To replace a rnernory DIMM, perforrn the following steps: 

L Seat the rnernory DIMM into its socket. 

2. Press the extractor levers on each end ofthe rnernory DIMM slot inward until the levers snap in to place. 

The following graphics show a rnernory DIMM and a display of DIMM rernovaVreplacernent. 

c 

O eplacing rp5470 Memory DIMMs 

To replace an rp54 70 rnernory DIMM, perforrn the following steps: 

L Seat the rnernory DIMM into its socket on the Mernory Carrier. 

2. Press the extractor levers on each end ofthe rnernory DIMM slot inward until the levers snap in to place. 

3. Attach the Mernory Clip to the Mernory Carrier with the DIMM slot rnarkings on the top ofthe Mernory 
Clip alígned with the DIMM slot rnarkings on the :Mernory Carrier. Secure the Mernory Cli usin-g-the---- - ­
captive screws. 

4. Seat the Mernory Carrier into the slot on the Systern Board. 
CPMI ·CORReiO$ --

5. Push down on the extractor levers and snap thern into place. _1638 
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~
. 'v Jn~_iv\ I Component Remove/Replace lnstructions 

!i- J ~ 
, Displ y Board Remova! 

;r ' . 
C p l Tbe splay Board contains the server's ON/OFF switch and fi v e LEDs that indica te server status when 
~er is applied. 

CAUTION The Display Board is not a HotSwap or HotPlug unit. Ensure that the server is powered-down 
prior to removal. 

To remove the Display Board, perform the following tasks: 

1. Remove the three T-10 screws that hold the Display Board in place near the top ofthe chassis front. 

2. Remove the two T-15 screws that hold the front Chassis Fan in place and extract the fan from the server. 

3. Reach up through the top of the Chassis Fan cavity and carefully pull the Display Board back to free the 
LEDs and the OtL'Off switch from their chassis openings. Pull the Display Board down through the 
Chassis Fan cavlty. 

4. Disconnect the ribbon cable from the Display Board, and place the display board on a suitable work 
surface. 

The following graphic shows the Display Board access location (item 1) (looking up from the bottom of the 
front ofthe server). 

The next graphic shows the Display Board module. 
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Display Board Replacement 

Removing a 

Individual Component R 

The Display Board contains the server's ON/OFF switch and five LEDs that indicate r;; 

power is applied. 

CAUTION The Display Board is nota HotSwap or HotPlug unit. Ensure that it is powered-down prior to 
remova!. 

To replace the Display Board, perform the following tasks: 

1. Reconnect the ribbon cable to the Display Board. 

2. Carefully push the Display Board up through the top of the Chassis Fan cavity and insert the LEDs and 
On/Off switch in to their respective chassis openings. 

3. Replace three T-.10 screws. 

CThe following graphic shows the Display Board location (item 1) Oooking up from the bottom of the front of 
che server). 

The next graphic shows the Display Board module. 
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Removing and Replacing Components 

v 
· "dual Component Remove/Replace lnstructions 

l"iY5 \ 
~ Pltd rm Monitor Removal 

• :::f "':?h~ tform Monitor resides on the System Board and is accessed via the Top Servic.e Bay. 

"' - P L -

Removing rp5400 and/or rp5450 Model Platform Monitors 

Looking into the Top Service Bay from the front, the rp5400/rp5450 model Platform Monitor is located on the 
left si de at the front of the server. 

To remove the rp5400/rp5450 model Platform Monitor, perform the following steps: 

1. Pull up on the extractor levers on each end of the Platform Monitor to unseat it from its socket. 

2. When the Platform Monitor unseats from the socket, pull it up and away from the System Board. 

The following graphics show a Platform Monitor board followed by a display o f Platform Monitor 
removal!replacemen:t. 

Removing The rp5470 Model Platform Monitor 

Looking into the Top Service Bay from the front, the rp5470 model Platform Monitor is located on the right 
side at the front ofthe server. 

To remove an rp54 70 model Platform Monitor, perform the following steps: 

1. Pull up on the extractor levers on each end of the Platform Monitor to unseat it from its socket. 

2. When the Platform Monitor unseats from the socket, pull it up and away from the System Board. 
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onitor Replacement 

Monitor resides on the System Board and is accessed via the Top Service Bay. 

~~._.., .. Ag rp5400 and/or rp5450 Platform Monitors 

Looking in to the Top Service Bay from the front, the rp5400/rp5450 model Platform Monitor is located on the 
left si de at the front of the server. 

To replace a Platform Monitor, perform the following steps: 

1. Seat the Platform Monitor into its socket. 

2. Lift the extractor levers and press them onto each end ofthe Platform Monitor until the levers snap into 
place. 

The following graphics show a Platform Monitor board followed by a display o f Platform Monitor 
removallreplacement. 

Replacing rp5470 Platform Monitor 

Looking into the Top Service Bay from the front, the rp54 70 model Platform Monitor is located on the right 
side at the front ofthe server. 

To replace a Platform Monitor, perform the following steps: 

1. Seat the Platform Monitor into its socket. · 

2. Lift the extractor levers and press them onto each end ofthe Platform Monitor until the levers snap into 
place. · 
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Removing and Replacing Components 

Individual Component Remove/Replace lnstructions 

~{·'· t 
.J 

~"""'\ }\1 1/0 Card Remova! 

~ ) The ide service bay contains card slots for ten PCI 110 cards (slots 3 through 12) and.two Core 110 cards 
~ . · (Slo't 1 and 2). 
" ' ... 1" ~ 
' p L;· . P orm the following tasks prior to removing PCI 110 cards: 

• Power down the server. 

• Detach ali power cords from the server. 

To remove a PCI 110 card from the server, perform the following steps: 

NOTE Record the location of ali PCI cards as they are removed. Replacing them in a diffferent location 
will require system reconfiguration and could cause boot failure . 

• 1. Disconnect the 1/0 cable attached to the 110 card at the rear PCI bulkhead. 

2. Disconnect any ribbon cable connectors attached to the 110 card in the side service bay. 

3. Grasp the edge ofthe 110 card and pull it out ofthe server. 

The following graphic shows an 110 card being removed. 
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PCI 1/0 Card Replacement 

The side service bay contains card slots for 10 PCI 110 cards (slots 3 through 12) and ~ Core 110 cards (slots 1 
and 2). 

Prior to replacing PCI cards, perform the steps listed below: 

• Power down the server. 

• Detach ali power cords from the server. 

To replace a Core or PCI 1/0 card, perform the following steps: 

c 

o 

1. Locate the 1/0 card guide (item 1) on the outside ofthe Fan Assembly Housing. Orient the 110 card into its 
guide slot and push it into the server until the card connector seats in the 110 Backplane card connector. 

NOTE ~~ch 110 card guide contains two slots. The top slot is aligned with the 110 Backplane card 
connector. 

2. Connect the 110 cable attached to the 110 card at the rear PCI bulkhead. 

3. Connect any ribbon cable connectors attached to the 110 card in the side service bay. 
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graphic shows an 110 card being replaced. 
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Paris and Accessories 

RU Physicallocation 

U Physical Location 
his section contains views ofthe rp54xx computer. The locator numbers in the diagrams correspond to the 

numbers in the CRU Part Number section. 

Figure A-1 Server Rear View 
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FigureA-2 Side Service Bay 

c 

FigureA-3 System Board (Access via Top Service Bay) 

o 
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Paris and Accessories 

Server Front 

*The Display Board is accessed by removing the Chassis Fan screen and fan (item 7). The Display Board is 
located through a slot in the inside top of the Chassis Fan cavity. 
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Customer Replaceable Unit Part Numbers 

The following tables list ali Customer Replaceable Units (CRUs) for the rp54xx computer system. The 
following tables list both new and exchange part numbers. 

Table A-1 Exchange CRUs 

Product # NewPart# Exch. Part # Description Loc # 

A5191AIB 
A5576NB A5191-60010 A5191-69010 Platform Monitor Board 1 
A6144NB 
A6797B 

A5527A 
~ 

0950-3471 A5527-69001 Power Supply 2 

A6155A A6155-60001 A6155-69001 Memory Carrier NA 

A6115A A6115-60001 A6115-69001 1024 MB Memory DIMM 

A5798A A5798-60001 A5798-69001 512MB Memory DIMM 
3 

A5797A A5797-60001 A5797-69001 256 MB Memory DIMM 

A5554A A5554-60002 A5554-69002 128 MB Memory DIMM 

A5802A A5802-67001 A5802-69001 9 GB HotPlug Disk Assembly 

A5803A A5803-6700 1 A5803-69001 18 GB HotPlug Disk Assembly 4 

A6110A A6110-67001 A6110-69001 36GB HotPlug Disk Assembly 

A5796A A3639-60012 A3639-69012 
PA-8500/8600 Processor Support 5 
Module 

A6799A 0950-3908 A3639-69033 PA-8700 Processor Support Module 5 

A6696A A5191-60012 A5191-69012 Revision A GSP NA 

A6696B A6144-60012 A6144-69012 Revision B GSP NA 

CPMI - CORREIOS 
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~a~~essories 
. Wm'\ ;laceable Unil Part Numbers 

I . • Táb~~, Non-Excbange CRUs 

() , 
r· \?~t# Part # Description 

A5191-60013 Display Board 

A5191-04002 Fan, Chassis (172m) 

A5191-04003 Fan, Card Cage (119m) 
A5191AIB 
A5576A/B A5191-67006 Fan, Power Converter 

A6144A/B 0515-0664 Processar Cover Plate 
A6797B 

A5236-40024 Disk Filler Panel 

A5191-00107 Power Supply Filler Panel 

A3-6a9-04024 PCI Separator/Extractor 

A5576A/B 
A5191AIB A5191-04008 Plastic Front Bezel, old style (split door) 
A6144A 

A5576A/B 
A5191A/B A5191-040126 Plastic Front Bezel, new style rp54xx (solid piece) 
A6144A/B 

A6797B A5191-04013 6 Plastic Front Bezel, rp54xx (solid piece) 

A5576A/B 
A5191A/B A5191-70010 Bezel Hardware Kit 
A6144A/B 
A6797B 

A6696A A5191-63001 
W-Cable (beige color), use with revision A GSP 
(A5191-60012/69012) only 

A6696B A6144-63001 
M-Cable (black color), use with revision B GSP 
(A6144-60012/69012) only 

a. When replacing the split door bezel (Aql91-04008) with a solid piece bezel, the Bezel 
Hardware Kit (A5191-70010) is required. 
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Loc# 
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10 

NA 

NA 

11 
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NA 

NA 
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System Specifications 

Dimenslons 

sions 

Uncrating Space 

rp54xx systems are shipped in boxes on a 34.75 in. x 26 in. (88.25 em. x 66 em.) pallet. The combined height of 
the packaged container and the pallets is 23.25 in. (59 em.). 

///-------26.0 inch 

~ 23.25inch 

J 

rhrr004 

o 

Allow a circular area approximately 5 ft. (2 m.) in diameter room for uncrating the system. Allow additional o 
space for temporary storage of the 'shipping containers and packing materiais. 

, Space Requirements 

A minimum access area of2 ft. (0.7 m.) in ali directions is required for serviceability. 
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Computer Room Physical Space Requirements 

Server 

The A5537 A, A5538A, or A5539A cabinets in which the server resides is 38.5" deep by 23.5" wide, with 
heights as follows: 

• A5537A 1.2 meter rack- 49.5" 

• A5538A 1.6 meter rack - 63.5" 

• A5539A 2.0 meter rack- 77.5" 

The cabinet anti-tip feet (required for safety) extend the depth an additionallO" in the front and 14" in the 
back. The minimum standalone physical space for the rp54xx server in a cabinet is shown in the following 
illustration: • 

c 

o rhrr005 

9.0 inc 

ANTI·TIP 
FEET 

h 

14.0 inc h 

36.5 
in c h 

tW~INJ 
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,....--

z o 
"' ~., 
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7.0 inch 

v-ANTI-TIP 
FEET 

10.0 inch 

f 
I.() .C 
·o 

"'c N ._ 

' 

For service access, the server slidés on rails 28" beyond the edge ofthe chassis in the front. An additional 
minimum of3' ofworkspace on all sides is required for servicing the server. 

Aisle Space 

The minimum aisle space between rows of installed HP rp54xx server/cabinets is 3 feet, front and back, for 
airflow and serviceability. 

C~~~- CORREIOS 

16 47 
Fls: - --..-3 _..,..7 ~o.---.11,:--

Appendix B 183 



System Specifications 

Dimensions 

rating Space 

r :r;p 4:q gr tems are shipped in integrated cabinets on a 34.75" (88.25 em.) X 26" (66 em.) pallet. The combined 
· the packaged container and the pallets are as follows: 

• 1.1 meter rack- 60 inches 

• 1.6 meter rack - 73 inches 

• 2.0 meter rack- 87 inches 

Allow room (a circular area approximately 12 feet (3.5 meters) in diameter) for uncrating the system and 
rolling the cabinet offthe pallet on rails. Allow additional space for temporary storage ofthe shipping 
containers and packing materiais .. 

~ 
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Electrical 

The HP rp54xx power system is comprised of one, two or three autoranging, 12A/10A/5A, 930W 
hot-swappable system power supplies, depending on how the system is configured. The maximum power 
needed by fully-configured server is 1200W. Each power supply requires a dedicated 20A branch circuit. 

CAUTION HP does not recommend and does not support the use of"ferro-active" or "ferro-resonant" 
power correction in conjunction with the rp54xx server. These type ofline conditioners 
represent an older technology that is not compatible with the most recent designs in active PFC 
power supplies such as those in the HP rp54xx servers. "Ferro-active" or "ferro-resonant" line 
conditioners may cause an increase in total harmonic distortion and may produce significant 
and unpredictable voltage regulation anomalies. 

c 1Jffice High Availability Requirements 

Server-level Enhanced Power Availability 

At the server levei, enhanced power availability is achieved through the n+l hot-swappable power supplies. 

One power supply is required for a minimally configured rp54xx system operation and in order to allow the 
system to boot. If a second power supply is present, one of the two power supplies can fail without the system 
shutting down. Similarly, two power supplies are required for a more heavily-configured rp54xx server. If a 
third power supply is present, one ofthe two power supplies can fail without the system shutting down. 

If a third (redundant) power supply is present, ali three power supplies become hot-swappable. Any one ofthe 
power supplies can fail without affecting system performance, and can be replaced while the system is 
on-line. Single point of failure is reduced to the local wall circuit or PowerTrust UPS to which the power 
supply pow:er cords are connected. 

Power Protection 

Power protection is provided through the use ofHP PowerTrust UPSs (Uninterruptible Power Supplies). The 
~~ly supported models for rp54xx systems are the 3.0kVA and 5.5kVA models. Recommendations for other 
\.__)'.anufacturers and models are not yet determined. 

HP rp54xx server power supplies\may be plugged directly in to the customer's site UPS. However, customers 
are advised against plugging the power supply in to an HP Po~érTrust UPS and then connecting that UPS to 
the site UPS. 
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System Specifications 

Electrical 

Modular PDUs 

The acronym PDU (Power Distribution Unit) in this document refers to the power str ips 
attached to the HP rp54xx cabinet. 

ar PDUs are available for use with the rp54xx product: 

modular PDU, HP product number E7674A. This PDU has seven C13 out lets and one C19 outlet. 
Note that ifthis PDU is used to power the rp54xx server, any other peripherals must have their power 
supplied by additional PDUs in the cabinet. The PDU power cord (HP part number 8120-6903) has an 
L6-20P plug which must be plugged into an L6-20R wall or floor receptacle. 

: [~] 

• 30A modular PDU, HP product number E7681A (North America) or E7682A (lnternational). This PDU 
has eight C13 outlets and two C19 outlets, split across two 20A branch circuits (max. 30A available). The 
PDU power cord has an L6-30 plug. 

~~~~[:;:] 

~~ ~ ~ [:;:] 

000 
000 

000 

L 

• 60A modular PDU, HP product number E7683A (North America) or E7667A (lnternational). 
FINAL DESIGN ON THIS PRODUCT IS NOT YET AVAILABLE. 

System Power Requirements 

Table B-1 Power Requirements 

Requirements V alue Comments 

Nominal input voltage 100-240 VAC 

Frequency range (minimum - 50-60HZ 
maximum) · 

Number ofphases 1 
\ 

Theoretical m·aximum current 12.0A Per line cord 

Maximum inrush current 69.0A Per line cord 

Ground leakage current (mA) < 3.6 mA Per line cord 
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System Specifications 

LAN and Telephone ') v 
rp54xx servers provide remote console access via the secure web console, which may be con ~ted t 
RS-232 serial port or lOBase-T RJ45 LAN port on the GSP (Guardian Service Processor) card in 
The same connectors may also be used to connect directly to a hard console. 

NOTE The RJ45 LAN port should be used ONLY for remote console access and notas a production 
LAN port. 

rp54xx servers may require as many as three unique IP addresses: 

• The rp54xx server requires its own IP address . 

• • The Guardian Service Processor, as a separate network device, has to have its own IP address, gateway, 

.. ~ .. - -~ ... "'"-~ -

c and subnet mask configured at the si te in order to be separately addressed. The service processor does not 
support DHCP, so the IP address must be assigned out of a separa te pool from any that are assigned 
dynamically. 

• The remote web console, if used, requires its own IP address. 

NOTE 

o 

Appendix B 

Check with your local telephone company to be thatsure the telephone service at the si te can 
accommodate modem/data quality transmission. 
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System Specifications 

Acoustic Safety Standards 

·c r 
~~~·~.---------------------------------------------------
:f ~ tic Safety Standards 

;:;: L T~e l; ustic specifications for the rp54xx server are as follows: 

7.0 Bels LwA maximum at >31° C 

Sound pressure 60 dB maximum at > 31° C 

No prominent tones 
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Altitude Operation Standards 

Maximum Altitude 

Operational 3000 meters above sea levei 

Non-operational 4572 meters above sea levei 

Effects of Altitude 

Some old models oft~pe drives, including those supplied by Hewlett-Packard, have vacuum column transport 
mechanisms that are affected by atmospheric pressure. Adjustments to these mechanisms may be required to c ~ompensate for the lower atmospheric pressure at higher altitudes. 

o 

' ·,;;:,;.,; ·c.& 
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erature and Humidity Operating Standards 

The following table lists the temperature and humidity specifications for rp54xx servers. 

Temperature and Humidity Specifications 

Recommended Maximum 
Operational Non-Operating 

Param e ter Operating Rate of Change 
Limits Ranges 

Range (per hour) 

Temperaturea 5°C to 35°C 20°C to 25°C 10°C (50°F) per -40°C to +70°C 
(41 °F to 95°F)b (68°F to 77°F) hour (With tape (-40°F to +158°F) 

media) 
Jo 

. . 
20°C (68°F) per 
hour (Without 
tape media) 

Operating 15 to 80% 40 to 60% 30% Per hour 90% Relative 
Humidity Rei ative Relative Relative humidity humidity 

humidity humidity (N on-condensing) (N on-condensing) 
(Non-condensing) (N on-condensing) at 65°C (149°F) 
at 35°C (95°F) 

a . The rp54xx has been designed to opera te within the above specific temperature and relative 
humidity operationallimits. In general, operating any electronic equipment within the 
recommended ranges oftemperature and humidity will produce optimal reliability. 

b. Temperature ranges stated above are at sea levei. Maximum operating temperature is 

derated (reduced) by 2°C for each 1000 meters above sea levei up to a maximum of 3000 
meters. 

NOTE Operating ranges refer to the ambient air temperature and humidity measured at the cabinet 
cooling air intake vents. 

Thermal Protection Features 

Ifthe cabinet temperature approaches 35°C, thermal protection will be invoked. At 35°C +1- 2°C a warning 

message will be displayed on the system console. At 40°C +1- 2°C an ungraceful shutdown will occur. 
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In general, a well-designed power distribution system exceeds the requirements ofmost electrical codes. A 
good design, when coupled with proper installation practices, produces the most trouble-free operation. 

A detailed discussion ofpower distribution system design and installation is beyond the scope ofthis 
information. However, electrical factors relating to power distribution system design and installation must be 
considered during the site preparation process. 

The electrical factors discussed in this section are: 

• Computer roo~ ~afety 

• Power Consumption 

• Electricalload requirements (circuit breaker sizing) 

• Power quality 

• Distribution hardware 

• System installation guidelines 

Computer Room Safety 

Inside the computer room, fire protection and adequate lighting (for equipment servicing) are important 
safety considerations. Federal and local safety codes govern computer installations. 

Fire Protection 

The National Fire Protection Association's Standard for the Protection ofElectronic Computer Data 
Processing Equipment, NFPA 75, contains information on safety monitoring equipment for computer rooms. 

Most computer room installations are equipped with the following fire protection devices: 

• Smoke detectors 

• Fire and temperature alarms 

• Fire extinguishing system 

Additional safety devices are: 

·• Circuit breakers 

• An emergency power cutoff switch 

• Devices specific to the geographic location i . e., earthquake protection 

Lighting Requirements for Equipment Servicing 

Adequate lighting and utility outlets in a computer room reduce the possibility of accidents during equipment 
servicing. Safer servicing is also more efficient and, therefore, less costly. 

For example, adequa te lighting reduces the chances of connector damage when cables are installed or 
removed. 

192 Appendix C 



.. 
' 

The minimum recommended illumination levei is 70 foot-candles (756lumens per square meter) w 
light levei is measured at 30 inches (76.2 em) above the floor. 

Power Consumption 

When determining power requirements, you must consider any peripheral equipment that will be installed 
during initial installation oras a later update. Refer to the applicable documentation for such devices to 
determine the power required to support these devices. 

Electrical Load Requirements (Circuit Breaker Sizing) 

NOTE Local authority has jurisdiction [LAHJ] and should make the final decision regarding 
adherence to country- specific electrical codes and guidelines. 

( 'tis good practice to derate power distribution systems for one or more of the following reasons: 

• To avoid nuisance tripping from load shifts or power transients, circuit protection devices should never be 
run above 80% oftheir root-mean-square (RMS) current ratings. 

• Safety agencies dera te most power connectors to 80% of their RMS current ratings. 

Power Quality 

The hp server is designed to opera te over a wide range of voltages and frequencies. The server is tested and 
shown to comply with EMC Specification EN50082. However, damage can occur ifthese ranges are exceeded. 
Severe electrical disturbances can exceed the design specifications of the equipment. 

Sources of Voltage Fluctuations 

Voltage fluctuations, sometimes called glitches, affect the quality of electrical power. Common sources ofthese 
disturbances are: 

• 
• 
• o 
• 
• 
• 

Fluctuations occurring within the facility's distribution system 

Utility service low-voltage conditions (such as sags or brownouts) 

Wide and rapid variations in input voltage leveis 

Wide and rapid variations in input power frequency 

Electrical storms 

Large inductive sources (such as motors and welders) 

Faults in the distribution system wiring (such as loose connections) 

o 

• Microwave, radar, radio, or cell phone transmissions ....-----------------
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General Site Preparation Guidelines 

Protection 

can be protected from the sources of many o f these electrical disturbances by using: 

• Over- and under-voltage detection and protection circuits 

• Screening to cancel out the effects o f undesirable transmissions 

• Lightning arresters on power cables to protect equipment against electrical stonns 

Precautions have been taken during power distribution system design to provide immunity to power outages 
ofless than one cycle. However, testing cannot conclusively rule out loss of service. Therefore, adherence to 
the following guidelines provides the best possible performance ofpower distribution systems for hp computer 
equipment: 

• • Dedicated power source-Isolates an hp server power distribution system from other circuits in the 
facility. 

• Missing-phase and low-voltage detectors-Shuts equipment down automatically when a severe power 
disruption occurs. For peripheral equipment, these devices are recommended but optional. 

• Online uninterruptible power supply (UPS)-Keeps input voltage to devices constant and should be 
considered i f outages of one-half cycle or more are common. Refer to qualified contractors or consultants 
for each situation. 

Distribution Hardware 

This section describes wire selection and the types ofraceways (electrical conduit s) used in the distribution 
system. 

Wire Selection 

Use copper conductors instead of aluminum, as aluminum's coefficient of expansion differs significantly from 
tha t o f other metais used in power hardware. Because of this difference, alumin um conductors can cause 
connector hardware to work loose, overheat, and fail. 

Raceway Systems (electrical conduits) [LAHJ] 

Raceways (electrical conduits) form part ofthe protective ground path for personnel and equipment. 
Raceways protect the wiring from accidental damage and also provide a heatsink for the wires. 

Any ofthe following types may be. used:, 

• Electrical metallic tubing (EMT) thin-wall tubing 

• Rigid (metal) conduit 

• Liquidtight with RFI shield grounded (most commonly used under raised floors) 

Building Distribution 

All building feeders and branch circuitry should be in rigid metallic conduit with proper connectors (to 
provide ground continuity) Conduit that is exposed and subject to damage should be constructed ofrigid 
galvanized steel. 
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Grounding Systems 

An hp server requires two methods of grounding: 

• Power distribution safety grounding 

• High frequency intercabinet grounding 

Power Distribution Safety Grounding [LAHJ] 

The power distribution safety grounding system consists of connecting various points in the power 
distribution system to earth ground using green (green/yeliow) wire ground conductors. Having these ground 
connections tied to metal chassis parts that may be touched by computer room personnel protects them 
against shock hazard from current leakage and fault conditions. 

Power distribution systems consist of several parts. Hewlett-Packard recommends that these parts be solidly 
interconnected to provide an equipotential ground to ali points . 

.lo 

Main Building EieCtrical Ground The main electrical service entrance equipment should have an earth 

C "fl"Ound connection, as required by applicable codes. Connections such as a grounding rod, building steel, or a 
conductive type cold water service pipe provide an earth ground. 

Electrical Conduit Ground Ali electrical conduits should be made ofrigid metaliic conduit that is securely 
connected together or bonded to panels and electrical boxes, soas to provide a continuous grounding system. 

Pow er Panel Ground Each power panel should be grounded to the electrical service entrance with green 
(green/yeliow) wire ground conductors. The green (green/yeliow) wire ground conductors should be sized per 
applicable codes (based on circuit over current device ratings). 

NOTE The green wire ground conductor mentioned above may be a black wire marked with green 
tape. [LAHJ] 

Computer Safety Ground Ground all computer equipment with the green (green/yellow) wire included in 
the branch circuitry. The green (green/yellow) wire ground conductors should be connected to the appropriate 
power panel and should be sized per applicable codes (based on circuit over current device ratings). 

Cabinet Performance Grounding (High Frequency Ground) 

Signal interconnects between system cabinets require high frequency ground return paths. Connect ali 
o abinets to site ground. 

NOTE In some cases power distribution system green (green/yellow) wire ground conductors are too 
long and inductive to provide adequate high frequency ground return paths. Therefore, a 
ground strap (customer-supplied) should be used for connecting the system cabinet to the site 
grounding grid (customer-supplied). When connecting this ground, ensure that the raised floor 
is properly grounded for high frequency. 

------------~~~~~~~~~~~~~~~~~----------------------------------r=n===~. ~===,n=A=.~=,--~ .. A-,n-.r---~---
Power panels located in close proximity to the computer equipment should also be connected to t e ~~I _ CvORREIOS 
grounding grid. Methods ofproviding a sufficiently high frequency ground grid are described in the-ne-xt 
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General Site Preparation Guidelines 

-~ .. E;;::Iectrical Factors 
T 

Floor "High Frequency N oi se" Grounding 

a sed floor system is used, install a complete signal grounding grid for maintaining equal potential over 
o d band offrequencies. The grounding grid should be connected to the equipment cabinet and electrical 

~ ~ l se ce entrance ground at multiple connection points using a minimum #6 AWG (16mm2) wire ground 
__ ,_.,unductor. The following figure illustrates a metallic strip grounding system. 

Hewlett-Packard recommends the following approaches: 

• Excellent-Add a grounding grid to the subfloor. The grounding grid should be made of copper strips 
mounted to the subfloor. The strips should be 0.032 in. (0.08 em) thick anda minimum of 3.0 in . (8.0 em) 
wide. 

Connect each pedestal to four strips using 1/4 in. (6.0 mm) bolts tightened to the manufacturer's torque 
recommendation. 

• Better- A grounded #6 AWG minimum copper wire grid mechanically clamped to floor pedestais and 
properly bonded to the building/site ground. 

• Good-Use the raised floor structure as a ground grid. In this case, the floor must be designed as a ground 
grid with bolted down stringers and corrosion resistive plating (to provide low resistance and attachment 
points for connection to service entrance ground and hp computer equipment). The use of conductive floor 
tiles with this style of grid further enhances ground performance. 

Figure C-1 
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Raised Floor Metal Strip Ground System 

Ground wire 
to power panel 

Band and pedestal 

Floor panel 
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Equipment Grounding lmplementation Details 

Connect all Hewlett-Packard equipment cabinets to the site ground grid as follows: 

Step 1. Attach one end of each ground strap to the applicable cabinet ground lug. 

Step 2. Attach the other end to the nearest pedestal base (raised floor) or cable trough ground point 
(nonraised floor). 

Step 3. Check that the braid contact on each end ofthe ground strap consists of a terminal and connection 
hardware (a 1/4-in. (6.0-mm) bolt, nuts, and washers). 

Step 4. Check that the braid contact connection points are free of paint or other insulating material and 
treated with a contact enhancement compound (similar to Bumdy Penetrox). 

System Install.a,tion Guidelines 

'-\is section contains information about installation practices. Some common pitfalls are highlighted. Both 
.ver cable and data communications cable installations are discussed. 

~ 

NOTE In domestic installations, the proper receptacles should be installed prior to the arrival of 
Hewlett-Packard equipment. Refer to the appropriate installation guide for installation 
proced ures. 

Wiring Connections 

Expansion and contraction rates vary among different metais. Therefore, the integrity of an electrical 
connection depends on the restraining force applied. Connections that are too tight compress or deform the 
hardware and causes it to weaken. This usually leads to high impedance preventing circuit breakers from 
tripping when needed or can contribute to a buildup ofhigh frequency noise. 

CAUTION Connections that are too loose or too tight can have a high impedance that cause serious 
problems, such as erratic equipment operation. A high impedance connection overheats and 
sometimes causes fire or high temperatures that can destroy hard-to-replace components such 
as distribution panels or system bus bars. 

Q iring connections must be properly torqued. Many equipment manufacturers specify the proper connection 
iorque values for their hardware. , . 

Ground connections must only be made on a conductive, nonpainted surface. When equipment vibration is 
present, lock washers must be used on all connections to prevent connection hardware from working loose. 

Data Communications Cables 

Power transformers create high-energy fields in the form of electromagnetic interference (EMI). Heavy foot 
traffic can create electrostatic discharge (ESD) that can damage electronic components. Route dat:R""- - - - - ----- ­
communications cables away from these areas. Use shielded data communications cables that mP.tilft#iffirlJj~af.~~.,_~...J 
industry standards to reduce the effects of extemal fields. 

Doe: 3701 
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General Site Preparation Guidelines 

wing environmental elements can affect an hp server installation: 

• Computer roam preparation 

• Cooling requirements 

• Humidity levei 

• Air conditioning ducts 

• Dust and pollution control 

• Electrostatic dis<jharge (ESD) prevention 

• Acoustics (noise reduction) 

Computer Room Preparation 

The following guidelines are recommended when preparing a compu ter roam for an hp server: 

• Loca te the compu ter room away from the exterior walls of the building to avoid the heat gain from 
windows and exterior wall surfaces. 

• When exterior windows are unavoidable, use windows that are double or triple glazed and shaded to 
prevent direct sunlight from entering the compu ter room. 

• Maintain the computer roam at a positive pressure relative to surrounding spaces. 

• Use a vapor barrier installed around the entire computer roam envelope to restrain moisture migration. 

• Caulk and vapor seal ali pipes and cables that penetrate the envelope. 

• Use at least a 12-inch raised floor system for minimum favorable roam air dist ribution system (underfloor 
distribution). 

• Ensure a minimum clearance of 12 inches between the top of the hp server cabinet and the ceiling to 
allow for return air flow and ensure that ali ceiling tiles are in place. 

• Allow 18 inches (or local code minimum clearance) from the top of the hp server cabinet to the fire 
sprinkler heads. 

Cooling Requirements 

Air conditioning equipment requirements and recommendations are described in the following sections. 

Basic Air Conditioning Equipment Requirements 

The cooling capacity ofthe installed air conditioning equipment for the compu ter room should be sufficient to 
offset the computer equipment dissipation loads, as well as any space envelope heat gain. This equipment 
should include: 

• Air filtration 

• Cooling or dehumidification 

• Humidification 

• Reheating 
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General Site Preparation Guidelines 
Electric 

Gr ounding Systems 

An hp serve r requires two methods of grounding: 

• Power distribution safety grounding 

• High frequency intercabinet grounding 

Power Distribution Safety Grounding [LAHJ] 

The power distribution safety grounding system consists of connecting various points in the power 
distribution system to earth ground using green (green/yellow) wire ground conductors. Having these ground 
connections tied to metal chassis parts that may be touched by computer roam personnel protects them 
against shock hazard from current leakage and fault conditions. 

Power distribution systems consist of severa} parts. Hewlett-Packard recommends that these parts be solidly 
interconnected to prqvide an equipotential ground to ali points. 

Main Building Electrical Ground The main electrical service entrance equipment should have an earth 
r ~SI"OUnd connection, as required by applicable codes. Connections such as a grounding rod, building steel, ora 
~conductive type cold water service pipe provide an earth ground. 

Electrical Conduit Ground Ali electrical conduits should be made ofrigid metallic conduit that is securely 
connected together or bonded to panels and electrical boxes, so as to provide a continuous grounding system. 

Power Panel Ground Each power panel should be grounded to the electrical service entrance with green 
(green/yellow) wire ground conductors. The green (green/yellow) wire ground conductors should be sized per 
applicable codes (based on circuit over current device ratings). 

NOTE The green wire ground conductor mentioned above may be a black wire marked with green 
tape. [LAHJ] 

Computer Safety Ground Ground ali computer equipment with the green (green/yellow) wire included in 
the branch circuitry. The green (green/yellow) wire ground conductors should be connected to the appropriate 
power panel and should be sized per applicable codes (based on circuit over current device ratings). 

Cabinet Performance Grounding (High Frequency Ground) 

Signal interconnects between system cabinets require high frequency ground return paths. Connect ali 
o abinets to site ground. 

NOTE In some cases power distribution system green (green/yellow) wire ground conductors are too 
long and inductive to provide adequate high frequency ground return paths. Therefore, a 
ground strap (customer-supplied) should be used for connecting the system cabinet to the site 
grounding grid (customer-supplied). When connecting this ground, ensure that the raised floor 
is properly grounded for high frequency. ---·--__ _ 

t 
~y ' \J-JI 4 'vvv V · '(· 

Power panels Iocated in close proximity to the compu ter equipment should also be connected to n.e ~, OO~~EiO$ 
grounding grid. Methods of providing a sufficiently high frequency ground grid are described in he next · , 
sections. ' 1 () 55 

: ~oo : 
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General Site Preparation Guidelines 

Floor "High Frequency Noise" Grounding 

a sed floor system is used, install a complete signal grounding grid for maintaining equal potential over 
o d band offrequencies. The grounding grid should be connected to the equipment cabinet and electrical 

" l ~e ce entrance ground at multiple connection points using a minimum #6 AWG (16mm2) wire ground 
---...vnductor. The following figure illustrates a metallic strip grounding system. 

Hewlett-Packard recommends the following approaches: 

• Excellent-Add a grounding grid to the subfloor. The grounding grid should be made of copper strips 
mounted to the subfloor. The strips should be 0.032 in. (0.08 em) thick and a minimum of 3.0 in. (8.0 em) 
wide. 

Connect each pedestal to four strips using 1/4 in. (6.0 mm) bolts tightened to the manufacturer's torque 
recommendation. 

• Better- A grounded #6 AWG minimum copper wire grid mechanically clamped to floor pedestais and 
properly bonded io the building/site ground. 

• Good-Use the raised floor structure as a ground grid. In this case, the floor must be designed as a ground 
grid with bolted down stringers and corrosion resistive plating (to provide low resistance and attachment 
points for connection to service entrance ground and hp compu ter equipment). The use of conductive floor 
tiles with this style of grid further enhances ground performance. 

Figure C-1 

196 

Raised Floor Metal Strip Ground System 

Ground wire 
to power panel 

Band and pedestal 

Floor panel 

Grounding braid 
to computer equipment 60SP01 0A 
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Equipment Grounding Implementation Details 

Connect ali Hewlett-Packard equipment cabinets to the site ground grid as follows: 

Step 1. Attach one end of each ground strap to the applicable cabinet ground lug. 

Step 2. Attach the other end to the nearest pedestal base (raised floor) or cable trough ground point 
(nonraised floor) . 

Step 3. Check that the braid contact on each end ofthe ground strap consists of a terminal and connection 
hardware (a 1/4-in. (6.0-mm) bolt, nuts, and washers). 

Step 4. Check that the braid contact connection points are free ofpaint or other insulating material and 
treated with a contact enhancement compound (similar to Burndy Penetrox). 

System Installation Guidelines 
~ 

This section contains information about installation practices. Some common pitfalls are highlighted. Both c power cable and data communications cable installations are discussed. 

NOTE In domestic installations, the proper receptacles should be installed prior to the arrival of 
Hewlett-Packard equipment. Refer to the appropriate installation guide for installation 
procedures. 

Wiring Connections 

Expansion and contraction rates vary among different metais. Therefore, the integrity of an electrical 
connection depends on the restraining force applied. Connections that are too tight compress or deform the 
hardware and causes it to weaken. This usually leads to high impedance preventing circuit breakers from 
tripping when needed or can contribute to a buildup ofhigh frequency noise. 

CAUTION Connections that are too loose or too tight can have a high impedance that cause serious 
problems, such as erratic equipment operation. A high impedance connection overheats and 
sometimes causes fire or high temperatures that can destroy hard-to-replace components such 
as distribution panels or system bus bars. 

Wiring connections must be properly torqued. Many equipment manufacturers specify the proper connection 

a orque values fo~ their hardware. o o o o o o 

Ground connectwns must only bemade ,on a conductlve, nonpamted surface. When eqmpment v1bratwn 1s 
present, lock washers must be used on all connections to prevent connection hardware from working loose. 

Data Communications Cables 

Power transformers create high-energy fields in the form of electromagnetic interference (EMI). Heavy foot 
traffic can create electrostatic discharge (ESD) that can damage electronic components. Route data 
communications cables away from these areas. Use shielded data communications cables that mcF~i~ril.~~v:ijed~;;a-~~~--;:J 
industry standards to reduce the effects of externai fields. C~MF _ CORREKlS..,... 

1656 
Fls: 

Doe: 
3701 

r -
Appendix C 1~197 1/ 

./ 

\ 



General Site Preparation Guidelines 

Environmental Elements 

~-~~~-----------------------------------------­
\~E~ il! nmental Elements 

. r 

C' p \_lÍ~.fol wing environmental elements can affect an hp server instaliation: 

• Computer room preparation 

• Cooling requirements 

• Humidity levei 

• Air conditioning ducts 

• Dust and poliution control 

• Electrostatic discharge (ESD) prevention 

• Acoustics (noise reduction) 

Computer Room Preparation 

The foliowing guidelines are recommended when preparing a computer room for an hp server: 

• Loca te the computer room away from the exterior walis of the building to avoid the heat gain from 
windows and exterior wali surfaces. 

• When exterior windows are unavoidable, use windows that are double or triple glazed and shaded to 
prevent direct sunlight from entering the compu ter room. 

• Maintain the computer room at a positive pressure relative to surrounding spaces. 

• Use a vapor barrier instalied around the entire computer room envelope to restrain moisture migration. 

• Caulk and vapor seal ali pipes and cables that penetrate the envelope. 

• Use at least a 12-inch raised floor system for minimum favorable room air distribution system (underfloor 
distribution). 

• Ensure a minimum clearance of 12 inches between the top ofthe hp server cabinet and the ceiling to 
allow for return air flow and ensure that ali ceiling tiles are in place. 

• Allow 18 inches (or local code minimum clearance) from the top ofthe hp server cabinet to the fire 
sprinkler heads. 

Cooling Requirements 

Air conditioning equipment requirements and recommendations are described in the foliowing sections. 

Basic Air Conditioni;ng Equipment Requirements 

The cooling capacity ofthe instalied air conditioning equipment for the computer room should be sufficient to 
offset the computer equipment dissipation loads, as well as any space envelope h eat gain. This equipment 
should include: 

' · · · • : Air filtratio:ri. 

• Cooling or dehumidification 

• Humidification 

• Reheating 

198. Appendix C 

·~ 

D 



• Air distribution 

• 
Lighting and personnel must also be included. For example, a person dissipates about 450 BTUs pe 
while performing a typical computer room task. 

At altitudes above 10,000 feet (3048 m), the lower air density reduces the cooling capability of air conditioning 
systems. Ifyour facility is located above this altitude, the recommended temperature ranges may need to be 
modified. For each 1000 feet (305m) increase in altitude above 10,000 feet (up to a maximum of 15,000 feet), 
subtract 1.5° F (0.83° C) from the upper limit ofthe temperature range. 

Air Conditioning System Guidelines 

The following guidelines are recommended when designing an air conditioning system and selecting the 
necessary equipment: 

• The air conditi~n"\ng system that serves the compu ter room should be capable of operating 24 hours a day, 
365 days a year. It should also be independent of other systems in the building. 

Consider the long-term value ofhp server availability, redundant air conditioning equipment or capacity. 

• The system should be capable of handling any future hp server expansion. 

• Air conditioning equipment air fllters should have a minimum rating of 45% (based on "ASHRAE 
Standard 52-76, Dust Spot Efficiency Test"). 

• Introduce only enough outside air into the system to meet building code requirements (for human 
occupancy) and to maintain a positive air pressure in the computer room. 

Air Conditioning System Types 

The following three air conditioning system types are listed in order of preference: 

• Complete self-contained package unit(s) with remote condenser(s). These systems are available with up or 
down discharge andare usually located in the computer room. 

• Chilled water package unit with remote chilled water plant. These systems are available with up or down 
discharge and are usually located in the computer room. 

• Central station air handling units with remote refrigeration equipment. These systems are usually 
located outside the compu ter room. 

O
Basic Air Distribution Systems 

1\ basic air distribution system inçludes. supply air and retum air. 

An air distribution system should be zoned to deliver an adequate amount of supply air to the cooling air 
intake vents ofthe hp server equipment cabinets. Supply air temperature should be maintained within the 
following parameters: 

• Ceiling supply system-From 55° F (12.8° C) to 60° F (15.6° C) 

• Floor supply system-At least 60° F (15.6° C) 

If a ceiling plenum return air system or a ducted ceiling retum air system is used, the return ai 
ceiling should be above the exhaust area or the exhaust row. 

The following three types of air distribution system are listed in order ofrecommendation: 

-----··· 

1657 
• Underfloor air distribution system-Downflow air conditioning equipment located on the r i !!~ floor of 

the computer room uses the cavity beneath the raised floor as plenum for the supply airf -=--3~7=--Q....,_,_?,...,...,~ 
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General Site Preparation Guidelines 
Environmental Elements 

\ o /-c;· -T rforated floor panels (available from the raised floor manufacturer) should be located around the front "- -·· 
-, ~.. of e system cabinets. Supply air emitted though the perforated floor panels is then available near the r i!.i ~o\li g air intake vents ofthe hp server cabinets. o 

, ~· ~ili_ ~ p~enum ~ir distribution ~ystem-Supply air is ducted into ~he ceili~g ple~um from upflow air 
\'V- ..-- c~ wmng eqmpment located m the compu ter room or from an a1r handhng umt (remate). 

f' " L ·T ceiling construction should resist air leakage. Place perforated ceiling panels (with down discharge 
---~air flow characteristics) around the front of the system cabinets. The supply air emitted downward from 

the perforated ceiling panels is then available near the cooling air intake vents o f the hp server cabinets. 

Return air should be ducted back to the air conditioning equipment though the return air duct above the 
ceiling. 

• Above ceiling ducted air distribution system-Supply air is ducted into a ceiling diffuser system from 
upflow air conditioning equipment located in the computer room or from an air handling unit (remate). 

Adjust the supply air diffuser system grilles to direct the cooling air downward around the front of the hp 
server cabinets'. The supply air is then available near the cooling air intake vents ofthe hp server 
cabinets. 

Air Conditioning System Installation 

All air conditioning equipment, materiais, and installation must comply with any applicable construction 
codes. lnstallation ofthe various components ofthe air conditioning system must also conform to the air 
conditioning equipment manufacturer's recommendations. 

Air Conditioning Ducts 

Use separate computer room air conditioning duct work. Ifit is not separate from the rest ofthe building, it 
might be difficult to control cooling and air pressure leveis. Duct work seals are important for maintaining a 
balanced air conditioning system and high static air pressure. Adequate cooling capacity means little ifthe 
direction and rate of air flow cannot be controlled beca use of poor duct sealing. Also, the ducts should not be 
exposed to warm air, or humidity leveis may increase. 

Humidity Levei 

Maintain proper humidity leveis at 40 to 60% RH. High humidity causes galvanic actions to occur between 
some dissimilar metais. This eventually causes a high resistance between connections, leading to equipment 
failures. High humidity can also have an adverse affect on some magnetic tapes and paper media. 

CAUTION Low humidity cont:ribute!j to undesirably high leveis of electrostatic charges. This increases the 
electrostatic discharge (ESD) voltage potential. ESD can cause component damage during 
servicing operations. Paper feed problems on high-speed printers are usually encountered in 
low-humidity environments. 

Low humidity leveis are often the result ofthe facility heating system and occur during the cold season. Most 
heating systems cause air to have a low humidity levei, unless the system has a built-in humidifier. 

Dust and Pollution Control 

Computer equipment can be adversely affected by dust and microscopic particles in the site environment. 

Specifically, disk drives, tape drives, and some other mechanical devices can have bearing failures r esulting 
from airborne abrasive particles. Dust may also blanket electronic components like printed circuit boards 
causing premature failure dueto excess heat andlor humidity build up on the boards. Other failures to power 
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Smaller particles can pass though some filters and over a period oftime, cause problems in mechanical parts. 
Small dust particles can be prevented from entering the computer room by maintaining the air conditioning 
system at a high static air pressure levei. 

Other sources of dust, metallic, conductive, abrasive, and/or microscopic particles can be present. Some 
sources of these particulates are: 

• Subfloor shedding 

• Raised floor shedding 

• Ceiling tile shedding 

These particulates aie not always visible to the naked eye. A good check to determine their possible presence 
is to check the underside of the tiles. The til e should be shiny, galvanized, and free from rust. 

l Phe computer room should be kept clean. The following guidelines are recommended: 

• Smoking-Establish a no-smoking policy. Cigarette smoke particles are eight times larger than the 
clearance between disk drive read/write heads and the disk surface. 

• Printer-Locate printers and paper products in a separate room to eliminate paper particulate problems. 

• Eating or drinking-Establish a no-eating or drinking policy. Spilled liquids can cause short circuits in 
equipment such as keyboards. 

• Tile floors-Use a dust-absorbent cloth mop rather than a dry mop to clean tile floors. 

Special precautions are necessary ifthe computer room is near a source of air pollution. Some air pollutants, 
especially hydrogen sulfide (H2S), are not only unpleasant but corrosive as well. Hydrogen sulfide damages 
wiring and delicate sound equipment. The use of activated charcoal filters reduces this form of air pollution. 

Metallic Particulate Contamination 

Metallic particulates can be especially harmful around electronic equipment. This type of contamination may 
enter the data center environment from a variety of sources, including but not limited to raised floor tiles, 
wom air conditioning parts, heating ducts, rotor brushes in vacuum cleaners or printer component wear. 
Because metallic particulates conduct electricity, they have an increased potential for creating short circuits 

rf1 e~ectronic equipment. This problem is exaggerated by the increasingly dense circuitry of electronic 
\.___)qmpment. . 

Over time, very fine whiskers ofpure metal can form on electroplated zinc, cadmium, or tin surfaces. Ifthese 
~hiskers are disturbed, they may break off and become airborne, possibly causing failures or operational 
interruptions. For over 50 years, the electronics industry has been aware of the relatively rare but possible 
threat posed by metalhc particulate contamination. During recent years, a growing concem has developed in 
computer rooms where these conductive contaminants are formed on the bottom of some raised floor tiles. 

Although this problem is relatively rare, it may be an issue within your computer room. Since metallic --------.. 
contamination can cause permanent or intermittent failures on your electronic equipment, HefiJ!~~~~Pfl.í~~~~H 
strongly recommends that your site be evaluated for metallic particulate contamination before ·n 
electronic equipment. 
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General Site Preparation Guidelines 

Environmental Elements 

~-.~.,.lectrostatic Discharge (ESD) Prevention 
T 

S:::~\al ·c charges (voltage leveis) occur when objects are separated or rubbed together. T~e voltage levei of a 
r-. ;~i charge is determined by the following factors: 

--~ 
:=_ OE pes o f materiais 

•• ~ elative humidity 

Rate of change or separation 

Table C-1 Effect of Humidity on ESD Charge Leveis 

Personnel Activity8 Humidityhand Charge Leveis (voltages)c 

26% 32% 40% 50% 

.~ 
Person walking across a 

6,150V 5,750V 4,625 v 3,700V 
linoleum floor 

Person walking across a carpeted 18,450 v 17,250 v 13,875 v 11,100V 
floor 

Person getting up from a plastic 24,600 v 23,000 v 18,500 v 14,800 v 
chair 

a. Source: B.A. Unger, Eiectrostatic Discharge Failures ofSemiconductor Devices 
(Bell Laboratories, 1981) 

b. For the same relative humidity levei, a high rate of airflow produces higher 
static charges than a Iow airflow rate. 

c. Some data in this table has been extrapoiated. 

Static Protection Measures 

Follow these precautions to minimize possibie ESD-induced faiiures in the computer room: 

• Maintain recommended humidity levei and airflow rates in the computer room. 

• Install conductive flooring (conductive adhesive must be used when laying tiies). 

• Use conductive wax ifwaxed floors are necessary. 

• Ensure that ali equipment and flooring are properly grounded and are at the same ground potential. 

• Use conductive tabies and cha,irs. 

• Use a grounded wrist strap (or other grounding method) when handiing circuit boards. 

• Store spare electronic modules in antistatic containers. 

Acoustics 

Computer equipment and air conditioning biowers cause computer rooms to be noisy. Ambient noise levei in a 
computer room can be reduced as follows: 

• Dropped ceiiing-Cover with a commercial grade offire-resistant, acoustic rated, fiberglass ceiling tiie. 

• Sound deadening-Cover the walls with curtains or other sound deadening material. 

• Removable partitions-Use foam rubber models for most effectiveness. 
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Facility Characteristics 

This section contains information about facility characteristics that must be considered for the installation or 
operation of an hp server. Facility characteristics are: 

• Floor loading 

• Windows 

• Altitude effects 

Floor Loading 

The computer room floor must be able to support the total weight ofthe installed hp server as well as the 
weight ofthe individual cabinets as they are moved into position. 

~ 

Floor loading is usuálly not an issue in nonraised floor installations. The information presented in this section L is directed toward raised floor installations. 

NOTE An appropriate floor system consultant should verify any floor system under consideration for 
an hp server installation. 

Raised Floor Loading 

Raised floor loading is a function ofthe manufacturer's load specification and the positioning ofthe 
equipment relative to the raised floor grid. While Hewlett-Packard cannot assume responsibility for 
determining the suitability of a particular raised floor system, it does provide information and illustrations 
for the customer or local agencies to determine installation requirements. 

The following guidelines are recommended: 

• Because many raised floor systems do not have grid stringers between floor stands, the lateral support for 
the floor stands depends on adjacent panels being in place. To avoid compromising this type offloor 
system while gaining under floor access, remove only one floor panel ata time. 

• Larger floor grids (bigger panels) are generally rated for lighter loads. 

O CAUTION Do not position or install any equipment cabinets on the raised floor system until you have 
carefully examined it to verify that it is adequate to support the appropriate installation. 

Floor Loading Terms 

Table C-2 

Term 

Dead load 

Live load 

Appendix C 

Floor Loading Term Definitions 

Definition 

The weight ofthe raised panel floor system, including the 
understructure. Expressed in lb/ft2 (kg/m2). 

The load that the floor system can safely support. Expressed 
in lb/ft2 (kg/m2). 

CPMI -CORREIOS 
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General Site Preparation Guidelines 

Facility Characteristics 

~c· ~c-2 Floor Loading Tenn Definitions (Continued) 

fff ir: 
·~ ,.., - ( ' , _ 

-~\\ \rerm Definition 

: corlcmll ~ated load The load that a floor panel ean support on a 1-in2 (6.45 em2) 

~~ area at the panel's weakest point (typieally the eenter of the 
panel), without the surfaee of the panel defleeting more than - a predetermined amount. 

illtimate load The maximum load (per floor panel) that the floor system ean 
support without failure. Failure expressed by floor panel(s) 
breaking or bending. 

illtimate load is usually stated as load per floor paneL 

Rolling load The load a floor panel ean support (without failure) when a 

~ 
wheel of speeified diameter and width is rolled aeross the 

'. paneL 

Average floor load Computed by dividing total equipment weight by the area of 
its footprint. This value is expressed in lb/ft2 (kg/m2). 

Average Floor Loading 

The average floor load value is not appropriate for addressing raised floor ratings at the floor grid spaeing 
leveL However, it is useful for determining floor loading at the building levei, sueh as the area of solid floor or 
span ofraised floor tiles eovered by the hp server footprint. 

Typical Raised Floor Site 

This seetion eontains an example of a eomputer room raised floor system that is satisfaetory for the 
installation of an hp server. 

Based on speeifie information provided by Hewlett-Paekard, Tate Aeeess Floors has approved its Ser ies 800 
all-steel aeeess floor with bolt-together stringers and 24 in. (61.0 em) by 24 in. (61.0 em) floor panels. 

In the event that the flooring is being replaeed or a new floor is being installed, Tate Aeeess Floors 
reeommends its Series 1250 all-steel aeeess floor with bolt-together stringers and 24 in. (61.0 em) by 24 in. 
(61.0 em) floor panels be used to support the hp installation. 

NOTE Ifthe speeifie floor being evaluated or eonsidered is other than a Tate Series 800 floor, the 
speeifie floor manufaeturer must be eontaeted to evaluate the floor being used. 

\ ' 

The following table lists speeifieations for the Tate Aeeess Floors Series 800 raised floor system. 

!l'able C-3 Typical Raised Floor Specifications 

Item3 Rating 

Dead load 7 lb/ft 2 (34.2 kg/m2) 

Live load 313 lb/ft 2 (1528.3 kg/m2) 

Coneentrated loadb 1250 lb (567 kg) 
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Table C-3 Typical Raised Floor Specifications (Continued) 

Item8 Rating 

illtimate load 4000 lb (1814 kg) per 
pane I 

Rolling load 400 lb (181 kg) 

Average floor load 500 lb (227 kg) 

a . From Table C-2 on page 203 
b. With 0.08 in (0.2 em) of span maximum deflection 

Windows 
• 

Avoid housing computers in a room with windows. Sunlight entering a computer room may cause problems. 
Magnetic tape storage mediais damaged if exposed to direct sunlight. Also, the heat generated by sunlight 

(_ places an additionalload on the cooling system. 

o 

''--~v V.JI <.. vvv • v rv 

CPMI - CORREIOS 

Fls:· ------

boc: 370 t 
• 

Appendix C ~205 :/ 
I ~ 



quirements 

Delivery Space Requirements 

There should be enough clearance to move equipment safely from the receiving area to the compu ter room. 
Permanent obstructions, such as pillars or narrow doorways, can cause equipment damage. 

Delivery plans should include the possible remova} ofwalls or doors. 

Operational Space Requirements 

Other factors must be considered along with the basic equipment dimensions. Reduced airflow arou nd 
equipment causes overheating, which can lead to equipment failure. Therefore, the location and orientation of 
air conditioning ducts, as well as airflow direction, are important. Obstructions to equipment intake or 
exhaust airflow must be eliminated. 

The locations oflighting fixtures and utility outlets affect servicing operations. Plan equipment layout to take 
advantage oflighting and utility outlets. Do not forget to include clearance for opening and closing equipment 
doors. 

Clearance around the cabinets must be provided for proper cooling airflow through the equipment. 

If other equipment is located so that it exhausts heated air near the cooling air intakes ofthe hp server 
cabinets, larger space requirements are needed to keep ambient air intake to the hp server cabinets within 
the specified temperature and humidity ranges. 

Space planning should also include the possible addition of equipment or other changes in space 
requirements. Equipment layout plans should also include provisions for the following: 

• Channels or fixtures used for routing data cables and power cables 

• Access to air conditioning ducts, filters, lighting, and electrical power hardware 

• Power conditioning equipment 

• Cabinets for cleaning materiais 

• Maintenance area and spare parts 

Floor Plan Grid 

A floor plan grid is used to plan the location of equipment in the computer room. In addition to its use for 
planning, the floor plan grid should also be used when planning the locations ofthe following items: 

• Air conditioning vents 

• Lighting fixtures 

• Utility outlets 

• Doors 

• Access areas for power wiring, air conditioning filters and equipment cable routing . 
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Typical Installation Schedule 

The following schedule lists the sequence of events for a typical system installation: 

• 60 days before installation 

- Floor plan design completed and mailed to Hewlett-Packard (ifrequired to be an HP task) 

• 30 days before installation 

Primary power and air conditioning installation completed 

Telephone and data cables installed 

Fire protectiQn equipment installed 
. . 

Major facility changes completed 

(_ Special delivery requirements defined 

Site inspection survey completed 

Delivery survey completed 

A signed copy ofthe site inspection and delivery survey mailed to Hewlett-Packard 

Site inspection and predelivery coordination meeting arranged with a Hewlett-PaGkard 
representative to review the inspection checklist and arrange an installation schedule. 

• 7 days before installation 

NOTE 

Final check made with an Hewlett-Packard site preparation specialist to resolve any last minute 
problems 

N ot ali installations follow a schedule like the one noted above. Sometimes, an hp server is 
purchased through another vendor which can preclude a rigid schedule. Other conditions could 
also prevent following this schedule. For those situations, consider a milestone schedule. 

• Si te Preparation - schedule with the customer as soon as possible after the arder is placed. 

• Si te Verification - schedule with the customer a minimum of one to two days before the hp 
c=:~) ______________ s_e_rv __ e_r_i_s_s_ch __ ed_u __ le_d_t_o __ b_e_i_n_st_a_l_le_d_. ______________________________________________ __ 

... . :._-_,_ 
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Table C-4 Customer and Hewlett-Packard Information 

Customer Information 

Name: Phone No: 

Street Address: City 
o r 
Town: 

State or Province:- -~ Country 

Zip or postal code: 

Primary customer contact: Phone No.: 

Secondary customer contact: Phone No.: 

Traffic coordinator: PhoneNo. : 

Hew lett-Packard information 

Sales representative Order No: 

Representative making survey Date: 
.. -
, __ ./ 

Scheduled delivery date 

o 
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Table C-5 Site Inspection Checklist 

Please check either Yes orNo. If No, include comment# or date 
Comment 
or Date 

Computer room 

No. Area or condition Yes No 

1. Is there a completed floor plan? 

2. Is there adequate space for maintenance needs? 
Front 36 in (91.4 em) minimum, Rear 36 in 
(91.4 em) minimum are recommended 
clearances~ 

3. Is access to the site or compu ter room 

l restricted? 

4. Is the computer room structurally complete? 
Expected date of completion? 

5. Is a raised floor installed and in good condition? 

6. Is the raised floor adequate for equipment 
loading? 

7. Are there channels or cutouts for cable routing? 

8. Is there a remate console telephone line 
available with an RJll jack? 

9. Is a telephone line available? 

10. Are customer supplied peripheral cables and 
LAN cables available and ofthe proper type? 

11. Are floor tiles in good condition and properly 
braced? 

12. Is floor tile underside shiny or painted? If 
) painted, judge the need for particulate test. 

Power and lighting 

No. Area or condition Yes No 

13. Are lighting leveis adequate for maintenance? 

14. Are there AC outlets available for servicing .------··- ·--·- -
needs? (i.e . vacuuming) 

15. Does the input voltage correspond to equipment 
specifications? 

15A Is dual source power used? If so, identify type(s) 
and evaluate grounding. · 

Fls : 
------:,.--~ 
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• . _? ... 

...!le.neral Site Preparation Guidelines 
C- lite In ection 

~~ "f 'fa r~ ~-5 Site Inspection Checklist (Continued) 

~" ;t. Comment · t Pie e check either Yes orNo. IfNo, include comment# or date orDate ... _ 
:.~ 

16 Does the input frequency correspond to 
equipment specifications? 

17. Are lightning arrestors installed inside the 
building? 

18. Is power conditioning equipment installed? 

19. Is there a dedicated branch circuit for 
equipment? 

20. Is the dedicated branch circuit less than 250 
feet (72.5 meters)? 

21. Are the input circuit breakers adequate for 
equipment loads? 

Safety 

No. Area or condition Yes No 

22. Is there an emergency power shut-off switch? 

23. Is there a telephone available for emergency 
purposes? 

24. Is there a fire protection system in the 
computer room? 

25. Is antistatic flooring installed? 

26. Are there any equipment servicing hazards 
(loose ground wires, poor lighting, etc.)? 

Cooling 

No. Area or condition Yes No 

27. Can cooling be maintained between 20 oc and o 
55 oc (up to 5000 ft.)? Derate 1 °C/1000 ft. 

' above 5000 ft. and up to 10,000 ft. 

28. Can temperature changes be held to 10 oc per 
hour with tape media? Can temperature 
changes be held to 20 °C per hour without tape 
media? 

29. Can humidity levei be maintained at 40% to 
60% at 35 oc noncondensing? 

30. Are air conditioning filters installed and clean? 

Storage 
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Table C-5 Site lnspection Checklist (Continued) 

Please check either Yes orNo. If No, include comment# or date 
Comment 
or Date 

No. Area or condition Yes No 

31. Are cabinets available for tape and disc media? 

32. Is shelving available for documentation? 

Training 

No. Area or Condition 

33 Are persormel enrolled in the System 
Administrator's Course? 

34 Is on-site training required? 

c.~ML· QORRe~Q$ 

_1663 
' AS:: · 
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ery Survey 

Special instructions or recommendations should be entered on the special instructions or recommendations 
forro. The following list gives examples of special instructions or issues: 

• Packaging restrictions at the facility, such as size and weight limitations 

• Special delivery procedures 

• Special equipment required for installation, such as tracking or hoists 

• What time the {ahlity is available for installation (after the equipment is unloaded) 

• Special security requirements applicable to the facility, such as security clearance 

212 Appendix C 
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Figure C-2 

( 

Appendix C 

Delivery Survey (Part 1) 

DELIVERY CHECKLIST 

DOCK DELIVERY 

ls dock large enough for a semitrailer? Yes No __ 

Circle the location of the dock and give street name if different than address. 

North 

West I E"'t 

South 

STREET DELIVERY 

Circle the location of access door and list street name if different than address. 

North 

w~t I I E"'t 

South 

List height and width of access door. 

List special permits (if required) for street delivery. 

Permit type: Agency obtained from: 

60SP01BA 
12fl/99 

''-"'-' · ~· ~vvv '-'"'" 

CPMI - CORREIOS 
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Delivery Survey (Part 2) 

ELEVATOR 

Fill in the following information if an elevator is required to move equipment. 

Capacity (lb or kg) _____ _ 

Depth ___ _ _ _ 

Height _ _ _ _ _ _ 

Width ____ _ _ 

STAIRS 

Please list number of flights and stairway dimensions. 

Number of flights _____ _ 

Width _____ _ 

Width _____ _ 

T 
I 

Number of flights _____ _ 

Width _____ _ 

Width _____ _ 

60SP019A 
11124199 
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A 
Accessing Error Chassis Logs, 98 
Acoustic Safety Standards, 248 
Adding Users, 71, 80, 83 
Additional Components, 22 
Altitude Operation Standards, 249 

Effects of Altitude, 249 

c 
Cabinet Performance Grounding (High Frequency 

Ground), 255 
Changing the Default GSP Configuration, 82, 85 
Chassis Code to FRU Decode, 93 
Computer Room Physical Space Requirements, 243 

Aisle Space, 243 
Server, 243 

Computer Room Unpacking Space, 244 
Configure Remote C"nsole, 60 
Configure RS-232 Console, 56 
Configure System Consoles, 55 

( 
Configure the LAN Console, 61 
Configure the Web Console, 63 
Configuring the GSP LAN Port, 80, 83 
Configuring the GSP LAN Port via an ASCII console, 

61 
Configuring the Rev A Guardian Service Processar 

(GSP), 80 
Configuring the Rev B Guardian Service Processar 

(GSP), 83 
Core J/0 Connections, 50 
Core J/0 Remova}, 146 
Core J/0 Replacement, 147 
CPU Removal, 182 
CPU Socket Replacement, Cleaning, and CPU 

Replacement, 183 
Cleaning Kit Components, 183 
CPU Cleaning for System Board Replacement, 185, 

186 
Replacing the CPU, 187 
Tools Required, 183 

Cross-Referencing Chassis Log Errors to rp54xx 
FRUs, 93 

CRU Physical Location, 216 
Customer Replaceable Unit Part Numbers, 219 

Cn 
\ 

Data Communications Cables, 257 
Determine Current System State, 88 
Dimensions, 242 
Disk Media Backplane.Removal, 212 
Disk Media Backplane Replacement, 213 
Disk Media Housing Remova!, 188 
Disk Media Housing Replacement, 189 
Display Board Remova}, 173, 174 

Removing rp5400 and/or rp5450 Model Platform 
Monitors, 175 

Removing The rp54 70 Model Platform Monitor, 175 

,{;)' 

~Gl."-. ' 
Office High Availability Requirements, ~· L 

Server-level Enhanced Power Availabil ~15-......- · ç, 
Power Protection, 245 l. • ~ 
System Power Requirements, 246 

electrical and environmental guidelines 
electrical conduit ground, 255 
electrostatic discharge prevention, 248 
lighting requirements, 252 
main building electrical ground, 255 
power panel grounds, 255 

Electrical Conduit Ground, 255 
electricalload requirements, 253 
Environment Elements 

Acoustics, 262 
Environmental Elements, 258 

Compu ter Room Preparation, 258 
Cooling Requirements, 258 

Air Conditioning Ducts, 260 
Air Conditioning System Guidelines, 259 
Air Conditioning System Installation, 260 
Air Conditioning System Types, 259 
Basic Air Conditioning Equipment Requirements, 

258 
Basic Air Distribution Systems, 259 

Delivery Survey, 272 
Dust and Pollution Control, 260 
Electrostatic Discharge (ESD) Prevention, 262 
Facility Characteristics, 263 

Floor Loading, 263 
Average Floor Loading, 264 
Floor Loading Terms, 263 
Raised Floor Loading, 263 
Typical Raised Floor Site, 264 
Windows, 265 

Humidity Levei, 260 
Metallic Particulate Contamination, 261 
Site Inspection, 268 
Space Requirements, 266 

Delivery Space Requirements, 266 
Floor Plan Grid, 266 
Operational Space Requirements, 266 

Typical Installation Schedule, 267 
Equipment Grounding lmplementation Details, 257 
Example of Accessing Error Logs, 98 
Expansion J/0 LED States, 116 
Extend the Server out the Front, 133 

F 
Factory Integrated Cabinet Installation, 2 
Fan, Power Supply, and Disk LED States, 121 
Field Replaceable Unit Part Numbers, 235 
Front Bezel Removal (Single Piece), 142 
Front Bezel Removal (Two Piece), 144 
Front Bezel Replacement (Single Piece), 143 .:11 · CORREIOS 
Front Bezel Replacement (Two Piece), 145 
FRU Physical Location, 221 

~ :. _. . ·_.; 
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Electrical, 245 
Modular PDUs, 246 

G 

Graphics Troubleshooting, 46 
grounding systems t 



onduit ground, 255 
'56 
rable Parameters, 71 

res, 53 

H 
hot swap procedure 

software, 151 
HotPlug 

Hardware HotPlug Procedure, 156 
Hot Swap Procedure for Unattached Physical 

Volumes, 158 
Hot Swap Software Procedure for Attached 

Physical Volum~s, 157 
HotPlug Disk Drivê Rem oval, 151 
HotPlug Disk Drive Replacement, 156 
HotSwap Card Cage Fan Removal, 163 
HotSwap Card Cage Fan Replacement, 164 
HotSwap Chassis Fan Cover Removal, 159 
HotSwap Chassis Fan Cover Replacement, 160 
HotSwap Chassis Fan Removal, 161 
HotSwap Chassis Fan Replacement, 162 
HotSwap Power Converter Fan Removal, 167 
HotSwap Power Converter Fan Replacement, 168 
HotSwap Power Supply Removal, 165 
HotSwap Power Supply Replacement, 166 

I 
ldentifying Approved Non-E-Series HP Cabinets, 17 
Identi:tying E-Series HP Cabinets, 18 
ldenti:tying Static Rail Kit, 18 
Individual Component Remove/Replace Instructions, 

133 
Initial Power-up, 76 
Insert the Server from the Front, 134 
Install Deskside serve r, 8 
lnstall Stand-Alone Server in a Cabinet, 11 
Installing a PCI Card, 36 
Installing Central Processing Units (CPUs), 23 
Installing Disk Drives, 47 
Installing Graphics, 39 
Installing Memory, 28 , 
Installing Peripheral Component lnterconnect (PCI) 

Cards, 32 
lnstalling rp5400 and/or rp5450 DIMMs, 28 
Installing rp5470 DIMMs, 30 
Installing Stationary Rails, 19 
Interpreting Chassis Logs Using the 

chassis_code.codes File, 100 
Interpreting Service Processor Error Chassis Logs, 

98 
lnterpreting System Alerts, 96, 97 

K 
Key FRU Identification Fields for Error Chassis 

Logs, 99 
Key FRU ldentification Fields for System Alerts, 97 

214~ 

L 
Power Distribution Safety Grounding, 255 
Site Preparation 

Distribution Hardware 
Raceway Systems (electrical conduits), 254 

LAN and Telephone, 247 
LAN/SCSI LED States, 120 
lighting requirements, 253 

M 
Memory Configuration Rules, 28 
Memory DIMM Removal, 171 

Removing rp5400 Memory DIMMs, 171 
Removing rp54 70 Memory DIMMs, 171 

Memory DIMM Replacement, 172 
Replacing rp5400 and/or rp5450 Memory DIMMs, 

172 
Replacing rp5470 Memory DIMMs, 172 

o 
Online Addition/Replacement (OLA/R) ofPCI 110 

cards, 38 

p 

PCI Backplane Removal, 206 
Removing rp5400 and/or rp5450 PCI Back planes, 

206 
Removing rp54 70 PCI Backplane, 207 

PCI Backplane Replacement, 209 
Replacing rp5400 and/or rp5450 PCI Backplanes, 

209 
Replacing rp54 70 PCI Backplane, 211 

PCI Card Separator/Extractor Removal, 149 
PCI Card Separator/Extractor Replacement , 150 
PCI 110 Card Installation Order, 34 
PCI 110 Card Installation Restrictions, 34 
PCI 110 Card Removal, 179 
PCI 110 Card Replacement, 180 
PCI 110 LED States, 114 
Platform Monitor Replacement, 177 

Replacing rp5400 and/or rp5450 Platform 
Monitors, 177 

Replacing rp5470 Platform Monitor, 177 
Power Converter Removal, 193 
Power Converter Replacement, 194 
Power Panel Ground, 255 
Power Supply Failure Example, 95 
Problem Symptoms and Repair Actions, 89 
Processor Failure Example, 95 
Processor Support Module Removal, 169 
Processor Support Module Replacement, 170 

R 
raised floor 

ground system, illustrated, 256 
Raised Floor "High Frequency Noise" Grounding, 256 
Receive/Unpack A Non-Integrated Server, 5 
Removable Media Removal, 190 
Removable Media Replacement, 191 

-, 
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Table C-5 Site Inspection Checklist 

Please check either Yes orNo. If No, include comment# or date 
Comment 
orDate 

Computer room 

No. Area or condition Yes No 

1. Is there a completed floor plan? 

2. Is there adequate space for maintenance needs? 
Front 36 in (91.4 em) minimum, Rear 36 in 
(91.4 em) minimum are recommended 
clearances; 

3. Is access to the site or compu ter room 
restricted? 

4. Is the computer room structurally complete? 
Expected date of completion? 

5. Is a raised floor installed and in good condition? 

6. Is the raised floor adequate for equipment 
loading? 

7. Are there channels or cutouts for cable routing? 

8. Is there a remote console telephone line 
available with an RJll jack? 

9. Is a telephone line available? 

10. Are customer supplied peripheral cables and 
LAN cables available and ofthe proper type? 

11. Are floor tiles in good condition and properly 
braced? 

12. Is floor tile underside shiny or painted? If 
painted, judge the need for particulate test . . c 

Power and lighting 

No. Area or condition Yes No 

13. Are lighting leveis adequa te for maintenance? 

14. Are there AC outlets available for servicing 
needs? (i.e. vacuuming) 

15. Does the input voltage correspond to equipment CPMI · CORREIOS 
specifications? 

15A Is dual source power used? If so, identify type(s) 
and evaluate grounding. · 

1666 
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~neral Site Preparation Guidelines 
ê lite In ection 

~~ "f 'fa r~ q-5 Site Inspection Checklist (Continued) 

)'~ ~ Comment l Pie e check either Yes orNo. IfNo, include comment# or date 
orDate .... _ 

16 Does the input frequency correspond to 
equipment specifications? 

17. Are lightning arrestors installed inside the 
building? 

18. Is power conditioning equipment installed? 

19. Is there a dedicated branch circuit for 
equipment.? 

20. Is the dedicated branch circuit less than 250 
feet (72.5 meters)? 

21. Are the input circuit breakers adequate for 
equipment loads? 

Safety 

No. Area or condition Yes No 

22. Is there an emergency power shut-off switch? 

23. Is there a telephone available for emergency 
purposes? 

24. Is there a fire protection system in the 
computer room? 

25. Is antistatic flooring installed? 

26. Are there any equipment servicing hazards 
(loose ground wires, poor lighting, etc.)? 

Cooling 

No. Area or condition Yes No 

27. Can cooling be maintaü1ed between 20 oc and I~ 
55 oc (up to 5000 ft.)? Derate 1 °C/1000 ft. 
above 5000 ft. and up to 10,000 ft. 

' 

28. Can temperature changes be held to 10 oc per 
hour with tape media? Can temperature 
changes be held to 20 oc per hour without tape 
media? 

29. Can humidity levei be maintained at 40% to 
60% at 35 oc noncondensing? 

30. Are air conditioning filters installed and clean? 

Storage 
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Table C-5 Site Inspection Checklist (Continued) 

Please check either Yes or No. If No, include comment# o r date 
Comment 
orDate 

No. Area or condition Yes No 

31. Are cabinets available for tape and disc media? 

32. Is shelving available for documentation? 

Training 

No. Area or Condition 

33 Are persqn~nel enrolled in the System 
Administrator's Course? 

34 Is on-site training required? 

CPMJ,- GO~R~JOS 

16 6 1
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ery Survey 

Special instructions or recommendations should be entered on the special instructions or recommendations 
form. The following list gives examples of special instructions or issues: 

• Packaging restrictions at the facility, such as size and weight limitations 

• Special delivery procedures 

• Special equipment required for installation, such as tracking or hoists 
~ 

• What time the facility is available for installation (after the equipment is unloaded) 

• Special security requirements applicable to the facility, such as security clearance 

212 Appendix C 
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Figure C-2 

Appendix C 

Delivery Survey (Part 1) 

DELIVERY CHECKLIST 

DOCK DELIVERY 

ls dock large enough for a semitrailer? Yes No __ 

Circle the location of the dock and give street name if different than address. 

North 

West c.___ __ ____JI Ea't 

South 

STREET DELIVERY 

Circle the location of access door and list street name if different than address. 

North 

w.,, I I Ea" 

South 

List height and width of access door. 

List special permits (if required) for street delivery. 

Permit type: Agency obtained from: 

60SP018A 
12fl/99 

1668 
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Delivery Survey (Part 2) 

ELEVA TOA 

Fi li in the following information if an elevator is required to move equipment. 

Capacity (lb or kg) _ _ ___ _ 

Depth _____ _ 

Height _ ____ _ 

Width _____ _ 

STAIRS 

Please list number of flights and stairway dimensions. 

Number of flights _____ _ 

Width _ ____ _ 

Width _____ _ 

T 
I 

Number of flights _____ _ 

Width ___ _ _ _ 

Width _____ _ 

60SP019A 
11124199 
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A 
Accessing Error Chassis Logs, 98 
Acoustic Safety Standards, 248 
Adding Users, 71, 80, 83 
Additional Components, 22 
Altitude Operation Standards, 249 

Effects of Altitude, 249 

c 
Cabinet Performance Grounding (High Frequency 

Ground), 255 
Changing the Default GSP Configuration, 82, 85 
Chassis Code to FRU Decode, 93 
Computer Room Physical Space Requirements, 243 

Aisle Space, 243 
Server, 243 

Computer Room Unpacking Space, 244 
Configure Remote Console, 60 
Configure RS-232 Cdnsole, 56 
Configure System Cónsoles, 55 
Configure the LAN Console, 61 
'onfigure the Web Console, 63 
~onfiguring the GSP LAN Port, 80, 83 
Configuring the GSP LAN Port via an ASCII console, 

61 
Configuring the Rev A Guardian Service Processar 

(GSP), 80 
Configuring the Rev B Guardian Service Processar 

(GSP), 83 
Core I/0 Connections, 50 
Core I/0 Removal, 146 
Core I/0 Replacement, 147 
CPU Removal, 182 
CPU Socket Replacement, Cleaning, and CPU 

Replacement, 183 
Cleaning Kit Components, 183 
CPU Cleaning for System Board Replacement, 185, 

186 
Replacing the CPU, 187 
Tools Required, 183 

Cross-Referencing Chassis Log Errors to rp54xx 
FRUs, 93 

CRU Physical Location, 216 
Customer Replaceable Unit Part Numbers, 219 

( o 
- Data Communications Cables, 25'7 

Determine Current System State, 88 
Dimensions, 242 
Disk Media Backplane Remova!, 212 
Disk Media Backplane.Replacement, 213 
Disk Media Housing Removal, 188 
Disk Media Housing Replacement, 189 
Display Board Removal, 173, 174 

E 

Removing rp5400 and/or rp5450 Model Platform 
Monitors, 175 

Removing The rp54 70 Model Platform Monitor, 175 

Electrical, 245 
Modular PDUs, 246 

~ ......... ....-.-JC " 

'CJ""·, , 
Office High Availability Requirements, ~· u 

Server-level Enhanced Power Availabil ~4-5-.-· ' v 
Power Protection, 245 l. . ~ 
System Power Requirements, 246 

electrical and environmental guidelines 
electrical conduit ground, 255 
electrostatic discharge prevention, 248 
lighting requirements, 252 
main building electrical ground, 255 
power panel grounds, 255 

Electrical Conduit Ground, 255 
electricalload requirements, 253 
Environment Elements 

Acoustics, 262 
Environmental Elements, 258 

Computer Room Preparation, 258 
Cooling Requirements, 258 

Air Conditioning Ducts, 260 
Air Conditioning System Guidelines, 259 
Air Conditioning System Installation, 260 
Air Conditioning System Types, 259 
Basic Air Conditioning Equipment Requirements, 

258 
Basic Air Distribution Systems, 259 

Delivery Survey, 272 
Dust and Pollution Control, 260 
Electrostatic Discharge (ESD) Prevention, 262 
Facility Characteristics, 263 

Floor Loading, 263 
Average Floor Loading, 264 
Floor Loading Terms, 263 
Raised Floor Loading, 263 
Typical Raised Floor Site, 264 
Windows, 265 

Humidity Levei, 260 
Metallic Particulate Contamination, 261 
Site Inspection, 268 
Space Requirements, 266 

Delivery Space Requirements, 266 
Floor Plan Grid, 266 
Operational Space Requirements, 266 

Typical Installation Schedule, 267 
Equipment Grounding Implementation Details, 257 
Example of Accessing Error Logs, 98 
Expansion I/0 LED States, 116 
Extend the Server out the Front, 133 

F 
Factory Integrated Cabinet Installation, 2 
Fan, Power Supply, and Disk LED States, 121 
Field Replaceable Unit Part Numbers, 235 
Front Bezel Remova} (Single Piece), 142 
Front Bezel Remova} (Two Piece), 144 
Front Bezel Replacement (Single Piece), ~~~~~~~~uJ 
Front Bezel Replacement (Two Piece), 1 5 C.P.Mt- CQRm.l!! 
FRU Physical Location, 221 ' · "'o:;;lQ$ 

G 
Graphics Troubleshooting, 46 
grounding systems 
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onduit ground, 255 
'56 
rable Parameters, 71 

res, 53 

H 
hot swap procedure 

software, 151 
HotPlug 

Hardware HotPlug Procedure, 156 
Hot Swap Procedure for Unattached Physical 

Volumes, 158 
Hot Swap Software Procedure for Attached 

Physical Volumes, 157 
HotPlug Disk Driv61-Removal, 151 
HotPlug Disk Drive' Replacement, 156 
HotSwap Card Cage Fan Removal, 163 
HotSwap Card Cage Fan Replacement, 164 
HotSwap Chassis Fan Cover Rem oval, 159 
HotSwap Chassis Fan Cover Replacement, 160 
HotSwap Chassis Fan Removal, 161 
HotSwap Chassis Fan Replacement, 162 
HotSwap Power Converter Fan Removal, 167 
HotSwap Power Converter Fan Replacement, 168 
HotSwap Power Supply Removal, 165 
HotSwap Power Supply Replacement, 166 

I 
Identifying Approved Non-E-Series HP Cabinets, 17 
Identifying E-Series HP Cabinets, 18 
Identifying Static Rail Kit, 18 
Individual Component Remove/Replace Instructions, 

133 
Initial Power-up, 76 
Insert the Server from the Front, 134 
Install Deskside server, 8 
Install Stand-Alone Server in a Cabinet, 11 
Installing a PCI Card, 36 
Installing Central Processing Units (CPUs), 23 
Installing Disk Drives, 47 
Installing Graphics, 39 
Installing Memory, 28 
Installing Peripheral Component Interconnect (PCI) 

Cards, 32 \ · 
Installing rp5400 andlor rp5450 DIMMs, 28 
Installing rp5470 DIMMs, 30 
lnstalling Stationary Rails, 19 
Interpreting Chassis Logs Using the 

chassis_code.codes File, 100 
lnterpreting Service Processor Error Chassis Logs, 

98 
lnterpreting System Alerts, 96, 97 

K 

Key FRU Identification Fields for Error Chassis 
Logs, 99 

Key FRU ldentification Fields for System Alerts, 97 

214~ 

L 
Power Distribution Safety Grounding, 255 
Site Preparation 

Distribution Hardware 
Raceway Systems (electrical conduits), 254 

LAN and Telephone, 247 
LAN/SCSI LED States, 120 
lighting requirements, 253 

M 
Memory Configuration Rules, 28 
Memory DIMM Removal, 171 

Removing rp5400 Memory DIMMs, 171 
Removing rp54 70 Memory DIMMs, 171 

Memory DIMM Replacement, 172 
Replacing rp5400 andlor rp5450 Memory DIMMs, 

172 
Replacing rp54 70 Memory DIMMs, 172 

o 
Online Addition/Replacement COLA/R) ofPCI UO 

cards, 38 

p 

PCI Backplane Removal, 206 
Removing rp5400 andlor rp5450 PCI Backplanes, 

206 
Removing rp5470 PCI Backplane, 207 

PCI Backplane Replacement, 209 
Replacing rp5400 andlor rp5450 PCI Backplanes, 

209 
Replacing rp54 70 PCI Backplane, 211 

PCI Card Separator/Extractor Removal, 149 
PCI Card Separator/Extractor Replacement, 150 
PCI UO Card Installation Order, 34 
PCI UO Card Installation Restrictions, 34 
PCI UO Card Removal, 179 
PCI UO Card Replacement, 180 
PCI UO LED States, 114 
Platform Monitor Replacement, 177 

Replacing rp5400 andlor rp5450 Platform 
Monitors, 177 

Replacing rp54 70 Platform Monitor, 177 
Power Converter Removal, 193 
Power Converter Replacement, 194 
Power Panel Ground, 255 
Power Supply Failure Example, 95 
Problem Symptoms and Repair Actions, 89 
Processor Failure Example, 95 
Processor Support Module Removal, 169 
Processor Support Module Replacement, 170 

R 
raised floor 

ground system, illustrated, 256 
Raised Floor "High Frequency Noise" Grounding, 256 
Receive/Unpack A Non-Integrated Server, 5 
Removable Media Remova!, 190 
Removable Media Replacement, 191 
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I 

SCSI ID Settings, 191 
Remove and Replace Procedures by Part, 124 
Removing Users, 72, 82, 85 
Return the GSP to Default Configurations, 73 
Revision A GSP, 50, 54 
Revision B GSP, 51, 54 
rp5400 and rp5450 110 Block Diagram, 103 
rp5400 and rp5450 System Block Diagram, 102 
rp5400/rp5450 PCI Card Slots, 32 
rp5430 and rp5470 System Block Diagram, 104, 105 
rp5470 PCI Card Slots, 33 
rp54xx Server Boot Process, 74 
Run/Attention/Fault LED States, 106 

s 
Sample System Alerts, 97 
Secure Web Console Installation, 68 
Side Cover Removal, 140 
Side Cover Replacement, 141 
Site Preparation ~ 

Computer Room Safety, 252 
Fire Protection, 252 
Lighting Requirements for Equipment Servicing, 

252 
Distribution Hardware, 254 

Building Distribution, 254 
Wire Selection, 254 

Electrical Factors, 252 
Electrical Load Requirements (Circuit Breaker 

Sizing), 253 
Grounding Systems, 255 
Power Consumption, 253 
Power Quality, 253 

Power System Protection, 254 
Sources ofVoltage Fluctuations, 253 

Space Requirements, 242 
Stand-alone Server Cover Removal, 135 
Stand-alone Server Cover Replacement, 137 
Stationary L-Bracket Rail Assembly, 17 
System Board Removal, 195 

Removing rp5400 and/or rp5450 Model System 
Boards, 195 

Removing rp5470 Model System Board, 196 
System Board Replacement, 197 

rp5400 or rp5450 System Board Replacement, 197 
Configuring System Board, 198 

rp54 70 System Board Replacement, ~01 
Power up procedure., 204 

, System Installation Guidelines, 257 

T 
Temperature and Humidity Operating Standards, 

250 
Thermal Protection Features, 250 

Top Cover Remova}, 138 
Top Cover Replacement, 139 
Troubleshooting and FRU identification, 89 

u 
Uncrating Space, 242 

Unpacking the SPU, 5 

v 
V-Class system 

temperature and humidity .specifications, 250 

w 
Wiring Connections, 257 
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