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Further Information
Data Protector Log Files Example Entries

02/04/00 13:38:56 0all0210:38%ac85b:3c6e:0001 " [CBF502]
DLT_ARC_8" [INITIALIZATION]

02/29/00 16:04:25 0al110210:38bbdff4:6d85:0026 "NULL_ 33"
[AUTOINITIALIZATION]

03/02/00 10:03:25 0al10210:385a24bf:410b:0002 " [CW1231]
BMW_DLT 15" [IMPORTI

upgrade.log

03/15/01 09:15:38

UCP session started.

03/15/01 09:20:55
UCP session finished.

total running time: 317 seconds

03/15/01 10:00:09

UDP session started.

03/15/01 10:02:54

Abort request from CLI/GUI on handle 0. Terminating
session

03/15/01 10:03:06

UDP session started.

03/15/01 10:26:47

Abort request from CLI/GUI on handle 0. Terminating
session

)
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Further Information
Data Protector Log Files Example Entries

03/15/01 12:40:43

Database check error! Can not proceed with upgrade.

03/15/01 13:24:15

System error

03/15/01 13:24:15

Session was aborted by child ASM, marked error=1026

03/15/01 15:27:22

OmniBack II 3.x database not found.

03/15/01 16:33:19

[12:10904] Open of detail catalog binary file failed.

03/16/01 08:39:31

Internal error: Invi . i T argume: eci:  d.

03/20/01 10:56:57

[12:1165] Database network communication error.

03/22/01 14:38:21

[12:10953] Database is in incorrect state. Database must
be empty before critical upgrade can start.
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(disk partitioning and logical volume
configuration) and automatic recovery
of the original system configuration and
user data that was backed up during the
full client backup. You need these
diskettes to perform ASR.

autochanger
See library

autojoader
See library

BACKINT (SAP R/3 specific term)
SAP R/3 backup programs can call the
Data Protector backint interface
program via an open interface, which
enables them to communicate with Data
Protector software. For backup and
restore, SAP R/3 programs issue orders
for the Data Protector backint interface.

backup /. .

The Oracle interface between the Oracle
backup/restore utility and the backup/
restore media management layer. The
interface defines a set of routines to
allow the reading and writing of data to
the backup media, the creation,
searching and removing the backup
files.

backup chain

This relates to a situation where full and
incremental backups are performed.
Based on the level of the incremental
backups used (Incr, Incr 1, Incr 2, and so

on), simple or rather complex
dependencies of incrementals to
previous incrementals can exist. The
backup chain are all backups, starting
from the full backup plus all the
dependent incrementals up to the
desired point in time.

backup device

A device configured for use with Data
Protector, which can write data to and
read data from storage media. This can
be, for example, a standalone DDS/DAT
drive or a library.

backup generation

O: rackup generation includes one full
backup and all incremental backups
until the next full backup.

backup object

Any data selected for backup, such as a
disk, a file, a directory, a d se,ora
part of it. During the backup session,
Data Protectorri * the objects,
transfers the data (through the network),
and writes them to the media residing in
the devices.

backup owner

Each backup object in the IDB has an
owner. The default owner of a backup is
the user who starts the backup session.

backup session
A process that creates a copy of data on
storage media. The activities are
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EMC Symmetrix SLDs that need to be
protected.
See also BC and BC Process.

boolean operators

The boolean operators for the full text
search functionality of the online Help
system are AND, OR, NOT, and NEAR.
Used when searching, they enable you
to define your query precisely by
creating a relationship between search
terms. If no operator is specified in a
multi-word search, AND is used by
default. For example, the query manual
disaster recovery is equivalent to
manual AND disaster AND recovery.

boot volume/disk/partition

A volume/disk/partition with files
required for the initial step of the boot
process. Microsoft terminology defines
the boot volume/disk/partition as a
volume/disk/partition containing the
operating system files.

BRARCHIVE (SAP R/3 specific term)
An SAP R/3 backup tool that allows you
to archive redo log files. BRARCHIVE
also saves all the logs and profiles of the
archiving process.

See also SAPDBA, BRBACKUP and
BRRESTORE.

BRBACKUP (SAP R/3 specific term)
An SAP R/3 backup tool that allows an
online or offline backup of the control
file, of individual data files, or of all

tablespaces and, if necessary, of the
online redo log files.

See also SAPDBA, BRARCHIVE and
BRRESTORE.

BRRESTORE (SAP R/3 specific term)
An SAP R/3 tool that can be used to
restore files of the following type:

* Database data files, control files, and
online redo log files saved with
BRBACKUP

* Redo log files archived with
BRARCHIVE

¢ Non-database files saved with
BRBACKUP

You can specify files, tablespaces,
complete backups, log sequence
numbers of redo log files, or the session
ID of the backup.

See also SAPDBA, BRBACKUP and
BRARCHIVE.

BSM

The Data Protector Backup Session
Manager controls the backup session.
This process always runs on the Cell
Manager system.

CA (HP StorageWorks Disk Array XP
specific term)

Continuous Access XP allows you to
create and maintain remote copies of HP
StorageWorks Disk Array XP LDEVs




for purposes such as data duplication,
backup, and disaster recovery. CA
operations involve the main (primary)
disk arrays and the remote (secondary)
disk arrays. The main disk arrays
contain the CA primary volumes (P-
VOLs), which contain the original data
and are connected to the application
system. The remote disk arrays contain
the CA secondary volumes (S-VOLs)
connected to the backup system.

See also BC (HP StorageWorks Disk
Array XP specific term), Main Control
Unit and HP StorageWorks Disk
Array XP LDEV.

CAP (StorageTek specific term)
Cartridge Access Port is a port built into
the door panel of a library. The purpose
is to enter or eject media.

catalog protection

Defines how long information about
backed up data (such as file names and
file versions) is kept in the IDB.

See also data protection.

CDB

The Catalog Database is a part of the
IDB that contains information about
backup sessions, restore sessions, and
backed up data. Depending on the
selected log level, it also contains file
names and file versions. This part of the
database is always local to the cell.

See also MMDB.

CDF file (UNIX specific term)

A Context Dependent File is a file
consisting of several files grouped under
the same pathname. The system
ordinarily selects one of the files using
the context of the process. This
mechanism allows machine dependent
executables, system data, and device
files to work correctly from all hosts in a
clus  while using the € ame.

cell

A set of systems that are under the
control of a Cell Manager. The cell
typically represents the systems on a site
or an organizational entity, which are
connected to the same LAN. Central
control is available to administer the
backup and restore policies and tasks.

Cell Manager

The main system in the cell where the
essential Data Protector software is
installed and from which all backup and
restore activities are managed. The GUI
used for management tasks can be
located on a different system. Each cell
has one Cell Manager system.

centralized licensing

Data Protector allows you to configure
centralized licensing for the whole
enterprise environment consisting of
several cells. All Data Protector licenses
are installed and kept on the Enterprise
Cell Manager system. You can then
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users who are granted the Reporting and
notifications user rights. You can view
or delete all events in the Event Log.

Data Protector user account

You can use Data Protector only if you
have a Data Protector user account,
which restricts unauthorized access to
Data Protector and to backed up data.
Data Protector administrators create this
account specifying a user logon name,
the systems from which the user can log
on, and a Data Protector user group
membership. This is checked whenever
the user starts the Data Protector user
interface or performs specific tasks.

data stream
Sequence of data transferred over the
communication channel.

database library

A Data Protector set of routines that
enables data transfer between Data
Protector and a server of an online
database integration, for example, the
Oracle8/9 Server.

database parallelism

More than one database is backed up at
a time if the number of available devices
allows you to perform backups in
parallel.

database server

A computer with a large database stored
on it, such as the SAP R/3 or Microsoft
SQL database. A server has a database
that can be accessed by clients.

Dbobject (Informix specific term)

An Informix physical database object. It
can be a blobspace, dbspace, or logical-
log file.

DC directory

The Detail Catalog (DC) directory
consists of DC binary files, which store
information about file versions. It
represents the DCBF part of the IDB
occupying approximately 80% of the
IDB. The de Zdirectoryis  =d
the dcbf directory and is located in the
<Data_Protector _home>\db40
directory. You can create more DC
directories and locate them as

apprc  te  you.Upto 10DC
directories are supported per cell. The
default maximum size of a DC directory
is 2 GB.

DCBF

The Detail Catalog Binary Files (DCBF)
are a part of the IDB. The files in store
information about file versions and
attributes occupying approximately 80%
of the IDB. By default, DCBF consist of
one DC directory with a maximum size
of 2 GB. You can create more DC
directories.

o



- - -

- W W e e ww W e w W

- W W W e W wr W W wr W e w ey =

w10Ssary

delta backup

A delta backup is a backup containing
all the changesr " :to the database
from the last backup of any type.

See also backup types

device

A physical unit which contains either
just a drive or a more complex unit such
as a library.

device chain

A device chain consists of several
standalone devices configured for
sequential use. When a medium in one
device gets full, the backup
automatically continues on a medium in
the next device in the device chain.

device group (EMC Symmetrix specific
term)

A logical unit representing several EMC
Symmetrix devices. A device cannot
belong to more than a single device
group. All devices in a device group
must be on the same EMC Symmetrix
unit. You can use a device group to
identify and work with a subset of the
available EMC Symmetrix devices.

device streaming

A device is streaming if it can feed
enough data to the medium to keep it
moving forward continuously.
Otherwise, the tape has to be stopped,
the device waits for more data, reverses
the tape a littie and resumes to write to

the tape, and so on. In ott
data rate written to the ta
equal the which
delivered to tne aevice by
system, then the device i
Streaming significantly i
performance of the devic
space.

DHCEP server

A system running the Dy
Configuration Protocol (
providing dynamic confi
addresses and related inf
Protector can back up D
as part of the Windows ¢

differential backup

An incremental backup (
any previous Data Protec
or any incremental), whi
protected.

See incremental backu

differential backup (M
term)

A database backup that r
data changes made to the
the last full database bac
See also backup types.

differential database b:
A differential database b
only those data changes
database after the last fu
backup.
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system restore along with the target
operating system ccnfiguratior data. It
is delcted after the target sysiem is
restored to the origipsl evetam
confignration.. Aciive __ __ 10t only
fiosts ithe Data Protector disaster
recovery process but is alsc z part of the
restored systemn because ji replaces its
ewr configuration data with the or - al
configuration data.

drive

A physical unif that receives gata from a
computer system and can vritc it onto a
magietic mediam {typicaily a tape
drive). Tt can also reed ihe data from the
mediurn and send 1t o the compuier
Sysiem

drive index

A pumber that identifies the mechanical
posiiton of a dive inside a library
device. This number is used by the
robotic control to access a drive.

d tic client
See client backup with disk discovery.

FMC Synmumnetrix Ageni (SYMA)

YEMC Symmmetr ix specific termj
See Symmetrix Agent [SYMA)

EMC Symmetrix Application
Programming Interface (SYMAPI)

(EMC Symmetrix specific term)
mi P i
Programiiing Interface (SYMAPI)

EMC Symmetrix CLI Database File

1C Symmetrix specific rerm)
See Symmetrix CLI Database File

EMC Symmetrix Command-Line
Interface (SYMCLI) (EMC Symmetrix
specific term)

See Symmetrix Command-Line
Interface (SYMCLI)

emergency boot file {Inform:ix specific
term)

An Informix corfiguration file that
resides in the <INFORMIXDIR>\etc
directory {on HP-UX) or
<INFORMIXDIR>/eic directory (on
Windows) and is called
ixbar.<server_id>, whare

<INFORM. 1 i " 2:OnLine;
home directory and <server_id> 1s wic
value of the SERVERNUM
corfiguration parameter. Each line of
the ernzrgency ooot file corresponds 1o
one backup objeci.

Eaterpiise Backup Environment
Several cells can be gronped together
and managed from a central cell. The
enterprise backup environment includes
all clients located in several Data
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Protector cells which are managed and
administered from a central cell using
the Manager-of-Managers concept.
See also MoM.

KVA Agent (HP StorageWorks

_. terprise Virtual Array specific term)

A Data Protector software module that
e

Storage Works Enterprise Virtual Array

snapshot integration on the application

system and the backup system. It

communicates with the HSV Element

Manager to control the HP

StorageWorks Enterprise Virtual Array.

Event Logs

Files in which Windows logs all events,
such as the starting or stopping of
services and the logging on and off of
users  t.__>tector can back up
Windows Event Logs as part of the
Windows configuration backup.

exchanger
Also referred to as SCSI II Exchanger.
See also library.

exporting media

A process that removes all data about
backup sessions, such as systems,
objects, and file names, which reside on
the media from the IDB. Information
about the media and their relation to a
pool is also removed from the IDB. The
data on the media remains unchanged.
See also importing media.

Extensible Storage Engine (ESE) (MS
Exchange specific term)

A database technology used as a storage
system for inf¢ ti~m »v~hange by

Microsof  change Server.
failover
Transferring of the most important

A 's)

Or package (on unix) rrom one cluster
node to another. A failover can occur
mostly because of software or hardware
failures or maintenance on the primary
node.

FC bridge
See Fibre Channel bridge

Fibre Channel

An ANSI standard for high-speed
computer interconnection. Using either
optical or copper cables, it allows the
high speed bidirectional transmission of
large data files and can be deployed
between sites kilometers apart.

Fibre Channel connects n¢ usi

three physical topologies: point-to-
point, loop, and switched.

Fibre Channel bridge

A Fibre Channel bridge or multiplexer
provides the ability to migrate existing
parallel SCSI devices, like RAID arrays,
solid state disks (SSD), and tape
libraries to a Fibre Channel
environment. On one side of the bridge
or multiplexer there is a Fibre Channel
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full database backup

A backup of all data in a database
regardless of whether it has changed
after the datab  >ackup was
created. This means that the full
database backup does not depend on any
other backup media.

o “box " T 1p
A 1uu mailbox backup is a backup of the
entire mailbox content.

global options file

A file that allows you to customize Data
Protector. It explains the global options,
which cover various aspects of Data
Protector, typically time-outs and limits,
and affect the entire Data Protector cell.
The file is located in the /etc/opt/omni/
options directory on HP-UX and Solaris
systems and in the
<Data_Protector_home>\config\option
s directory on Windows systems.

er (Microsoft Cluster Server
specific term)

A collection of resources (for example
disk volumes, application services, IP
names and addresses) that are needed to

run a specific cluster-aware applications.

GUI

A cross-platform (X11/Motif and
Windows) graphical user interface,
provided by Data Protector for easy
access to all configuration and
administration tasks.

hard recovery (MS Exchang

term)

Recoverv of data on the level

database _  (Ex dle !

Engine 98).

heartbeat

A cluster data set with a time
ning ~ “orr  nabout tt

operatioua: status of a partict
node. This data set or packet
distributed among all cluster

Hierarchical Storage Mana
(HSM)

A method for optimizing the
expensive hard disk storage t
migrating less frequently use
less expensive optical platter
needed, the data is migrated '
hard disk storage. This balan
need for fast retrieval from h
with the lower cost of optica.

Holidays file

A file that contains informati
holidays. You can set differe
by editing the Holidays file:
omni/Holidays on the UNIX
Manager and
<Data_Protector_home>\Cc
ays on the Windows Cell Ma

host backup
See client backup with disk




hosting system

A working Data Protector client used for
Disk Delivery Disaster Recovery with a
Data Protector Disk Agent installed.

HP ITO
See OVO.

HP OpC
See OVO.

HP OpenView SMART Plug-In (SPI)
A fully integrated, out-of-the-box
solution which "plugs into" HP
OpenView Operations, extending the
managed domain. Through the Data
Protector integration, which is
implemented as an HP OpenView
SMART Plug-In, a user can have an
arbitrary number of Data Protector Cell
Managers monitored as an extension to
HP OpenView Operations (OVO).

HP OVO
See OVO.

HP StorageWorks Disk Array XP
LDEV (HP StorageWorks Disk Array
XP specific term)

A logical partition of a physical disk
within an HP StorageWorks Disk Array
XP. LDEV5s are entities that are mirrored
using Continuous Access XP (CA) and
Business Copy XP (BC) configurations.
See also BC (HP StorageWorks Disk

Array XP specific term) and CA (HP
StorageWorks Disk Array XP specific
term.

HP StorageWorks Virtual Array
LUN (HP StorageWorks Virtual Array
sp. . term)

A logical partition of a physical disk
within an HP StorageWorks Virtual
Array. LUNs are entities that are
replicated using the HP StorageWorks
Business Copy VA configuration.

See also BC (HP StorageWorks Virtual
Array specific term).

HP VPO
See OVO.

HSYV Element Manager (HP
StorageWorks Enterprise Virtual Array
specific term)

The HSV Element Manager is used by
the Data Protector HP StorageWorks
Enterprise Virtual Array integration to
provides the features that enable
virtualization technology and the
management interface for the HP
StorageWorks Enterprise Virtual Array
environment.

ICDA (EMC Symmetrix specific term)
EMC's Symmetrix Integrated Cached
Disk Arrays (ICDA) is a disk array
device that combines a set of physical
disks, a number of FWD SCSI channels,
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an internal cache memory, and control
and diagnostic software commonly
referred to as the microcode.

B

_..2 Data Protector Interna_ _ _tabase is
an embedded database located on the
Cell Manager that keeps inf tion
regarding which data is backed up, on
which media it is backed up, how
backup and restore sessions are run, and
which devices and libraries are
configured.

importing media

A process that re-reads all data about
backup sessions which are on the
medium back into the IDB. This then
allows for fast and convenient access to
the data on the media.

See also exportii  media.

incremental backup

A backup that selects only files that have
changed since a previous backup.
Several levels of incremental backup are
available, allowing selective backup of
only files that have changed since the
last incremental backup.

See also backup types.

incremental backup (MS Exchange
specific term)

A backup of changes since the last full
or incremental backup. Only transaction
logs are backed up.

See also backup types.

incremental mailbox backuj
An incremental mailbox back
up all the changes made to the
after the last backup of any ty

incrementall mailbox backt
An incrementall mailbox bac
up all the cl  _es made to the
after the last full backup.

incremental (re)-establish (Z
Symmetrix specific term)

A BCV or SRDF control opet
BCV control operations, an in
establish causes the BCV dev.
synchronized incrementally a:
function as an EMC Symmetr
mirrored medium. The EMC ¢
devices must have been previc

paired.
Ir 7 control operations, £
ir ntal establish causes t

(R2) device to be synchronize
incrementally and to function
EMC Symmetrix mirrored me
EMC Symmetrix devices mus
been previously paired.

incremental restore (EMC S;
specific term)

A BCV or SRDF control oper
In BCV control operations, ar
incremental restore reassigns
device as the next available mj
standard device in the pair. Hc
standard devices are updated
the data that was written to th
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-..2 lock name is a user specified string
that is used for locking all such device
configurations to prevent collision if
several such devices (device names) are
used concurrently.
log_full shell script (In ¢ UNIX
specific term)

A script provided by ON-Bar that you
can use to start backing up logical-log
files when OnLine Server issues a log-
full event alarm. The Informix
ALARMPROGRAM configuration
parameter defaults to the
<INFORMIXDIR>/etc/log_full.sh,
where <INFORMIXDIR> is the OnLine
Server home directory. If you do not
want logical logs to be backed up
continuously, set the
ALARMPROGRAM configuration
parameter to <INFORMIXDIR>/etc/
no_log.sh.

logging level

The logging level determines the
amount of details on files and directories
written to the IDB during backup. You
can always restore your data, regardless
of the logging level used during backup.
Data Protector provides four logging
levels: Log All, Log Directories, Log
Files, and No Log. The different logging
level settings influence 1DB growth,
backup speed, and the convenience of
browsing data for restore.

logical-log files

This applies to online database backup.
Logical-log files are files in which
modified data is first stored before being
flushed to disk. In the event of a failure,
these logical-log files are used to roll
forward all  sact that have b
committed as well as roll back any
transactions that have not been
committed.

login ID (MS SQL Server specific term)
The name a user uses to log on to
Microsoft SQL Server. A login ID is
valid if Microsoft SQL Server has an
entry for that user in the system table
syslogin.

login information to the Oracle Target
Database (Oracle and SAP R/3 specific
term)

...2 format of the login information is
<user_name>/<password>@<service>,
where:

* <user_name> is the name by which
a user is known to Oracle Server and
to other users. Every user name is
associated with a password and both
have to be entered to connect to an
Oracle Target Database. This user
must have been granted Oracle
SYSDBA or SYSOPER rights.

e <password> is a string used for data
security and known only to its
owner. Passwords are entered to

G-22
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StorageWorks Disk Array XP specific
term) and HP Storage Works Disk
Array XP LDEV.

Manager-of-Managers (MoM)
. iterpri: [Man r.

Media Agent

A process that controls reading from and
writing to a device, which reads from or
writes to z um (typically a tape).
During a backup session, the Media
Agent receives data from the Disk Agent
and sends it to the device for writing it
to the medium. During a restore session,
the Media Agent locates data on the
backup medium and sends it to the Disk
Agent. The Disk Agent then writes the
data to the disk. The Media Agent also
manages the robotics control of a
library.

MAPI (MS Exchange specific term)
The MAPI (Messaging Application
Programming Interface) is the
programming interface that lets
applications and messaging clients
interact with messaging and information
systems.

media allocation policy

Determines in which sequence media
are used for backup. The Strict
allocation policy directs Data Protector
to prompt for a specific medium. The
Loose policy directs Data Protector to
prompt for any suitable medium. The

Formatted First policy directs Data
Protector to give preference to unknown
media, even if unprotected media are
available in the library.

media condition

The quality of : as¢ ‘vedfr
the media condition factors. Heavy
usage and age result in an increased
number of read and write errors with
tape media. Media need to be replaced
when they are marked as POOR.

media « lition factors

The user-assigned age threshold and
overwrite threshold used to determine
the state of a medium.

media ID
A unique identifier assigned to a
medium by Data Protector.

media label
A user-defined identifier used to
describe a medium.

media location

A user-defined physical location of a
medium, such as "building 4" or "off-
site storage".

media management session

A session performing some action on a
medium, such as initializing, scanning
the content, verifying data on a medium,
or copying a medium.

G-24
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media pool

A set of media of the same type (such as
DDS) used and tracked as a group.
Media are formatted and assigned to a
media pool.

media set

The result of a backup session is data
backed up on a group of media called
media set. Depending on the media
usage policy, several sessions can share
the same media. '

media type
The physical type of media, such as
DDS or DLT.

media usage policy

The media usage policy controls how
new backups are added to the already
used media. It can be Appendable, Non-
Appendable, or Appendable for
incrementals only.

merging
This defines one mode to resolve file

t fr i o
1wty auvauy vaiSES at the destination,
the one with the more recent
modification date is kept. Files not
present on the disk are always restored.
See also overwrite.

MFS

The Migrating File System enables a
standard JFS filesystem with migration
capabilities (on HP-UX 11.00). The

MES is accessed via a standard
filesystem interface (DMAPI), it is
mounted to a directory the same way as
any HP-UX filesystem. In an MFS, only
the sunerblock. the inode and the

' te' inf

permanently on the hard disk and are
never migrated.

See also VBFS.

Microsoft Exchange Server

A “client-server” messaging and a
workgroup system that offers a
transparent connection to many different
communication systems. It provides
users with an electronic mail system,
individual and group scheduling, online
forms, and workflow automation tools.
It provides a developer with a platform
on which to build custom information-
sharing and messaging-service
applications.

Microsoft Management Console
MMQC) (Windows specific term)
An administration model for Windows-

SLLLPIL, LULISISILLLL, QU LUIILEL At
administration user interface allowing
management of many applications
through the same GUI, provided that the
applications adhere to the MMC model.

Microsoft SQL Server 7.0/2000

A database management system
designed to meet the requirements of
distributed "client-server” computing.
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Microsoft Volume Shadow Copy
service (VSS)
A software service that provides a
unified communication interface to
coordinate backup and restore of a VSS-
ap ~ ation zss of
specific features. ‘1 nis service
collaborates with the backup
application, writers, shadow copy
providers, and the operating system
kernel to implement the management of
volume shadow copies and shadow copy
sets.
See also shadow copy, shadow copy
provider, writer.

mirror (ZDB specific term)
See replica unit.

mirror rotation (HP StorageWorks
Disk Array XP specific term)
See replica storage rotation.

MMD

The Media Management Daemon
process (service) runs on the Data
Protector Cell Manager and controls
media management and device
operations. The process is started when
Data Protector is installed on the Cell
Manager.

MMDB

The Media Management Database
(MMDB) is a part of the IDB that
contains information about media,
media pools, devices, libraries, library

drives, and slots configured in the cell,
as well as the Data Protector media used
for backup. In an enterprise backup
environment, this part of the database
can be common to all cells.

. ilso 3.

MoM

Several cells can be grouped together
and managed from a central cell. The
management system of the central cell is
the Manager-of-Managers (MoM). The
MoM allows you to configure and
manage multiple cells from a central

point.

mount request

A screen prompt that tells you to insert a
specific medium into a device. Once you
respond to the mount request by
providing the required medium and
confirm the mount request, the session
continues.

mount point

The access point in a directory structure
for a disk or logical volume, for example
Jopt or d:. On UNIX the mountpoint:
displayed using the bdf or df command.

MSM

The Data Protector Media Session
Manager, which runs on the Cell
Manager and controls media sessions,
such as copying media.
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MU number (HP StorageWorks Disk
Array XP specific term)

A Mirror Unit number is an integer
number (0, 1 or 2), used to indicate a
first level mirror.

See also first level mirror.

multi-drive server

A license that allows you to run an
unlim L
single system. '1'us license, which 1s
bound to the IP address of the Cell
Manager, is no longer available.

obdrindex.dat

An IDB file with information about IDB
backups, media, and devices used for
the backup. This information can
significantly simplify IDB recovery. It is
recommended to relocate the file,
together with IDB transaction logs, on a
separate physical disk from other IDB
direc 8 addit  lly, to make a
copy of the file and locate it where you
want.

OBDR capable device

A device that can emulate a CD-ROM
drive loaded with a bootable disk and
can thus be used as a backup or boot
device for disaster recovery purposes.

object
An object can be one of the following:

» for Windows clients, an object is a
logical disk (such as d:);

e for UNIX clients, an «
mounted filesystem o
point;

» for Novell Netware cl
is a volume.

The scope of the data can
reduced by selecting files
Additionally, an object ca

Object ID (Windows spe
The object IDs (OIDs) er
NTEFS 5 files no matter w
system the files reside. D
treats the OIDs as alterna
the files.

offline recovery

Offline recovery is perfor
Manager is not accessibls
due to network problems
standalone and SCSI-IT I
can be used for offline re
Recovery of the Cell Ma:
offline.

offline redo log
See archived redo log

OmniStorage

Software providing trans
migration of less frequen
the optical library while
frequently used data on t
HP OmniStorage runs ot
systems.
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Oracle instance (Oracle specific term)
Each installation of an Oracle database
on one or more systems. One computer
system can have several instances of a
database running.

ORACLE_SID (Oracle specific term)
A unique name for an Oracle Server
instance. To switch among Oracle
Servers, specify the desired
<ORACLE_SID>. The
<QORACLE_SID> is included in the
CONNECT DATA parts of the connect
descriptor in a TNSNAMES.ORA file
and in the definition of the TNS listener
in the LISTENER.ORA file.

original system

The system configuration backed up by
Data Protector before a computer
disaster hits the system.

original unit } specific term)
A logical unit that 1s used as a source for
data replication using snapshot or split
mirror technologies. Depending on the
r and technol us origi -
unit denotes P-VOL on HP
StorageWorks Disk Array XP, parent
LUN on HP StorageWorks Virtual
Array, logical drive on HP
StorageWorks Modular SAN Array
1000, or virtual disk on HP
StorageWorks Enterprise Virtual Array.
Data in an original unit is replicated to
data in a replica unit. Original units are
on systems interpreted as physical drives

(Windows) or physical volumes
(UNIX).

See also replica unit, original storage,
and replica storage version.

I stor-—- pecific term)
A >cu Ul origiuar units that contain the
backup objects selected in one Data
Protector backup specification. Data in
an original storage is replicated to data
in a replica storage version by
replicating the set of original units. An
original storage is typically used by the
application system.
See also _inal unit, replica unit, and
replica storage version.

overwrite

An option that defines one mode to
resolve file conflicts during restore. All
files are restored from a backup even if
t f

See also merging.

ovo
HP OpenView Operations for Unix
pro power a les

operations management of a large
number of systems and applications on
in a network. Data Protector provides an
integration into this management
product. This integration is implemented
as a SMART Plug-In for OVO
management servers on HP-UX and
Solaris. Earlier versions of OVO were
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called IT/Operation, Operations Center
and Vantage Point Operations.
See also merging.

ownership

The ow  hip of a backup det 38
who can restore from the backy . .2
user who starts an interactive backup is
the session owner. If a user starts an
existing backup specification without
modifying it, the session is not
considered interactive. In that case, if
the backup owner has been defined in
the backup specification, they remain
the session owner. Otherwise, the
session owner becomes the user who
started the backup in question. For the
scheduled backups, by default, the
session owner is for the UNIX Cell
Manager: root.sys @<Cell Manager>,
and for the Windows Cell Manager, the
user that was specified during the
installation of the Cell Manager. It is
possible to modify t.  >wnership, so
that the specific user becomes the
session owner.

package (MC/ServiceGuard and Veritas
Cluster specific term)

A collection of resources (for example
volume groups, application services, IP
names and addresses) that are needed to
run a specific cluster-aware application.

pair status (HP StorageWorks Disk
Array XP specific term)
A mirrored pair of disks can have

various status values depe " 1g on the
action performed on it. The three most
important status values are:

* COPY - The mirrored pair is
cur yresynchr ing. Datais
transferred from one disk to the
other. The disks do not « the
same data.

* PAIR - The mirrored pair is
completely synchronized and both
disks (the primary volume and the
mirrored volume) contain identical
data.

e SUSPENDED - The link between
the mirrored disks is suspended.
That means that both disks are

accessed and updated independently.

However, the mirror relationship is

still maintained and the pair can be

resynchronized without transferring
the ¢ _lete disk.

parallel restore

Restoring backed up data to multiple
disks at the same time (that is, in
parallel) by running multiple Disk
Agents, thatre /e data from one
Media Agent. For the parallel restore to
work, select data that is located on
different disks or logical volumes and
during backup, the data from the
different objects must have been sent to
the same device using a concurrency of
2 or more. During a parallel restore, the
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data for multiple objects selected for
restore is read from media at the same
time, thereby improving performance.

parallelism
The concept of reading multiple data
streams from an online database.

physical device

A physical unit that contains either a
drive or a more complex unit such as a
library.

post-exec

A backup option that executes a
command or script after the backup of
an object or after the entire session
completes. Post-exec commands are not
supplied by Data Protector. You need to
create your own. They can be written as
executables or batch files on Windows
and as shell scripts on UNIX.

See also pre-exec.

pre- and post-exec commands

Pre- and post-exec commands are used
to perform additional action before and
after a backup or restore session. They
are not supplied by Data Protector. You
n  tocreate your own commands.
They can be written as executables or
batch files on Windows and as shell
scripts on UNIX.

prealloc list

A subset of media in a media pool that
specifies the order in which media are
used for backup.

pre-exec
A backup option that executes a
command or script before the backup of
an object or before the entire session is
started. Pre-exec commands are not
supplied by Data Protector. You need to
create your own. They can be written as
executables or batch files on Windows
and as shell scripts on UNIX.

See also post-exec.

Primary Volume (P-VOL) (HP
StorageWorks Disk Array XP specific
term)

Standard HP StorageWorks Disk Array
XP LDEVs that act as a primary volume
for the CA and BC configurations. The
P-VOL is located in the MCU.

See also Secondary Volume (S-VOL).

_ _ivate Information Store (MS$
Exchange 5.5 Server specific term)
A part of the Information Store that
maintains information in user

bo A ox store consists of a
binary rich-text .edb file.

protection
See data protection and also catalog
protection.

G-31



public folder store (MS Exchange 2000
Server specific term)

The part of the Information Store that
maintains information in public folders.
A public folder store consists of a binary
rich-text .edb file and a streaming native
internet content .stm file.

public/private backed up data
When configuring a backup, you can
select whether the backed up data will
be:

» public, that is visible (and accessible
for restore) to all Data Protector
users

e private, that is, visible (and
accessible for restore) only to the
owner of the backup and
administrators

RAID
..2dundant Array o. ...expensive Disks.

RAID Manager Library (HP
StorageWorks Disk Array XP specific

11

The RAID Manager Library is used
int ally by  ta Protector on Solaris
systems to allow access to HP
StorageWorks Disk Array XP
configuration, status, and performance
data and to key HP StorageWorks Disk
Array XP features through the use of
function calls translated into a sequence
of low level SCSI commands.

RAID Manager XP (HP StorageWorks
Disk Array XP specific term)

The RAID Manager XP application
provides an extensive list of commands
to report and control the status of the CA
and BC applications. The commands
communicate through a RAID Manager
instance with the HP StorageWorks
Disk Array XP Disk Control Unit. This
instance translates the commands into a
sequence of low level SCSI commands.

rawdisk backup
See disk image backup.

RCU (HP StorageWorks specific term)
The Remote Control Unit acts as a slave
of an MCU in a CA configuration. In
bidirectional configurations, the RCU
can act as an MCU.

RDBMS
Relational Database Management
System.

RDF1/RDF2 (EMC Symmetrix specific
term)

A type of SRDF device group. Only
RDF devices can be assigned to an RDF
group. An group type  tains
source (R1) devices and an RDF2 group
type contains target (R2) devices.

RDS
The Raima Database Server process
(service) runs on the Data Protector Cell
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Manager and manages the IDB. The
process is started when Data Protector is
installed on the Cell Manager.

Recovery Catalog (Oracle specific
term)

A set of Oracle8/9 tables and views that
are nsed by Recoverv Manager to store
il ation abou 1 3d  ases.
This information is used by Recovery
Manager to manage the backup, restore,
and recovery of Oracle8/9 databases.
The recovery catalog contains
information about:

¢ The physical schema of the Oracle8/
9 target database

¢ Data file and archivelog backup sets
= Data file copies
* Archived Redo Logs

¢ Stored scripts.

Recovi _ Catalog Database (Oracle
specific term)

An Oracle database that contains a
recovery catalog schema. You should
not store the recovery catalog in your
target database.

RecoveryInfo

When backing up Windows
configuration files, Data Protector
collects the information about the
current system configuration
(information on disk layout, volume,

and network configuration). This
information is needed for disaster
recovery.

Recovery Manager (RMAN) (Oracle
specific term)
An Oracle8/9 command-line interface
that directs an Oracle8/9 Server process
) ,0l O he
database it is connected to. RMAN uses
either the recovery catalog or the control
file to store information about backups.
This information can be used later in
restore sessions.

recycle

A process that removes the data
protection from all backed up data on a
medium, allowing Data Protector to
overwrite it during one of the next
backups. Data that belongs to the same
session(s) but resides on other media is
also unprotected. Recycling does not
actually alter the data on the medium.

redo log (Oracle specific term)

Every Oracle database has a set of two
or more redo log files. The set of redo
log files for the database is known as the
database’s redo log. Oracle uses the redo
log to record all changes made to data.

Remote Control Unit (HP
StorageWorks Disk Array XP specific
term)

The Remote Control Unit (RCU) acts as
a slave of an MCU ina CA
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configuration. In bidirectional
configurations, the RCU can act as an
MCU.

Removable Storage Management
Database (Windows specific term)

A Windows service used for managing
removable media (such as tapes and
disks) and storage devices (libraries).
Removable Storage allows applications
to access and share the same media
resources.

reparse point (Windows specific term)
A system-controlled attribute that can be
associated with any directory or file.
The value of a reparse attribute can have
user-controlled data. The format of the
data is understood by the application
that stored the data and a filesystem
filter that was installed to interpret the
data and process such files. Whenever
the filesystem encounters a file with a
reparse point, it attempts to find the
filesystem filter associated with the data

replica unit (ZDB specific term)

A logical unit that is used as a target for
data replication using snapshot or split
mirror technologies. Depending on the
vendor and technology used, a replica
unit denotes S-VOL on HP
StorageWorks Disk Array XP, child
(BC) LUN on HP StorageWorks Virtual
Array, logical drive on HP
StorageWorks Modular SAN Array

1000, or virtual disk on HP
StorageWorks Enterprise Virtual Array.
Data in an original unit is replicated to
data in a replica unit. Replica units are
on systems interpreted as physical drives
(Windows) or physical volumes
(UNIX). A replica unit is also referred
to as snapshot or mirror.

See also original unit, original storage,
and replica storage version.

replica storage version (ZDB specific
term)

A set of replica units, created or reused
during one ZDB backup session, which
contain replica copies of the backup
objects selected in one Data Protector
backup specification. Data in an original
storage is replicated to data in a replica
storage version. A replica storage
version is typically used by the backup
system.

See also original unit, replica unit, and
original storage.

_li itorag. ol (ZDB specific
term)
A number or group of replica storage
versions produced during ZDB sessions
to be used for the purpose of replica
storage rotation, instant recovery, and
split mirror restore. The replica storage
versions in the replica storage pool are
all created using the same backup
specification. The size of a replica
storage pool is defined for each backup
specification as the maximum number
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device if someone has manually
manipulated media without using Data
Protector to eject or enter, for example.

Scheduler

A function that controls when and how
often automatic backups occur. By
setting up a schedule, you automate the
start of backups.

Secondary Volume (S-VOL) (HP
StorageWorks Disk Array XP specific
term)

Seconc  Volumes, or S-VOLs  :XP
LDEVs that act as a secondary CA or
BC mirror of another LDEV (a P-VOL).
In the case of CA, S-VOLs can be used
as failover devices in a MetroCluster
configuration. The S-VOLs are assigned
separate SCSI addresses, different from
the addresses used by the P-VOLs.

See also Primary Volume (P-VOL).

session
See backup session, media

i nt session, and restore
session.

session ID

This environment variable is set by Data
Protector during actual backup sessions
(not during preview). It identifies a
session and is recorded in the database.

session key
This environment variable for the Pre-
and Post-exec script is a Data Protector

unique identification of any session,
including preview sessions. The session
key is not recorded in the database, and
it is used for specifying options for the
omnimnt, omnistat and omniabort CLI
commands.

shadow copy (MS VSS specific term)
A volume that represents a duplicate of
the original volume at a certain point in
time. The data is then backed up from
the shadow copy and not from the
original volume. The original volume
contil to changes  he backup
process continues, but the shadow copy
of the volume remains constant.

See also Microsoft Volume Shadow
Copy service.

shadow copy provider (MS VSS
specific term)

An entity that performs the work on
creating and representing the volume
shadow copies. Providers own the
shadow copy data and expose the
shadow copies. Providers can be
software (e.g. system providers) or
hardware (local disks, disk arrays).
See also shadow copy.

shadow copy set (MS VSS specific
term)

A collection of shadow copies created at
the same point in time.

See also shadow copy.
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shared disks

A Windows disk on another system that
has been made available to other users
on the network. Systems with shared
disks can be backed up without a Data
Protector Disk Agent installed.

SIBF

The Serverless Integrations Binary - __es
(SIBF) is a part of the IDB that stores
raw NDMP meta data. This data is
necessary to perform restore of NDMP
objects.

slot

A mechanical position in a library. Each
slot can hold a medium, such as a DLT
tape. Data Protector references each slot
with a number. To read a medium, a
robotic  :chanism moves the medium
from a slot into the drive.

SMB
See split mirror backup.

SMBF

The Session Messages Binary Files
(SMBF) is a part of the IDB that stores
session messages generated during
backup and restore sessions. One binary
file is created per session. The files are
grouped by year and month.

snapshot (ZDB specific term)
See replica unit.

V

snapshot backup (ZDB specific term)
A ZDB term encompassing ZDB disk
backup, ZDB tape backup and ZDB
disk/tape backup utilizing snapshot
technology.

See also zero downtime backup
(ZDB).

source (R1) device (EMC Symmetrix
specific term) :

An EMC Symmetrix device that
participates in SRDF operations with a
target (R2) device. All writes to this
device: mirrored to a target (R2)
device in a remote EMC Symmetrix
unit. An R1 device must be assigned to
an RDF1 group type.

See also target (R2) device.

source medium

When copying media, the source
medium is the medium that contains
backed up data and is being copied.

sparse file A file that contains data with
portions of empty blocks. Examples are:
-A matrix in which some or much of the
data contains zeros -files from image
applications -high-speed databases If
sparse file processing is not enabled
during restore, it might be impossible to
restore this file.

split mirror backup (EMC Symmetrix
specific term)
See ZDB tape backup.
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split mirror backup (HP StorageWorks
Disk Array XP specific term)

See ZDB tape backup, ZDB disk/tape
backup and ZDB disk backup.

split mirror restore (HP StorageWorks
Disk Array XP specific term)

A process where data backed up using
the ZDB tape backup or ZDB disk/tape
backup process is restored from tape
media to the replica storage version
selected by the replica rotation process
or by the user. The replica storage
version is then synchronized to the
original storage. Split mirror restore is
limited to filesystem restore.

See also ZDB tape backup, ZDB disk/
tape backup, and replica storage
rotation.

sqlhosts file (Informix specific term)
An Informix connectivity-information
file that contains the names of each of
the database servers and any aliases to
which the clients on a host computer can
connect.

SRD file

The Data Protector Syst ~ Recovery
Data (SRD) file contains system
information required for installing and
configuring the operating system in case
of a disaster. The SRD file is an ASCII
file, generated when a
CONFIGURATION backup is
performed on a Windows client and
stored on the Cell Manager.

SRDF (EMC Symmetrix specific term)
The EMC Symmetrix Remote Data
Facility is a business conti
process thar  ables effecti

data replication of SLDs between
dislocated processing environments.
These environments could be situated
within the same root computer
environment or separated by long
distances.

-time

SSE Agent (HP StorageWorks Disk
Array XP specific term)

A Data Protector software module that
executes all tasks required for a split
mirror backup integration. It
communicates with the HP
StorageWorks Disk Array XP storing
system using the RAID Manager XP
utility (HP-UX and Windows systems)
or RAID Manager Library (Solaris
systems).

sst.conf file

-..e file /usr/kemel/drv/sst.conf is
required on each Data Protector Sun
Solaris client to which a multi-drive
library device is connected. It must
contain an entry for the SCSI address of
the robotic mechanism of each library
device connected to the client.

st.conf file

The file /kernel/drv/st.conf is required
on each Data Protector Solaris client
with a backup device connected. It must
contain device information and a SCSI
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address for each backup drive connected
to that client. A single SCSI entry is
required for a single-drive device and
multiple SCSI entries are required for a
multi-drive library device.

stackers

Devices with multiple slots for media

storage usually with only one drive. A

stacker selects media from the stack

sequentially. In contrast, a library can
lomly select media from its

repository.

standard security (MS SQL specific
term)

Standard security uses the login
validation process of the Microsoft SQL
Server for all connections. Standard
security is useful in network
environments with a variety of clients,
some of which may not support trusted
connections. It also provides backward
compatibility for older versions of the
Microsoft SQL Server.

See also integrated security.

Storage Group

(MS Exchange 2000 specific term)

A collection of databases {stores) that
share a common set of transaction log
files. Exchange manages each storage
group with a separate server process.

StorageTek ACS library
(StorageTek specific term)
Automated Cartridge System is a library

system (also known as Silo) consisting
of one Library Management Unit
(LMU) and one to 24 Library Stor
Modules (LLSM) connected to the um.

switchover
See failover

Sybase Backup Server API (Sybase
specific term)

An industry-standard interface
developed for the exchange of backup
and recovery information between a
Sybase SQL Server and a backup
solution like Data Protector.

Sybase SQL Server (Sybase specific
term)

The server in the Sybase “client-server”
architecture. Sybase SQL Server
manages multiple databases and
multiple users, keeps track of the actual
location of data on disks, maintains
mapping of logical data description to
physical data storage, and maintains
data and procedure caches in memory.

Symmetrix Agent (SYMA) (EMC
Symmetrix specific term)

The Data Protector software module that
prepares the EMC Symmetrix
environment for backup and restore
operations.

99. Y00
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Symmetrix Application Programming
Interface (SYMAPI) (EMC Symmetrix
specific term)

A linkable library of functions that can
interface with EMC Symmetrix units
attached to the Data Protector clients.
Provided by EMC.

. me tabase File

(EMC Symmetrix specific term)
The EMC Symmetrix database file that
stores EMC Symmetrix configuration
dataon  1system withacc ~gured
EMC Symmetrix ICDA and installed
SYMCLI

Symmetrix Command-Line Interface
(SYMCLI) (EMC Symmetrix specific
term)

An application written using the
Symmetrix Application Programming
Interface (SYMAPI) that retrieves data
from an EMC Symmetrix unit using
special low-level SCSI commands. The
SYMCLI allows you to run ¢ 1ds
on the client to obtain configuration,
status, and performance data from the
—..IC Symmetrix units attached to
clients that are running in an open
systems environment.

System Backup to Tape (Oracle
specific term)

An Oracle interface that handles the
actions required to load, label, and

45,

unload correct backup devices when
Oracle ist a backup or restore
request.

system databases (Sybase specific
term)

The four system databases on a newly
installed Sybase SQL Server are the:

¢ master database (master)
e (emporary database (tempdb}

* system procedure database
(s ys ics)
* model database (model).

system disk

A system disk is a disk containing
operating system files. Microsoft
terminology defines the system disk as a
disk containing the files required for
initial step of boot process.

system partition

A systerr  tition is a partition
containing operating system files.
Microsoft terminology defines a system
partition as a partition containing the
files required for initial step of boot
process.

System State (Windows specific term)
The System State data comprises the
Registry, COM+ Class Registration
database, system startup files, and the
Certificate Services database (if the
server is a certificate server). If the
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server is a domain controller, Active
Directory directory services and the
Sysvol directory are also contained in
the System State data. If the server is
running the Cluster service, the System
State data also includes resource registry
checkpoints and the quorum resource
recovery log, which contains the most
recent cluster database information.

system volume/disk/partition

A volume/disk/partition containing

o ; 1files. M soft
termunology aetines the system volume/
disk/partition as the volume/disk/
partition containing files required for the
initial step of the boot process.

SysVol (Windows specific term)

A shared directory that stores the server
copy of the domain’s public files, which
are replicated among all domain
controllers in the domain.

tablespace

A part of a database structure. Each
database is logically divided into one or
more tablespaces. Each tablespace has
data files or raw volumes exclusively
associated with it.

tapeless backup (HP StorageWorks
Disk Array XP specific term)
See ZDB disk backup.

target database (Oracle specific term)
In RMAN, the target database is the
database that you are backing up or
restoring.

target (R2) device (EMC Symmetrix
specific term)

An EMC Symmetrix device that
participates in S] 7 operations with a
source (R1) device. 1t resides in the
remote EMC Symmetrix unit. It is
paired with a source (R1) device in the
o "7y

all write data Irom 1ts mirrorea pair.
This device is not accessed by user
applications during normal /O
operations. An R2 device must be
assigned to an RDF2 group type.

See also source (R1) device

target medium
‘When copying media, the target medium
is the medium to which data is copied.

target sys
specific term)
A system after a computer disaster has
occurred. The target system is typically
in a non-bootable state and the goal of
disaster recovery is to restore this
system to the original system
configuration. The difference between a
crashed system and a target system is
that a target system has all faulty
hardware replaced.

‘Disaster Recovery
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Terminal Services (Windows specific
term)

Windows Terminal Services provide a
multi-session environment that allows
clients to access a virtual Windows
desktop session and Windows-based
programs running on the server.

thread (MS SQL Server 7.0/2000
specific term)

An executable entity that belongs to
only one process. It comprises a
program counter, a user-mode stack, a
kernel-mode: “,a isetofregi
values. Several threads can run at a time
within one process.

TimeFinder (EMC Symmetrix specific
term)

A business continuation process that
creates an instant copy of single or
multiple Symmetrix Logical Devices
(SLDs). The instant copy is created on
specially preconfigured SLDs called
BCVs and is accessible via a separate
device address to the system(s).

TLU
Tape Library Unit.

TNSNAMES.ORA (Oracle and SAP R/
3 specific term)

A network configuration file that
contains connect descriptors mapped to
service names. The file may be
maintained centrally or locally, for use
by all or individual clients.

transaction

A mechanism for ensuring that a set of
actions is treated as a single unit of
work. Databases use transactions to
keep track of database changes.

transaction backup

Transaction backups generally use fewer
resources than database backups, so they
can be created more frequently than
database backups. By applying
transaction backups, you can recover the
database to a specific point in time prior
to when a problem occurred.

transaction backup (Sybase and SQL
specific term)

A backup of the transaction log
providing a record of ¢! _es made
since the last full or transaction backup.

transaction log backup

Transaction log backups generally use
fewer resources than database backups
so they can be created more frequently
than database backups. By applying
transaction log backups, you can recover
the database to a specific point in time.

transaction log files (MS Exchange and
Lotus Domino Server specific term)
Files in which changes made to a
database are recorded.

transaction logs (Data Protector
specific term)
Keeps track of IDB changes. The
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archiving of transaction logs should be
enabled to prevent you from losing the
transaction log files tha created after
the last IDB backup and are necessary
for IDB recovery.

transaction log table (Sybase specific
term)

A system table in which all changes to
the *~ abase are automatically recorded.

TSANDS.CFG file (Novell NetWare
specific term)

A file that allows you to specify the
names of containers where you want
backups to begin. It is text file located in
the SYS:SYSTEM\TSA directory on the
server where TSANDS.NLM is loaded.

unattended operation
See lights-out operation.

user account

You can use Data Protector only if you
have a Data Protector user account,
which restricts unauthorized access to
Data Protector and to backed up data.
Data Protector administrators create this
account specifying a user logon name,
the systems from which the user can log
on, and a Data Protector user group
membership. This is checked whenever
the user starts the Data Protector user
interface or performs specific tasks.

user disk quotas
NTFS quota-managem
enables an enhanced tr
mechanism and contro]
usage on shared storag
Protector backs up use:
the whole system and f
users at a time.

user group

Each Data Protector us
User Group. Each User
of user rights that are gi
in that User Group. The
Groups with their assor
can be defined as desire
provides three default 1
admin, operator, and us

user profile (Windows
Configuration informat
user basis. This inform
desktop settings, screer
connections, and so on.
logs on, the user profile
the Windows environm
accordingly.

user rights

User rights or access ri
permissions needed to

Data Protector tasks. C
backup, starting a back
starting a restore sessio
rights. Users have the a
the user group to whict
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vaulting media

The process of storing media to a safe
and remote place. The media are
brought back to the data center when
they are needed for restore or are ready
for reuse in subsequent backups. The
vaulting procedure depends on your
company's backup strategy and policies
for data protection/reliability.

VBEFS /NmniStorage specific term)

A Very g File System is an extension
of the standard HP-UX file system on
HP-UX 9.x. It is mounted to a directory
the same way as any HP-UX file system.
In a VBES, only the superblock, the
inode and the 'extended attribute’
information remain permanently on the
hard disk and are never migrated.

See also MFS.

verify

A function that lets you check whether
the Data Protector data on a specified
medium is readable. Additionally,
consistency within each block can be
checked if the backup was performed
with the cyclic redundancy check (CRC)
option ON.

Virtual Device Interface (MS SQL
Server 7.0/2000 specific term)

This is a SQL Server 7.0/2000
programming interface that allows fast
backup and restore of large databases.

" virtual disk (HP StorageWorks

Enterprise Virtual Array specific term)
A unit of storage allocated from an HP
StorageWorks Enterprise Virtual Array
storage pool. Virtual disks are the
entities that are replicated using the HP
StorageWorks Enterprise Virtual Array
snapshot functionality.

See also original unit and replica unit.

virtnal server

A virtual machine in a cluster
environment defined in a domain by a
network IP name and address. Its
address is cached by the cluster software
and mapped to the cluster node that is
currently running the virtual server
resources. This way all requests for a
particular virtual server are cached by a
specific cluster node.

volser (ADIC and STK specific term)

A VOLume SERial number is a label on
the medium to identify the physical tape
used in very large libraries. A volserisa -
naming convention specific to ADIC/
GRAU and StorageTek devices.

volume group

A unit of data storage in an LVM
system. A volume group can consist of
one or more physical volumes. There
can be more than one volume group on
the system.
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volume mountpoint (Windows specific
term)

An empty directory on a volume that
can be used to mount another volume.
The volume mount point acts as a
gateway to the target volume. Provided
that the volume is mounted, users and
applications can refer to the data on the
mounted volume by the full (merged)
filesystem path as if both volumes are
one integral part.

Volume Shadow Copy service
See Microsoft Volume Shadow Copy
service.

VPO
See OVO.

VSS
See Microsoft Volume Shadow Copy
service.

VxFS
Veritas Journal Filesystem.

VxVM (Veritas Volume Manager)

A Veritas Volume Manager is a system
for managing disk space on Solaris
platforms. A VxVM system consists of
an arbitrary group of one or more
physical volumes organized into logical
disk groups.

Wake ONLAN

Remote power-up support for systems
running in power-save mode from some
other system on the same LAN.

Web reporting

The Data Protector functionality that
allows you to view reports on backup
status and Data Protector configuration
using the Web interface.

Windows CONFIGURATION
backup

Data Protector allows you to back up
Windows CONFIGURATION,
including Windows Registry, user
profiles, Event Logs, and WINS and
DHCP server data (if configured on a
system) in one step.

Windows Registry
A database repository about a
computer's configuration.

WINS server A system running
Windows Internet Name Service
software that resolves Windows
networking computer names to IP
addresses. Data Protector can back up
WINS server data as part of the
Windows configuration.

writer

(MS VSS specific term)

A process that initiates change of data
on the original volume. Writers are
typically applications or system services
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that write persistent information on a
volume. Writers also participate in the
shadow copy synchronization process
by assuring data consistency.

XBSA interface (Informix specific
term)

The onbar utility and Data Protector
communicate with each other through
the X/Open Backup Specification
Services Programmer's Interface
(XBSA).

XCopy engine (direct backup specific
term)

A SCSI-3 copy command that allows
you to copy data from a storage device
having a SCSI source address to a
backup device having a SCSI
destination address, thus enabling direct
backup. The data flows from a source
device (either block or streaming, that
is, disk or tape) to the destination device
(either block or streaming) through

2  py.Thisrelea the controlling
server of reading the data from the
storage device into memory and then
writing the information to the
destination device. See also direct
backup.

ZDB
See zero downtime backup (ZDB).

ZDB disk backup (ZDB specific term)
The basic concept of ZDB disk backup
is to create a copy of data from the

original storage at a specific
time, and keep this copy of
disk array in the replica stoi
selected from or created in |
storage pool. Data in the re|
version is not moved to stan
media. The data backed up
ZDB disk backup functiona
either restored by utilizing
recovery process or used for
and similar purposes.

See also zerod¢  :ime ba
(ZDB), ZDB tape backup,
tape backup, instant recon
replica storage pool.

ZDB disk/tape backup (ZI
term)

The basic concept of ZDB «
backup is to create a copy ¢
the original storage at a spe
in-time, and keep this copy
replica storage version. The
in the replica storage versio
additionally used for a back
standard backup medium, t;
tape. The data backed up us
disk/tape backup can be res
the instant recovery or the s'
Protector restore procedure
be used for data mining anc
purposes.

See also zero downtime bz
(ZDB), ZDB disk backup,
backup, instant recovery,
storage pool.
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ZDB part of the IDB (ZDB specific
term)

A part of the DB, storing ZDB related
information such as original and replica
storage versions, security information
and other. The ZDB part of the IDB is
used for ZDB, instant recovery, and split
mirror restore.

See also zero downtime backup
(ZDB).

ZDB tape backup (ZDB specific term)
The basic concept of ZDB tape backup
is to create a copy of data from the
original storage at a specific point-in-
time, and use this copy of data in the
replica storage version for a backup to a
standard backup medium, typically a
tape. After the backup is complete, the
data in the replica storage version may
be overwritten. Instant recovery is not
possible from such a backup, the data
must be restored following the standard
Data Protector restore procedure.

See also zero downtime backup
(ZDB), ZDB disk backup, instant
recovery, ZDB disk/tape backup, and
replica storage pool.

z down : backup (ZDB)

A backup process utilizing data
replication technologies (the split mirror
and snapshot technologies) to minimize
the backup window for the application
system; typically to few minutes. With
this technique, application database
downtime (offline backup) or backup

XN

J8

mode (online backup) is 1
very short time it takes to
mirror disks or to create ¢
snapshots. The appl’
returned to normal operat
data in the replica storage
either backed up by strear
to tape (ZDB tape backup
replica storage pool (ZDE
for the instant recovery o1
purposes or both (ZDB di
backup).

See also ZDB disk backy
backup, ZDB disk/tape |
instant recovery.
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aborting
all sessions, 623
backup session during the size
determination, 312
running sessions, 312
sessions, elapsed time, 625
sessions, using ID, 624
user right, 84
access points
Enterprise Event ID, 650
Generic Event ID, 651
graphical user interface (GUI), 652
log files, 652
SNMP traps, 649
SNMP traps format, 651
Specific Event ID, 651
system and management applications, 649
variables, 651
Windows Application Log, 652
access rhts
for Data Protector users, 83
accessing
Event Log functionality, 356
n itoring functionality, 309
notification functionality, 342
reporting functionality, 315
Web reporting interface, 354
Web reporting interface, restricting, 354
accessing in GUI
Event Log, 356
activating
barcode reade: 1p]
barcode support, 66
Cartridge Memory support, 68
Cartridge Memory support, figure, 69
active directory restore, 283
adding
(
1 , 30
magazine devices, 34
media to a media pool, 107
MoM Administrator, 364
multiple reports to the report group, 337
reports to a report groups, 335
standalone devices, 23
unused media, 107
unused media to media pool, 107
used media, 107

_rure, 67

Index

used media to a media pool, 107
user groups, 88
users, 90
ADIC/GRAU AML, 655
advanced options
setting, defining lock name, figure, 54
Alarm notification, 346
allocation policy, media, 103
format first policy, 104
loose, 103
strict, 103
Allow Fallback, object specific option, 243
appending backups to media, 117
Application Response Measurement, 646
applications
cluster-aware, 616
system and management, 649
architecture
IDB, 384
ARM integration, 646
ASCII report format, 329
ASR, 480
Assisted Manual Disaster Recovery
limitations, Windows, 451
preparation, Windows, 451
procedure, Windows, 456
Windows system, 450
ATS configuration file
creating, 59
autoconfiguring devices, SAN, 50
autoloader
configuration, 29
automated media copying, 145
Automated System Recovery, 480
ASR diskettes, 485
ASR set, 483
Limitations, 482
Preparation, 483
Racov | 486
---qui ants, 481
Automareu System Recovery set, 483
automatic drive cleaning, 62
automating
restart of failed sessions, 621
auxiliary disk
creating, 509

B

backing up
clients using disk discovery, 163
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cluster MC/SG), 638
cluster (MSCS), 619
CONFIGURATION, 176
DHCP Server, 178
direct backup environment, 204
disk image, UNIX, 166
disk image, Windows, 190
disks, using NFS, 164
DNS Server, 178
event logs, 183
event logs, Windows, 182
IDB, 398
MC/ServiceGuard local disks, 639
MC/ServiceGuard shared disks, 639
Microsoft Cluster Server local disks, 620
Microsoft Cluster Server shared disks, 620
NetWare Directory Services, NDS, 199
Novell NetWare MMuster local disks, 642
Novell NetWare __uster shared disks, 643
Novell NetWare filesystems, 194
Op /'MSfile  .ems, 201
rawdisk, UNIX, 166
rawdisk. Windows. 190
i 185
System State, 176
UNIX filesystems, 161
user disk quotas, 183
Veritas Cluster local disks, 640
Veritas Cluster shared disks, 641
VxFS, A-3
Windows 2000/XP services, 179
...ndows clients, disk discovery, 183
Windows CONFIGURATION, 173
Windows filesystems, 168
Windows Registry, 177
Windows user profiles, 182
WINS Server, 178
backup
aborting session during the size
determination, 312
cluster, 619, 638
configuring, 153
creating consistent, 444
failed, managing, 263
full, 155
full or incremental, 213
group specifications, 222
incremental, 155
list options, 236

managing cluster-aware, 620

modifying schedule, 210

ownership, 84

predefined, 209

protection expiration, 586

recurring, 210

restarting failed, 266, 311

right to start, 83

scheduling tips, 212

session concepts, 4

skipping, 211

templates, 216

temporary disabling, cluster environment,
626

troubleshooting, 580

unattended, 207

VSS filesystem, 170

with stacker devices, 36

backup commands

pre- and post-exec, UNIX, 257
pre- and post-exec, Windows, 251

backup devices

adding library, 30

addir standalone,

autoloaders, 29

block size, 76, 79

concurrency, 76

concurrency and streaming, 76

configuring, 17

configuring chains, 24

confignring files, 27

config g 1gazines, 34

configuring manually, 52

configuring stacker, 35

configuring standalone, 23

disabling, 70

disabling, figure, 71

file device, 26

libraries with multiple systems, 32

library, 29

locking, 46, 74

locking for drives, table, 53

locking mechanism, 46

preparing configuration, 20

relation to backup specifications and media
pools, scheme, 22

removing, 72

renaming, 73

restarting, 70
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segment size, 78
shared in the SAN, 44
specifying type and name, figure, 24
streaming, 76
used by multiple applications, locking, 46
using, 17
backup environment
setting up, tasks, 15
backup failure
preventing, 264
backup files of size
object specific option, 243
backup objects, 153
selecting, 168
backup options, 225
catalog, 230
configuring, 211
device, 249
frequently used, 227
list, 236
load balancing, 232
log level, 231
logging files to database, 245
ownership, 235
protection, 228
reconnecting broken connections, 239
sch 227
backup POSIX hard links as files
object specific option, 243
backup session
concepts, 4
backup specification
checking, 608
concepts, 153
creating, 154
creating for recovery, 509
example, 155
groups, 222
multiple, 155
options, 236
pre- and post-exec commands, 250
right to save, 84
saving groups, 223
backup specifications
relation to devices and media pools,
scheme, 22
Backup Specifications reports, 318
backup templates
using for configuring backup, 218
backup types, 213

backup, troubleshooting
mount request for a library device, 582
mount request for a standalone device, 581
protection expiration, 586
starting interactive sessions, 585
starting scheduled sessions, 584
unexpected mounted system detected, 583
Barcode Scan option, 129
barcode support, activating, 66
BDACC
environment variable, 255
block size
backup device options, 79
changing, 79
changing, example, A-51
boot partition, 439
Disk Delivery Disaster Recovery, 459
Enhanced Disaster Recovery, 463
bootable installation CD
disaster recovery, 452
broadcast message send method
notifications, 349
reports, 332
buffer size
Disk Agent, 79
bulk eject of media, 137
busy drive handling, 65

C

calculation of a media condition, changing,
134
media conditions property page, figure, 134
Cartridge Memory
activating support, 68
activating support, figure, 69
data initialization, 109
list, 130, 132
list for specific slot, figure, 130
reformat, 109
reformat for specific slot, figure, 110
catalog
backup, 230
Catalog Database, 385
catalog from media, importing, 114
catalog protection, 230, 388
object specific option, 244
CDB, 600
cell
backup devices, 3
Cell Manager, 3
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Novell NetWare Cluster Services, 642

omniclus command, 623

package (MC/SG, Veritas Cluster), 615

primary node, 615

secondary node, 615

switchover, 615

Veritas Cluster, 613

virtual server, 615
cluster-aware applications, 616
cluster-aware backups, 620
CM, MA and DA in the DMZ, 540
CMMDB

See Centralized Media Management

Database

command-line interface (CLI), 11
commands

pre- and post-exec, 250

pre- and post-exec examples, A-20

pre- and post-exec, UNIX, 257

pre- and post-exec, Windows, 251
communication, troubleshooting, 565

client fails, 567

HOST file resolution problem, 567

host name resolution problems, 565
concurrency

advanced options dial  box, figure, 77

changing, device, 76

device backup option, 249

device properties dialog box, figure, 78
condition

of 'dia pool, 132
of a media, and device error, 132
of a a, changing calculati 134

of a media, checking, 131
of a media, checking using Cartridge
Memory List, 132
of a media, fair, 133
of a media, good, 133
of a media, influence on how media are
selected for backvp, 131
of a media, influencing factors, 132
of a media, poor, 133
of a media, property page, figure, 134
condition factors for media, 105, 132
age of a medium, 105
maximum number of overwrites, 132
medium valid for, 132
usage of a medium, 106
CONFIGURATION
backing up, 173, 176

restoring Windows, 280
Windows 2000/XP, 174
Windows NT, 173

configuration

of user rights, 83

Configuration reports, 320
configuring

automatic drive cleaning, 62

automatically, devices, 50

backup devices, 17

backup devices for direct backu

backups, 153

barcode support, 66

Cell Manager package, MC/Ser
633

Cell Manager, MC/ServiceGuar

cleaning tape slot, 63

cluster-aware client, MC/SG, 6!

cluster-aware client, MSCS, 61

CMMDRB, 368

CMMDB on the client cell, 370

CMMDB on the MoM Man r

device chains, 24

device files, 27

Device Flow report, using CLI,
341

device streaming, 76

devices, automatically, 50

devices, manually, 52

drives, 52, 59

drives, library, 32

T 644

nrewall environment, 528

floating drive, table, 59

floating drives, 59

IDB, 388

libraries with multiple systems

library devices, 29, 30

library for mixed media, 37

library robotics in a cluster, 52

libtab files, manually, 56

magazine devices, 34

Manager-of-Managers, 362

ManageX integration, 648

MC/SG integration in the SAN,

media pool, 102

Media Statistics report, using (
example, 340




new Microsoft Exchange Profile, 348

notifications, 342, 351

notifications on the Web, 353

notifications, using Web reporting
interface, 355

report groups, 335

report groups, using Web reporting
interface, 355

reports, 335

reports on the Web. 353

SCSI-II libr, _ d , 29

separate media pools for the different
drives, 43
si Flowre, ,usingCLI,ex )le,
340

SNMP traps, Windows 2000, 333, 350

SNMP traps, Windows NT, 333, 350

stacker devices, 35

stacker devices, example, 35

standalone devices, 23

static drive, table, 59

static drives, 60

the library robotics, manually, 51

user rights, 83

users in MoM, 379

vaults, 141

web user password, 354

configuring firewall environment

CM, MA and DA in the DMZ, 540

DA and MA in the DMZ, 535

DA in the DM7, 538

amples, ___
nmiting port range, 528

UVUI'VIUW, DLO

port usage in Data Protector, 531
configuring the IDB

backup specification, 398

catalog protection, 388

directories, location, 391

disk space, allocating, 388, 389

growth factors, 388, 389

logging level, 388

notifications, 400

preparing recovery, 390

procedure, 388

recovery file, creating a copy, 395

reports, 400

robustness considerations, 390

connection reset by peer
troubleshooting, 567
consecutive backups
running, 212
Context List, 9
conventions, xxi
copying
Data Protector Java programs to the Web
Server, 354
media, 143
media, automated, 145
corruption
IDB, 419
CRC check
device backup option, 249
creating
ATS configuration file, 59
auxiliary disk, 509
backup specification, 154, 509
backup specification, example, 155
consistent and relevant backup, 444
critical volumes, 440
CRS debug
in MS cluster environment, 558
on Windows, 557
customizing
notifications, 342
reports, 315
the information about the media, 149

D

DA and MA in the DMZ, 535
DA :heDMZ, 538
daemons
£ f, 1
oualr Itll..ls, JiL
starting problems, 571
stopping, 571
troubleshooting, 569
daily full backup
predefined backup schedules, 209
daily intensive backup
predefined backup schedules, 209
DailyMaintenanceTime global option, 524
data files missing, 596
data protection, 228
setting, 122
Data Protector internal database
See IDB
Data Protector Java programs
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Enhanced Disaster Recovery, Windows
NT/2000 client, 470
One Button Disaster Recovery, Windows
NT/2000, 477
recurring backup
configuring, 210
recycling
media, 123
reducing
IDB growth, 405
TNR size, 406

ba " \g up Windows, 177
N GONFIGURATION, 173
restoring Windows, 282
reliability
- dition, 105
RemovanieStorageManagementDatabase,
174
removing
backup devices, 72
user groups, 88
users. 90
ren ng
backup devices, 73
reparse points, 170, 171
report groups
adding multiple reports to, 337
adding reports to, 335
config 335
config 1 1g Web reporting interface,
355
examples, 335
requirements, 316
running, using CLI, 339
running, using GUI, 338
triggering by a notification, 337, 352
report level
object specific option, 246
report open locked files as
object specific option, 247, 248
reporting, 307
accessing functionality, 315
adding reports to a report groups, 335
concepts, 315
configuring report groups, 335
configuring reports, 335
report groups, 315, 335
report input parameters, 315
report send methods, 331

Index

reports format, 329
reports on multiple cells, 315
reports types, 317
starting reports, 315
user rights, 83
reports
adding multiple to the report group, 337
adding to a report group, 335
configuring, 335
configuring on the Web, 353
enstomizing, 315
its, 329
generating, using omnirpt command, 339
generating, using Web reportingin  ace,
355
groups, 338
IDB, 400
input parameters, 315
on multiple cells, 315
requirements, 316
running individual, using GUI, 338
running, using CLI, 339
running, using GUI, 338
send methods, 331
starting, 315
types, 317
responding to mount request, 310
RESTARTED, definition, 253
restarting
backup device, ._
fail sessions, 621
failed backup, 266, 311
restore
concepts, 4
database application, troubleshooting, 586
troubleshooting, 580
with stacker devices, 36
restore options, 294
display statistical information, 295
for objects, 294
keep most recent, 297
list restored files, 295
lock files, 296
move busy files, 295
no overwrite, 297
omit deleted files, 294
omit unrequired incrementals, 295
overwrite, 297
pre- exec commands, 296, 297










pre- and post-exec commands, 250, 255
Specific Event ID, 651
specific object, 225
specifying
pathname for a file device, figure, 28
type and name of the backup device, figure,
24
stacl  devices
backup and restore with, 36
configuring, 35
configuring, example, 35
scanning, verifying and formatting, 35
standalone devices
chains, 24
configuring, 23
mount request for, 581
troubleshooting, 581
start backup specification
user right, 84
starting
daemons, 571
daemons, problems, 571
failed backup, 266

GUI, UNIX, 7
JI. Windov 7
notii . checks, 608

periodic backup, 209
reports, 315
services on Windows, probl
unattended backup, 209
user interface, problems, 590
static drives
cc ring, 60
STh ALS, 655
stopping daemons, 571
Storage Area Network. See SAN
storing
catalog backup, 230
strict media allocation policy, 103
support, before calling, 549
switch session ownership, 84
switchover, 615
sybase.log, 552
system and management applications
access points, 649
Generic Event ID, 651
graphical user interface (GUI), 652
overview, 649
SNMP traps, 649
SNMP traps format, 651

., 569

Specific Even’ ~ 651
variables, 651
Windows Application Log, 652
system partition, 439
System Recovery Data (SRD), 445
System State
backing up, 176
rest g Windows 2000/XP, 281
services, 174
SystemRecoveryData
NT CONFIGURATION, 173

T

tab report format, 330
tape drives, 20
target hostname, 294
target system, 439
TCP/IP setup, checking, 567
templates, 216, 218
temporary directory missing, 597
testing
drive cleaning configuration, 63
time attributes, 296
trace file name, troubleshooting, 556
triggering a report group by a notification,
337, 352
troubleshooting
backup sessions, 580
checking and maintenance mechanism, 605
client fails, 567
common problems, 562
daemons, 569
debugging, 553
devices, 574
disaster recovery, 514
error messages, browsing, 561
IDB, 592
installing Cell Manager, Windows, 589
installing clients, Windows, 588
licensing, 584
log files, 550, 588
media, 574
networking and communication, 565
non-ASCII characters, 587
online help, 603
restore sessions, 580
sample debugging, 558
services, 569
starting daemons, Unix, 571
starting services, Windows, 569
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_  _erver verview

The rp5400 family of servers are 1-way to 4-way servers based on the PA-RISC processor architecture. The
rp5400 family of servers accommodate up to 16GB of memory and internal peripherals including disks and
DVD ROM/Tape. High availability features include HotSwap fans and power supplies, and HotPlug internal
disk drives. The supported operating system is HP-UX.
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Server Unpacking and Installation
Factory Integrated rp54xx Cabinet Installation

3. At the rear of the cabinet:
a. Open the door.
b. R ethe _ foot by and re 7 the two (2) 1/2-inch bolts.

For Shipping:
L-brackets are
mounted behind
anti-tip foot.

Same bolts
secure both.
Bolts

¢. Remove the two (2) L-brackets (revealed by removing the anti-tip foot).
4. Remove the two ramps from the pallet and carefully place them into the slots at the front of the pallet.

WARNING  Use extreme care when rolling the racked system down the ramps. A rack
containing one rp54xx can weigh up to 418 Ibs. Do not stand in front of the ramps
when rolling the cabinet off the pallet or injury may occur. All but the smallest
configurations require two persons to safely remove the rack from the pallet.

If anti-tip feet or ballast are not installed or are improperly installed the cabinet
can tip. Failure to follow this precaution can cause injury to personnel or damage
to equipment.
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Step 7.
8.

Step 9.
~-.ep 10.
Step 11.
S\tep 12.
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Installing Additional Components
Installing Memory

Locate the Memory Carrier and pull up on the extractor levers on each end of the Memory
Carrier to unseat the Memory Carrier from its socket.

When the Memory Carrier unseats from the socket, pull it away from the System Board.

Loosen the captive screws that secure the DIMM Clip and remove the DIMM Clip from the
Memory Carrier.

Seat the memory DIMM into its socket on the Memory Carrier.

Press the extractor levers on each end of the memory DIMM slot inward until the levers snap
into place.

Attach the Memory Clip to the Memory Carrier with the DIMM slot markings on the top of the
Memory Clip aligned with the DIMM slot markings on the Memory Carrier.

Secure the Memory Clip using the captive screws.
Seat the Memory Carrier into the appropriate slot on the System Board.

Push down on the extractor levers and snap them into place.

Replace the air baffle. Tighten the four captive screws to secure the air baffle in place.

Replace the top cover. Slide the cover tabs into the slots in the chassis and close the cover. Tighten
the two captive screws to secure the top cover in place.

For rack configurations, insert the rp54xx server back into the rack.

. .r deskside enclosure configurations, replace the deskside enclosure cover.

Power the rp54xx server on.

Use the BCH command in me to verify the system recognizes the memory that you have just
added.
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Installing Additional (
Installing Graphics

This section explains how to install rp54xx 2D graphics hardware. For a complete graphics solution, three
products are required. The products listed below are the only products supported on rp54xx servers.

e A6150A rp54xx Graphics Package

— Includes PCI graphics card

— Includes PCI USB (Universal Serial Bus) card
e A4983B Keyboard and Mouse Kit

— Includes mouse with 114” cable

— Includes keyboard with 109” cable
e D8910W (19”) or D2847W (21)” Monitor

— ludes lized power cord and 757 15-pin video cable

NC. - rpH4xx graphics require. ... UX __.0 Support Plus (IPR) 0006, June 2000 or later.

The photo below includes the A6150A, A4983B and D8910W products. The video cable for the monitor is not
shown. Blar" TQAMN mnat otk innlindad
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Installing Additional Components
Installing Graphics

DC voltages are present when the server is connected to AC power. Do not attempt to
install or service: CPUs, Memory, PSMs, the Platform Monitor or PCI /O cards
installed in non-Turbo slots (1-6) while DC voltage is present. Failure to observe this
warning mav result in damage to the server.

Step 3. Make the right side of the server accessible for service.

Step 4. Using a Torx 15 screwdriver, loosen the captive screws on the right side panel. This panel has a
label which shows which PCI I/O slots are available and the corresponding paths. The label shown
below is foranrp 0.
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Cable Connections -

Con S

Local Console St al Port Terminal Type: vt1l00
1 note Console Serial Port Modem Protoceol: CCITT Remote ( jole Serial Port | lem
bit rate: 19200 bits/s
Remote Console Serial Port Modem Flow Control: Software
Remote Console Serial Port Modem Transmit Configuration Strings: Enabled
Remote Console Serial Port Modem Presence: always connected
Do you want to modify the Local Console Serial Port settings? (Y/[N]1)
Do you want to modify the Remote Console Serial Port Modem settings? (Y/I[N])

> Host | fesrhapgsp

If necessary, use the GSP help facility by typing GSP>he. Once in the help facility, type the ¢ and -  d
help with. Use LI for a list of commands.

The following baud rates are recommended for the revision A GSP:

e  (Console: 19200
e Remote: 19200

e UPS: 1200

The following baud rates are recommended for the revision B GSP:

e  (Console: 38400
* Remote: 38400

o TUPS: 1200





















Cable Connections
n

Example 4-5 GSP Web Browser Help Screen

[

HELP TOPICS
A T Hrtern and YTION Qvernew .
Aamosaator Commands Modem: Pagsword resettow "
Chasas redes Modes of the 35 Port summary
Commmand sumraary Creragior 2 omouans

Console

K

When the separate GSP window is closed, it appears in the HP invent window with Zoom In/Qut above it.
Click on the Zoom In/Out bar to generate a separate GSP window.
























Cable Connections
rp54xx Serve. ot Pro

rpb54xx 3rver Boot Process

The length of time an rp54xx server will require to complete the boot process depends on the number of
processors and the amount of RAM installed. Average configurations can take more than 20 minutes.

The boot process consists of the following main steps:

Typical Boot Process

Front Panel Power Switch .

. System M essages
s ;
J . denoting forward progress
ya * Est. 1-5 minutes
/7
s
/
e

s

vd
J 3 V
Autob oot I Boot Conssle Handler h

\

.

System M essages
denoting forward progress
" Est. 10-20 minutes

UNIX Login Prompt I

The duration of the full boot process can vary depending on:
+ Number of CPUs installed

+ Amount of memory installed

* UNIX version installed

+ State of the network

All times approximate
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Configuring the Rev A Guardian Service Processor (GSP)

The Rev A Guardian Service Processor (GSP) is a resident processor within the system that .
remote system administrator to monitor and perform administrator functions. This section
configuration procedures that will instruct you to:

e Configure the LAN port
® Add or delete users (maximum of 20)
¢ Change the default GSP configuration

Go to the appropriate section for the task that you wish to accomplish.

Configt . the GSP LAN Port

Perform the LAN configuration from the systems local port (either console or the E.. secure

NOTE The GSP has a separate LAN port from the system LAN port. It will1  la se
IP address, and networking information from the port used by HP-UX.
Before starting this procedure, you will need to know the following informati

¢ LP. address (for GSP)
¢ Subnet mask
e Gateway address

e Hostname (this is used when messages are logged or printed).

To configure the GSP LAN port, perfc  the following steps:
1. Go into the GSP with the ctrl+b entry.
2. At the GSP prompt, enter the LAN Configuration (Ic) command:

GSP> 1c

lccomn 1will start a series of prompts. Respond to each prompt with the approprial

Adding Users

The GSP can only have a maximum of 20 users (one administrator and 19 operators). By de:
added to the GSP becomes the GSP administrator. Only the GSP administrator can add or
change the GSP configuration.

NOTE Before starting this procedure, you will need to know the following informati

e User’s name
¢ Organization’s name
* Login name

e User’s password
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Configuring the Rev A Guardian Si

To adc r, the following s s:

1. Enter the GSP with the ctrl+b entry.

2. At the GSP prompt, enter the Security options and access control (SO) command:
GSP> so

3. The first prompt you see with the so command is for GSP-wide parameters:

GSP wide parameters are:
Login Timeout: 1 minutes.
Number of password Faults allowed: 3
Flow Control Timeout: 5 minutes.
Do you want to modify the GSP wide parameters? (Y / [N])

At this point you can modify the GSP-wide parameters or continue adding users. To ad:
no.

NOTE If this is the first time users are being added, the first user added will b
administrator.

If this is not the first time you are adding users (you are adding additio
—n~nd +~ step through all current users to reach the next available user

4. The next prompt that appears will ask the following question:
Do you want to modify the user number 1 parameters? (Y/[N1/Q to quit) __

Follow the series of prompts to enter all the required fields for adding a user.

CAUTION Be sure to read each prompt carefully and enter the correct response. A mis
entry will deny entry to that user.

The following is an example of an added users information:

Us :’s Nar J 1ith

Organization’s Name: IT Support

Dial-back configuration: Disabled
. Access Level: Operator

Mode: multiple

User’s state: enabled

For the number 1 user, the Access level is administrator. The Mode en
only allows entry for that user one time, then access will be denied. i
multiple allows unlimited entries into the GSP.
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Utitities
Configuring the Rev B Guardian Service Processor (GSP)

Configuring the Rev B Guardian Service Processor (GSP)

The Rev B Guardian Service Processor (GSP) is a resident processor within the system that allows
remote system administrator to monitor and perform administrator functions. This section provides
configuration procedures that will instruct you to:

* Configure the LAN port
e Add or delete users (maximum of 20)
e Change the default GSP configuration

Go to the appropriate section for the task that you wish to accomplish.

Configuring the GSP LAN Port

1 form the LAN configuration from the systems local port (either console or the HP secure web cor  le).

NOTE The GSP has a separate LAN port from the system LAN port. It will need a separate - "N ~ 1,
IP address, and networking information from the port used by HP-UX.
Before starting this procedure, you will need to know the following information:

e LP. address (for GSP)
¢ Subnet mask
* Gateway address

e Hostname (this is used when messages are logged or printed)

To configure the GSP LAN port, perform the following steps:

1. Go into the GSP with the ctrl+b entry.
2. At GSF _ . the LAN ¢ _(l¢) command:
GSP> 1c

The lc command will start a series of prompts. Respond to each prompt with the appropriate information.

Addir ~ Users

The GSP can only have a maximum of 20 users (one administrator and 19 operators). By design, the first user
added to the GSP becomes the GSP administrator. Only the GSP administrator can add or remove users or
change the GSP configuration.

NOTE Before starting this procedure, you will need to know the following information:
e User’s name
e Organization’s name
¢ Login name

¢ User’s password
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Troubleshooting
" “RU identification

Table 6-1 Problem Symptoms and Repair Actions (Continued)
Normal
Problem or Pr(.)blem Functioning Troubleshooting Steps | Potential FRUs
Symptom Indicators .
Indicators
No BCH Main | Front Panel Flashing RUN 1. Check forred LEDon | ¢ Core I/O
Menu prompt. | RUN LED is LED. GSP. If lit red, the e P
nat. Forward problem is with the rocessors
AL TG S GSP. e  Processor
..lere is no chassis codes. . Check that the iﬁ)%p T:S
forward . console is properly u
BCH Main
progress M connected and can e Memory
. 1 prompt. . .
chassis codes communicate with e Svstem
at the console. the Service Processor _y' ard

There is no
BCH Main
Menu prompt

at the console.

(CTRL B should get
you the SP login
prompt).

. Check Service

Processor Error logs.
Look for entries
related to:

*  Processors

e Processor
Modules

(known as low
voltage DC
supplies in
chassis codes.
Also known as
power pods).

e Memory

. Reduce to minimum

configuration and
troubleshoot from
there.

¢ Console
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Power Supply F ™ re Example

GSP> sl

SL

Which buffer are you interested in

Incoming, Activity, Error, Current boot or Last boot ? (I/A/E/C/L) e

e

Do you want to set up filter options on this buffer ? (Y/[N]) n
n

Type + CR and CR to go up (back in time},

Type - CR and CR to go down (forward in time),

Type Q to escape.

Log Entry # 0

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required
REPORTING ENTITY TYPE: 2=power monitor - REPORTING ENTITY ID: 00

CALLER ACTIVITY: 4=monitor - CALLER SUBACTIVITY: 0O4=low voltage power supply

SOURCE: 4=power - SOURCE DETAIL: 4=high voltage DC power - SOURCE ID: 02

PROBLEM DETAIL: A=unexpected - ACTIVITY STATUS: F

Data 0 : Low=00000000 : High=00000000 - type 0 = Data Field Unused
Data 1 : Low=0F152A28 : High=00006303 - type 11 - Timestamp 04/15/1999 21:42:40

Problem Analysis
Step 1. Find the Source value. In this example, it is SOURCE: 4=power.
Use the Power row of the Error Chassis Log-to-FRU Decoder table.
Step 2. ....dthe ._urc. _ _tail value. In this ex: )le, it is SOURCE DETAIL: 4=high voltc _
Usett 0  Voltage DC Power row of the table.
3. Find the Source ID value. In this example, it is SOURCE ID: 02.
The failing power supply is Power Supply #2.
Step 4. The Problem Detail for this row is not applicable.
ep 5. The FRU column of the table identifies the FRU as the Power Supply.

The correct action would be to replace Power Supply #2, located in the front of the system.

Processor Failure Example

Log Entry # 1

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required
REPORTING ENTITY TYPE: O=system firmware - REPORTING ENTITY ID: 01

CALLER ACTIVITY: l=test - CALLER SUBACTIVITY: 62=implementation dependent

SOURCE: l=processor - SOURCE DETAIL: l=processor general - SQURCE ID: 00

PROBLEM DETAIL: 3=functional failure - ACTIVITY STATUS: O

Data 0 : Low=00000003 : High=F7000000 - type 0 = Data Field Unused

Data 1 : Low=0F160920 : High=00006303 - type 11 - Timestamp 04/15/1999 22:09:32

Problem Analysis
Step 1. Find the Source value. In this example, it is SOURCE: I=processor.

Use the Processor row of the Error Chassis Log-to-FRU Decoder table.
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Step 2. The Source Detail, the Source ID, and the Problem Detail values are all not applic
Pro.  sor row of the table.

Step 3. The FRU column of the table identifies the FRU as a failing processor.

Step 4. The Action column of the table instructs us to use the Info Menu and PR comman
Main Menu to identify the failing processor.

Here is the output of Step 4 in our example:
Main | u: Enter command or menu > in

---- Information Menu ------------- oot me oo

Command Description
ALL Display all system information
BootINfo Display boot-related information
CAche Display cache information
ChipRevisions Display revisions of major VLSI
~Onrocessor Display coprocessor information
I Display FRU inform m
FwrVersion Display firmware ve...on
I0 Display I/0 interface information
LanAddress Display Core LAN station address
MEmory Display memory information
PRocessor Display processor information
WArnings Display selftest warning messages

Information Menu: Enter command > pr

PROCESSOR INFORMATION

HVERSION SVERSION Processor

Processor Speed Model Model/Op CVERSION State

1 440 MHz 0x05c4 0x0491 2. 0 Active

3 440 MHz 0x05c4 0x0491 2. 0 Stopped:Nonresponding
Central Bus Speed (in MHz) : 82
Software ID (dec) : 1635329341
Software ID (hex) : 0x6179253d
Software Capability : 0x01100000£f0

Information Menu: Enter command >

Processor #3 is Stopped : Nonresponding. Replace Processor #3.

Interpreting System Alerts

System Alerts are reported to the system console when a problem is detected by the Service
alerts are stored in the Service Processor Error Logs. When this new alert is added to the log
the front panel ATTENTION LED to blink.
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Interpreting rstem Alerts
Do one of the following:

1. No response: the alert will time out and the system will continue operating.

2. A - Responding with the letter A will inform the Service Processor that you have seen
system will continue to operate.

3. X - Responding with the letter X will inform the Service Processor to disable all future

This can be re-enabled with a Service Processor command.
=

Sampie System Alert

*************************SYSTEM ALERT***************************************

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action require
PROBLEM DETAIL: 4=fan failure - SOURCE ID: 04

SYSTEM NAME: fesrhapgsp

MODEL NAME: MODEL STRING: S/N:
SPU POWER: ON

ACTIVITY/COMPLETION LEVEL: 0%
SYSTEM BOOT IS PENDING

LEDs: ™™ ATTENTION FAULT REMOTE
SH OFF OFF ON

CALLER ACTIVITY: 4=monitor - CALLER SUBACTIVITY: 05=fan

REPORTING ENTITY TYPE: 2=power monitor - REPORTING ENTITY ID: 00

SOURCE: 6=platform - SOURCE DETAIL: 3=cabinet fan

0x002008646304405F 00000000 00000000 - type O = Data Field Unused
0x582008646304405F 00006303 O0F151D08 - type 11 = Timestamp 04/15/1999 21:29:08
A: ack read of this entry - X: Disable all future alert messages

Qnything else skip redisplay the log entry
->Choice:a

Key FRU Identification Fields for System Alerts
The following fields are used for FRU identification.

Alert Level: How the problem has affected the system operation.

Source: What major part of the system the alert is referring to
memory, processor, etc...).

Source Detail: What sub-part of the system the alert is referring to (i.¢
DIMM, high voltage DC power, etc...).

Source ID: Specific FRU referred to in Source and Source Detail (i,

Problem Detail: Specific problem information (i.e, power off, functional 1

Timestamp: When the problem occurred.

The above sample system alert shows the following:

1. The problem does not affect system boot.
2. The problem is with platform cabinet fan #4.
3. The problem is a fan failure. Replace fan #4 to correct the problem.

4. The fan failed on April 15, 1999 at 9:29 PM.
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Interpretir xrvice Processor Error Chassis Logs

Accessing the Service Processor Error Chassis Logs will turn the ATTENTION LED, blinking on the front
panel, OFF.

Chassis Logs (located in the Service Processor) contain low level logging information related to the following
5 categories:

¢ Incoming log: Contains all chassis logs coming into the Service Processor.

® Activity log: Contains all chassis logs related to system activity.

® Error log: Contains all error chassis logs.

e Current boot log: Contains all chassis logs associated with the current boot.
¢ Last boot log: Contains all chassis logs associated with the last boot.

The Error Chassis Logs are the ones you need to look at.

Accessing Error Chassis Logs

Execute the following steps to access the Error Chassis Logs.

1. At the system console prompt, type CTRL B
2. Enter the Service Processor Login and Password
3. The screen will display: GSP>
At the GSP> prompt: type SL and press enter
4. The ld _ ay:

Which buffer are you interested in:
Incoming, Error, Current boot, Last boot? (I/A/E/C/L), type E, and press enter

5. The screen will display:
Do you want to set up filter options on this buffer? (Y/[N]), type N, and press enter

6. The most receni  ror Log Entry (Log _atry #0) will be displayed. A carriage return ;. _2r this will display
the next log entry. Type Q to stop displaying the log entries. The screen will display: GSP>

7. At the GSP> prompt: type CO, and press enter to return to the console screen.

—..ample of Accessing Error Logs

Here is an example of accessing the Error Logs from the Boot Console Handler (BCH) Main Menu prompt.
User input is shown in ITALICS.

Main Menu: Enter command or menu > type CTRL B
Service Processor login: System Operator
Service Processor password: ***++* (password hidden)

Welcome to HP Guardian Service Processor
System Name: fesrhapgsp

fesrhapgsp:

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required
SOURCE: é=platform - SOURCE DETAIL: 3=cabinet fan

PROBLEM DETAIL: 4=fan failure

GSP>
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fesrhapgsp:

ALERT LE' =Boot possible, pending failure or environmental problem - action required
SQURCE: 1 form - sou DETAIL: 3=cab fan

PROBLEM Liniaiu: 4=fan faiiure

GSP> sl

SL

Which buffer are you interested in
Incoming, Activity, Error, Current boot or Last boot ? (I/A/E/C/L) e
e

Do you want to set up filter options on this buffer ? (Y/[N]) n
n

Type + CR and CR to go up (back in ti ,
Type - CR and CR to go down (forward in time),
Type Q CR to escape.

Log Entry # 0

ALERT LEVEL: 6=Boot possible, pending failure or environmental problem - action required
REPORTING ENTITY TYPE: 2=power monitor - REPORTING ENTITY ID: 00

CALLER ACTIVITY: 4=monitor - CALLER SUBACTIVITY: (05=fan

SOURCE: 6=platform - SOURCE DETAIL: 3=cabinet fan - SOURCE ID: 04

PROBLEM DETAIL: 4=fan failure - ACTIVITY STATUS:
Data 0 : Low=00000000 : High=00000000 - type 0 = Data Field Unused

Data 1 : Low=0F151D08 : High=00006303 - type 11 Timestamp 04/15/1999 21:29:08

L]

n

gq

fesrhapg-~-

ALERT LE 6=Boot possible, pending failure or environmental problem - action requiied
SOURCE: 6=platform - SOURCE DETAIL: 3=cabinet fan

PROBLEM DETAIL: 4=fan failure

GSP> co

co

You are now leaving the Guardian Service Processor Command Interface
and returning to the console mode. Type Ctrl B to reactivate it.

Main Menu: Enter command or menu >

¥ FRU Identification Fields for Error Chassis Logs
The following fields are for FRU identification.

Alert Level: How the problem has affected the system operation.

Source: What major part of the system the alert is referring to (i.e., platform,
memory, processor, etc.).

Source Detail: What sub-part of the system the alert is referring to (i.e., cabinet fan,
DIMM, high voltage DC power, etc.).

Source ID: Specific FRU referred to in Source and Source Detail (i.e., fan #4).

Problem Detail: Specific problem information (i.e, power off, functional failure, etc.).

Timestamp: When the problem occurred.

The above sample system alert message shows the following:

1. The problem does not affect booting of the system.
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Chasslis Code to FRU Decode

2. The problem is with fan #4.
3. The problem is a fan failure.
4. The fan failed on April 15, 1999 at 9:29 PM.

In this example, fan #4 should be replaced to correct the problem.

Interpreting Chassis Logs Using the chassis_code.codes File

For chassis logs generated by system firmware (Reporting Entity Type 0), use the chassis_code.codes file for
chassis code definitions. Each revision of system firmware (AKA Processor Dependent Code or PDC) has a
unique chassis_code.codes file. This file is not part of either the PF_Cxxxxx or PHSS_xxxxx server firmware
patches. The chassis_code.codes files appear in the appendices of the Interpreting Chassis Logs in Detail

de.

The definition of a PDC reported chassis code is determined hv lncating either the last four digits of a chassis
log  helast threed _ sofaselft chassiscodein- e chassis_code.codesfi Re o the
Interpreting Chassis Logs in Detail guide for definition and examples of selftest chassis codes.

NOTE Be sure to use the appropriate appendix as the PDC for rp5400/rp5450 is different than PDC
for rp5470. Using the wrong appendix may result in a mis-interpretation of the chassis code.

To quickly learn the definition of a PDC reported chassis code, follow these four steps:

Step 1. _ termine either the last 4 digits of the hex chassis code or the last 3 digits of the selftest
code.

Step 2. Go tothe appropriate appendix in the Interpreting Chassis Logs in Detail guide.

Step 3. Locate the chassis code that matches the last 3 or 4 digits. If viewing via web browser or Adobe
i bat, use the FIND feature to locate the chassis code.

Step 4. Take action as appropriate.
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7 Removing and Replacing Compone:

The following list of parts can be changed when required to keep the system running pr
remove/replace components shown under each part indicates the path required for acce:
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Individual C R _Ice Instructions

Insc the ‘:rverfr(« the Front
1 v ir
HP-supported rack is covered in this section.

To return the server into the rack, press the rail clips on either side of the server in and push the server into
the rack until it stops.

The following graphic shows the server extended and indicates the rail clip location.
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Individual Component Remove/Replace Instr
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Individual C 1

1 t the dini ude and push it into the rveruntilthe d nn s in the /O
Backplane ot.

2. Connect the I/O cable attached to the I/O card at the rear PCI bulkhead.
3. Connect any ribbon cable connectors attached to the I/O card in the side service bay.

The following graphic shows an I/O card being replaced.
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...moving and Replacing Components
Indivi i R

PCI Card Separator/Extractor Replacement

PCI card separator/extractors are located in the Side Service Bay on the PCI Backplane, between PCI cards.
PCI card separator/extractors are plastic cards with two tab handles and two LEDs.

To replace a PCI card separator/extractor, perform the following steps:

1. Insert the PCI card separator/extractor into the available slot and slide it into the PCI backpla:
connector.

2. Be sure the two hook tabs on the PCI card separator/extractor insert into the connector blocks on either
side of the PCI backplane.

_..ce you have completed replacement « h. _ __ card separator/extractor into the server, perform the
following tasks:

e Replace the - I card, if necessary.

e Power up the server.
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Removing and Replacing Components
Individual Com_  ent Remove/Re; el uctio

aass

Power to the server does not have to be off to remove or replace ¢ ___tSwap
in the front of the server and fan number 1 is at the rear of the server.

To remove a fan cover from the server, perform the following steps:
1. Loosen the captive T-15 screws from the sides of the cover.
2. Gently pry the cover away from the server and set it aside.

The following graphic shows a Chassis Fan Cover in place.

~
¥

1assis fan cover. - .n number 0 is

152
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Removing and Replacing E@mponents
Individual Component Remove/Replacel  uctions

The power to the server does not have to be off to remove or replace a HotSwap Chassis Fan cover. Fan
number 0 is located in the front of the server and fan number 1 is located at the rear of the server.

To replace a chassis fan cover, perform the following tasks:
1. Insert the cover into position in front of the fan.
2. Tighten the captive T-15 screws on each side of the cover.

The following graphic shows a HotSwap Chassis Fan Cover.
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Removing and Replacing Components
Individual Component Remove/Replace Instructic

HotSwap Power Supply Removal

Up to three power supplies (0 through 2), located across the bottom front of the server, can be installed in the
server without removing power.

To remove a power supply from the server, perform the following step:

1. Remove the T-15 mounting screw located to the right of the handle near the top of the power supply.

CAUTION Re careful when pulling the power supply out of the server. It is heavier than it appears.

2. Grasp the handle and pull the power supply out of the server.
The following graphic shows a front and rear view of a HotSwap Power Supply.
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Removing and Replacing Componerits
Individual Component Remove/Replace Instructions

Up to three power supplies (0 through 2), located across the bottom front of the server, can be installed in the
server without removing power.

To replace a power supply, perform the following steps:

CALTINM Rn anvnfial srhan nuttineg tha namwar ciinnly inta tha carvar Tt ie haaviar than it annears

1. Grasp the handle in one hand and support the power supply with the other. Slide the power supply into
the server. The Power Supply LED should illuminate immediately.

2. Replace the T-15 mounting screw located to the right of the handle near the top of the power supply.
The following graphic shows a front and rear view of a HotSwap Power Supply.
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A Parts and Accessories

Appendix A
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Sys  Specifications
Dir sions

Cc m - ( ti1 _ Space

Specify Uncrating Space

rp54xx Systems are shipped in integrated cabinets on a 34.75” (88.25 cm.) x 26” (66 ¢cm.) pallet. The combined
height of the packaged ta..... and the pallets are as follows:

¢ 1.1 meter rack - 60 inches
® 1.6 meter rack - 73 inches
e 2.0 meter rack - 87 inches

Allow room (a circular area approximately 12 feet (3.5 meters) in d’ * " for uncrating the system and
rolling the cabinet off the pallet on rails. Allow additional space for wwmporary storage of the shipping
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Sy Specificé!%ns
LAN and Telephone

AN and iclephone

rp54xx servers provide remote console access via the secure web console, which may be connected to the
RS-232 serial port or 10Base-T RJ45 LAN port on the GSP (Guardian Service Processor) card in I/O slot #2.
The same connectors may also be used to connect directly to a hard console.

NOTE The RJ45 LAN port should be used ONLY for remote console access and not as a production
LAN port.

rp54xx servers may require as many as three unique IP addresses:

¢ The rp54xx server requires its own IP address.

¢ The Guardian Service Processor, as a separate network device, has to have its own  ac  ss, gateway,
and subnet mask configured at the site in order to be separately addressed. The service processor does not
support DHCP, so the IP address m<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>