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Dalvilene Rosa de Alcantara

De: Julio Artur Lustosa Passos
| a: | wviler Alcar
Cc: Isaias Lerback

Assunto: RES: Geragao de Pedido HP

Ok obrigado pela atencao e estamos enviando cépia da NF.
att:Julio Artur - Gesit/SEas - DR/BSB

Enviada em: quinta-feira, 24 de fevereiro de 2005 10:36
Para: Julio Artur Lustosa Passos

Cc: Isaias Lerback

Assunto: RES: Geracao de Pedido HP

Julio,
o pedido gerado para a NF abaixo é: 6329 - 02, conforme informado via fone.

Favor confirmar o recebimento da inforrmacgéo, bem como enviar copia da NF & la paraeste :CAM.

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONIL (61) 426-2836

FAND (R 4262807
dvicuatrecorroios.com.br

Julio Artur |
-..-iada q _ de de 2005 11:56
Para: Dalvilene Rosa de Alcantara
Assunto: ENC: _:racao de Pedido HP

conforme contato telefonico.
att juhio - Gesit/Seas - DR/BSB

De: Jdlio Artur Lustosa Passos

Enviada em: segunda-feira, 21 de fevereiro de 2005 11:13
Para: Isaias Lerback

Assunto: Geracao de Pedido HP

Bom dia, favor gerar pedido conforme contato telefonico:
Empresa:HP Ltda

CT n®11.994/04

Valor:12.499,30

Parcela: 14°

Grato:julio Artur - Gesit/Seas - DR/BSB

Tel:2145520

Y0NS



»Alc v a

- Marileide Ferreira da Silva

Enviado em: quarta-feira. 23 de fevereiro de
Pa Dalvilene F 1de A tara
Assunto: RES: CIGETEC/RN =" 8/
Dalvilene:

O pagamento ja saiu OK para a GECOF, passou lindo.

Mutto obrigada

Marileide
De: valvilene Rosa de Alcantara
Enviada em: terga-feira, 22 de fevereiro de 2005 17:37
Para: Marileide Ferreira da Silva
Assunto: CIGETEC/RN-0048/05
Amiga,
ormar | dc _sadonob 2

Contrato 11.994/2003 - HP
NF: 26886

EMISSAO: 02/02/05

F )IDO: 3060 - 02

Favor confirmar o recebimento da informagéo.

ATT.,

Dalvilene Rosa de Alcantara
CINYDGOS/DIECAM/AC/IECT
FONI (61 426-2856
FAND(G1) 126-2807
dvicmrad correios.com. br

0919



[ Juliana da Silva Shimonishi

Enviado em: quarta-feira 23 de fevereiro de 2005 09:07
Pa Dalvilene . .>sa de Alcantara

Assunto: RES: CI/GERAD/SCONS/SEGC/PR - 544/05
Ok, recebt.

Obrigada.

Bt:; N i waiviene Rosa de Aleaiiara T

Enviada em: terca-feira, 22 de fevereiro de 2005 17:40

Para: ana da Silva Shimonishi

Assunto: 1/GERAD/SCONS/SEGC/PR - 544/05

JULIANA,

Informamos pedido gerado no ERP:

CONTRATO 11.994/03 - HP
NF: 26884

EMISSAO: 02/02/05
PEDIDO: 25074 - 02

Favor confirmar o recebimento da informacgao.

ATT.,

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONE: (61) 426-28306

FAX: (61) 426-2807

dvicirattcorreios.com.br
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lvilene Rosa de Alcants

De: Neu: Auxiliadora Moreira Caminha

Enviado em: sequnda-feira, 21 3 fevereiro de 2005 33

Cc: Manoel Maciel da Silva
Assunto: RES: CONTRATOS HP

Boa tarde!
Dalvilene,
Agradeco e estamos enviando para pagamento.
Att.
Neusa AMC

De: Dalvilene Rosa de Alcantara
Enviada em: segunda-feira, 21 de fevereiro de 2005 16:27
Para: Neusa Auxiliadora Moreira Caminha

Assunto: ENC: CONTRATOS t..

Segue novamente.

De: Dalvilene Rosa de Alcantara

Enviada em: segunda-feira, 21 de fevereiro de 2005 15:53

Para: Neusa Auxiliadora Moreira Caminha; Ranolfo Sacramento Caldas
 Cc: Manoel Maciel da Silva; ‘airan.junior@hp.com’

Assunto: RES: CONTRATOS HP

Neusa,
boa tarde!

Conforme contato telefGnico, eis o pedido gerado para o contrato 11.994/03

ZDIDO D2
VALOR R$ 7.499,58
NF: 26880
_.MISSAQ. __02/05

Solicitamos confirmar o recebimento da informacao, bem como éenviar copia da f'.. atestada para es
DECAM.

Quanto ao Contrato 12.994/04, é com a Divisao de Material, cuja chefe é Elzabeth Rodrigues Mady - ramal:
2786 /2799 /2774,

ATT..

Dalvilene Rosa de Alcaniara

CLM/DGCS/DECAM/AC/TECT

FONIE (51) 42628386

FANDUGT) 126-2807

dvicuatocorreios.conbr

De: Neusa Auxiliadora Moreira Caminha
o ‘7 - "t - fevereiro de 2005 10:53

Cc: Manoel Maclel da Siva; airan.junior@hp.com
Assunto: CONTRATOS HP

Bom dia! —

a1 Ria Wia FAYAY ~
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De: _ Alvilene ..
1 (
Para: Suely loshiko Ataka

Assunto: RES: geracao de pedido - ctr 11 14/03 HP

Suely.
vide em azul ABAIXQ, as informacoes solicitadas. Na frente da descricao das NFs.

Favor confirmar o recebimento das informacdes.
Aguardamos as copias das NFs.

ATT.,

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONE:(61) 426-2836
FANI(G1) 4262807

dvicirtecorrelos.com.br

De: Suely Ioshiko Ataka

Enviada em: sexta-feira, 18 de fevereiro de 2005 15:12
Para: Dalvilene Rosa de Alcantara

Assunto: geragado de pedido - ctr 11.994/03 HP
Prioridade: Alta

“Boa tarde, Dalvilene;
Conforme contato telefénico encaminho os dados referentes as notas da empresa Hewlwett-Packard Brasil
Lt contratn n? 11 994/2003 para geragao de pedido para a DR/SPI..
n?danota2t..Jvr.., 14.999,16 data de emissdo 02/0z ~ )05 - PEDIDO ERP: 33268 - 02
n? da nota 26842 vr R$ 14.999,16 data de emissdo 04/01/2005 - PEDIDO ERP: 33267 - 02
e ninha g r 10tas.

Atte

Suely ioshike Ataka
BEGC/GEBAD/DR/ER!

Foa b Pedro H, 4-55 - Bauru-59
AO0G-3503 fax: {14} 4002-3502

suslyalaka @ocorreios. com. br

veteréncia para 8 ECT em gestéo para a exceléncia. em degsmponho

facac das pessoas”

181777005
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Dalvilene »>sa de Alt 1tara

De: Claudio Almeida Braga
Enviado em: sexta-feira, 18 de  ereiro de 2005 13:39
Para: Dalvilene Rosa de Alcantara
Assunto: ntrato 1-
Minha amiga,

tinha entendido, eu sé quis te dizer que encaminhei a Cl, pois quando ela chegar ai vocé ndo gerar
novamente.

Pois nossos colegas das outras DR, vao te deixar maluca com esta historia do Cartdo do Bradesco.
Aproveitando informo que a posi¢cdo do GERAD DR/MG, é mesma ou seja, tudo como era antes, até uma
posicao oficial do DECAM.

Abragos e grato,

Ciaudio Braga
EVENTUAL/SEGC/GERAD/DR/MG
\
EEJciaudiobraga@correlos.com.br
(31) 320 502

————— Mensagem original-----

De: Dalvilene Rosa de Alcéntara [mailto:dvieira@correios.com.br]
Enviada em: Sexta-feira, 18 de Fevereiro de 2005 12:19

Para: Claudio Almeida Braga

Assunto: RES: Contrato 11994/2003

O, mineirinho, & pra eu poder gerar o pedido e ja te informar antecipadamente, sim?

. - :gue’informacao solicitada abaixo:
/ PEDIDO ERP - 26775 - 02

-

JFavor confirmar o recebimento da informagé&o.

Dalvilene

De: Claudio Aimeida Braga

Enviada ¢ sexta-feira, 18 de fevereiro de 2005 10:33
Para: Dalvilene Rosa de Alcantara

Assunto: RES: Contrato 11994/2003

E=missao: 02/02/05.
Ja encaminhei a nossa CI/SEGC/GERAD/DR/MG-023/05 em 17/02/05, vocé ja deve estar recebendo.

Abracos

Claudio Braga
EVENTUAL/SEGC/GERAD/DR/IMG

e

'/—\‘ .
_J_J claudiobraga @ correios.com.br

® (31) 3249-2502

Enviada em: Sexta-feira, 18 de Fevereiro de 2005 09:12

Para: Claudio Aimeida Braga
Assunto: RES: Contrato 11994/2003 [

1QIMNINNNE



De: Dalvilene Rosa de Alcantara
T yem: nevdn fnien 40 dn fnunarnirg de 2005 17:17

Assunto: -Packard

Segue informacao:
O pedido gerado é: 4506 - 02

Favor confirmar o recebimento da informacao. Estamos aguardando a cépia atestada da NF.

Bom final de semanal

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONE: (61) 426-2836

FAX: (61) 426-2807
dviciratcorreios.com.br

De: Helton baruosa Gaidargi

Enviada em: sexta-feira, 18 de fevereiro de 2005 16:59
Para: Dalvilene Rosa de Alcantara

Assunto: Nota Fiscal Hewlett-Packard

Colega, favor informar o pedido da NF 26878 da empresa Hewlett-Packard Brasil Ltda no valor de 9.999.44
contrato 11994/2003. Estou enviando copia da Nota Fiscal e Cl via malote. OK!



De: - Ri Al -

Enviado em: quir a, ‘e € 05 08:51
Para: Lucas Ruan ... _antos e Silva

Assunto: RES: ¢ ag@o de Pedidos ERP

Ola, Ruan!

Segue informacao solicitada:

Contrato 11.994/2003 - HP
NF: 27709

EMISSAQO: 02/02/05

VAL F7.4 58
PED.. - _RP:3427-02

Favor confirmar o recebimento da informagao e enviar a este DECAM copia da NF atestada.

Para sua meditacao:

"Se Deus € por nés, quem serd contra nés?
Rm 08:31b"

Dalvilene Rosa de Alcantara
CILM/DGCS/DECAM/AC/IECT
FONI: (61) 426-2836
FAXT(61) 426-2807
dvieirattcorrcios.com.br

it Lt Ruan dos Santos e Silva
Enviadz 1: quartas 3, 16 ‘evereirc 5 16
Para: Dalvilene rosa de alcantara
Assunto: Geragao de Pedidos ERP

Dalvilene, Boa Tarde!

Solicito a geracao do pedido no ERP relativo a NF 27709, data de emissdo: 02/02/2005. CO 11994/2003.
Pedimos urgéncia haja vista o vencimento da mesma ser dia 20/02/2005.

Atte.

Lucas RUAN dos Santos e Silva
nico Administrati =~ Jur

Mat. 8526774-0

SEGC/GERAD/DR/PI

"Tudo posso N'Aquele que me fortalece”
Fifipenses 4:13



" Dalvilene a1 de Alcantara

De: [ v e Rosa« Alcantara
Enviado em: quinta-feira, 17 de fevereiro de 2005 16:51
Para: Rejane Azevedo Divino
A: F { citagao de pedido
Rejane.
Segue infor  icao: lm

A Px=! s g
Contrato 11.994/03 - HP co C
NF: 0026885
EMISSAQ: 2/
PED.. D 15528 - 02

. /. . i~ . P .
Favor confirmar o recebimento da informacao bem como enviar a este DECAM copia da NF atestada.

Abracos.

ATT.,

Dalvilene Rosa de Aleantara
CLM/DGCS/DECAM/AC/TECT
FONI (6]) 1262836
FAND(GD) 126-2307

dvicirat correios.com.br

De: Rejane Azevedo Divino

Enviada em: quinta-feira, 17 de fevereiro de 105 16:07
Para: Dalvilene Rosa de Alcantara

Assunto: ENC: Solicitacdo de pedido

Solicito emissao de pedido conformr abaixo.
Rejane Azevedo Divino
SEGC/SUCON/C  AD

TEL: 2503-8476

De: © e Azevedo Divino

Envia n: gunita-fe de  zreiro de 2005 15:50
Para: Ana Paula ao Nascimento Aguiar

Cc: Dalvilene Rosa de Alcdi  a

Assunto: RES: Solicitacdo de pedido

Ana. este contrato é de alugue! e nao de aquisicao. Vou encaminhar para Dalvilene/Fatima.

De: Ana Paula do Nascimento Aguiar

Enviada em: quinta-feira, 17 de fevereiro de 2005 15:46
Para: Rejane Azevedo Divino

Assunto: ENC: Solicitacdo de pedido

Renaje

Naquela planilha que enviei. estao todos os pedidos para todo o contrato da HP.
Atte.

Ana Paula do Nascimento Aguiar

advogada - DGCM/DECAM

Cocrdenador - ERP
apnaguiar@corr.




walvilene Rosa de Alcanta

|
Enviadc
Para:

A:

L-3UE 3AIXO.
FAVOR CONFIRMAR O RECEBIMENTO DA INFORMACAQO E ENVIAR COPIA DAS RESPECTIVAS I.. ..

Att.,

Datvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONED G 7752806
FAXI(GT) J20-2807

dvicirate corrcios,.com.br

De: Tatiana Leite Pereira

Enviada em: quarta-feira, 16 de fevereiro de 2005 14:39
Par=* Dalvilene Rosa de Alcantara

Ass : do no ERP

Boa Tarde Dalvilene,
Solicito pedido no ERP da empresa HP n® CTR 11994/03.
NF VALOR DATA EMISSAO CNPJ

26892 42.497,62 02/02/05 61797924/0003-17 - PEDIDO ERP: 26245 - O2
27691 728.426,74 02/02/05 61797924/0003-17 - PEDIDO ERP: 26235 - 02

Atenciosamente,

Tatiana.



~dlvi’ 1@ Rosa ¢ Alcantara

Na;

_.lviado em:
‘a:

Assunto:

Dalvilene

darei segliéncia ao processo

Grato,

Marcio

ver ~ Uarilene Rosa de Alc ra [mailto:dvieire
Enviada em: segunda-feira, 24 de i=nairn de 2005 10:56
Para: Marcio José de Olive

Assunto: Informa pedido ERP

Marcio, bom dia!
Informamos a seguir, o pedido solicitado:

Contrato 11.994/2003 - HP

Nota Fiscal emitida em 04/01/2005
Valor R$ 14.999,16

PEDIDO GERADO: 17717 - 02

Favor confirmar o recebimento da informagao.
Dalvilene Rosa de Alcantara
CLM/DGCS/DLECAM/AC/ECT

FONIE: (61) 426-2836

FAX: (61) 426-2807

dviciral correios.com.br

0




el a

Enviado em: segunda-feira, 24 -
Para: Marcio José de Ol
A Into: Informa pedido ERP

Marcio, bom dia!
Informamos a seguir, o pedido solicitado:

Contrato 11.994/2003 - HP

Nota Fiscal emitida em 04/01/2005 para essa DR/SC.
Valor R$ 14.999,16

PEDIDO GERADO: 17717 - O2

Favor confirmar o recebimento da informacao.

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONIE (6]1) 426-2836

FAX: (61) 426-28307
dvicira@ correcios.com.br

"2de20¢ 10._
°)



~-alvi

De: Dalvilene Rosa de Alcantara
Envia¢io em: u feira, 19 de janeiro de 2005 11:06
Para: . ...10lt0 Sacramento Caldas

3¢ Informa pedido ERP

Ranolfo,
Conforme conlato via telefone, ratificamos a informagéo de pedido gerado no ERP:

Contrato 11.994/2003

Nota Fiscal emitida em: 04/01/2005
Valor: R% 7.499,58

PEDIL .5 -02

Aguardarn IViO ( " iia da referida NF.

ATT,

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONE: (61) 426-2836

[FAXI (61) 426-2807

cvicir: @correios.com.br




[ vi R« 1

De: Dalvilene Ro:  de Alcdntara

Enviado em: terca  ra, 18 de janeiro de 2005 11:56

Para: " ""o Artur Lustosa Passos

HAssunto: RES: G¢ | ) de Pedido - hp - CT N211.994/03

SEGUE, JULIO:
PEDIDO GERADO: 5924 - 02

DALVILENE

De: Jalio Artur Lustosa Passos

Enviada em: quinta-feira, 13 de janeiro de 2005 08:21
Pa  Dalvilene Rosa de Alcantara

Assunto: Geragdo de Pedido - hp - -. N©11.994/03

Conforme contato telefonico segue dados para geragao:
NF n2 00026823 - vir:R$12.499,30 - venct%:20/01/2005 - Parcela n%:13°
seque copia da NF via malote.

att:Julio Artur - Gesit/Seas - DR/BSB.

1O NN






De: ~ Jilene Rosa de Alcantara

Enviado em: terca-feira, 18 de janeiro de 2005 12:06
Para- Severil Silva
mnto: R1 1P

NAO TENHO SOLICITAGAO VIA E-MAIL, MAS SEGUE N DE PEDIDO GERADO PARA O CONTRATO EM PAUTA:
(CTR 11.994/2003 - HP
PEDIDO GERADO ERP: 6734 - 02

Falvilone Rosa de Alcantara
tLA/DGCS/DECAM/AC/ECT
FONE. (1) 426-2836
FANTI61) 426-2807

(vicire @corretos.com.br



MNabhdinma Dama Ada Alaantara

Assunto: RES: :RACAO ~ = PEDIDO
Rejane,

O pedido gerado é N

Dalviline Rosa de Alcantara

CLMA )GCS/DECAM/AC/ECT

FONLE (61) 426-2836

FAX(B1) 426-2807

dvicirs @correlos.com.br

De: B Rejaiie aceveuu Lwinu

Enviada em: segunda-feira, 17 de janeiro de 2005 11:08
Para: Dalvilene Rosa de Alcantara

Assunto: GERACAO DE PEDIDO

Conforme ja falado via fone, estou enviando via fax a CI/GERAD/0109/2005, e posterior envio por malote, para
providenciais de pedido. Fico ho aguardo.

CONTRATO: 11994/2003 - HP
NOTA FISCAL: 00026837
EMISSAQ: 04/01/2005
VENCIMENTO 20/01/2005






































































































De: CHEFE DO DPROD

Ao: CHEF DODES ) '

Cl/ GZ~DPRC™ - 4T 04 e "q)
uo l‘qo LI

Ref.: Contrato 11.994/03 -

Assunto: Encaminha fatura para pagamento.

Brasilia, o ¥ de junho de 2004.

Encaminhamos, em anexo, para providéncias de pagamento, Nota Fiscal - Fatura n°®.

026186, no valor de R$ 1.458.802,41 (um milhdo, quatrocentos e cinglienta e oito mil, oitocentos e
dois reais e quarenta e um centavos), referente a sétima parcela do contrato de referéncia, firmado
entre a ECT e a HP Brasil Ltda, com vencimento em 20/06/2004.

Para tanto, informamos os dados orgamentarios a serem considerados:

Atividade: 00.8.00;
wonta: 07.03
Bloque.. DEORC: 76.279/03

Atenciosamente,

. Joaquim Edeval R. Magalhies
;//Z @ Subchefs DPROD
WALDIMIR ROSA DMaRM£01-2

Chefe do DPROD

C/Copia:
DECAM

C/Anexo:
Nota Fiscal - Fatura n® 026186.
Certiddes de Regularidade junto ao INSS e FGTS.

RVM
Cl a0 DESAD - encaminha NF HP 11994 Junho.doc

FwWo010































































































































































































































63061 19806 02 R$ 13.126,85 [21/1n4]33.372.251/0126-77
63062 19807 02 R$ 342,27  |21/10/04| 33.372.251/0126-77
RR063 19808 02 R$ 88,58 21/10/04) 33.372.251/0126-77
| 63064 19809 02 R$ 979,50 21/10/04| 33.372.251/0126-77
63065 19810 02 R$ 777,40  |21/10/04] 33.372.251/0126-77
63066 19811 02 R% 412,01 21/10/04| 33.372.251/0126-77
63067 19812 02 H$ 466,44  |21/10/04| 33.372.251/0126-77
180612 | 19813 02 R$ 30.540,31 |15/10/04} 33.372.251/0062-/1
180613 19814 02 R$ 1.975,16 |15/10/04{ 33.372.251/00€2-7R
722870 19815 0z R$ 85.668,20 |15/10/04 33.372.251/0128-5y
722871 19816 02 R$ 59.221,09 |15/10/04| 33.372.251/0128-59 |

ATENCIOSAMENTE,

Cesar Jun Akimoto

Advogado Jr.
CSG/DGCS/DECAM
cesarakimoto @correios.com.br
Tel: (61) 426-2797

De: Thayse de Carvalho e Silva

Enviada em: quinta-feira, 11 de novembro de 2004 07:37

Para: Cesar Jun Akimoto
Assunto: RES: Notas fiscais DR/SPM

ébm dia Cesar

Em anexo relagio das notas fiscais com os respectivos CNPJ’s

Att.

Thayse

De: Cesar Jun Akimoto

Enviade ~m: quarta-feira, 10 de novembrc de 2004 16:40

Para: T.../se de Carvatho e Silva
Assunto: RES: Notas fiscais DR/SPM

THAYSE,

Esqueci de mencionar um detalhe, a IBM geralmente encaminha notas fiscais com diversos CNPJ’s
diferentes. Assim, ao gerar os pedidos, eu preciso inserir um ANS8 diferente como fornecedor alternativo,
dependendo do CNPJ. Se eu ndo observar isto no momento de gerar os pedidos, provavelmente a sua

GECOF ira devolver as NF's,

Em outras palavras, preciso saber o CNPJ ou o0 AN8 de cada uma das notas fiscais da IBM.

Para a cee LR SRR P atol Co’d]gos AN8 da ]BM:

/0100-38 (IBM — BRASILIA) ANS: 501242

/0062-78 (IBM~H9RTOLANDIA) ANS:
/0126-77 (IBM ~SAO PAULO) ANS: 501244

Atenciosamente,

22/11/2004

199205






ragiila < uc

Enviada ¢~ quarta-feira, 10 de novembro de 2004 15:48
Para: Thayse de Carvalho e Silva
Assunto: RES: Notas fiscais DR/SPM

Thayse, boa tarde!

F ve " tar os pedidos da IBM (Contrato 10.669/2001). Contudo, preciso saber a data de emissao de
Caua Uma aas notas fiscais.

Atenciosamente,

Cesar Jun Akimoto

Advogado Jr.
CSG/DGCS/DECAM
cesarakimoto @ correios.com.br
Tel: (61) 426-2797

De: Thayse de Carvalho e Silva
Enviada em: quarta-feira, 10 de novembro de 2004 14:38

Para: Cesar Jun Akimoto
Assunto: Notas fiscais DR/SPM

Boa tarde

Encaminho relagao das notas fiscais dos Contratos centralizados referentes aoc més de outubro, para
geragao dos respectivos pedidos. A Ci com as copias das notas estao sendo encaminhadas.

EMPRESA CONTRATO |NOTA FISCAL VALOR
4867 7S 1.361.70
4872 R$ 343,04
4874 R$ 671,10
4875 R$ 445,08
4876 R$ 4.469,58
62833 R$ 15.909,80
62969 R$ 573,53
63026 R$ 1.486,07
63028 R$ 1.927,40
63029 R$ 1.703,63
63053 R$ 2.262,62
63054 R$ 22.106,81
IBM Brasil 10669/01 63055 R$ 417,85
63056 R$ 11.719,22
63057 R$ 4.573,95
63058 R$ 3.204,92
63059 R$ 4.400,28
63060 R$ 653,01
63061 R$ 13.126,85
63062 R$ 342,27
63063 R$ 88,58
RANKA R¢ a7a &5n
| DIULD HD /77,40

22/11/2004

W)

A




































I RReS

Anexo CI/SEGC/SUCON/GERAD/DR/SPM — 1295/2004

EMPRESAS

EBCO SYSTEMS LTDA
ITAUTEC INFORMATICA S/A
HEWETT-PACKARD
HEWETT-PACKARD

PRO SCAN

PROCCOMP

POSITIVO INFORMATICA
POSITIVO INFORMATICA
UNY S BRASILLTDA
UNYSIS BRASIL LTDA

10.841/2001
10.686/2001
11.994/2003
11.994/2003
10.842/2001
10.684/2001
11346/2002
11346/2002
10685/2001
10685/2001

01137
76439UL
22297
«u268
00372
36445
4114

‘A A '3-8
00.398
65.403

R$
R$
R$
R$
R$
R$
R$

%
R$
R$

1.553,72
6.448,40
42.497,62
728.426,74
4.930,52
70.934,52
33.329,90
7.189,59
13.198,78
13.198,78
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CONTRATO: K160-41035-601

RVICOS NAC TRIBUTADOS OU ISENTOS CONF Issan - ALlQ, %I
MOALLI-COMPLEMENTAR No T16/03 h 728 4P5, T4

I VALOR TOTAL |
B CERRE. .. F—*EhEGR*FGﬁ—————$¢J£ﬁ4+MHHwwg— = T 4—
\ I N
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FaTuRA | FATURA/ DUPLICATA 1 1 ro NOTA FISCAL - FATURA
I NUMERQ T 1 DE SERVIGOS
(10026.?68 728.426,74 bocecen [cor07/2004
. 12 VIA
DESTINATARIO
— DESCONTO DE: P/ PAGAMENTO ATE: .
COND. ESPECIAIS : gooRens6s
CENTRO DE CUSTO: BTN
NOME 00 SAGAD -MPRESA RRAS DI CORREIOS F TiLEGRALOS CHENTE
ENDERE RUA MERGENTHALLER, 592 8L (1 Kt 0037205 NOTA FISCAL EMTTIDA
¢ oy o - - . EM 3 VIAS POR PROCES-
wunicipioSAO PAULO cP31803g,. P | e A
PRAG
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Vi
H
EX1
EM COB
—  OuAsuy
AECE
R

v . (M.F.) 67.813.295/0001-96 - C.C.M. 54,352-77 - NEF. SERV. - 2.000 X 3 - NUM, 025.001 A 028,000

- 9300 - INSC. EST. 492.345.129,113 - ¢,

JIGUES DA SILVA. 1081 - JD. PIRATININGA - OSASCO - SP - CEP: 06230-098 - TEL.: (0
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De: Jose Carlos Tiango
Enviada em: terca-feira, 14 de setembro de 2004 14:29

Para: Cesar Jun Akimoto
Cc: Antonio Roberto A
Assunto: RES: NF's em Atraso - HP BRASIL LTDA

Caro Cesar

Abaixo estao as notas pendentes.

Conforme conversamos sobre a possibilidade de enviar os niimeros dos pedidos a...a hoje,

solicito-lhe encaminhar para o Sr. Roberto.
Grato,

José Carlos Tiango

Gerente de Administragao - DR/SPM
tiango @ correios.com.br

fone : 0-XX-11- 3838-7300

cel. :0-XX-11-9648-1427

NF 26187 - R$ 728.426,74
Copia enviada ao DECAM em 23/06/04 - Cl/SEGC/SUCON/GERAD/DR/SPM-1135/04

Solicitado geracao de pedido no ERP.
O DECAM ainda nao retornou.

NF 26268 - R$ 728.426,74
Copia enviada ao DECAM em 08/07/04 - CI/SEGC/SUCON/GERAD/DR/SPM 1295/04

Solicitado geragao de pedido no ERP
O DECAM ainda nao retornou

NF 26297 - R$ 42.497,62

Copia enviada ac DECAM em 08/07/04 - CI/SEGC/SUCON/GERAD/DR/SPM-1295,u4
Solicitado geracéo de pedido no ERP

O DECAM ainda nao retornou

OBS: Esta NF nao consta na relagao abaixo.

NF 26363 - R$ 728.426,74
Copia enviada ao DECAM em 10/08/04 - CI/SEGC/SUCON/GERAD/DR/SPM-1497/04

Solicitado geragéo de pedido no ERP
O DECAM ainda né&o retornou

NF 26390 - R$ 42.497,62
Copia enviada ao DECAM em 10/08/04 - CI/SEGC/SUCON/GERAD/DR/SPM-1497/04

Solicitado geragdo de pedido no ERP
O DECAM ainda ndo retornou

NF 26365 - R$ 19.998,88
N&o temos essa Nota Fiscal.

NN INOANA
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Dalvilene Rosa de Alcantara

De: Dalv 1e Rosa de Alcantara

Env' " a2m: orartafeira, 19 de janeiro de 2005 09:48

Para: . Cristina do Nascimento Pinheiro Reis; _..as Alves de M
Barroso Guimaraes

Assunto: Info 2 pedido ERP

C¢ ) bom dial

A fim ce agilizar o procedimento de pagamento, informamos o pedido abaixo:

Contrato 11.994/2003 - HP
NF-: 26341

EMISSAQ: 04/01/05
PEDIDO: 1998 - 02
VALOR R$ 7.499,58

ATT,,

Dalvilene Rosa de Alcantara
CLM/T)GCS/DECAM/AC/ECT
FONE: (61) 426-2836

CTAX(61) 426-2807

Jeire@correios.com.br

Roberto












« De: Fernanda Villela Amoroso
Enviado e auarta-feira. 2 de marco de 2005 10:39
\
Cc: 1SAIAS Lerpdack,; vdiviiene rnosd ue Alcdiildid
Assunto: Pedidos gerados Contrato 11994/2003 - HP
Pr ic 2 Alta
Bom dia
Estou encaminhando o pedido gerado, conforme abaixo:
NF VALOR PEDIDO
00026889 7.499,58 2332 02
Atenciosamente

FERNAMHA VIITEL A AMOROSO

S \M
CORREIOS
fone: 426-1567
f Sontrole: Destinatario Entrega
Elias Alves de Morais Entregue: 2/3/2005 10:39
Sandra Regina Campos de Araujo Entregue: 2/3/2005 10:39
Isaias Lerback En’ IC

Dalvilene Rosa de Alcantara Entregue: 2/3/2005 10:39
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r Rosa de Alcéntara

Er-liliado em: seaunda: aneiro de 2005 10:56
I : I cioJt a )
i into: Inforn Lewivee —. ..

Marcio, b ¢
Informamos a seguir, o pedido solicitado:

Contrato 11.994/2003 - HP

Nota Fiscal emitida« 04/01/2005 para es: DR/SC.
Valor R$ 14.999,16

PE_.DO GERADO: 17717 - 02

Favor confi 1 :ebimer  Jainformagao.

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/TECT
FONILD(6G1) 426-2836
AXI(BRT) 4262807
Aceiral correios.com.br



-

Ao: DPROD

....... T.—..~- 0009/05

Ref:
Assunto: NF ntrato HP — Aditivo 11994

Florianépolis, 14 de janeiro de 2005.

Em anexo, estamos encaminhando cépia da NF-00026840 da HEWLETT-
PACKARD BRASIL LTDA., no valor de R$ 14.999,16, relativa ao Aditivo CTR 11994,

parcela 13, devidamente atestada nesta data.
Solicitamos providenciar o langamento da NF no ERP e nos informar o

namero do Pedido gerado para que possamos gerar o voucher e encaminhar a NF a area
financeira para pagamento.

enciosamente,

NELSO ANTONIO L&'S
GERENTE DE SISTEMAS E TELEMATICA — DR/SC

C/C: DECAM

Anexo: copia NF

MR
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Dalvilene .__3a ¢_ Alcan._..a

/

éiiviadlo ¢ a-tefra, 18 ae 'aneiro ae <005 14:22

Para: Rejane Azevedc _.sino
Ase RES: GERACAO DE PEDIDO
[gjane,

{1 pedido gerado € 5142 - __

Palvilene Rosa de Alcantara
¢ LM/DGCS/DECAM/AC/ECT
JONE (61) 426-2836

FAXI (A1) 426-2807

dviewrs @correlos.com.br

Dex Rejane Azevedo Divino

Enviada em: segunda-feira, 17 de janeiro de 2005 11:08
Prara: Dalvilene Rosa de Alcantara

Assunto: GERACAQ DE PEDIDO

‘onforme ja falado via fone, estou enviando via fax a CI/GERAD/0109/2005, e ¢
providenciais de pedido. Fico no aguardo.

CONTRATO: 11994/2003 - HP
NOTA FISCAL: 00026837
EMISSAQ: 04/01/2005
VENCIMENTO 20/01/2005

AD

‘erior envio por malote, para

ﬁqs 38 N° 03/2006 - 505 - CN
cpwmi

~rORREIOS




ira
le “705 14:22

I

~jal
O pedido gerado € 5142 - Q2

Datvilene Rosa de Aledintara
CLM/DGUS/DECAM/AC/ECT
FONED(6]) 426-2836

AN (5]) 4126-2807
dvicirate correios.com.br

ve: Rejane azevedo Divino

Enviada em: segunda- 3, 17 de janeiro de 05 11:08
Para: Dalvilene rosa de Alcantara

Assunto: GERACAO DE PEDIDO

onforme ja falado via fone, estou enviando via fax a CI/GERAD/0109/2005, e posterior envio por malote, para

providenciais de pedido. Fico no aguardo.

CONTRATO: 11994/2003 - HP
NOTA FISCAL: 00026837
EMISSAO: 04/01/2005
VENCIMENTO 20/01/2005

RQS N° 03/2005 - CN
CPMI - CORREIOS

nﬂ?/f

e 20 52
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—~\: ~~AM Frotocolo

Ao: GETEC/DR/NO

e ol o OAM - 2169/2005
f.: Cl/C S/l 'NC - )30/20(

Brasilia, O\'( de fevereiro de 2005

Enci nhamos o documento de referéncia tendo em vista que o documento fiscal
citado ndo foi encaminhado anexo a ele.

Ressaltamos que, como a ECT ndo efetua pagamento por meio de boletos
bancérios, solicitamos que essa Diretoria Regional encaminhe as copias das notas fiscais
devidamente atestadas.

Atenciosamente,
r
<

hm\ RICIO MARINHO

Chefe do Departamento de Contratagdo e Administracdo de Material - DECAM

Gracic. g Araujo
Subchefe do DECAM
Mat. 8.011.2820

Anexo: Cl de referéncia.

[ ELE I RUNICAS

AJM
C:\CIs\CI- 2169 - GETEC_NO encaminha ci pedido.doc

Licitacdes Eletronicas dos Correios: facilidade, agilidade e transparéncia.
Entre no Site www.correios.com.br e clique no link “Licitagdes” -> “Licitagdes Eletronicas”.
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Nalvilane Rasa de Alcantara Vieira

De: Dalvilene Rosa de Alcantara Vieira
Enviado em: sexta-feira, 1 de outubro de 2004 15:13
Para: Rodrigo if Morosino

| |

Informamos a seguir, a relagdo dos novos n° de pedidos gerados no ERP para o Contrato 11.¢ /2003 -
HP, :

relativas & Cl/GAB/DPROD-833/2004 de 15/09/04, esclarecendo que cancelamos 03-pedidos g idos
erroneamente anteriormente: ‘

NF 26488 Pedido - 5252 - 02
NF 26515 " - 5269 - O2 para o item 31 da distribuigdo no ERP, no valor de R$ 191.449,7¢
" - 5270 - O2 para o item 30 da distribuicdo no ERP, no valor de R$ 54.996,91

NF 26490 " -2855-02 < ‘) 5§
NE 2RAQD " - 2042 - 02
NF 26494 " -2474 -2
NF 26495 " -4310-02
NF 26496 " - 2058 - 02
NF zo4wo " - Y43 - Ul
NF 26499 -2634 - 02
NF 26500 " - 14631 - 02
NF 26501 " - 3308 - 02
NF 26502 - 2740 - 02
NF 26503 " -1862 - 02
NF 26504 " - 3267 - 02
NF 26505 " - 3525 - 02
NF 26506 " - 4708 - 02
NF 26507 " - 2222 -02
NF 26508 - 14999-02
NF 26509 " - 3456 - 02
NF 26510 " -2051-02
NF 26511 " - 11490 - 02
NF 26512 - 10999-02
NF 26513 " - 1356 - 02
NF 26514 " -19397 - 02

Qualguer probler  entre emcor o.
Por favor, confirme o recebimento desta.
Atenciosamente,

Dalvilene

017107004


























































































































































































































































































































































































P: "1alde

De: [saias1 b
Enviado em: quinta-fe 7 de abril de 2005 16:51
Para: _ audio Aurelio de Araujo Dantas

Assunto: RE _ . Contrato 11994/03 - Geragdo de Pedido

Claudio o n° do pedido é 6322 02

Isaias Lerback

Assistente de Compras
“5C/DGCS/DECAM

Ll (B1)4-. 2795/1567

e-mail: Lerback@ correios.com.br
isaias.lerback@correios.net.br

De: Claudio Aurelio de Araujo Dantas

Enviada em: quinta-feira, 7 de abril de 2005 15:46
Para: Isaias Lerback

Assunto: ENC: Contrato 11994/03 - Geragao de Pedido

Boa tarde, .ias.

Complementando a informagéo, para o caso de néo ter chegado muito legivel o Fax da Nota Fiscal:
HEWLETT-P/ (ARD BRASIL L™~ A (Codigo AN8: 501238)

Contrato: 11994/2003

NF: 26.881

Emissé&o: 02/02/2005

Valor: R$ 7.499,58

Atte,

_laudio ~ante
Ass. Adm. |
)R/PB
531

cadantas @ correios.com.br

De: Claudio Aurelio de Araujo Dantas

Enviada em: quinta-feira, 7 de abril de 2005 10:15
Para: Isaias Lerback

Cc: Zoetania Carvatho Muniz

Assunto: Contrato 11994/03 - Geragao de Pedido
Bom dia, Isaias.

Estamos (SEGC/GERAD/PB) enviando por fax (426-2807), copia (devidamente atestada no verso) da Nota Fiscal
26381, da empresa HP Brasil Lida, referente ao contrato 11994/03, no valor de R$ 7.499,58, a fim de que seja
gerado o respectivo pedido no ERP para nossa DR (30).

Pedimos informar o numero do pedido respondendo este e-mail, ok.

Atte,

7/412005
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<.audio .antas
Ass. Adm. |

71412005
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> OV
Nalvilana DAaca Aa Alrintara B GV ¢ 'O?
cnviaao em: seyuildaticlid, 01 U jdligilu Ut cuvy 1.4V
Para: Dalvilene Rosa de Alcantara
Assunto: RES: Informa pedido ERP

QOla Dalvilene,
Recebido o pedido.
QObrigadot!!

Atte,

Claudio

P.S.: Com o perddo da curiosidade, quanto tempo de ECT vocé ja tem? Eu tenho pouco tempo, 2 anos, e sempre
trabalhei na Gerad.

————— Mensagem original-----

De: Dalvilene Rosa de Alcantara

Enviada em: segunda-feira, 31 de janeiro de 2005 14:32
Para: Claudio Aurelio de Araujo Dantas
Assunto: Informa pedido ERP

Claudio,

Conforme contato telefénico, segue informagao:

Contrato n® 11.994/2003 - HP

NF: 26833
EMISSAQ: 04/01/2005
VALOR: R$ 7.499,58
PEDIDO ERP: 5185 - 02

Favor confirmar o recebimento da informacgao.

ATT.,

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/IECT
FONE: (61) 426-2836

FAX: (61) 426-2807
dvicira@correios.com.br
























De: Dalvilene Rosa de Alcantara Vieira
~ wiado em: sexta-feira, 1 de outubro de 2004 15:29
Para: ‘cad.br@correios.co.br'

Assunto: Contrato 11.994/04 - HP

Em relagao a CI/SCGE/GERAD/PB-1832/2004 de 10/09/04,

informamos os pedidos gerados para o contrato 11.994/2003 - HP:

NF 26284 (?) -emissdo em 02/07/04 - Pedido 3512 - O2
NF 26379 - emissao em 02/08/04 - Pedido 3511 - 02

FAVOR CONFIRMAR O RECEBIMENTO.
Atenciosamente,

Dalvilene/CLM/DGCS/DECAM/AC

%

¢e ¢

01/10/2004

P
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ve: UGEIEU/URINU

Ao:

ClJ

M
+/DR/NO - 078/2005

Ref.: CI/ADM/GPGEM-744/2004

r

Assunto: GERAR PEDIDOS PARA CONTRATO CENTRALIZADO.

Porto Velho,11 de Fevereiro de 2005.

Encaminhamos apenso copia da nota fiscal para o Gestor dos Contratos
Centralizados na AC, para GERAR PEDIDQOS, e ap6s nos informar o nimero do pedido,
conforme descri¢cdo abaixo:

N°CTR Razdo Social NF Valor Data do
Atesto
11994/vo | HEWLLET-PACKARL unmow LTDA (NN2R931 7.49¢2 =2 | 10/03/n%

g
e .

pervisor
Mat.: £.£77.318.2
Geréncia Téu

Ge e Teca
e Infra Estrutura

f//S‘L. 310 SIM._ _2 ARAUJO

C/anexo 01 copias

FWO0010

_\l
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po: DECAM  (AIC  Doidbne )

/

Ref.: CVADM/GP(  1-744/2004

Assunto: Pagamentos de Contratos Centralizados.

- .
ey -
e

Varzea Grande, 21 de fevereiro de 2005.

Conforme determinagdo dos procedimentos para pagamento-de faturas referentes a
Contratos Centralizados, cuja Gestdo é feita na AC e o Pagamento nas DRs, encaminhamos, em
anexo, copias das Notas Fiscais devidamente atestadas para geragao dos pedidos no ERP.

Relagéo das Notas Fiscais:

Contrato: 11994/03 O\)\ _ \ . L\Ocﬁ G

Contratada: Hewlett-Packard Brasil Ltda o O
Numero da Nota Fiscal: 26878 e )
Valor da Nota Fiscal: R$ 9.999,44 \ § O\/\

yo

A

7
CESARBOS SANTOS SILVA
Gerente de Administragdo

FwooTo
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L Dalvilene Rosa de Alcantara
Enviado em: terga-feira, 18 de janeiro de 2005 12:10
C as Marques

FEDIDD ERP: 5070 - 02
ATT,

Dalvili ne Rosa de Alcant:

CLM/MGCS/DECAM/AC/ECT

FONE! (61) 426-2836 =
FAXI(61) 426-2807 i
duvicirs @corrcios.com.br

Pes Wasiingwn muunyues Marques

Enviada em: segunda-feira, 17 de janeiro de 2005 17:28
Paras Detitane Rn<a de Alcantara

& nto: Ne 4P -1

alvilene Boa tarde,

Conforme contato seguem os is da nota conforme contato:

Fatura nimero : 00026829, vaur n$ 9.999,44, emissio 04/01/05, vencimento 20/01/05
Cnpj 61.797.924/0003-17.

AtLWASHINGTON
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: A - ~
De: Dalvilene Rosa de Alcantara
Enviado em: quarta-feira, 19 de janeiro de 2005 10:02
Para: Celio Alves de Moura
Assunto: INF 3MA PEDIL P

Célio, hom dia!
Para agilizagéo, informamos o pedido abaixo, gerado no ERP:

CONTRATO 11.994/2003 - HP

NF: 26326

EMISSAQO: 04/01/05

PEDIDO: 11528 - 02

VALOR R 9.999,44

Favor confirmar o recebimento da informac&o.

AVT.,

Dalvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONE: (61) 426-2836

FAX:I (61) 426-2807
dyicire@correios.com.br









































































































- u(tff' N\({: ¢‘@~‘\~C\C{L([h\

- 3 lef 1
enviado em: weigasiena, 15 ue jal 2005 17
Para: Rodrigo Vilani Morosino
Ce: Cesar Slater Pereira
Assunto: CI/DPPD/DPROD - 32/2005

INFORMA PEDIDOS HP E DIGIDATA:

DIGIDATA - NF 4995 - PEDIDO: 11143 - 02

HIPP - NF 26816 - PEDIDO ERP:11134 - 02 =
26843 - " 11140 - 02 .
26818 - ! 11135 - 02
26819 - " 24637 - 02
26836 - ! 22557 - 02

FAVOR CONFIRMAR O RECEBIMENTO DA INFORMAGAOQ.
T,

Malvilene Rosa de Alcantara
CLM/DGCS/DECAM/AC/ECT
FONE: (61) 426-2836

FAX: (61) 426-2807
dvicirn@correios.com.br
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.

Na- Earnanda \lillala Airnnrnen
1
frioe o wd e o
Assunto: ENC: Pedido gerado Contrato 11994/2003
Prioridade: Alta

Bom dia Aureo
Encaminhei a mensagem abaixo para o Fabio, como ele se encontra em férias, estou te repassando.

Fernanda = i
De: Fernanda Villela Amoroso
Enviada em: quarta-feira, 2 de margo de 2005 10:58
Para: Fabio Augusto Affonso da Silva
Cc: Isaias Lerback; Dalvilene Rosa de Alcantara
Assunto: Pedido gerado Contrato 11994/2003
Prioridade: Alta
Bom dia
Estou encaminhando o pedido gerado, conforme abaixo:
NF VALOR PEDIDO
26869 7.499,58 3401 02
Atenciosamente

FERNANDA VILLELA AMOROSO
CSC/DGCS/DECAM

CC 3EK
fone: 426-1L _.






















































































































































T RMOILE  °3ZI"A\

Ref: Terceiro Termo Aditivo ao Contrato 11.994/03.

Em cumprimento a Clausula Terceira, subitem 3.1, do Terceiro Termo Aditivo ao
Contrato 11.994/03, emitimos este TERMO DE ACEITACAO FINAL DOS EQUIPAMENTOS
fornecidos pela Empresa HEWLETT-PACKARD BRASIL LTDA., correspondente a FASE I,
segundo o definido no Cronograma de Execugao contido na Clausula Terceira do Contrato de

Referéncia.

Brasilia — DF, 28  _ .._jio de 2004. /

WAL L)/mfx Ros{m SILVA

do DPF
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p Certificado de Regularidade do FGTS - CRF

LAaLAs miaanen] Th FEOERAL

Inscricao: 61797924/0001-55
Razao Social: HEWLETT PACKARD BRASIL LTDA _
~adereco: AL RIO NEGRO 750 750 1° ANDAR / ALPHAVILLE / BARUERI / SP,, . 154*000

A Caixa EconOmica Federal, no uso da atribuicdo que lhe confere o Art. 7, da Lei 8.036, de 11 de
maic de 1990, certifica que, nesta data, a empresa acima identificada encontra-se em situacao
regular perante o Fundo de Garantia do Tempo de Servigo - FGTS.

O presente Certificado ndo servird de prova contra cobranca de quaisquer débitos referentes a
contribuicBes e/ou encargos devidos, decorrentes das obrigacdes com o FGTS.

Emitido em atendimento a determinacao judicial.

I e o R T T s

g g PR

S EINTE B 4 - Mila Q& ®—nogec

Tetafones: (0+1) 4188-2184 / 3076 Fax: 4166-3284 |
AUTENTICACAO

Validade: 16/12/2003 a 14/01/2004

(Vélido
meﬂ!.
ossiode |

]
e 1 6 DEZ 7003

Autentico a presante copi
orginal a mim apresentzd

— // T3 Ivo Trevizano - Oficial /Tabeliso ) " |

'_:" ' ~risse Fiard Trevizano - Esc”

Certificacdo Numero: 2003121612092950854667 B
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NDMP is now supported. This support includes all base NDMP
functions provided for Network Appliance file servers as well as
the file-level restore function.

See Chapter 6, “Using NDMP for Operations with NAS File
Servers”, on page 111 and Chapter 9, “Managing Storage Pools and
Volumes”, on page 179 for more information.

Accurate SAN Device Mapping

Device IDs within a SAN environment change when a reset or other
environmental changes occur. With accurate SAN device mapping, Tivoli
Storage Manager can now detect SAN changes and report that a
reconfiguration is required.

See “Recovering from Device Changes on the SAN” on page 109 for mo
information.

Macintosh OS X Unicode Support for Backup-Archive Client

Unicode file spaces are now supported on the Macintosh client. By
supporting a Unicode-enabled client, the Tivoli Storage Manager server can
store file spaces with Unicode file space names, directory names, and file
names. The client can successfully process a Tivoli Storage Manager
operation even when the file spaces contain directory names or files in
multiple languages, or when the client uses a different code page from the
server.

See Chapter 11, “Managing Client Nodes”, on page 261 for more
information.

TapeAlert Device Support

TapeAlert is an application that provides detailed diagnostic information
about tape and library device hardware errors. It captures the log page
from the drive or library when tapes are dismounted and issues the
appropriate ANR error messages, allowing you to recognize problems as
early as possible.

See “Handling Tape Alert Messages” on page 161 for more information.

Increased Archive Retention Limits

Tivoli Storage Manager now supports increased retention times for
archives and backup sets. These new retention values will allow data
archives to be kept longer.

See Administrator’s Reference for more information.

Tape Autolabeling

Tivoli Storage Manager now provides the option to have tape volumes
automatically labeled by the server. This option is available for SCSI library
types. The server will label both blank and incorrectly labeled tapes wh
they are initially mounted. This eliminates the need to pre-label a set of
tapes.

See readme file for more information.

StorageTek VolSafe Support

Tivoli Storage Manager now supports StorageTek’s VolSafe media
technology.

See "Defining Device Classes” or Administrator’s Reference for more
information.

/I
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Network-attached storage file server (using NDMP)
The server can use the Network Data Management Protocol (NDMP) to
back up and restore file systems stored on a network-attached storage
(NAS) “'~ serve~ The data on the NAS file server is backed up to a tape
library. ivo Tivon otorage Manager software needs to be installed on the
NAS file server. See Chapter 6, “Using NDMP for Operations with NAS le
Servers”, on page 111 for more information, including supported NAS file
servers.

Application client
Application clients allow users to perform online backups of data for
applications such as database programs. After the application program
initiates a backup or restore, the application client acts as the interface to
Tivoli Storage Manager. The Tivoli Storage Manager server then applies its
storage management functions to the data. The application client can
perform its functions while application users are working, with minimal
disruption.
The following products provide application clients for use with the Tivoli
Storage Manager server:
+ Tivoli Storage Manager for Application Servers
* Tivoli Storage Manager for Databases
+ Tivoli Storage Manager for Enterprise Resource Planning
 Tivoli Storage Manager for Mail
Also available is Tivoli Storage Manager for Hardware, which works wi

the backup-archive client and the API to help eliminate backup-related
performance effects.

Application program interface (API)
The API allows you to enhance existing applications to use the backup,
archive, restore, and retrieve services that Tivoli Storage Manager provii .
Tivoli Storage Manager API clients can register as client nodes with a Tivoli
Storage Manager server.

Tivoli Storage Manager for Space Management

Tivoli Storage Manager for Space Management provides space management
services for workstations on some platforms. The space management function is
essentially a more automated version of archive. Tivoli Storage Manager for
Space Management automatically migrates files that are less frequently used to
server storage, freeing space on the workstation. The migrated files are also
called space-managed files.

Users can recall space-managed files automatically simply by accessing ther as
they normally would from the workstation. Tivoli Storage Manager for Space
Management is also known as the space manager client, or the hierarchical
storage management (HSM) client.

Storage agents

The storage agent is an optional component that may be installed on a syst 1
that is also a client node. The storage agent enables LAN-free data movemx
for client operations.

The storage agent is available for use with backup-archive clients and
application clients on a number of operating systems. The Tivoli Storage
Manager for Storage Area Networks product includes the storage agent.

IBM Tivoli Storage Manager for AIX: Administrator’s Guide L7\
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Instant archive and rapid recovery

Instant archive is the creation of a complete set of backed-up files for a client.
The set of files is called a backup set. A backup set is created on the server from
the most recently backed-up files that are already stored in server storage f

the client. Policy for the backup set consists of the retention time that you
choose when you create the backup set.

You can copy a backup set onto compatible portable media, which can then be
taken directly to the client for rapid recovery without the use of a network and
without having to communicate with the Tivoli Storage Manager server.

Migration and recall

Migration, a function of the Tivoli Storage Manager for Space Management
program, frees up client storage space by copying files from workstations to
server storage. On the client, the Tivoli Storage Manager for Space Manager nt
program replaces the original file with a stub file that points to the original in
server storage. Files are recalled to the workstations when needed.

This process is also called hierarchical storage management (HSM). Once
configured, the process is transparent to the users. Files are migrated and
recalled automatically.

Policy determines when files are considered for automatic migration. On the
UNIX® systems that support the Tivoli Storage Manager for Space Management
program, policies determine whether files must be backed up to the server
before being migrated. Space management is also integrated with backup. If the
file to be backed up is already migrated to server storage, the file is backed up
from there.

Figure 1 on page 7 shows how policy is part of the Tivoli Storage Manager process
for storing client data.

6  IBM Tivoli Storag  Tanager for AIX. Admumistrator’s Guide ‘/3
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\\' C})} perform the backups, the policy that you establish is followed more consistently.
Q\ See Chapter 14, “Scheduling Operations for Client Nodes”, on page 359.

The standard backup method that Tivoli Storage Manager uses is called progressive
incremental backup. It is a unique and efficient method for backup. See “Progre: ‘e
Incremental Backup Compared with Other Backup Types” on page 14.

Table 3 on page 11 summarizes the client operations that are available. In

the server tracks the location of the backup data in its database. Policy that you set
determines how the backup data is managed.

.
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Tivoli Storage Manager represents physical storage devices and media with the
following administrator-defined objects:

Library
A library is one or more drives (and possibly robotic devices) with similar
media mounting requirements.

Drive
Each drive represents a drive mechanism in a tape or optical device.

Data mover
A data mover represents a device that accepts requests from Tivoli Storage

Manager to transfer data on behalf of the server. Data movers transfer data
between storage devices.

Path
A path represents how a source accesses a destination. For example, the so1 e
can be a server, and the destination can be a tape drive. A path defines the
one-to-one relationship between a source and a destination. Data may flow
from the source to the destination, and back.

Device class

Each device is associated with a device class that specifies the device type and
how the device manages its media.

Storage pools and volumes
A storage pool is a named collection of volumes that have the same media
type. A storage pool is associated with a device class. For example, an LTO tape
storage pool contains only LTO tape volumes. A storage pool volume is
associated with a specific storage pool.

For details about device concepts, see Chapter 2, “Introducing Storage Devices”, on
page 31.

Migrating Data through the Storage Hierarchy

You can organize the server’s storage pools into one or more hierarchical
structures. This storage hierarchy allows flexibility in a number of ways. For
example, you can set policy to have clients send their backup data to disks for
faster backup operations, then later have the server automatically migrate the data
to tape.

See “Overview: The Storage Pool Hierarchy” on page 194.

Removing Expired Data

Policy that you define controls when client data automatically expires from the
Tivoli Storage Manager server. The expiration process is how the server
implements the policy.

For example, you have a backup policy that specifies that three versions of a file be
kept. File A is created on the client, and backed up. Over time, the user changes
file A, and three versions of the file are backed up to the server. Then the user
changes file A again. When the next incremental backup occurs, a fourth version of
file A is stored, and the oldest of the four versions is eligible for expiration.

To remove data that is eligible for expiration, a server expiration process marks
data as expired and deletes metadata for the expired data from the database. The
space occupied by the expired data is then available for new data.

IBM Tivol Stofage Manager for AIX: Adminmstrator's Guide /]
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* Determine how long Tivoli Storage Manager re ' 3 information about schedule
results (event records) in the database.

* Balance the workload on the server so that all scheduled o} ations complete.

For more information about these tasks, see Chapter 15, “Managing Schedules for
Client Nodes”, on page 367.

Maintaining the £ ver

To keep the server running well, you have access to these tasks:
* Managing server operations, such as controllmg chent access to the server

* Automating repetitive administrative: tasks’ : ;
* Monitoring and adjusting space for the database and 2 recovery log
* Monitoring the status of the server, server storage, and clients

If you inage more than one server, you can ensure that the multiple servers are
consistently managed by using the enterprise management functions of Tivoli
Storage Manager. You can set up one server as the configuration manager and
have other servers obtain configuration information from it.

Managing Server Operations

There are a variety of tasks associated with managing server operations:

* Start and stop the server.

* Allow and suspend client sessions with the server.

* Query, cancel, and preempt server processes such as backing up the server
database.

* Customize server options.

See “Licensing IBM Tivoli Storage Manager” on page 383. For sug;  ions about
the day-to-day tasks required to administer the server, see Chapter 16, “Managing
Server Operations”, on page 383.

Other tasks that are needed less frequently include:
» Maintain compliance with the license agreement.

* Move the server.

Automating Server Operatior .
Repetitive, manual tasks associated with managing the ¢ ar can be automated
through Tivoli Storag  Manay " edules and scripts. sing schedules and scripts
can minimize the daily tasks for administrators.

You can define schedules for the automatic processing of most administrative
commands. For example, a schedule can run the command to back up the server’s
database every day.

Tivoli Storage Manager server scripts allow you to combine administrative
commands with return code checking and processing. The server comes with
scripts that you can use to do routine tasks, or you can define your own. The
scripts typically combine several administrative commands with return code
checking, or run a complex SQL SELECT command. Scripts can also be scheduled.

For more information about automating Tivoli Storage Manager operations, see
Chapter 17, “Automating Server Operations”, on page 401.

-

Chapter 1. Introduc:









For information about protecting the server with these measures, see Chapter 22,
“Protecting and Recovering Your Server”, on page 541.
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In addition to taking these actions, you can prepare a disaster recovery plan to
guide you through the recovery process by using the disaster recovery manager,
which is available with Tivoli Storage Manager Extended Edition. The disaster
recovery manager (DRM) assists you in the automatic preparation of a disaster
recovery plan. You can use the disaster recovery plan as a guide for disaster
recovery as well as for audit purposes to certify the recoverability of the Tivoli
Storage Manager server.

The disaster recovery methods of DRM are based on taking the following
measures:

* Sending server backup volumes = ™ “te or to another Tir i Stc e Manager
server

* Creating the disaster recovery plan file for the Tivoli Storage Manager server
* Storing client machine information
* Defining and tracking client recovery media

For more information about protecting your server and for details about recovering
from a disaster, see Chapter 22, “Protecting and Recovering Your Server”, on
page 541.

28  IBM T 1ager tor AIX- Administrator’s Guide
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ACSI Librar

An ACSLS library is a type of external library that is controlled by the StorageTek
software, Automated Cartridge Sy =~ 1L~y ft

act as a client application to the ‘ ' sottware to use the drives.

The ACSLS library is a collection of drives managed by the StorageTek ACSLS
«die - tware. The S je” ~ software | 3
functions

* Volume mounts (specific and scratch)
* Volume dismounts
* Freeing of library volumes (return to scratch)

The ACSLS software selects selects the appropriate drive for media access
operations. You do not define the drives, check in media, or label the volumes in
an external library.

For additional information regarding ACSLS libraries, refer to the StorageTek
documentation.

Manual Libraries

In a manual library, an operator mounts the volumes. You cannot combine drives
of different types or formats, such as Digital Linear Tape (DLT) and 8mm, in a
single manual library. A separate manual library would have to be created for each
device type.

When the server determines that a volume must be mounted on a drive in a
manual library, the server issues mount request messages that prompt an operator
to mount the volume. The server sends these messages to the server console and to
administrative clients that were started by using the special mount mode or console
mode parameter.

For help on configuring a manual library, see Chapter 5, “Configuring Storage
Devices”, on page 69. For information on how to monitor mount messages for a
manual library, see “Mount Operations for Manual Libraries” on page 150.

SCSi Libraries

A SCSI library is controlled through a SCSI interface, attached either directly to the
server’s host via SCSI cabling or by a storage area network. A robot or other
mechanism automatically handles volume mounts and dismounts. The drives in a
SCSI library  y be of different types. A SCSI library may contain drives of mixed
technologies, for example LTO Ultrium and DLT drives.

Some examples of this library type are:
* The StorageTek L700 library
* The IBM 3590 tape device, with its Automatic Cartridge Facility (ACF)

Note: The IBM 3494 Tape Library Dataserver, although it has a SCSI interface, is
defined as a 349X library type.

For help on configuring a SCSI library, see Chapter 5, “Configuring Storage
Devices”, on page 69.

349X Libraries
A 349X library is a collection of drives in an IBM 3494. Volume mounts and
demounts are handled automatically by the library. A 349X library has one or more

f
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Magnetic disk devices are the only random access devices. All disk devices share
t type

noy " ‘e Media
nvoli Storage Manager prov’ " s a set of 5) lied removable media device types,
such as 8MM for 8mm tape devices, or REMOVABLEFILE for Jaz or Zip drives.
The GENERICTAPE device type is provided to support certain devices that do not
use the Tivoli Storage Manager device driver. See Chapter 8, “Defining Device
Classes”, on page 163 and Administrator’s Referernice for more information about
supported removable media device types.

Files on Disk as Sequential Volumes (FILE)

This device type allows you to create sequential volumes by creating files on disk
storage. To the server, these files have the characteristics of a tape volume. The
FILE device type does not require you to define library or drive objects; only a
device class is required.

You can use FILE volumes as a way to use disk storage without having to define
volumes. FILE volumes can also be useful when transferring data for purposes
such as electronic vaulting. For more information about using FILE volumes see
“Configuring FILE Sequential Volumes on Disk Devices” on page 54.

Sequential Volumes on Another IBM Tivoli Storage Manager
Server (SERVER)

This device type allows you to create volumes for one Tivoli Storage Manager
server that exist as archived files in the storage hierarchy of another server. These
virtual volumes have the characteristics of sequential access volumes such as tape.
You must define a device class and a target server. No library or drive definition is

required.

Virtual volumes can be used for the following:

+ Device-sharing between servers. One server is attached to a large tape library
device. Other servers can use that library device indirectly through a SERVER
device class.

* Data-sharing between servers. By using a SERVER device class to export and
import data, physical media remains at the original location instead having to be
transported.

» Immediate offsite storage. Storage pools and databases can be backed up
without physically moving media to other locations.

+ Offsite storage of the disaster recovery manager (DRM) recovery plan file.
* Electronic vaulting.

See “Using Virtual Volumes to Store Data on Another Server” on page 505.

Library, Drive, and Device Class

These three objects taken together represent a physical storage entity as shown in
Figure 2 on page 36.
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Any storage pools associated with the same automated library can dynamically

acquire volumes from the 's] ~ofsc © 7 7 es. You do not need to
allocate volumes to the ditterent storage pools. tven 1t only one storage pool is
associated with a library, you = not: = Ty < “neall T2 ’

the storage pool. Volumes are automatically added to and deleted trom the storage
pool by the server.

Note: A disadvantage of using scratch volumes is that volume usage information,
which you can use to determine when the media has reached its end of life,
is deleted when the private volume is returned to the scratch volume pool.

..1e Volume Inventory for an Automated Library
A library’s volume inventory includes only those volumes that have been checked
into that library. This inventory is not necessarily identical to the list of volumes in
the storage pools associated with the library. For example:
* A volume can be checked into the library but not be in a storage pool (a scratch
volume, a database backup volume, or a backup set volume).

* A volume can be defined to a storage pool associated with the library (a private
volume), but not checked into the library.

For more information on how to check in volumes, see “Checking New Volumes
into a Library” on page 137.

{)du\a,

rver .orage

This section discusses how to evaluate your environment to determine the device
classes and storage pools for your server storage.

1. Dete ne which drives: 1 libraries are supported by the server. For more
information on device support, see “Devices Supported by Tivoli Storage
Manager” on page 59.

2. Determine which storage devices may be selected for use by the server. For
example, determine how many tape drives you have that you will allow the
server to use. For more information on selecting a device configuration, see
“Selecting a Device Configuration” on page 40.

The servers can share devices in libraries that are attached through a SAN. If
the devices are not on a SAN, the server expects to have exclusive use of the
drives defined to it. If another application (including another Tivoli Storage
Manager server) tries to use a drive while the server to which the drive is
defined is running, some server functi y fail. See
www.ibm.com/software/sysmgmt/products/
support/IBMTivoliStorageManager.html for more information about specific
drives and libraries.

3. Determine the device driver that supports the devices. For more information
on device driver support, see “Installing and Configuring Device Drivers” on
page 61.

4. Determine how to attach the devices to the server. For more information on
attaching devices, see “Attaching an Automated Library Device” on page 60.

5. Determine whether to back up client data directly to tape or to a storage
hierarchy.

6. Determine which client data is backed up to which device, if you have
multiple device types.
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Libraries cannot be partitioned or shared in a LAN environment, however the 349x

library has a limited ability to share 3590 drives between more than one Tivoli

Storace Manaeer server. See “Sharing an IBM 3494 Library by Static Partitioning of

I l 1

f

For information on the categories of libraries supported by Tivoli Storage Manager,
see “Libraries” on page 32.

Devices on a Storage Area Network

A storage area network (SAN) is a dedicated storage network that can improve
system performance. On a SAN you can consolidate storage and relieve the
distance, scalability, and bandwidth limitations of LANs and wide area networks
(WANSs). Using Tivoli Storage Manager in a SAN allows the following functions:

* Sharing storage devices among multiple Tivoli Storage Manager servers. For
more information on sharing storage devices, see “Configuring SCSI Libraries
Shared Among Servers on a SAN” on page 77.

+ Allowing Tivoli Storage Manager clients, through a storage agent on the client
machine, to move data directly t¢ ora dev ~ "N-free ~ ‘a1 e £).

In a SAN you can share storage devices that are supported by the Tivali Storage
Manager device driver. This includes most SCSI devices, but does not include
devices that use the GENERICTAPE device type. See Chapter 4, “Attaching
Devices to the Server System”, on page 59 for device driver setup information.

Figure 5 on page 42 shows a SAN configuration in which two Tivoli Storage
Manager servers share a library.
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Table 4. Comparing NDMP Operations and Tivoli Storage Mana,  Backup-+ ive Client

Numr Tivoli Storage Man  r Backup-Archive
Cliont

Storage Manager server controls operations  backup data goes across the LAN trom the
remotely, but the NAS file server moves the  NAS file server to the client and then to the
data locally. Tivoli Storage Manager server.

Less file server processing is required to back More file server processing is required
up a file system because the backup does not because file backups require additional

use file access protocols such as NFS and overhead for file access protocols such as
CIFS. NFS and CIFS.

The Tivoli Storage Manager server can be The Tivoli Storage Manager server must be
distant from the NAS file server and the tape within SCSI or Fibre Channel range of the
library. tape library.

NDMP Backup Operations

In backup images produced by NDMP operations for a NAS file server, Tivoli
Storage Manager creates NAS file system image backups. The image backups are
different from traditional Tivoli Storage Manager backups because the NAS file
server transfers the data to the drives in the library. NAS file system image
backups can be either full or differential image backups. The first backup of a file
system on a NAS file server is always a full image backup. By default, subsequent
backups are differential image backups containing only data that has changed in
the file system since the last full image backup. If a full image backup does not
already exist, a full image backup is performed.

If you restore a differential image, Tivoli Storage Manager automatically restores
the full backup image first, followed by the differential image.

The following operations are not supported for data that has been backed up by
using NDMP:

* Storage pool migration

* Storage pool backup and restore

* Reclamation

* Move data operations

* Export and import operations

* Backup set generation

h‘ulﬁlr 1 Ile'LeveI udStOI’e

Tivoli Storage Manager provides an option whereby file-level restores can be
performed based on backup images produced by NDMP operations. Your choices
can be summarized as follows:

* If you enable the file-level restore option, the Tivoli Storage Manager server
collects and stores file level information when backing up file system images by
using NDMP operations. This requires additional processing and network
resources. However, you will be able to use the Web client to query and present
file-level information to a user who can then select files and directories to
restore.

» If you do not enable the file-level restore option, the Tivoli Storage Manager
server backs up file system images by using NDMP operations without















@})’ 5. You determine when the media has reached its end of life.

For volumes that you defined (private volumes), check the statistics on the
volumes by querying the database. The statistics include the number of w =
passes on a volume (compare with the number of write passes recommen: 1
by the manufacturer) and the number of errors on the volume.

You must move any valid data off a volume that has reached end of life. Then,
if the volume is in an automated library, check out the volume from the i ry.
If the volume is not a scratch volume, delete the volume from the database.

Configuring Devices

Before the Tivoli Storage Manager server can use a device, the device must be
configured to the operating system as well as to the server. Table 5 summarizes the
definitions that are required for different device types.

Table 5. Required Definitions for Storage Devices

Device

Required Definitions

Device Types Library Drive Path Device Class

Magnetic disk DISK — — — Yes !

FILE — — — Yes

Tape 3570 Yes Yes Yes Yes

3590

4MM

8MM
CARTRIDGE 2 3
DLT

DTF
ECARTRIDGE 3
GENERICTAPE
LTO

NAS

QIC

VOLSAFE

Optical

OPTICAL Yes Yes Yes Yes
WORM

WORM12

WORM14

Removable media REMOVABLEFILE Yes Yes Yes Yes
(file system)

Virtual volumes

SERVER — — — Yes

1

2

3

The DISK device class exists at installation and cannot be changed.
The CARTRIDGE device type is for IBM 3480, 3490, and 3490E tape drives.

The ECARTRIDGE device type is for StorageTek’s cartridge tape drives such
as the SD-3, 9480, 9890, and 9940 drives.

Mapping Devices to Device Classes

As an example of mapping devices to device classes, assume that you have the
following devices to use for server storage:

RO BM Twvol St~ Manager for AIX: Administrator's Guide

Internal disk drives
An automated tape library with 8mm drives
A manual DLT tape drive

b

M ——m —


















&y
\\' Q@\r You can make the disk volume available to the server again by varying the volume
' online. For example, to make the disk volume named /storage/pool001 available to
the server, enter:

v

vary online /storage/pool001

Using Cache

When you define a storage pool that uses disk random access volumes, you can
choose to enable or disable cache. When you use cache, a copy of the file remains
on disk storage even after the file has been migrated to the next pool in the storage
hierarchy (for example, to tape). The file remains in cache until the space it
occupies is needed to store new files.

Using cache can improve how fasta  juently ac  :ed file is retrieved. Faster
retrieval can be important for clients storing space-managed files. If the file needs
to be accessed, the copy in cache can be used rather than the copy on tape.
However, using cache can degrade the performance of client backup operations
and increase the space needed for the database. For more information, see “Using
Cache on Disk Storage Pools” on page 207.

Freeing Space on Disk

As client files expire, the space they occupy is not freed for other uses until you
run expiration processing on the server.

Expiration processing deletes from the database information about any client files
that are no longer valid according to the policies you have set. For example,
suppose four backup versions of a file exist in server storage, and only three
versions are allowed in the backup policy (the management class) for the file.
Expiration processing deletes information about the oldest of the four versions of
the file. The space that the file occupied in the storage pool becomes available for
reuse.

. You can run expiration processing by using one or both of the following methods:
* Use the EXPIRE INVENTORY command. See “Running Expiration Processing to
Delete Expired Files” on page 330.
* Set the server option for the expiration interval, so that expiration processing

runs periodically. See Administrator’s Reference for information on how to set the
options.

Specifying Scratch FILE Volumes

You can specify a maximum number of scratch volumes for a storage pool that has
a FILE device type. When the server needs a new volume, the server automatically
creates a file that is a scratch volume, up to the number you specify. When scratch
volumes used in storage pools become empty, the files are deleted.

Using FILE Volumes for Database Backups and Export Operations

When you back up the database or export server information, Tivoli Storage
Manager records information about the volumes used for these operations in the
volume history. Tivoli Storage Manager will not allow you to reuse these volumes
until you delete the volume information from the volume history. To reuse
volumes that have previously been used for database backup or export, use the

e
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DELETE  HIS XY« 1 about the vi* pe history and

volume 1 1y files, see ’ - L y File” on page ! ...

Note: If your server is licensed for the disaster recovery man.  r (DRM) function,
the volume information is automatically deleted during MOVE DRMEDIA
command processing. For additional information about DRM, see
Chapter 23, “Using Disaster Recovery Manager”, on page 589.
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Note: Each devi~~ that is connected i~ - chain to a single SCSI bus must be set
to a unique 5CSI ID. If each device does not have a unique SCSI ID,
serious system problems can arise.

4. Follow the manufacturer’s instructions to attach the device to your server
system hardware.
Attention:

a. Power off your system before attaching a device to prevent damage to the
hardware.

b. Attach a terminator to the last device in the chain of devices connected on
one 5CSI adapter card.

5. Install the appropriate device drivers. See “Installing and Configuring Device
Drivers” on page 61.

6. Find t1 device worksheet that _ ) lies to your device. See
www.ibm.com/software/sysmgmt/products/
support/IBMTivoliStorageManager.html.

7. Record the pre-determined name of your device on the device worksheet. The
device name for a tape drive is a | cial file name.

See “Determining Device Special File Names” on page 62 for details.

Note: The information you record on the worksheets can help you when you need
to perform operations such as adding volumes. Keep the worksheets for future
reference.

Attaching an Automated Library Device

0

Perform the following steps to attach an automated library device:
1. Install the SCSI or FC adapter card in your system, if not already installed.

2. Determine the SCSI IDs available on the SCSI adapter card to which you are
attaching the device. Find one unused SCSI ID for each drive, and one unused
SCSI ID for the library or autochanger controller.

Note: In some automated libraries, the drives and the autochanger share a
single SCSI ID, but have different LUNSs. For these libraries, only a single
SCSI ID is required. Check the documentation for your device.

3. Follow the manufacturer’s instructions to set the SCSI ID for the drives to the
unused SCSI IDs that you found. You may have to set switches on the back of
the device or set the IDs on the operator’s panel.

Note: Each device that is connected in a chain to a single SCSI bus must be set
to a unique SCSI ID. If each device does not have a unique SCSI ID,
serious system problems can arise.

4. Follow the manufacturer’s instructions to attach the device to your server
system hardware.

Attention:

a. Power off your system before attaching a device to prevent damage to the
hardware.

b. Attach a terminator to the last device in the chain of devices connected on
one SCSI adapter card. Detailed instructions should be in the
documentation that came with your hardware.

5. Install the appropriate device drivers. See “Installing and Configuring Device
Drivers” on page 61.

A\
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Selecting Device Drivers

' Table 8 and Table 9 list the device drivers needed for Tivoli Storage Manager drives

and libraries.

Table 8. Device Drivers for Tape and Optical Drives

Device Device Type Library Device Driver
4AMM drive 4AMM External, Manual, SCS1
8MM drive 8MM External, Manual, SCSI
Bu dnive ) T External, Manual, SCSI
‘uu* arive D1F External, Manual, SCSI
IBM Tivoli Storage

% drive _ o1 External, Manual, SCSI Managerdevice driver
Storage lek SDs, vawu, ysau, y¥4u | BCARTRIDGE External, Manual, SCSI, ACSLS
drive
Optical drive OPTICAL External, Manual, SCSI
WORM drive WORM External, Manual, SCSI
IBM 3570 drive 3570 External, Manual, SCSI
IBM 3480, 3490, 3490E drive CARTRIDGE External, Manual, SCSI, ACSLS,

349X IBM device driver
IBM 3590, 3590E, 3590H drive 3590 External, Manual, SCSI, ACSLS, | (Atape)

349X
IBM LTO Ultrium 3580 drive LTO External, Manual, SCSI, ACSLS

Table 9. Device Drivers for Automated Libraries

Device Library Type Device Driver

IBM MP 3570, 3575 Library SCSI IBM device driver (Atape)

IBM LTO Ultrium 3581, 3583, 3584 SCSI IBM device driver (Atape)

Library

IBM 3494, 3495 Library 349X atldd

All Other (supported) SCSI Libraries | SCSI IBM Tivoli Storage Manager device
driver

Note: See www.ibm.com/software/sysmgmt/products/
support/IBMTivoliStorageManager.html for a list of supported drives and
libraries.

Determining Device Special File Names

To work with removable media devices, Tivoli Storage Manager needs the device’s
special file name. You specify the device special file name when you issue the
DEFINE PATH commands for drives and libraries. You can use SMIT to get the
device special file.

When a device configures successfully, a logical file name is returned. Table 10 on
page 63 specifies the name of the device (or the special file name) that corresponds
to the drive or library. In the examples, x denotes a positive integer.
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o Managing SCSI Devices and Fibre Channe Devices

\”@ Neog The Tivoli Storage Manager device definition menus and prompts in SMIT allow
AN Q)T for the management of both SCSI and FC attached devices. The main menu for
Tivoli Storage Manager has two options:

SCSI Attached Devices
Use this option to configure SCSI devices that are connected to a SCSI
adapter in the host. The subsequent menus which have not changed
configure devices

Fibre Channel system area network (SAN) Attached Devices
Use this option to configure devices that are connected to a Fibre Channel
adapter in the host. Choose one of the following:

List Attributes of a Discovered Device
Lists attributes of a device known to the current ODM database.

FC Port ID:

This is the 24-bit FC Port ID(IN(L)_Port or F(L)_Port). This is the
address identifier that is unique within the associated topology
where the device is connected. In the switch or fabric
environments, it is usually determined by the switch, with the
upper 2-bytes which are non-zero. In a Private Arbitrated Loop,
it is the Arbitrated Loop Physical Address(AL_PA), with the
upper 2-bytes being zero. Please consult with your FC vendors
to find out how an AL_PA or a Port ID is assigned

Mapped LUN ID

This is from an FC to SCSI bridge (also, called a converter,
router, or gateway) box, such as an IBM SAN Data Gateway
(SDG) or Crossroads 4200. Please consult with your bridge
vendors about how LUNs are mapped. It is recommended that
you do not change LUN Mapped IDs.

WW Name

The World Wide Name of the port to which the device is
attached . It is the 64-bit unique identifier assigned by vendors
of FC components such as bridges or native FC devices. Please
consult with your FC vendors to find out a port’s WWN

Product 1D

The product ID of the device. Please consult with your device
vendors to determine the product ID.

Discover Devices Supported by Tivoli Storage Manager
This option discovers devices on a Fibre Channel SAN that are supported
by Tivoli Storage Manager and makes them AVAILABLE. If a device is
added to or removed from an existing SAN environment, rediscover
devices by selecting this option. Devices must be discovered first so that
current values of device attributes are shown in the List Attributes of a
Discovered Device option. Supported devices on FC SAN are tape drives,
autochangers, and optical drives. The Tivoli Storage Manager device driver
ignores all other device types, such as disk.

Remove All Defined Devices
This option removes all FC SAN-attached Tivoli Storage Manager devices
whose state is DEFINED in the ODM database. If necessary, rediscover
devices by selecting the Discover Devices Supported by Tivoli Storage
Manager option after the removal of all defined devices
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associated with the device class are identical. For ex le, to classify two
drives in the AUTODLTLIB library, use the following command to define a
device class named AUTODLT_CLASS:

define devclass autodlt_class library=autodltlib devtype=d1t format=drive

See “Defining and Updating Tape Device Classes” on page 165.

Verify your definitions by issuing the following commands:

query library
query drive
query path
query devclass

See “Requesting Information About Libraries” on page 152, “Requesting
Information about Drives” on page 154, “Requesting Information about a
Device Class” on page 174, and “Requesting Information About Paths” on
page 159.

Define a storage pool named AUTODLT_POOL associated with the device class
named AUTODLT_CLASS.

define stgpool autodlt_pool autodlt_class maxscratch=20
Key choices:

a. Scratch volumes are empty volumes that are labeled and available for1 .
If you allow scratch volumes for the storage pool by specifying a value r
the maximum number of scratch volumes, the server can choose from -
scratch volumes available in the library, without further action on your part.
If you do not allow scratch volumes, you must perform the extra step of
explicitly defining each volume to be used in the storage pool.

b. Collocation is turned off by default. Collocation is a process by which the
server attempts to keep all files belonging to a client node or client file
space on a minimal number of volumes. Once clients begin storing data in a
storage pool with collocation off, you cannot easily change the data in {
storage pool so that it is collocated. To understand the advantages and
disadvantages of collocation, see “Keeping a Client’s Files Together:
Collocation” on page 208 and “How Collocation Affects Reclamation” on
page 220.

For more information, see “Defining or Updating Primary Storage Pools” on
page 182.

Configuration with Multiple Drive Device Types
In this example, the library is a StorageTek L40 library that contains one DLT drive
and one LTO Ultrium drive.

1.

Define a SCSI library named MIXEDLIB. The library type is SCSI because the
library is a SCSI-controlled automated library. Enter the following command:
define library mixedlib Vibtype=scsi

Define a path from the server to the library:

define path serverl mixedlib srctype=serverl desttype=library
device=/dev/1b3

The DEVICE parameter specifies the device driver’s name for the library, which
is the special file name.

See "“Defining Libraries” on page 106 and “SCSI Libraries” on page 33. For more
information about paths, see “Defining Paths” on page 108.

3. Define the drives in the library:

/”'
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define drive mixed1ib d1tl ,75'&})4[0‘/

define drive mixedlib 1tol

T '._v.eé belong to the-MD.,... _IB library.

e TR

is ekample uses the default for the drive’s element address, which is to have

‘the server obtain the element number from the drive itself at the time that the

. th is defined.

The element address is a number that indicates the physical location of a drive
within an automated library. The server needs the element address to connect
the physical location of the drive to the drive’s SCSI address. You can have the
server obtain the element number from the drive itself at the time that the path
is defined, or you can specify the element number when you define the drive.

Depending on the capabilities of the library, the server may not be able to
automatically detect the element address. In this case you must supply the
element address when you define the drive. If you need the element numbers,
check the device worksheet filled out in step 7on page "~ E° ntr  “ers for
many libraries are available at www.ibm.com/software/sysmgmt/products/
support/IBMTivoliStorageManager.html.

See “Defining Drives” on page 107. For more information about paths, see
“Defining Paths” on page 108.
Define a path from the server to each drive:

define path serverl d1tl srctype=server desttype=drive
library=mixedlib device=/dev/mt4
define path serverl Ttol srctype=server desttype=drive
library=mixedlib device=/dev/mt5

The DEVICE parameter specifies the device driver’s name for the drive, which
is the device special file name. For more about device special file names, see
“Determining Device Special File Names” on page 62.

If you did not include the element address when you defined the drive, the
server now queries the library to obtain the element address for the drive.

For more information about paths, see “Defining Paths” on page 108.

Classify the drives according to type by defining Tivoli Storage Manager device
classes, which specify the recording formats of the drives.

Note: Do not use the DRIVE format, which is the default. Because the drives
are different types, Tivoli Storage Manager uses the format specification
to select a drive. The results of using the DRIVE format in a mixed
media library are unpredictable.

define devclass dit_class Tibrary=mixedlib devtype=dit format=dit40
define devclass 1to_class library=mixedlib devtype=1to format=ultriumc

See "Defining and Updating Tape Device Classes” on page 165.
Verify your definitions by issuing the following commands:

query library
query drive
query path
query devclass
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have two device types (such as 3590E and 3590H), you define two libraries. ~
Then you define drives and device classes fore =~ "~ ary.In h = idce " ss
definition, you can use the FORMAT parameter with a value ot DKIVE, it you
choose.

1fi¢ " 1 with a __ngle Drive Devic Type
in tnis exampie, the 3494 library contains two IBM 3590 tape drives.
1. Define a 3494 library named 3494L]B:

define library 34941ib libtype=349x
2. Define a path from the server to the library:

define path serverl 34941ib srctype=server desttype=library
device=/dev/Imcp0

The DEVICE parameter specifies the device special files for the LMCP.

See “Defining Libraries” on page 106 and “SCSI Libraries” on page 33. For more
information about paths, see “Defining Paths” on page 108.
3. Define the drives in the library:

define drive 34941ib drive0l
define drive 34941ib drive02

Both drives belong to the 3494LIB library.

See “Defining Drives” on page 107.
4. Define a path from the server to each drive:
define path serverl drive@l srctype=server desttype=drive
library=34941ib device=/dev, 0

define path serverl drivel2 srctype=server desttype=drive
library=34941ib device=/dev/rmtl

The DEVICE parameter gives the device special file name for the drive. For
more about device names, see “Determining Device Special File Names” on
page 62. For more information about paths, see “Defining Paths” on page 108.

5. Classify drives according to type by defining Tivoli Storage Manager device
classes. For example, for the two 3590 drives in the 3494LIB library, use the
following command to define a device class named 3494 _CLASS:

define devclass 3494_class library=34941ib devtype=3590 format=drive

This example uses FORMAT=DRIVE as the recording format because both
drives associated with the device class use the same recording format; both are
3590 drives. If instead one drive is a 3590 and one is a 3590E, you need to use
specific recording formats when defining the device classes. See “Configuration
with Multiple Drive Device Types” on page 84.

See also “Defining and Updating Tape Device Classes” on page 165.
6. Verify your definitions by issuing the following commands:

query library
query drive
query path
query devclass

See “Requesting Information About Libraries” on page 152, “Requesting
Information about Drives” on page 154, “Requesting Information about a
Device Class” on page 174, and “Requesting Information About Paths” on
page 159.
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disadvantages of collocation, see “Keeping a Client’s Files Together:
\0‘) Collocation” on page 208 and “How Collocation Affects Reclamation” on

Q@} page 220.

For more information, see “Defining or Updating Primary Storage Pools” on
page 182.

Check in and Label Library Volumes

Ensure that enough volumes in the library are available to the server. Keep enor
labeled volumes on hand so that you do not run out during an operation such as
client backup. Label and set aside extra scratch volumes for any potential recovery
operations you might have later.

Each volume used by a server for any purpose must have a unique name. This
requirement applies to all volumes, whether the volumes are used for storage
pools, or used for operations such as database backup or export. The requirement
also applies to volumes that reside in different libraries.

The procedures for volume check-in and labeling are the same whether the libra
contains drives of a single device type, or drives of multiple device types.

Attention: If your library has drives of multiple device types, you defined two
libraries to the Tivoli Storage Manager server in the procedure in “Configuration
with Multiple Drive Device Types” on page 84. The two Tivoli Storage Manager
libraries represent the one physical library. The check-in process finds all available
volumes that are not already checked in. You must check in media separately to
each defined library. Ensure that you check in volumes to the correct Tivoli Stor:
Manager library.

Do the following:
1. Check in the library inventory. The following shows two examples.
* Check in volumes that are already labeled:
checkin Tibvolume 34941ib search=yes status=scratch checklabel=no
* Label and check in volumes:
label Tibvolume 34941ib search=yes checkin=scratch

2. Depending on whether you use scratch volumes or private volumes, do one
the following:

* If you use only scratch volumes, ensure that enough scratch volumes are
available. For example, you may need to label more volumes. As volumes
used, you may also need to increase the number of scratch volumes allowe
in the storage pool that you defined for this library.

+ If you want to use private volumes in addition to or instead of scratch
volumes in the library, define volumes to the storage pool you defined. The
volumes you define must have been already labeled and checked in. See
“Defining Storage Pool Volumes” on page 191.

For more information about checking in volumes, see “Checking New Volumes
into a Library” on page 137.

Using the Devices to Store Client Data

After you have attached and defined your devices, you can store client data in two
ways:
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Setting up the Library Manager Server

Use the following procedure as an example of how to set up a Tivoli Storage
\6) \0’ Manager server as a library manager named MANAGER:

\
\ &Q)} 1. Define a 3494 library named 3494SAN:
define library 3494san 1ibtype=349x shared=yes
2. Define a path from the server to the library:

! define path manager 3494san srctype=server desttype=library
| device=/dev/1mcp0d

[ The DEVICE parameter specifies the device special file for the LMCP.

For more information about paths, see “Defining Paths” on page 108.
3. Define the drives in the library:

define drive 3494san drivea
define drive 3494san driveb

4. Define a path from the server to each drive:

define path manager drivea srctype=server desttype=drive library=3494san
device=/dev/rmt0
define path manager driveb srctype=server desttype=drive library=3494san
device=/dev/rmtl

For more information about paths, see “Defining Paths” on page 108.
i 5. Define all the device classes that are associated with the shared library.
I : define devclass 3494_class library=3494san devtype=3590

6. Check in the library inventory. The following shows two examples. In both
cases, the server uses the name on the barcode label as the volume name.

To check in volumes that are already labeled, use the following command:
checkin libvolume 3494san search=yes status=scratch checklabel=no

To label and check in the volumes, use the following command:
label libvolume 3494san checkin=scratch search=yes

7. Set any required storage pools for the shared library with a maximum of 50
scratch volumes.

define stgpool 3494 sanpool tape maxscratch=50

Setting up the Library Client Servers

Use the following sample procedure for each Tivoli Storage Manager server that
will be a library client server.

1. Define the server that is the library manager:

define server manager serverpassword=secret hladdress=9.115.3.45 1laddress=15¢
crossdefine=yes

2. Define a shared library named 3494SAN, and identify the library manager:
define library 3494san libtype=shared primarylibmanager=manager

Note: Ensure that the library name agrees with the library name on the library
manager.

3. Perform this step from the library manager. Define a path from the library client
server to each drive. The device name should reflect the way the library client

system sees the device:
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define path client drivea srctype=server desttype=drive k |G’
library=3494san device=/dev/rmt0 Q@}A
define path client driveb srctype=server desttype=drive

library=3494san devii dev/rmt1

For more information about paths, see “Defining Paths” on page 108.

4. Return to the library client for the remaining steps. Define all the device classes
that are associated with the shared library.
define devclass 3494 class Tibrary=3494san devtype=3590

Set the parameters for the device class the same on the library client as on the
library manager. Making the device class names the same on both servers is
also a good practice, but is not required.

5. Define the storage pool, BACKTAPE, that will1  the s ’
define stgpool backtape 3494_class maxscratch=50

6. Repeat this procedure to define additional servers as library clients. For a
discussion regarding the interaction between library clients and the library
manager in processing Tivoli Storage Manager operations, see “Performing
Operations with Shared Libraries” on page 148.

Using the Devices to Store Client Data
After you have attached and defined your devices, you can store client data in two
ways:
* Have clients back up data directly to tape. For details, see “Configuring Policy
for Direct-to-Tape Backups” on page 332.

* Have clients back up data to disk. The data is later migrated to tape. For details,
see “Overview: The Storage Pool Hierarchy” on page 194.

94 Library to Control by a Library Manager

If you have been sharing an IBM 3494 library among Tivoli Storage Manager
servers by using the 3494SHARED option in the dsmserv.opt file, you can migrate
to sharing the library by using a library manager and library clients. To help
ensure a smoother migration and to ensure that all tape vo™ 1es that are being
used by the servers get associated with the correct servers, perform the following
migration procedure.

1. Do the following on each server that is sharing the 3494 library:

a. Update the stor: _ ol the TTPDATE STGPOOL command. Set the
value for tt ;HMIG \d4 paran ers to 100%.

b. Stop the server by issuing the HALT command.
c. Edit the dsmserv.opt file and make the following changes:
1) Comment out the 3494SHARED YES option line
2) Activate the DISABLESCHEDS YES option line if it is not active

3) Activate the EXPINTERVAL X option line if it is not active and change
its value to 0, as follows:

EXPINTERVAL 0O

d. Start the server.
e. Enter the following Tivoli Storage Manager command:

disable sessions

2. Set up the library manager on the Tivoli Storage Manager server of your choice
(see “Setting up Server Communications” on page 77 and”Setting up the
Library Manager Server” on page 78).
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define drive 34941ib drive3 AfZCQLA‘CL
define drive 34941ib drived

Define the path from the server, J1 Y, to each of the drives:

define path judy drive3 srctype=server desttype=drive library=34941ib
device=/dev/rmt2
define path judy drived4 srctype=server desttype=drive library=34941ib
device=/dev/rmt3

The DEVICE parameter gives the device special file name for the drive. For
more about device names, see “Determining Device Special File Names” on
page 62. For more information about paths, see “Defining Paths” on page 108.

Classify drives according to type by defining Tivoli Storage Manager device
classes. For example, to classify the two drives in the 3494LIB library, use the
following command to define a device class named 3494_CL/

define devclass 3494 class library=34941ib devtype=3590 format=drive

This example uses FORMAT=DRIVE as the recording format because both
drives associated with the device class use the same recording format; both are
3590 drives. If instead one drive is a 3590 and one is a 3590E, you need to use
specific recording formats when defining the device classes. See “Configuration
with Multiple Drive Device Types” on page 84.

See “Defining and Updating Tape Device Classes” on page 165.
Verify your definitions by issuing the following commands:

query library
query drive
query path
query devclass

See “Requesting Information About Libraries” on page 152, “Requesting
Information about Drives” on page 154, and “Requesting Information about a
Device Class” on page 174.

Define a storage pool named 3494_POOL associated with the device class
named 3494_CLASS.

define stgpool 3494 _pool 3494 class maxscratch=20

Key choices:

a. Scratch volumes are empty volumes that are labeled and available for use.
If you allow scratch volumes for the storage pool by specifying a value for
the maximum number of scratch volumes, the server can choose from ~ 2
scratch volumes available in the library, without further action on your part.
If you do not allow scratch volumes, you must perform the extra step of
explicitly defining each volume to be used in the storage pool.

b. Collocation is turned off by default. Collocation is a process by which the
server attempts to keep all files belonging to a client node or client file
space on a minimal number of volumes. Once clients begin storing data in a
storage pool with collocation off, you cannot easily change the data in the
storage pool so that it is collocated. To understand the advantages and
disadvantages of collocation, see “Keeping a Client’s Files Together:
Collocation” on page 208 and “How Collocation Affects Reclamation” on
page 220.

For more information, see “Defining or Updating Primary Storage Pools” on
page 182.
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Configuration with Multiple Drive Device Types
The following example shows how to set up and ACSLS library with a mix of two
9840 drives and two 9940 drives.

1. Define two ACSLS libraries that use the same ACSID. For example to define
9840LIB and 9940LIB, enter the following commands:

define Tibrary 98401ib 1ibtype=acsls acsid=1
define Tibrary 99401ib 1ibtype=acsls acsid=1

The ACSID parameter specifies the number that Automatic Cartridge System
System Administrator (ACSSA) assigned to the libraries. Issue QUERY ACS to
your ACSLS system to determine the number for your library ID.

2. Define the drives, ensuring that they are associated with the appropriate
libraries.

Note: Tivoli Storage Manager does not prevent you from associating a drive
with the wrong library.

» Define the 9840 drives to 9840LIB.

define drive 98401ib 9840 _drivel acsdrvid
define drive 98401ib 9840_drive2 acsdrvid

* Define the 9940 drives to 9940LIB.

define drive 99401ib 9940_drive3 acsdrvid
define drive 99401ib 9940_drive4 acsdrvid

1
1

=1,
=],
The ACSDRVID parameter specifies the ID of the drive that is being accessed.
The drive ID is a set of numbers that indicate the physical location of a drive
within an ACSLS library. This drive ID must be specified as 4, I, p, d, where a is
the ACSID, [ is the LSM (library storage module), p is the panel number, and

is the drive ID. The server needs the drive ID to connect the physical location

of the drive to the drive’s SCSI address. See the StorageTek documentation for
details.

See “Defining Drives” on page 107.

3. Define a path from the server to each drive. Ensure that you specify the correct
]
* For the 9840 drives:

define path serverl 9840_drivel srctype=server desttype=drive
1ibrary=98401ib device=/dev/mt0

define path serverl 9840_drive2 srctype=server desttype=drive
1ibrary=98401ib device=/dev/mtl

* For the 9940 drives:

define path serverl 9940 drive3 srctype=server desttype=drive
library=99401ib device=/dev/mt2

define path serverl 9940 drived srctype=server desttype=drive
library=99401ib device=/dev/mt3

The DEVICE parameter gives the device special file name for the drive. For
more about device names, see “Determining Device Special File Names” on
page 62. For more information about paths, see “Defining Paths” on page 108.

4. Classify the drives according to type by defining Tivoli Storage Manager device
classes, which specify the recording formats of the drives. Because there are
separate libraries, you can enter a specific recording format, for example 9840,
or you can enter DRIVE. For example, to classify the drives in the two libraries,
use the following commands to define one device class for each type of drive:
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Define a device class with a device type of FILE.
define devclass file devtype=file directory=/home/userl

Export the node. This command results in a file name /home/user1/CDRO03 that
contains the export data for node USERI.

export node userl filedata=all devclass=file vol=cdro3

You can use software for writing CDs to create a CD with volume label CDR03
that contains a single file that is also named CDRO03.

Server B

1.
2.

Follow the manufacturer’s instructions to attach the device to your server.
Issue this command on your system to mount the CD.

mount -r -v cdrfs /dev/cd® /cdrom

T _ ecifies a read-only file system

—v cdrfs
Specifies that the media has a CD file system

Idev/ed0
Specifies the physical description of the first CD on the system

/edrom
Specifies the mount point of the first CD drive

Note: CD drives lock while the file system is mounted. This prevents use of
the eject button on the drive.

Ensure that the media is labeled. The software that you use for making a CD
also labels the CD. Before you define the drive, you must put formatted,

lal :d media in the drive. For lal  requirements, see “Labeling Requirements
for Optical and Other Removable Files Devices” on page 100. When you define
the drive, the server verifies that a valid file system is p nt.

Define a manual library named CDROM:

define library cdrom libtype=manual

Define the drive in the library:

define drive cdrom cddrive

Define a path from the server to the drive at mount point /cdrom:

define path serverb cddrive srctype=server desttype=drive
library=cdrom device=/cdrom

For more information about paths, see “Defining Paths” on page 108.

Define a device class with a device type of REMOVABLEFILE. The device type
must be REMOVABLEFILE.

define devclass cdrom devtype=removablefile library=cdrom

Issue the following Tivoli Storage Manager command to import the node data
on the CD volume CDRO3.
import node userl filedata=all devclass=cdrom vol=cdr03 l\\
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www.netapp.com/products/filer/index.html for Network Appliance
information. Visit www.emc.com/products/networking/celerra.jsp for
EMC Celerra information.

Tape Libraries
The Tivoli Storage Manager server supports three types of libraries for
operations using NDMP. The libraries supported are SCSI, ACSLS, and
349X.

* SCSI library

A SC¢I library that is supported by the Tivoli Storage Manager device
driver. Visit www.ibm.com/software/sysmgmt/products/
support/IBMTivoliStorageManager.html. This type of library can be
attached directly either to the Tivoli Storage Manager server or to the
NAS file server. When the library is attached directly to the Tivoli
Storage Manager server, the Tivoli Storage Manager server controls ti
library operations by passing the SCSI commands directly to the libr: -
When the library is attached directly to the NAS file server, the Tivoli
Storage Manager server controls the library by passing SCSI commands
to the library through the NAS file server.

e ACSLS library

An ACSLS library can only be directly connected to the Tivoli Storage
Manager server. The Tivoli Storage Manager server controls the library
by passing the library request through TCP/IP to the library control
Server.

Note: The Tivoli Storage Manager server does not include External
Library support for the ACSLS library when the library is used
for NDMP operations.

* 349X library

A 349X library can only be directly connected to the Tivoli Storage
Manager server. The Tivoli Storage Manager server controls the library
by passing the library request through TCP/IP to the library manager.

Library Sharing: The Tivoli Storage Manager server that performs NDMP
operations can be a library manager for either a SCSI
349X library, but cannot be a library client. If the Tivoli
Storage Manager server that performs NDMP operations
is a library manager, that server must control the library
directly and not by passing commands through the N
file server.

Tape Drives
One or more tape drives in the tape library. The NAS file server must be
able to access the drives. The drives must be supported for tape backup
operations by the NAS file server and its operating system. Visit
www.netapp.com/products/filer /index.html or
www.emc.com/ products/networking/celerra.jsp for details.

Drive Sharing: The tape drives can be shared by the Tivoli Storage
Manager server and one or more NAS file servers. Also,
when a SCSI or a 349X library is connected to the Tivoli
Storage Manager server and not to the NAS file server, the
drives can be shared:

* By one or more NAS file servers and one or more Tivoli
Storage Manager library clients.
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To allow creation of a table of contents for a backup via NDMP. vou must define

pool used for the backup image.

If you choose to collect file-level information, specify the TOC parameter in the
BACKUP NODE server command. Or, if you initiate your backup using the client,
you can specify the TOC option in the client options file, client option set, or client
command line. See Administrator’s Reference for more information about the _
BACKUP NODE command. You can specify NO, PREFERRED, or YI Wl  you
specify PREFERRED or YES, the Tivoli Storage Manager server stores file
information for a single NDMP-controlled backup in a table of contents (TOC). The
table of contents is placed into a storage pool. After that, the Tivoli Storage
Manager server can access the table of contents so that file and directory
information can be queried by the server or client. Use of the TOC parameter
allows a table of contents to be generated for some images and not others, without
requiring different management classes for the images.

To avoid mount delays and ensure sufficient space, use random access storage
pools (DISK device class) as the destination for the table of contents. For sequential
access storage pools, no labeling or other preparation of volumes is necessary if
scratch volumes are allowed.

International Characters for Network Appliance File Servers

All systems that create or access data on a particular NAS file server volume must
do so in a manner compatible with the volume language setting. You should install
Data ONTAP 6.4.1 or later, if it is available, on your Network Appliance NAS file
server in order to garner full support of international characters in the names of
files and directories.

If your level of Data ONTAP is earlier than 6.4.1, you must have one of the
following two configurations in order to collect and restore file-level information.
Results with configurations other than these two are unpredictable. The Tivoli
Storage Manager server will print a warning message (ANR4946W) during backup
operations. The message indicates that the character encoding of NDMP file history
messages is unknown, and UTF-8 will be assumed in order to build a table of
contents. It is safe to ignore this message only for the following two configurations.

* Your data has directory and file names that contain only English (7-bit ASCII)
characters.

* Your data has directory and file names that contain non-English characters and
the volume language is set to the UTF-8 version of the proper locale (for
example, de.UTF-8 for German).

If your level of Data ONTAP is 6.4.1 or later, you must have one of the following
three configurations in order to collect and restore file-level information. Results
with configurations other than these three are unpredictable.

* Your data has directory and file names that contain only English (7-bit ASCII)
characters and the volume language is either not set or is set to one of these:

- C (POSIX)
- en

- en_US

- en.UTF-8
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queryii the NAS file server. For information about how to obtain nan  for
devices mat are connected to a NAS file server, consult the product information for
the file server.

For example, for a Network Appliance file server, connect to the file server using
telnet and issue the SYSCONFIG command. To display the device names for tape
libraries, use this command:

sysconfig -m

To display the device names for tape drives, use this command:
sysconfig -t

For the Celerra file server, connect to the Celerra control workstation using telnet.
To see the devices attached to a particular data mover, use the "server_devconfig”
command on the control station:

server_devconfig server # -p -s -n

The SERVER_# is the data mover on which the command should be run.

Step 6. Defining Tape Drives and Paths for NDMP Operations

ofit  the tape drives that you want to use in NDMP operations and the paths to
those drives. Depending on your hardware and network connections, you can use
the drives for only NDMP operations, or for both traditional Tivoli. Storage
Manager operations and NDMP operations. -For example,

1. Define a drive named AS_ _1IVE1 for the library named NASL...
define drive naslib nasdrivel element=117

Note: When you define SCSI drives to the Tivoli Storage Manager server, the
ELEMENT parameter must contain a number if the library has more
than one drive. If the drive is shared between the NAS file server and
the Tivoli Storage Manager server, the element address is automatically
detected. If the library is connected to a NAS file server only, there is no
automatic detection of the element address and you must supply it.
Element numbers are available from device manufacturers. Element
numbers for tape drives are also available in the device support
information available on the Tivoli Web site at
www.ibm.com/software/sysmgmt/products/
support/IBMTivoliStorageManager.html.

2. Define a path for the drive:
= For example, if the drive is to be used only for NDMP operations, issue the
following command:

define path nasnodel nasdrivel srctype=datamover desttype=drive
library=naslib device=rst@]

Note: For a drive connected only to the NAS file server, do not specify
ASNEEDED for the CLEANFREQUENCY parameter of the DEFINE
DRIVE command.
» For example, if a drive is to be used for both Tivoli Storage Manager and
NDMP operations, enter the following commands:

define path serverl nasdrivel srctype=server desttype=drive
library=naslib device=/dev/rmt0

define path nasnodel nasdrivel srctype=datamover desttype=drive
library=naslib device=rst01
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Note: The Tivoli Storage Manager server may store a full backup in excess of the
number of versions you specified, if that full backup has dependent
differential backups. QUERY NASBACKUP will not display the extra
versions.

Use 7 2 7777Y TOC command to display files and directories in a backup image
generatea by NDMP. By issuing the QUERY TOC server command, you can
display all directories and files within a single specified TOC. The specified TOC
will be accessed in a storage pool each time the QUERY TOC command is issued
because this command does not load TOC information into the Tivoli Storage
Manager database. Then, use the RESTORE NODE command with the FILELIST
parameter to restore individual files.
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Reclamation of Volumes
You can have Tivoli Storage 1 o
reclamation threshold, a perceruage or unusea s livoli
Storage Manager moves data to consolidate va mto
fewer tapes. The reclamation threshold is set for each storage pool. See
“Reclaiming Space in Sequential Access St ge Pools” on _ ge 213.

Fora: . ol associated with a library that has more than one drive,
the reclaimed data is moved to other volumes in the same storage pool.
For a storage pool associated with a library that has only one drive, the
reclaimed data is moved to volumes in another storage pool that you must
define, called a re * nation storage pool. See “Reclaiming Volun  ina
Storage Pool with One Drive” on page 217.

etting Up a Tape Rotation

Over time, media ages, and some of the backup data located on it may no longer
be needed. You can set Tivoli Storage Manager policy to determine how many
backup versions are retained and how long they are retained. See “Basic Policy
Planning” on page 298. Then, expiration processing allows the server to delete files
you no longer want to keep. See “File Expiration and Expiration Processing” on
page 301. You can keep the useful data on the media and then reclaim and reuse
the media themselves.

Deleting Data - Expiration Process
Expiration processing deletes data that is no longer valid either because it
exceeds the retention specifications in policy or because users or
administrators have deleted the active versions of the data. See “Running

Expiration Processing to Delete Expired Files” on page 330.

Reusing Media - Rec ion Processing
Data on tapes may expire, move, or be deleted. Reclamation processing
consolidates any unexpired data by moving it from multiple volumes onto
fewer volumes. The media can then be returned to the storage pool and
reused.

You can set a reclamation threshold that allows Tivoli Storage Manager to
reclaim volumes whose valid data drops below a threshold. The threshold
is a percentage of unused space on the volume and is set for each storage
pool. The amount of data on the volume and the reclamation threshold for
the storage pool affects when the volume is reclaimed. See “Reclaiming
Space in Sequential Access Storage Pools” on page 213.

Determining When Media Have Reached End of Life
You can use Tivoli Storage Manager to display statistics about volumes,
including the number of write operations performed on the media and the
number of write errors. For media initially defined as private volumes,
Tivoli Storage Manager maintains this statistical data, even as the volume
is reclaimed. You can compare the information with the number of write
operations and write errors recommended by the manufacturer. For media
initially defined as scratch volumes, Tivoli Storage Manager overwrites this
statistical data each time the media are reclaimed.

Reclaim any valid data from volumes that have reached end of life. If the
volumes are in automated libraries, check them out of the volume
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inventory. Delete private volumes the database with the DELETE
VOLUME command. See “Reclaiming Space in Sequential Access Stor e

Pools” on page 213.

Ensuring Media are Available for the Tape Rotation
Over time, the demand for volumes may cause the storage pool to run out
of space. You can set the maximum number of scratch volumes high
enough to meet demand by doing one or both of the following:

* Increase the maximum number of scratch volumes by updating the
storage pool definition. Label and check in new volumes to be used as
scratch volumes if needed.

+ Make volumes available for reuse by running expiration processing and -
reclamation, to consolidate data onto fewer volumes. See “Reusing ipes
in Storage Pools” on page 141.

For automated libraries, see “Managing Server Requests for Media” on
page 149.

Write-once-read-many (WORM) drives can waste media when Tivoli
Storage Manager cancels transactions because volumes are not available t
complete the backup. Once Tivoli Storage Manager writes to WORM
volumes, the space on the volumes cannot be reused, even if the
transactions are canceled (for example, if a backup is canceled because of a
shortage of media in the device).

Large files can cause even greater waste. For example, consider a client
backing up a 12GB file onto WORM platters that hold 2.6GB each. If the
backup requires five platters and only four platters are available, Tivoli
Storage Manager cancels the backup and the four volumes that were
written to cannot be reused.

To minimize wasted WORM media:

1. Ensure that the maximum number of scratch volumes for the device
storage pool is at least equal to the number of storage slots in the
library.

2. Check enough volumes into the device’s volume inventory for the
expected load.

If most backups are small files, controlling the transaction size can affect
how WORM platters are used. Smaller transactions mean that less space
wasted if a transaction such as a backup must be canceled. Transaction si
is controlled by a server option, TXNGROUPMAX, and a client option,
TXNBYTELIMIT.

Reusing Volumes Used for Database Backups and Export
Operations

When you back up the database or export server information, Tivoli Storage
Manager records information about the volumes used for these operations in the
volume history file. Tivoli Storage Manager will not allow you to reuse these
volumes until you delete the volume information from the volume history fi To
reuse volumes that have previously been used for database backup or export, use
the DELETE VOLHISTORY command. For information about the volume history
file, see “Saving the Volume History File” on page 557.
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— Check enough scratch or private volumes into the library to handle the
expected load.

« If your clients tend to store files of smaller sizes, controlling the transaction s
can affect how WORM platters are used. Smaller transactions waste less space if
a transaction such as a backup must be canceled. The TXNGROUPMAX serv:
option and the TXNBYTELIMIT client option control transaction size. See “How
the Server Groups Files before Storing” on page 196 for information.

Managing Volumes in Automated Libraries

Tivoli Storage Manager tracks the scratch and private volumes available in an
automated library through a library volume inventory. Tivoli Storage Manager
maintains an inventory for each automated library. The library volume invento is
separate from the inventory of volumes for each storage pool. To add a volume to
a library’s volume inventory, you check in a volume to that Tivoli Storage Man: 't
library. For details on the check-in procedure, see “Checking New Volumes into a
Library” on page 137.

To ensure that Tivoli Storage Manager’s library volume inventory remains
accurate, you must check out volumes when you need to physically remove
volumes from a SCSI, 349X, or ACSLS library. When you check out a volume the
is being used by a storage pool, the volume remains in the storage pool. If Tivoli
Storage Manager requires the volume to be mounted while it is checked out, a
message to the mount operator’s console is displayed with a request to check in
the volume. If the check in is not successful, Tivoli Storage Manager marks the
volume as unavailable.

While a volume is in the library volume inventory, you can change its status from
scratch to private.

To check whether Tivoli Storage Manager's library volume inventory is consistent
with the volumes that are physically in the library, you can audit the library. The
inventory can become inaccurate if volumes are moved in and out of the library
writhanit infarmine the server via volume check-in or check-out.

1ddn ]

Changing the status of a volume in an System or unrestricted storage
automated library

Removing volumes from a library

Returning volumes to a library

Changing the Status of a Volume

The UPDATE LIBVOLUME command lets you change the status of a volume an
automated library from scratch to private, or private to scratch. However, you
cannot change the status of a volume from private to scratch if the volume belongs
to a storage pool or is defined in the volume history file. You can use this
command if you make a mistake when checking in volumes to the library an
assign the volumes the wrong status.

Removing Volumes from a Library

You may want to remove a volume from an automated library. The following two
examples illustrate this:

* You have exported data to a volume in the library and want to take it to another
system for an import operation. /
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query media * stg=* whereovflocation=Room2948 wherestatus=empty W
move media * stg=* wherestate=mountablenotiniib wherestatus=empty

cmd="checkin 1ibvol autolib &vol status=scratch"
cmdfilename=/tsm/move/media/checkin.vols

For more information, see Administrator’s Reference.

5. As requested through Tivoli Storage Manager mount messages, check in
volumes that Tivoli Storage Manager needs for operations. The mount
messages include the overflow location of the volumes.

To find the overflow location of a storage pool, you can use the QUERY MEDIA
command. This command can also be  d to generate commands. For example,
you can issue a QUERY MEDIA command to get a list of all volumes in the
overflow location, and at the same time generate the commands to check in &
those volumes to the library. . .r example, enter this command:

query media format=cmd stgpool=archivepool whereovflocation=Room2948

cmd="checkin 1ibvol autolib &vol status=private"
cmdfilename="/tsm/move/media/checkin.vols”

Use the DAYS parameter to specify the number of days that must elapse before t -
volumes are eligible for processing by the QUERY MEDIA command.

The file that contains the generated commands can be run using the Tivoli Storage
Manager MACRO command. For this example, the file may look like this:

checkin 1ibvol autolib TAPE13 status=private
checkin Tibvol autolib TAPE19 status=private

Auditing a Library’s Volume Inventory

Task Required Privilege Class

Audit the volume inventory of a library System or unrestricted storage

You can audit an automated library to ensure that the library volume inventory is
consistent with the volumes that physically reside in the library. You may want to
do this if the library volume inventory is disturbed due to manual movement of
volumes in the library or database problems. Use the AUDIT LIBRARY command
to restore the inventory to a consistent state. Missing volumes are deleted, and the
locations of the moved volumes are updated. However, new volumes are not
added during an audit.

Unless your SCSI library has a bar-code reader, the server mounts each volu
during the audit to verify the internal labels on volumes. For 349X libraries, the
server uses the information from the Library Manager.

Issue the AUDIT LIBRARY command only when there are no volumes mounted in
the library drives. If any volumes are mounted but in the IDLE state, you can issue
the DISMOUNT VOLUME command to dismount them.

If a SCSI library has a bar-code reader, you can save time by using the bar-code
reader to verify the identity of volumes. If a volume has a bar-code label, the
server uses the characters on the label as the name for the volume. The volume is
not mounted to verify that the bar-code name matches the internal volume r ne.
If a volume has no bar-code label, the server mounts the volume and attempts to
read the recorded label. For example, to audit the TAPELIB library using its
bar-code reader, issue the following command:
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Automated Libraries

If your system or device is reconfigured, and the device name changes, youn v
need to update the device name. The examples below show how you can use the
UPDATE LIBRARY and UPDATE PATH commands for the following library types:

SCSI
349X
ACSLS
External

Examples:

SCSI Library
Update the path from SERVERI to a SCSI library named SCSILIB:
update path serverl scsilib srctype=server desttype=library device=/dev/1bl

Update the definition of a SCSI library named SCSILIB defined to a library client
so that a new library manager is specified:

update library scsilib primarylibmanager=server2
349X Library

Update the path from SERVERI to an IBM 3494 library named 3494LIB wit
new device names.

update path serverl 34941ib srctype=server desttype=library
device=/dev/Imcpl,/dev/Imcp2,/dev/Imcp3

Update the definition of an IBM 3494 library named 3494LIB defined to a library
client so that a new library manager is specified:

update library 34941ib primarylibmanager=server2

ACSLS Library

Update an ACSLS library named ACSLSLIB with a new ID number.
update Tibrary acslslib ascid=1

External Library

Update an external library named EXTLIB with a new media manager path
name.

update path serverl extlib srctype=server desttype=library
externalmanager=/v/server/mediamanager.exe

Update an EXTERNAL library named EXTLIB in a LAN-free configuration so
that the server uses the value set for mount retention in the device class
associated with the library:

update library extlib obeymountretention=yes

Deleting Libraries

Task Required Privilege Class

Delete libraries System or unrestricted storage

Before you delete a library with the DELETE LIBRARY command, you must delete
all of the drives that have been defined as part of the library and delete the path to

the library. See “Deleting Drives” on page 159.
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For example, suppose that you want to delete a library named SMMLIB1. After
deleting all of the drives defined as part of this library and the path to the libra
issue the following command to delete the library itself:

delete library 8mmlibl

Managing Drives

You can query, update, clean, and delete drives.

Requesting Information about Drives

Task Required Privilege Class

Request information about drives Any administrator

You can request information about drives by using the QUERY DRIVE command.
This command accepts wildcard characters for both a library name and a drive
name. See Administrator’s Reference for information about this command and the
use of wildcard characters.

For example, to query all drives associated with your server, enter the following
command:

query drive

The following shows an example of the output from this command.

Library Drive Device On Line
Name Name Type

MANLIB 8MM.0 8MM Yes
AUTOLIB  8MM.2 8MM Yes

Updating Drives

You ¢ i the attributes of a drive by issuing the UPDATE I command.
Task Required Privilege Class
Update drives System or unrestricted storage

You can change the following attributes of a drive by issuing the UPDATE DRIVE
command.

¢ The element address, if the drive resides in a SCSI library

* The ID of a drive in an ACSLS library

¢ The cleaning frequency

* Change whether the drive is online or offline

For example, to change the element address of a drive named DRIVE3 to 119, issue
the following command:

update drive auto drive3 element=119

If you are reconfiguring your system, you can change the device name of a drive

by issuing the UPDATE PATH command. For example, to change the device name
of a drive named DRIVES3, issue the following command:
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Some devices require a small amount of idle time between mount requests to start
drive cleaning. However, Tivoli Storage Manager tries to minimize the idle time for
a drive. The result may be to prevent the library drive cleaning from functioning
effectively. If this happens, try using Tivoli Storage Manager to control drive
cleaning. Set the frequency to match the cleaning recommendations from the
manufacturer.

If you have Tivoli Storage Manager control drive cleaning, disable the library drive
cleaning function to prevent problems. If the library drive cleaning function is
enabled, some devices automatically move any cleaner cartridge found in the
library to slots in the library that are dedicated for cleaner cartridges. An
application does not know that these dedicated slots exist. You will not be able to
check a cleaner cartridge into the Tivoli Storage Manager library inventory until
you disable the library drive cleaning function.

Cleaning Drives in an Automated Library

Set up server-controlled drive cleaning in an automated library with these steps:

1. Define or update the drives in a library, using the CLEANFREQUENCY
parameter. The CLEANFREQUENCY parameter sets how often you want the
drive cleaned. Refer to the DEFINE DRIVE and UPDATE DRIVE commands.
Consult the manuals that accompany the drives for recommendations on
cleaning frequency.

Note: The CLEANFREQUENCY parameter is not valid for externally managed
libraries, for example, 3494 libraries or STK libraries managed under
ACSLS.

For example, to have DRIVEL1 cleaned after 100GB is processed on the drive,
issue the following command:

update drive autolibl drivel cleanfrequency=100

Consult the drive manufacturer’s information for cleaning recommendations. If

the information gives recommendations for cleaning frequency in terms of

hours of use, convert to a gigabytes value by doing the following:

a. Use the bytes-per-second rating for the drive to determine a
gigabytes-per-hour value.

b. Multiply the gigabytes-per-hour value by the recommended hours of use
between cleanings.

€. Use the result as the cleaning frequency value.

Note: For IBM 3570 and 3590 drives, we recommend that you specify a value
for the CLEANFREQUENCY parameter rather than specify ASNEEDED.
Using the cleaning frequency recommended by the product
documentation will not overclean the drives.

2. Check a cleaner cartridge into the library’s volume inventory with the
CHECKIN LIBVOLUME command. For example:

checkin libvolume autolibl cleanv status=cleaner cleanings=10 checklabel=no

After the cleaner cartridge is checked in, the server will mount the cleaner
cartridge in a drive when the drive needs cleaning. The server will use that
cleaner cartridge for the number of cleanings specified. See “Checking In
Cleaner Cartridges” on page 157 and “Operations with Cleaner Cartridges in a
Library” on page 157 for more information.

For details on the commands, see Administrator’s Reference. ‘
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Specify a mount limit value that provides a sufficient number of mount points to
support a simultaneous write to the primary storage pool and all associated
copy storage pools.

* Are you associating multiple device classes with a single library?

A device class associated with a library can use any drive in the library that is
compatible with the device class’ device type. Because you can associate more
than one device class with a library, a single drive in the library can be used by
more than one device class. However, Tivoli Storage Manager does not manage
how a drive is shared among multiple device classes.

When you associate multiple device classes of the same device type with a
library, add up the mount limits for all these device classes. Ensure that this sum
is no greater than the number of compatible drives.

* How many Tivoli Storage Manager processes do you want to run at the same
time, using devices in this device class?

Tivoli Storage Manager automatically cancels some processes to run other,
higher priority processes. If the server is using all available drives in a device
class to complete higher priority processes, lower priority processes must wait
until a drive becomes available. For example, Tivoli Storage Manager cancels the
process for a client backing up directly to tape if the drive being used is needed
for a server migration or tape reclamation process. Tivoli Storage Manager
cancels a tape reclamation process if the drive being used is needed for a client
restore operation. For additional information, see “Preemption of Client or
Server Operations” on page 396.

If processes are often canceled by other processes, consider whether you can
make more drives available for Tivoli Storage Manager use. Otherwise, review
your scheduling of operations to reduce the contention for drives.

This consideration also applies to the primary and copy storage pool
simultaneous write function. You must have enough drives available to allow for
a successful simultaneous write.

Note: If the library associated with this device class is EXTERNAL type, it is
recommended that you explicitly specify the mount limit instead of using
MOUNTLIMIT=DRIVES.

Mount Wait Period

The MOUNTWAIT parameter specifies the maximum amount of time, in minutes,
that the server waits for a drive to become available for the current mount request.
The default mount wait period is 60 minutes. The maximum value for this
parameter is 9999 minutes.

Note: This parameter is not valid for EXTERNAL library types.

Mount Retention Period

The MOUNTRETENTION parameter specifies the amount of time that a mounted
volume should remain mounted after its last I/O activity. If this idle time limit is
reached, the server dismounts the volume. The default mount retention period is

60 minutes. The maximum value for this parameter is 9999 minutes.

Note: A device class with DEVType=NAS allows only a value of zero (0).

For example, if the mount retention value is 60, and a mounted volume remains
idle for 60 minutes, then the server dismounts the volume.

If a volume is used frequently, you can improve performance by setting a longer
mount retention period to avoid unnecessary mount and dismount operatigns.
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Note: For a device class with DEVTYPE=NAS, this value is required.

See Administrator’s Reference for information about the estimated capacities of
reco ~~ formats for each device type.

Tivoli Storage Manager also uses estimated capacity to determine when to begin
reclamation storage pool volumes. For more information on how Tivoli Storage
Manager uses the estimated capacity value, see “How Tivoli Storage Manager Fill
Volumes” on page 175.

Librar

Before t¥1e server can mount a volume, it must know which drives can be used tc
satisfy the mount request. This process is done by specifying the library when the
device class is defined. The library must contain drives that can be used to moun
the volume.

Only one library can be associated with a given device class. However, multiple
device classes can reference the same library. Unless you are using the DRIVES
value for MOUNTLIMIT, you must ensure that the numeric value of the mount
limits of all device classes do not exceed the number of drives defined in the
referenced library.

There is no default value for this parameter. It is required, and so must be
specified when the device class is defined.

Defining and Updating GENERICTAPE Device Classes

To use a tape device that is supported by an operating system device driver, you
must define a device class whose device type is GENERICTAPE.

For a manual library with multiple drives of device type GENERICTAPE, ensure
that the device types and recording formats of the drives are compatible. Because
the devices are controlled by the operating system device driver, the Tivoli Storag
Manager server is not aware of the following:

* The actual type of device: 4mm, 8mm, digital linear tape, and so forth. For
nple, if you have a 4mm device and an 8mm devii  you must define
separate manual libraries for each device.
* The actual cartridge recording format. For example, if you have a manual libra

defined with two device classes of GENERICTAPE, ensure the recording forma
are the same for both drives.

You can update the device class information by issuing the UPDATE DEVCLASS
command. Other parameters, in addition to device type, specify how to manage
server storage operations:

Mount Limit
See “Mount Limit” on page 165.

Mount Wait Period
See “Mount Wait Period” on page 166.

Mount Retention Period
See “Mount Retention Period” on page 166.

Estimated Capacity
You can specify an estimated capacity value of any volumes defined to a
storage pool categorized by a GENERICTAPE device class. The default
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When using CD-ROM media for the REMOVABLEFILE device type, the library
type must be specified as MANUAL. Access this media through a mount point, fi
example, /dev/cdx (x is a number that is assigned by your operating system) .

Use the device manufacturer’s utilities to format (if necessary) and label the medi
The following restrictions apply:

* The label on the media must be no more than 11 characters.

e The label on the media must have the same name for file name and volume
label.

See “Configuring Removable File Devices” on page 98 for more information.

Other parameters specify how to manage storage operations involving this device
class:

Mount Wait
See “Mount Wait Period” on page 166.

Mount Retention
See “Mount Retention Period” on page 166.

Library
See “Library” on page 168.

Maximum Capacity

You can specify a maximum capacity value that restricts the size of
volumes (that is, files) associated with a REMOVABLEFILE device class.
Use the MAXCAPACITY parameter with the DEFINE DEVCLASS
command.

Because the server opens only one file per physical removable medium,
specify a value such that the one file makes full use of your media
capacity. When the server detects that a volume has reached a size equal
the maximum capacity, it treats the volume as full and stores any new da
on a different volume.

The default MAXCAPACITY value for a REMOVABLEFILE device class it
the remaining space in the file system where the removable media volum
is added to Tivoli Storage Manager.

The MAXCAPACITY parameter must be set at less value than the capacit
of the media. For CD-ROM media, the maximum capacity cannot exceed
650MB.

Two-Sided
Two-sided media is treated as two individual volumes in this device class
Define double-sided media as two separate volumes.

You can update the device class information by issuing the UPDATE DEVCLASS
command.

Defining and Updating FILE Device Classes

The FILE device type is used for storing data on disk in simulated storage volume:
The storage volumes are actually files. Data is written sequentially into standard
files in the file system of the server machine. You can define this device class by
issuing a DEFINE DEVCLASS command with the DEVTYPE=FILE parameter.
Because each volume in a FILE device class is actually a file, a volume name mus
be a fully qualified file name. ﬂ
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Consult your StorageTek hardware documentation to enable VolSafe function on
the drives. Attempting to write to VolSafe media without a VolSafe-enabled drive
results in errors.

You can use this device class with EXTERNAL, SCSI, and ACSLS libraries. All
drives in a library must be enabled for VolSafe use.

Other parameters specify how to manage data storage operations involving this
device class:

Mount Limit
See “Mount Limit” on page 165.

Mount Wait Period
See “Mount Wait Period” on page 166.

Mount Retention
See “Mount Retention Period” on page 166.

Recording Format
See “Recording Format” on page 167.

Estimated Capacity
See “Estimated Capacity” on page 167.

Library :
If any drives in a library are VolSafe-enabled, all drives in the library must
be VolSafe-enabled. Consult your hardware documentation to enable
VolSafe function on the StorageTek 9840 drives. Attempting to write to
VolSafe media without a VolSafe-enabled drive results in errors. The media
needs to be loaded into a drive during the check-in process to determine
whether it is WORM or read-write.

Only one library can be associated with a given device class. However,
multiple device classes can reference the same library. Unless you are using
the DRIVES value for MOUNTLIMIT, you must ensure that the numeric
value of the mount limits of all device classes do not exceed the number of
drives defined in the referenced library.

This parameter is required and must be specified when the device class is
defined.

You can update the device class information by issuing the UPDATE DEVCLASS
command.

Requesting Information about a Device Class

174

You can choose to view a standard or detailed report for a device class.

Task Required Privilege Class

Request information about device classes Any administrator

To display a standard report on device classes, enter:
query devclass

Figure 15 on page 175 provides an example of command output.
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If you specify an estimated capacity that exceeds the actual capacity of the v 1m
in the device class, Tivoli Storage Manager updates the estimated capacity of the
volume when the volume becomes full. When Tivoli Storage Manager reaches the
end of the volume, it updates the capacity for the amount that is written to the
volume.

You can either accept the default estimated capacity for a given device class, or

explicitly specify an estimated capacity. An accurate estimated capacity value is n

required, but is useful. Tivoli Storage Manager uses the estimated capacity of

volumes to determine the estimated capacity of a storage pool, and the estimated

percent utilized. You may want to change the estimated capacity if:

* The default estimated capacity is inaccurate because data compression is being
] ‘ormed by the drives.

* You have volumes of nonstandard size.

Data Compression

Client files can be compressed to decrease the amount of data sent over networks
and the space occupied by the data in Tivoli Storage Manager storage. With Tivol
Storage Manager, files can be compressed by the Tivoli Storage Manager client
before the data is sent to the Tivoli Storage Manager server, or by the device whe:
the file is finally stored.

Use either client compression or device compression, but not both. The following
table summarizes the advantages and disadvantages of each type of compression.

Type of Compression Advantages Disadvantages

Tivoli Storage Manager client Reduced load on the network Higher CPU usage by the
compression client

Longer elapsed time for clie
operations such as backup

Drive compression Amount of compression can  Files that have already been
be better than Tivoli Storage  compressed by the Tivoli
Manager client compression ~ Storage Manager client can
on some drives become larger

Either type of compression can affect tape drive performance, because compressio
affects data rate. When the rate of data going to a tape drive is slower than the
drive can write, the drive starts and stops while data is written, meaning relativel
poorer performance. When the rate of data is fast enough, the tape drive can reac
streaming mode, meaning better performance. If tape drive performance is more
important than the space savings that compression can mean, you may want to
perform timed test backups using different approaches to determine what is best
for your system.

Drive compression is specified with the FORMAT parameter for the drive’s device
class, and the hardware device must be able to support the compression format.
For information about how to set up compression on the client, see “Node
Compression Considerations” on page 253 and “Registering Nodes with the
Server” on page 252.

Tape Volume Capacity and Data Compression

How Tivoli Storage Manager views the capacity of the volume where the data is
stored depends on whether files are compressed by the Tivoli Storage Manager
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Chapter 9. Managinn Storage Pools and Volumes

When you configure devices so that the IBM Tivoli Storage Manager server can use
them to store client data, you create storage pools and storage volumes. This
section gives you overviews and details on storage pools and storage volumes.

The procedures in Chapter 3, “Using Magnetic Disk Devices”, on page 53 and

Chapter 5, “Configuring Storage Devices”, on page 69 show you how to set up and

use devices to provide Tivoli Storage Manager with server storage. The procedures

use the set of defaults that Tivoli Storage Manager provides for storage pools and
volumes. The defaults can work well, but you may have specific requirements not
met by the defaults. Three common reasons to change the defaults are the
following:

* Optimize and control storage device usage by arranging the storage hierarchy
and tuning migration through the hierarchy (next storage pool, migration
thresholds).

* Reuse tape volumes through reclamation. Reuse is also related to policy and
expiration.

* Keep a client’s files on a minimum number of volumes (collocation)

You can also make other adjustments to tune the server for your systems. See the
following sections to learn more. For some quick tips, see Table 15 on page 187.

Concepts:

“Overview: Storage Pools” on page 180

“Overview: Volumes in Storage Pools” on page 188

“Access Modes for Storage Pool Volumes” on page 193

“Overview: The Storage Pool Hierarchy” on page 194

“Migration of Files in a Storage Pool Hierarchy” on page 199

"Using Cache on Disk Storage Pools” on page 207

“Keeping a Client’s Files Together: Collocation” on page 208

“Reclaiming Space in Sequential Access Storage Pools” on page 213

“Estimating Space Needs for Storage Pools” on page 221

Tasks:

“Defining or Updating Primary Storage Pools” on page 182

“Task Tips for Storage Pools” on page 186

“Preparing Volumes for Random Access Storage Pools” on page 190

“Preparing Volumes for Sequential Access Storage Pools” on page 190

"“Defining Storage Pool Volumes” on page 191

“Updating Storage Pool Volumes” on page 192

“Setting Up a Storage Pool Hierarchy” on page 195

“Monitoring Storage Pools and Volumes” on page 223
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greater than the number of volumes to be simultaneously mounted. For additional
0o information, see “Mount Limit” on page 165 and the REGISTER NODE command
in the Administrator’s Reference for information about the MAXNUMMP parameter.

Use of the simultaneous write function is not intended to replace regular back s
of storage pools. If you use the function to simultaneously write to copy storaye
pools, ensure that the copy of each primary storage pool is complete by regula
issuing the BACKUP STGPOOL command.

Restrictions:

1. This option is restricted to primary storage pools that use NATIVE or
NONBLOCK data format.

2. A storage agent ignores the list of copy storage pools. Simultaneous write to
copy storage pools does not occur when the operation is using LAN-free data
movement.

Note: For primary storage pools that are part of a storage hierarchy (next stor:
pools are defined), make the copy pool list for each primary storage pool the
same. Defining different lists of copy storage pools can cause resources to be
freed when the server uses the next storage pool. If the resources are freed,
it can delay the completion of client operations.

Overview: Volumes in Storage Pools

Storage pool volumes are the physical media that are assigned to a storage pool.
Some examples of volumes are:

* Space allocated on a disk drive
* A tape cartridge
* An optical disk

Storage pools and their volumes are either random access or sequential access,
depending on the device type of the device class to which the pool is assigned.

Random Access Storage Pool Volumes

Random access storage pools consist of volumes on disk. Random access storage
pools are always associated with the DISK device class, and all volumes are one of
the following:

* Fixed-size files on a disk. The files are created when you define volumes.

* Raw logical volumes that must be defined, typically by using SMIT, before tt
server can access them.

Attention: [t is recommended that you use journal file system (JFS) files rather
than raw logical volumes for storage pool volumes. See “The Advantages of
Using Journal File System Files” on page 423 for details.

See “Preparing Volumes for Random Access Storage Pools” on page 190 for details.

Sequential Access Storage Pool Volumes

Volumes in sequential access storage pools include any supported device type to
which the server writes data sequentially. Some examples of sequential access
volumes are:

* Tape cartridge
* Optical disk
* File
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For sequential access storage pools with other than a FILE or SERVER device type, ‘(

you must prepare volumes for use. When the server accesses a sequential access

volume, it checks the volume name in the header to ensure that the correct volume

is being accessed. To prepare a volume:

1. Label the volume. Table 16 on page 189 shows the types of volumes that require
labels. You must label those types of volumes before the server can use them.

See “Labeling Removable Media Volumes” on page 134.

Tip: When you use the LABEL LIBVOLUME command with drives in an
automated library, you can label and check in the volumes with one
command.

2. For storage pools in automated libraries, use the CHECKIN LIBVOLUME
command to check the volume into the library. See “Checking New Volumes
into a Library” on page 137.

3. If you have not allowed scratch volumes in the storage pool, you must identify
the volume, by name, to the server. For details, see “Defining Storage Pool
Volumes”.

If you allowed scratch volumes in the storage pool by specifying a value

greater than zero for the MAXSCRATCH parameter, you can let the server use

scratch volumes, identify volumes by name, or do both. See “Using Scratch

Volumes” for information about scratch volumes.

Def ng Storage Pool Volu...2s

[ Task Required Privilege Class

Define volumes in any storage pool System or unrestricted storage

Define volumes in specific storage pools System, unrestricted storage, or restricted
storage for those pools

When you define a storage pool volume, you inform the server that the volume is
available for storing backup, archive, or space-managed data.

For a sequential access storage pool, the server can use dynamically acquired
scratch volumes, volumes that you define, or a combination.

.~ define a volume named VOL1 in the ENGBACKS tape storage pool, enter:
define volume engback3 voll

Each volume used by a server for any purpose must have a unique name. This
requirement applies to all volumes, whether the volumes are used for storage
pools, or used for operations such as database backup or export. The requirement
also applies to volumes that reside in different libraries but that are used by the
same server.

Using Scratch Volumes

You do not need to define volumes in sequential access storage pools if you allow
storage pools to use scratch volumes. Use the MAXSCRATCH parameter when you
define or update the storage pool. Setting the MAXSCRATCH parameter to a value
greater than zero lets the storage pool dynamically acquire volumes as needed. The
server automatically defines the volumes as they are acquired. The server also
automatically deletes scratch volumes from the storage pool when the server no
longe
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Status Restricts the update to volumes with the specined status (Onune, orune,

empty, pending, filling, or full).

Preview Specifies whether you want to preview the update operation without
actually performing the update.

Access Modes for Storage Pool Volumes

Access to any volume in a storage pool is determined by the access mode assigned
to that volume. You can change the access mode of a volume. The server can also
change the access mode based on what happens when it tries to access a volume.
For example, if the server cannot write to a volume having read/write access

yde, the server automatically changes the access mode to read-only.

The access modes are:

Read/write
Allows files to be read from or written to a volume in the storage pool.

If the server cannot write to a read/write access volume, the server
automatically changes the access mode to read-only.

If a scratch volume that is empty and has an access mode of offsite is
updated so that the access mode is read/write, the volume is deleted from
the database.

Read-only
Allows files to be read from but not written to a disk or tape volume.

If a scratch volume that is empty and has an access mode of offsite is
1 ited so that the access mode is read-only, the volume is deleted from
the database.

Unavailable
Specifies that the volume is not available for any type of access by the
server.

You must vary offline a random access volume before you can change its
access mode to unavailable. To vary a volume offline, use the VARY
command. See “Varying Disk Volumes Online or Offline” on page 55.

If a scratch volume that is empty and has an access mode of offsite is
updated so that the access mode is unavailable, the volume is deleted from
the database.

Destroyed
Specifies that a primary storage pool volume has been permanently
damaged. Neither users nor system processes (like migration) can access
files stored on the volume.

This access mode is used to indicate an entire volume that should be
restored using the RESTORE STGPOOL or RESTORE VOLUME command.
After all files on a destroyed volume are restored to other volumes, the
destroyed volume is automatically deleted from the database. See “How
Restore Processing Works” on page 542 for more information.

Only volumes in primary storage pools can be updated to an access mode




























If you do not use cache, you may want to keep the low threshold at a higher
number so that more data stays on the disk.

+ How frequently you want migration to occur, based on the availability of
sequential access storage devices and mount operators. The larger the low
threshold, the shorter time that a migration process runs (because there is less
data to migrate). But if the pool refills quickly, then migration occurs more
frequently. The smaller the low threshold, the longer time that a migration
process runs, but the process runs less frequently.

You may need to balance the costs of larger disk storage pools with the costs of
running migration (drives, tapes, and either operators or automated libraries).

* Whether you are using collocation on the next storage pool. When you use
collocation, the server attempts to store data for different clients or client file
spaces on separate tapes, even for clients with small amounts of data. You may
want to set the low threshold to keep more data on disk, to avoid having m. y
tapes used by clients with only small amounts of data.

Keeping Files in a Storage Pool

For some applications, you may want to ensure that files remain in the storage
pool where they were initially stored by the server for a certain period of time. >r
example, you may have backups of monthly summary data that you want to keep
in your disk storage pool for quicker access until the data is 30 days old. After the
30 days, the server can then move the file off into a tape storage pool.

You can delay migration of files for a specified number of days. The number of
days is counted from the day that a file was stored in the storage pool or retrieved
by a client, whichever is more recent. You can set the migration delay separately
for each storage pool. When you set the delay to zero, the server can migrate any
file from the storage pool, regardless of how short a time the file has been in the
storage pool. When you set the delay to greater than zero, the server checks
whether the file has been in the storage pool for at least the migration delay period
before migrating the file.

Note: If you want the number of days for migration delay to be counted based
only on when a file was stored and not when it was retrieved, use the
NORETRIEVEDATE server option. See Administrator’s Reference for more
information on the server option.

If you set migration delay for a pool, you need to decide what is more important:
either ensuring that files stay in the storage pool for the migration delay period, or
ensuring that there is enough space in the storage pool for new files. For each
storage pool that has a migration delay set, you can choose what happens as the
server tries to move enough data out of the storage pool to reach the low
migration threshold. If the server cannot reach the low migration threshold by
moving only files that have been stored longer than the migration delay, you ca
choose one of the following:

* Allow the server to move files out of the storage pool even if they have nott n
in the pool for the migration delay (MIGCONTINUE=YES). This is the default.
Allowing migration to continue ensures that space is made available in the
storage pool for new files that need to be stored there.

* Have the server stop migration without reaching the low migration threshold
(MIGCONTINUE=NO). Stopping migration ensures that files remain in the
storage pool for the time you specified with the migration delay. The
administrator must ensure that there is always enough space available in the
storage pool to hold the data for the required number of days.

IBM Tivoli Storage Manager for AIX: Administrator’s Guide

s e A . A= . s






206 IBM Tivoli Storage Manager for AIX: Administrator’s Guide

"+ Two drives (mount points) are available, one in each storage pool.

How IBM Tivoli Storage Manager Migrates Data from Sequential
Access Storage Pools

The server begins the migration process when the number of volumes containing
data as a percentage of the total volumes in the storage pool reaches the high
migration threshold. The server migrates data from sequential storage pools by
volume, to minimize the number of mounts for volumes. The server performs the
following processing for migration:

1. The server first reclaims volumes that have exceeded the reclamation threshold.
Reclamation is a server process of consolidating data from several volumes
onto one volume. (See “Reclaiming Space in Sequential Access Storage Pools”
on page 213.)

2. After reclamation processing, the server compares the space used in the storage
pool to the low migration threshold.

3. If the space used is now below the low migration threshold, the server stops
processing. If the space used is still above the low migration threshold, the
server determines which volume is the least recently referenced volume.

4. If the number of days since data was written is greater than the migration
delay, the server migrates the volume. Otherwise, the server does not migrate
this volume.

5. The server repeats steps 3 and 4 until the storage pool reaches the low
migration threshold.

Because migration delay can prevent volumes from being migrated, the server can
migrate data from all eligible volumes yet still find that the storage pool is above
the low migration threshold. If you set migration delay for a pool, you need to
decide what is more important: either ensuring that data stays in the storage pool
for as long as the migration delay, or ensuring there is enough space in the storage
pool for new data. For each storage pool that has a migration delay set, you can
choose what happens as the server tries to move enough data out of the storage
pool to reach the low migration threshold. If the server cannot reach the low
migration threshold by migrating only volumes that meet the migration delay
requirement, you can choose one of the following:

 Allow the server to migrate volumes from the storage pool even if they do not
meet the migration delay criteria (MIGCONTINUE=YES). This is the default.
Allowing migration to continue ensures that space is made available in the
storage pool for new files that need to be stored there.

* Have the server stop migration without reaching the low migration threshold
(MIGCONTINUE=NO). Stopping migration ensures that volumes are not
migrated for the time you specified with the migration delay. The administrator
must ensure that there is always enough space available in the storage pool to
hold the data for the required number of days.

Selecting Migration Criteria for Sequential Access Storage Poo
When defining migration criteria for sequential access storage pools, consider:

* The capacity of the volumes in the storage pool

* The time required to migrate data to the next storage pool

* The speed of the devices that the storage pool uses

* The time required to mount media, such as tape volumes, into drives
* Whether operator presence is required

If you decide to migrate data from one sequential access storage pool to another,
. ensure that:
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activity. Collocation typically results in a partially filled sequential volume for each
client or client file space. This may be acceptable for primary storage pools because
these partially filled volumes remain available and can be filled during the next
migration process. However, for copy storage pools this may be unacceptable
because the storage pool backups are  1ally made to be taken offsite immediately.
If you use collocation for copy storage pools, you will have to decide between:

* Taking more partially filled volumes offsite, thereby increasing the reclamation
activity when the reclamation threshold is lowered or reached.

or

* Leaving these partially filled volumes onsite until they fill and risk not having
an offsite copy of the data on these volumes.

With collocation disabled for a copy storage pool, typically there will be only a few
partially filled volumes after storage pool bac] s to the copy stor.  pool are
complete.

Consider carefully before using collocation for copy storage pools. Even if you use
collocation for your primary storage pools, you may want to disable collocation for
copy storage pools. Collocation on copy storage pools may be desirable when you
have few clients, but each of them has large amounts of incremental backup data
each day.

See “Keeping a Client’s Files Together: Collocation” on page 208 for more
information about collocation.

Re« 1iming opace in Sequential Access Storage Pools

Space on a sequential voli ' becomes reclaimable as files expire or are deleted
from the volume. For example, files become obsolete because of aging or limits on
the number of versions of a file. In reclamation processing, the server rewrites files
on the volume being reclaimed to other volumes in the storage pool, making the
reclaimed volume available for reuse.

The server reclaims the space in storage pools based on a reclamation threshold that
you can set for each sequential access storage pool. When the percentage of space
that can be reclaimed on a volume rises above the reclamation threshold, the
server reclaims the volume. See the following sections:

“How IBM Tivoli Storage Manager Reclamation Works” on page 213
“Choosing a Reclamation Threshold” on page 216

“Reclaiming Volumes in a Storage Pool with One Drive” on page 217
“Reclamation of Tape Volumes with High Capacity” on page 217
“Reclamation for WORM Optical Media” on page 217

“Reclamation of Volumes with the Device Type of SERVER” on page 218
“Reclamation for Copy Storage Pools” on page 218

“How Collocation Affects Reclamation” on page 220

Note: Storage pools using the NETAPPDUMP or the CELERRADUMP data format
are unable to use reclamation.

How IRM Tiunli Starane Manaaer Reclamation Works
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When a storage pool has only one mount point (that is, just one drive) available to
it through the device class, data cannot be reclaimed from one volume to another
within that same storage pool.

To enable volume reclamation for a storage pool that has only one mount point,
you can define a reclamation storage pool for the server to use when reclaiming
volumes. When the server reclaims volumes, the server moves the data from
volumes in the original storage pool to volumes in the reclamation storage pool.
The server always uses the reclamation storage pool when one is defined, even
when the mount limit is greater than one.

If the reclamation storage pool does not have enough space to hold all of the data
being reclaimed, the server moves as much of the data as possible into the
reclamation storage pool. Any data that could not ke moved to volumes in the
reclamation storage pool still remains on volumes in the original storage pool.

The pool identified as the reclamation storage pool must be a primary sequential
storage pool. The primary purpose of the reclamation storage pool is for temporary
storage of reclaimed data. To ensure that data moved to the reclamation storage
pool eventually moves back into the original storage pool, specify the original
storage pool as the next pool in the storage hierarchy for the reclamation storage
pool. For example, if you have a tape library with one drive, you can define a
storage pool to be used for reclamation using a device class with a device type of
FILE:

define stgpool reclaimpool fileclass maxscratch=100

Define the storage pool for the tape drive as follows:

define stgpool tapepooll tapeclass maxscratch=100
reclaimstgpool=reclaimpool

Finally, update the reclamation storage pool so that data migrates back to the tape
storage pool:
update stgpool reclaimpool nextstgpool=tapepooll

Reclamation of Tape Volumes with High Capacity.

When a storage pool uses tape volumes with high capacity, reclamation processes

might run for a long time if the drives are of a type that are relatively slow at

positioning tapes. To help reduce overall process time, consider doing the
following:

1. Set up the storage pool hierarchy so that the tape storage pool is the next
storage pool for a storage pool that uses either a DISK device type or a FILE
device type.

2. When you need to reclaim volumes, move data from the tape storage pool to
the DISK or FILE storage pool.

3. Allow the data to migrate from the DISK or FILE storage pool back to the tape
storage pool by adjusting the migration thresholds.

clamation for WORM Optical Media

Reclamation for WORM volumes does not mean that you can reuse this write-once
me o o !
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way, the server copies valid files on offsite volumes without having to mount these >
volumes. For more information, see “Reclamation of Offsite Volumes”.

Reclamation of copy storage pool volumes should be done periodically to allow
reuse of partially filled volumes that are offsite. Reclamation can be done
automatically by setting the reclamation threshold for the copy storage pool to less
than 100%. However, you need to consider controlling when reclamation occurs
because of how offsite volumes are treated. For more information, see “Controlling
When Reclamation Occurs for Offsite Volumes”.

Virtual Volumes: Virtual volumes (volumes that are stored on another Tivoli
Storage Manager server through the use of a device type of
SERVER) cannot be set to the offsite access mode.

n.2clamation of ..fsite Volumes

As for volumes with other access values, volumes with the access value of offsite
are eligible for reclamation if the amount of empty space on a volume exceeds the
reclamation threshold for the copy storage pool. The default reclamation threshold
for copy storage pools is 100%, which means that reclamation is not performed.

When an offsite volume is reclaimed, the files on the volume are rewritten to a
read/write volume. Effectively, these files are moved back to the onsite location. The
files may be obtained from the offsite volume after a disaster, if the volume has not
been reused and the database backup that you use for recovery references the files
on the offsite volume. \

...e server reclaims an offsite volume as follows:
1. The server determines which files on the volume are still valid.

2. The si obtains these valid files from a primary storage pool, or if necessary,
from an onsite volume of a copy storage pool.

3. The server writes the files to one or more volumes in the copy storage pool and
updates the database. If a file is an aggregate with unused space, the unused
space is removed during this process.

4. Ame geisissu " i1 7 3 that the offsite volume v  reclaimed.

For a single storage pool, the server reclaims all offsite volumes that are eligible

for reclamation at the same time. Reclaiming all the eligible volumes at the
same time minimizes the tape mounts for primary storage pool volumes.

If you are using the disaster recovery manager, see “Moving Backup Volumes
Onsite” on page 605.

Controlling When Reclamation Occurs for Offsite Volumes
Suppose you plan to make daily storage pool backups to a copy storage pool, then
mark all new volumes in the copy storage pool as offsite and send them to the
offsite storage location. This strategy works well with one consideration if you are
using automatic reclamation (the reclamation threshold is less than 100%).

Each day’s storage pool backups will create a number of new copy storage pool
volumes, the last one being only partially filled. If the percentage of empty space
on this partially filled volume is higher than the reclaim percentage, this volume
becomes eligible for reclamation as soon as you mark it offsite. The reclamation

process would cause a new volume to be created with the same files on it. The
cinliimn wran kala affeita wranld thon he emntv accardine to the Tivoli Storage


















The estimated capacity for the tape storage pool named BACKTAPE is 180MB,

which is the total estimated space available on all tape volumes in the storage

pool. This report shows that 85% of the estimated space is currently being used to
v 1

Note: This report also shows that volumes have not yet been defined to the

ARCHIVEPOOL and ENGBACKI storage pools, because the storage pools
show an estimated capacity of 0.0MB.

Monitoring the Use of Storage Pool Volumes

1asK Required Privilege Class

Display information about volumes Any administrator

You can query the server for information about storage pool volumes:
* General information about a volume, such as the following:

— Current access mode and status of the volume

— Amount of available spa  on the volun

—~ Location
+ Contents of a storage pool volume (user fi  on the volume)

e Thevol =>ssthatareused 'a ~ ntn °

Getting General Information about Storage Pool Volumes
To request general information about all volumes defined to the server, enter:

query volume

Figure 27 shows an example of the output of this standard query. The example
illustrates that data is being stored on the 8mm tape volume named WRENO1, as
well as on several other volumes in various storage pools.

e )
Volume Name Storage Device Estimated Pct Volume
Pool Name Class Name Capacity Util Status
{MB)
/dev/raixvoll AIXPOOL1 DISK 240.0 26.3 On-Line
/dev/raixvol2 AIXPOOL2 DISK 240.0 36.9 On-Line
/dev/rdosvoll DOSPOOL1 DISK 240.0 72.2 On-Line
/dev/rdosvo12 DOSPOOL2 DISK 240.0 74.1 On-Line
/dev/ros2voll 0S2PQ0L1 DISK 240.0  55.7 On-Line
/dev/ros2vol2 0S2P00L2 DISK 240.0 51.0 On-line
WRENOO TAPEPOOL TAPESMM 2,472.0 0.0 Filling
QJRENGI TAPEPOOL TAPESMM 2,472.0 2.2 Filling )

Figure 27. Information about Storage Pool Volumes

To query the server for a detailed report on volume WRENOL1 in the storage pool
named TAPEPOOL, enter:

query volume wren@l format=detailed

Figure 28 on page 226 shows the output of this detailed query. Table 20 on page 226
gives some suggestions on how you can use the information.
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query content wren@l node=tomc filespace=/usr count=7 type=backup .
Figure 29 displays a standard report which shows the first seven files from file
space /usr on TOMC stored in WRENOI.

Node Name Type Filespace Client's Name for File

Name

TOMC Bkup /usr /bin/ acctcom

TOMC Bkup /usr /bin/ acledit

TOMC Bkup /usr /bin/ aclput

TOMC Bkup /usr /bin/ admin

TOMC Bkup /usr /bin/ ar

TOMC Bkup /usr /bin/ arcv

TOMC Bkup /usr /bin/ banner
AN /

Figure 29. A Standard Report on the Contents of a Volume

The report lists logical files on the volume. ™" a file on the volume is an aggregate
of logical files (backed-up or archived client tiles), all logical files that are part of
the aggregate are included in the report. An aggregate can be stored on more than
one volume, and therefore not all of the logical files in the report may actually be
stored on the volume being queried.

Viewing a Detailed Report on the Contents of a Volume: To display detailed
information about the files stored on volume VOL1, enter:

query content voll format=detailed

Figure 30 on page 230 displays a detailed report that shows the files stored on
VOL1. The report lists logical files and shows whether each file is part of an
aggregate. If a logical file is stored as part of an aggregate, the information in the
Segment Number, Stored Size, and Cached Copy? fields apply to the aggregate,
not to the individual logical file.

If a logical file is part of an aggregate, the Aggregated? field shows the sequence
number of the logical file within the aggregate. For example, the Aggregated? field
contains the value 2/4 for the file ABOCTGLO.IDE, meaning that this file is the
second of four files in the aggregate. All logical files that are part of an aggregate
are included in the | xt. An ag _ gate can be stored on more than one volume,
and therefore not all of the logical files in the report may actually be stored on the
volume being queried.

For disk volumes, the Cached Copy? field identifies whether the file is a cached
copy of a file that has been migrated to the next storage pool in the hierarchy.

Chapter 9. Managing Storag:
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For more information about using the SELECT command, see Administrator’s
Reference.

Monitoring Migration Processes

Four fields on the standard storage pool report provide you with information
about the migration process. They include:

Pct Migr
Specifies the percentage of data in each storage pool that can be migrated.
This value is used to determine when to start or stop migration.

For disk storage pools, this value represents the amount of disk space
occupied by backed-up, archived, or space-managed files that can be
migrated to another storage pool, including files on volumes that are
varied offline. Cached data are excluded in the Pct Migr value.

For sequential access storage pools, this value is the percentage of the total
volumes in the storage pool that actually contain data at the moment. For
example, assume a storage pool has four explicitly defined volumes, and a
maximum scratch value of six volumes. If only two volumes actually
contain data at the moment, then Pct Migr will be 20%.

This field is blank for copy storage pools.

High Mig Pct
Specifies when the server can begin migrating data from this storage pool.
Migration can begin when the percentage of data that can be migrated
reaches this threshold. (This field is blank for copy storage pools.)

Low Mig Pct
Specifies when the server can stop migrating data from this storage pool.
Migration can end when the percentage of data that can be migrated falls
below this threshold. (This field is blank for copy storage pools.)

Next Storage Pool
Specifies the primary storage pool destination to which data is migrated.
(This field is blank for copy storage pools.)

Example: Monitoring the Migration of Data Betwe 1 Storage

Pools
Figure 26 on page 224 shows that the migration thresholds for BACKUPPOOL
stor ol are  to 50% for the high migration threshold and 30% for the low

migrusiun threshold.

When the amount of migratable data stored in the BACKUPPOOL storage pool
reaches 50%, the server can begin to migrate files to BACKTAPE.

To monitor the migration of files from BACKUPPOOL to BACKTAPE, enter:
query stgpool back*

See Figure 31 on page 232 for an example of the results of this command.

If caching is on for a disk storage pool and files are migrated, the Pct Util value
does not change because the cached files still occupy space in the disk storage
pool. However, the Pct Migr value decreases because the space occupied by cached
filoc ic nn laneer mieratable.
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For this example the list of resulting storage pool names all begin with the
characters FALLPLAN. To move the data repeat the following command for every
instance of FALLPLAN. The following example displays the command for

TTAT TTYT A aTA

move nodedata marketing fromstgpool=fallplan3
tostgpool=diskpool 4}

A final example shows moving both non-Unicode and Unicode file spaces for a
node. For node NOAH move non-Unicode file space \\servtuc\d$ and Unicode
file space \\tsmservi\e$ that has a file space ID of 2 from sequential access
storage pool TAPEPOOL to random access storage pool DISKPOOL.

move nodedata noah fromstgpool=tapepool tostgpool=diskpool
filespace=\\servtuc\d$ fsid=2

Requesting Information about the Data Movement Process
To request information on the data movement process, enter:

query process

Figure 39 shows an example of the report that you receive about the data
movement process.

Process Process Description  Status
Number
3 Move Node Data Storage Pool 3590FC, Target Pool 3590FC Files
Moved: 0, Bytes Moved: 0, Unreadable Files: 0,
Unreadable Bytes: 0. Current Physical File
(bytes): 268,468,584

Current input volume:
DST308.

Current output volume:
DST279. AJ
-

Figure 39. Information on the Data Movemént Process

reventing Incomplete Data Movement Operations

There are various reasons why an incomplete MOVE NODEDATA operation can

occur. The following are the most common

* Files have been marked as damaged in the source storage pool. For more
information regarding how to deal with files marked as damaged see
“Correcting Damaged Files” on page 580.

» Files in the source storage pool reside on volumes whose access mode is offsite,
destroyed or unavailable. To complete the move operation, bring the volumes
onsite, restore destroyed volumes from a copy storage pool or make the volumes
available.

» Files were moved, added or deleted during the move operation. To prevent this
situation, avoid the following operations during move processing:

— Migration of any type relating to the storage pool
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Ensure that you have saved any readable data that you want to preserve by -
issuing the MOVE DATA command. Moving all of the data that you want to
preserve may require you to issue the MOVE DATA command several times.

Before you begin deleting all volumes that ™~ ytc ~ stor:  pool, !
the access mode of the storage pool to unavailable so that no tiles can pe written
to or read from volumes in the storage pool.

See “Deleting a Storage Pool Volume with Data” on page 248 for information
about deleting volumes.

* The storage pool is not identified as the next storage pool within the storage
hierarchy

To determine whether this storage pool is referenced as the next storage pool
within the storage hierarchy, query for storage pool information as described in
“Monitoring Space Available in a Storage Pool” on page 223.

Update any storage pool definitions to remove this storage pool from the storage
hierarchy by performing one of the following:

- Naming another storage pool as the next storage pool in the storage hierarchy

— Entering the value for the NEXTSTGPOOL parameter as " (double quotes) to
remove this storage pool from the storage hierarchy definition

See “Defining or Updating Primary Storage Pools” on page 182 for information
about defining and updating storage pools.

* The storage pool to be deleted is not specified as the destination for any copy
group in any management class within the active policy set of any domain. Also,
a storage pool to be deleted cannot be the destination for space-managed files
(specified in any management class within the active policy set of any domain).
If this pool is a destination and the pool is deleted, operations fail because there
is no storage space to store the data.

Deleting Storage 'ool Volumes

You can delete volumes, and optionally the client files they contain, from either
primary or copy storage pools.

If files that are not cached are deleted from a primary storage pool volume, any
copies of these files in copy storage pools will also be deleted.

Files in a copy storage pool are never deleted unless:

* The vo : that the _ file is deleted by using the
DISCARDDATA=YES option.

» Aread error is detected by using AUDIT VOLUME with the FIX=YES option for
a copy storage pool volume.

* The primary file is deleted because of: g
— Policy-based file expiration
— File space deletion

— Deletion of the primary storage pool volume

Tip: If you are deleting many volumes, delete the volumes one at a time.
Concurrently deleting many volumes can adversely affect server performance.

|Task Required Privilege Class j
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W' either registration mode, by default, an administrative user ID with client
owner authority et 1o 2

Note: Changes to the tration prc s do not affectexi © o Tt
nodes.

Closed Registration
To add a node with closed registration, an administrator uses the REGISTER

NODE command to register the node and specify the initial password. The
administrator can also specify the following optional parameters:

* Contact information.
* The name of the policy domain to which the node is assigned.

* Whether the node compresses its files before sending them to the server for
backup and archive.

* Whether the node can delete backups and archives from server storage.
* The name of a client option set to be used by the node.

* Whether to force a node to change or reset the password.

* The type of node being registered.

* The URL address used to administer the client node.

* The maximum number of mount points the node can use.

* Whether the client node keeps a mount point for an entire session.
* The transfer path used when the node sends data.

* The transfer path used when data is read for a client.

* Whether the server or client node initiates sessions.

* ..& . address of the node.

* ..ie low level address of the node.

Open Registration

To add a node with open registration, the server prompts the user for a node
name, password, and contact information the first time the user attempts to
connect to the server. With open registration, the server automatically assigns the
node to the STANDARD policy domain. The server by default allows users to
delete archive copies, but not backups stored in server storage.

You can enable open registration by entering the following command from an
administrative client command line:

set registration open

For examples and a list of open registration defaults, refer to the Administrator’s
Reference.

To change the defaults for a registered node, use the UPDATE NODE command.

Node Compression Considerations
When you enable compression, it reduces network utilization and saves server

storage, but causes additional central processing unit (CPU) overhead to the node.
Data compression is recommended only when there is insufficient network

capacity.

Attention: Use either client compression or drive compression, but not both. For
deta



















For information on the MACRO command, see Administrator’s Reference.
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/;;;e Name Platform Policy Domain  Days Since Days Since Locked?
Name Last Password
Access Set
JOE WinNT STANDARD 6 6 No
ENGNODE AIX ENGPOLDOM <1 1 No
HTANG Mac STANDARD 4 11 No
MAB AIX ENGPQLDOM <1 1 No
PEASE Linux86 STANDARD 3 12 No
SSTEINER SUN ENGPOLDOM <1 1 No
\\ SOLARIS

Displaying Information about a Specific Client Node
You can view information about specific client nodes. For example, to review the
registration parameters defined for client node JOE, enter:

query node joe format=detailed

The resulting report may appear similar +~ +ho fnllaurina:

Node Name:

Platform:

Client 0S Level:

Client Version:

Policy Domain Name:

Last Access Date/Time:

Days Since Last Access:
Password Set Date/Time:

Days Since Password Set:
Invalid Sign-on Count:
Locked?:

Contact:

Compression:

Archive Delete Allowed?:
Backup Delete Allowed?:
Registration Date/Time:
Registering Administrator:
Last Communication Method Used:
Bytes Received Last Session:
Bytes Sent Last Session:
Duration of Last Session (sec):
Pct. Idle Wait Last Session:
Pct. Comm. Wait Last Session:
Pct. Media Wait Last Session:
Optionset:

URL:

Node Type:

Pass Period:
Point?:

Maximum Mount Points Allowed:
Auto Filespace Rename:
Validate Protocol:

TCP/IP Name:

TCP/IP Address:

Globally Unique ID:
Transaction Group Max:

Data Write Path:

Data Read Path:

Session Initiation:

HL Address:

LL Address:

-

Jot

WinNT

5.00

V~~gion 5, Release 1, Level 5.0
_ . NDARD

05/19/2002 18:55:46
6

05/19/2002 18:26:43
6

0

No

Client's Choice
Yes

No

03/19/2002 18:26:43
SERVER_CONSOLE
Tep/Ip

108,731

698

0.00

0.00

0.00

0.00

http://client.host.name:1581
Client

60

No

1

No

No

JOE

9.11.153.39
11.9c.54.e0.8a.b5.11.d6.b3.c3.00.06.29.45.c1.5b
0

ANY

ANY

ClientOrServer

9.11.521.125

1501

_/

Overview of Remote Access to Web Backup-Archive Clients
With the introduction of the Web backup-archive client, when a client node is

registered wit
administrative
authority ove:






The administrator can change the client node’s password tor which they QU}
have authority.

This is the default authority level for the client at registration. An
administrator with system or policy privileges to a client’s domain has
client owner authority by default.

Client access
You can only access the client through the Web backup-archive client.

You can restore data only to the original client.

A user ID with client access authority cannot access the client from another
machine using the -NODENAME parameter.

This privilege class authority is useful for help desk personnel so they can
assist users in backing up or restoring data without having system or
policy privileges. The client data can only be restored to none other than
the original client. A user ID with client access privilege cannot directly
access client’s data from a native backup-archive client.

Mar - jing Client Acce =3 2 “hority ' 2ve'~

By default, an administrator with system or policy privilege over a client’s domain
can remotely access clients and perform backup and restore operations.

You can grant client access or client owner authority to other administrators by
specifying CLASS=NODE and AUTHORITY=ACCESS or AUTHORITY=0OWNER
parameters on the GRANT AUTHORITY command. You must have one of the
following privileges to grant or revoke client access or client owner authority:

* System privilege

* Policy privilege in the client’s domain

* Client owner privilege over the node

* Client access privilege over the node

You can grant an administrator client access authority to individual clients or to all
clients in a specified policy domain. For example, you may want to grant client
access privileges to users that staff help desk environments. See “Example: Setting
up Help Desk Access to Client Machines in a Specific Policy Domain” on page 268
for more information.

Grantir ~ Client Authority
To grant cuent access authority to administrator FRED for the LABCLIENT node,

issue:
grant authority fred class=node node=labclient

The administrator FRED can now access the LABCLIENT client, and perform
backup and restore. The administrator can only restore data to the LABCLIENT
node.

To grant client owner authority to ADMIN1 for the STUDENT1 node, issue:
grant authority adminl class=node authority=owner node=studentl

The user ID ADMINI can now perform backup and restore operations for the
STUDENT!1 client node. The user ID ADMINI can also restore files from the
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operation even when the file spaces contain directory names or files in multiple
languages, or when the client uses a different code page than the server.

New clients storing data on the server for the first time require no special set-up. If
the client has the latest IBM Tivoli Storage Manager client software installed, the
server automatically stores Unicode-enabled file spaces for that client.

However, if you have clients that already have data stored on the server and the
clients install the Unicode-enabled IBM Tivoli Storage Manager client software, you
need to plan for the migration to Unicode-enabled file spaces. To allow clients with
existing data to begin to store data in Unicode-enabled file spaces, IBM Tivoli
Storage Manager provides a function for automatic renaming of existing file
spaces. The file data itself is not affected; only the file space name is changed.
Once the existing file space is renamed, the operation creates a new file space that
is Unicode-enabled. The creation of the new Unicode-enabled file space for clients
can greatly increase the amount of space required for storage pools and the
amount of space required for the server database. It can also increase the amount
of time required for a client to run a full incremental backup, because the first
incremental backup after the creation of the Unicode-enabled file space is a full
backup.

When clients with existing file spaces migrate to Unicode-enabled file spaces, you
need to ensure that sufficient storage space for the server database and storage

pools is available. You also need to allow for potentially longer backup windows
for the complete backups. '

Note: Once the server is at the latest level of software that includes support for
Unicode-enabled file spaces, you can only go back to a previous level of the
server by restoring an earlier version of IBM Tivoli Storage Manager and the
database.

A Unicode-enabled IBM Tivoli Storage Manager client is currently available only
on Windows NT, Windows 2000, Windows 2002, Windows Serx 2003, I © intosh
OS 9, and Macintosh OS X. Data in a Unicode code page from any other source,

luding down-level clients d API " nts, will be ’
Unicode-enabled.

Note: The remainder of this section will refer to these clients as Unicode-enabled
clients, users of Windows NT-based and Macintosh operating systems, or
clients.

It is strongly recommended that users of Windows NT-based and Macintosh
operating systems migrate their non-Unicode file spaces to Unicode-enabled file
spaces. For more information see Backup-Archive Clients Installation and User’s Guide.

See the following sections:
“Reasons for Migrating Clients to Unicode-Enabled File Spaces”
“Migrating Clients to Unicode-Enabled File Spaces” on page 272
“Querying Unicode-enabled File Spaces” on page 278
“Unicode-enabled Clients and Existing Backup Sets” on page 278
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client can use these defined options during a backup, archive, restore, or retrieve
process. See Backup-Archive Clients Installation and User's Guide for detailed
information about individual client options.

To create a client option set and have the clients use the option set, do the
following:

1. Create the client option set with the DEFINE CLOPTSET command.
2. Add client options to the option set with the DEFINE CLIENTOPT command.

3. Specify which clients should use the option set with the REGISTER NODE or
UPDATE NODE command.

Creating a Client Option Set

When you create a client option set, you define a name for the option set, and can
optionally provide a description of the option set. For example:

define cloptset engbackup description='Backup options for eng. dept.'
Note: The option set is empty when it is first defined.

Adding Client Options in an Option
You can add client options in a defined client option set. The following example
shows how to add a cli . in the ENGBACKUP option set.

define cltientopt engbackup schedlogretention 5
For a list of valid client options you can specify, refer to Administrator’s Reference.

The server automatically assigns sequence numbers to the specified options, or you
can choose to specify the sequence number for order of processing. This is helpful
if you have defined more than one of the same option as in the following example.

define clientopt engbackup inclexcl "include d:\admin"
define clientopt engbackup inclexcl "include d:\payroll”

A sequence number of 0 is assigned to the option include d:\admin. A sequence
number of 1 is assigned to the option include d:\payroll. ”~ you want to
specifically process one option before another, include the sequence parameter as
follows:

define clientopt engbackup inclexcl "include d:\admin" segnumber=2"
define clientopt engbackup inclexcl "include d:\payroll” seqnumber=1"

...e options are processed starting with the highest sequence number.

Any include-exclude statements in the server client option set have priority over
the include-exclude statements in the local client options file. The server
include-exclude statements are always enforced and placed at the bottom of the
include-exclude list and evaluated before the client include-exclude statements. If
the server option set has several include-exclude statements, the statements are
processed starting with the highest sequence number. The client can use the
QUERY INCLEXCL command to view the include-exclude statements in the order
they are processed. QUERY INCLEXCL also displays the source of each
include-exclude statement. For more information on the processing of the
include-exclude statements see “The Include-Exclude List” on page 308 and also
the Backup-Archive Clients Installation and User’s Guide.
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If the session is in the Run state when it is canceled, the cancel process does not
take place until the session enters the SendW, RecvW, or IdleW state. For details,
see “Server Session States” on page 284.

If the session you cancel is currently waiting for a media mount, the mount request
is automatically canceled. If a volume associated with the client session is currently
being mounted by an automated library, the cancel may not take effect until the
mount is complete.

For example, to cancel a session for client MARIE:

1. Query client sessions to determine the session number as shown Figure 43 on
page 283. The example report displays MARIE's session number 6.

2. Cancel node MARIE's session by entering:
cancel session 6

If you want to cancel all backup and archive sessions, enter:

cancel session all

When a Client Session is Automatically Canceled

Client sessions can be automatically canceled based on the settings of the followi
server options:

COMMTIMEOUT
Specifies how many seconds the server waits for an expected client
message during a transaction that causes a database update. If the length
of time exceeds this time-out, the server rolls back the transaction that was
in progress and ends the client session. The amount of time it takes for a
client to respond depends on the speed and processor load for the client
and the network load.

IDLETIMEOUT
Specifies how many minutes the server waits for a client to initiate
communication. If the client does not initiate communication with the
server within the time specified, the server ends the client session. For
example, the server prompts the client for a scheduled backup operation
but the client node is not started. Another example can be that the client
program is idle while waiting for the user to choose an action to perform
(for example, backup archive, restore, or retrieve files). If a user starts the
client session and does not choose an action to perform, the session will
time out. The client program automatically reconnects to the server when
the user chooses an action that requires server process ;. A large number
of idle sessions can inadvertently prevent other users from connecting to
the server.

THROUGHPUTDATATHRESHOLD
Specifies a throughput threshold, in kilobytes per second, a client session
must achieve to prevent being cancelled after the time threshold is reached.
Throughput is computed by adding send and receive byte counts and
dividing by the length of the session. The length does not include time
spent waiting for media mounts and starts at the time a client sends data
to the server for storage. This option is used in conjunction with the
THROUGHPUTTIMETHRESHOLD server option.

TH
























For example, administrator MARYSMITH takes a leave of absence from your
business. You can lock her out by entering:

Tock admin marysmith

When she returns, any system administrator can unlock her administrator ID by
entering:

unlock admin marysmith
MARYSMITH can now access the server to complete administrative tasks.

You cannot lock or unlock the SERVER_CONSQLE ID from the server. See “The
Server Console” on page 288 for details.

Managing Levels of Administrative Authority

A privilege class is a level of authority granted to an administrator. The privilege
class determines which administrative tasks the administrator can perform. See
“Administrative Authority and Privilege Classes” on page 288 and Administrator’s
Reference about the activities that administrators can perform with each privilege
class.

You can perform the following activities to manage levels of authority:

Task Required Privilege Class
Granting a level of authority to an System

administrator

Modifying the level of authority for an System

administrator

Grantir~ Authority to Administrators
You can g.ant authority with the GRANT AUTHORITY command. For example, to

grant to administrator JONES restricted policy privilege for the domam
ENGPOLDOM, enter the following command:

grant authority jones domains=engpoldom

—~Atending Authority for Administrators

You can grant and extend authority with the GRANT AUTHORITY command. If
an ID already has some level of authority, granting additional authority ac * to
any existing privilege classes; it does not override those classes.

For example, JONES has restricted policy privilege for policy domain
ENGPOLDOM. Enter the following command to extend JONES’ authority to policy
domain MKTPOLDOM and add operator privilege:

grant authority jones domains=mktpolidom classes=operator

As an additional example, assume that three tape storage pools exist: TAPEPOOL1,
TAPEPOOL2, and TAPEPOOL3. To grant restricted storage privilege for these
storage pools to administrator HOLLAND, you can enter the following command:

grant authority holland stgpools=tapex*

HOTT AN ic roctrictad tn manaoino storase nools with names that begin with
T.
It
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* The Nodelock file is destroyed or corrupted. IBM Tivoli Storage I = .ager stores
license info:  1ition in the Nodelock file, which is loce | in the directory trom
which the server is started.

Monitoring Licenses

When license terms change (for example, a new license is specified for the server),
the server conducts an audit to determine if the current server configuration
conforms to the license terms. The server also periodically audits compliance with
license terms. The results of an audit are used to check and enforce license terms.
If 30 days have elapsed since the previous license audit, the administrator cannot
cancel the audit.

If an IBM Tivoli Storage Manager system exceeds the terms of its license

agreement, one of the following occurs:

* The server issues a warning message indicating that it is not in compliance with
the licensing terms.

+ If you are running in Try Buy mode, operations fail because the server is not
licensed for specific features.

You must contact your IBM Tivoli Storage Manager account representative or
authorized reseller to modify your agreement.

An administrator can monitor license compliance by:

Auditing licenses
Use the AUDIT LICENSES command to compare the current configuration
with the current licenses.

Note: During a license audit, the server calculates, by node, the amount of
backup, archive, and space manag:  nt storage in use. This
calculation can take a great deal of CPU time and can stall other
server activity. Use the AUDITSTORAGE server option to specify
that storage is not to be calculated as part of a license audit.

Displaying license information
Use the QUERY LICENSE command to display details of your current
licenses and determine licensing compliance.

Scheduling automatic license audits
Use the SET LICENSEAUDITPERIOD command to specify the number of

days between automatic audits.

arting and Halting the Server

Task Required Privilege Class

Start, halt, and restart the server System or operator

Starting the Server
The following events occur when you start or restart the IBM Tivoli Storage
Manager server:

* The server invokes the communication methods specified in the server options
[=3 PN
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Tivoli Storage Manager concatenates the two strings with no intervening blanks.
You must use only - thod to cor * ueaqu of values across more
than one line.

itutionVar o in N o
You can use substitution variables in a macro to supply values for commands
when you run the macro. When you use substitution variables, you can use a
macro again and again, whenever you need to perform the same task for different
objects or with different parameter values.

A substitution variable consists of a percent sign (%), followed by a number that
indicates the number of the substitution variable. When you run the file with the
MACRO command, you must specify values for the variables.

For example, to create a macro named AUTH.MAC to register new nodes, write it
as follows:
/* register new nodes =/

register node %1 %2 - /* userid password */
contact=%3 - /* 'name, phone number' */
domain=%4 /* policy domain */

Then, when you run the macro, you enter the values you want to pass to the
server to process the command.

For example, to register the node named DAVID with a password of DAVIDPW,
with his name and phone number included as contact information, and assign him
to the DOMAINI1 policy domain, enter:

macro auth.mac david davidpw "david pease, x1234" domainl

If your system uses the percent sign as a wildcard character, the administrative
client interprets a pattern-matching expression in a macro where the percent sign is
immediately followed by a numeric digit as a substitution variable.

You cannot enclose a substitution variable in quotation marks. However, a value
you supply as a substitution for the variable can be a quoted string.

Running a Macro

Use the MACRO command when you want to run a macro. You can enter the
MACRO command in batch or interactive mode.

If the macro does not contain substitution variables (such as the REG.MAC macro
described in the “Writing Commands in a Macro” on page 413), run the macro by
entering the MACRO command with the name of the macro file. For example:

macro reg.mac

If the macro contains substitution variables (such as the AUTH.MAC macro
described in “Using Substitution Variables in a Macro”), include the values that
you want to supply after the name of the macro. Each value is delimited by a
space. For example:

macro auth.mac pease mypasswd "david pease, x1234" domainl

If you enter fewer values than there are substitution variables
administrative client replaces the remaining variables with nul

Chapter 17. Automating
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= OStart the admunistrative client session using the ITEMCOMMIT option. This
causes each command within a macro to be committed before the next command
is processed.
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Requesting Information from the Activity Log

You can request information stored in the activity log. To minimize -
when querying the activity log, you can:

+ Specify a time period in which messages have been generated. The default for
the QUERY ACTLOG command shows all activities that have occurred in the
previous hour.

* Specify the message number of a specific message or set of messages.

+ Specify a string expression to search for specific text in messages.

* Specify the QUERY ACTLOG command from the command line for large
queries instead of using the  aphical user interface.

* Specify whether the originator is the server or client. If it is the client, you can
specify the node, owner, schedule, domain, or session number. If you are doing
client event logging to the activity log and are onlv interested in server events,
then specifying the server as the originator will greatly reduce the size of the
results.

For example, to review messages generated on May 30 between 8 a.m. and 5 p.m,,
enter:

query actlog begindate=05/30/2002 enddate=05/30/2002
begintime=08:00 endtime=17:00

To request information about messages related to the expiration of files from the
server storage inventory, enter:

query actlog msgno=0813
Refer to Messages for message numbers.

You can also request information only about messages logged by one or all clients.
For example, to search the activity log for messages from the client for node JEE:

query actlog originator=client node=jee

Setting the Activity Log Retention Period

Use the SET ACTLOGRETENTION command to specify how long activity log
information is kept in the database. The server automatically deletes messages
from the activity log once the day that was specified with the SET
ACTLOGRETENTION command has passed. At installation, the activity log
retention period is set to one day. To change the retention period to 10 days, for
example, enter:

set actlogretention 10

To disable activity log retention, set the SET ACTLOGRETENTION command to
zero. To display the current retention period for the activity log, query the server
status.

' Changing the Size of the Activity Log

Because the activity log is stored in the database, the size of the activity log should
be factored into the amount of space allocated for the database. Allow at least 1M
of additional space for the activity log.

The size of your activity log depends on how many messages are generated by
daily processing operations and how long you want to retain those messages in 1
activity log. When retention time is increased, the amount of accumulated data a
increases, requiring additional database storage.

IBM Tivoli Storage Manager for AIX: Administrator’s Guide











































































4. 1f MUNICH verifies the password, it sends its password to HEADQUARTERS,
which, in turn, performs password verification.

Note: If another server named MUNICH tries to contact HEADQUARTERS for
enterprise configuration, the attempt will fail. This is because the verification
key will not match. If MUNICH was moved or restored, you can issue the
UPDATE SERVER command with the FORCERESYNC parameter to
override the condition.

Setting Up Communications for Command R -iting

This section describes how to set up communications for command routing. You
must define the target servers to the source servers, and the same administrator
must be registered on all servers. Using enterprise configuration, you can easily
distribute the administrator information to all the servers.

Note: You must be registered as an administrator with the same name and
password on the source server and all target servers. The privilege classes
do not need to be the same on all servers. However, to successfully route a
command to another server, an administrator must have the minimum
required privilege class for that command on the server from which the
con. ndis i issued.

For command routing in which one server will always be the sender, you would
only define the target servers to the source server. If commands can be routed from
any server to any other server, each server must be defined to all the others.

Only One Source Server
The example in this section shows how to set up communications for administrator

HQ on the server HEADQUARTERS who will route commands to the servers
MUNICH and STRASBOURG. Administrator HQ has the password SECRET and
has system privilege class. Here is the procedure:

» On HEADQUARTERS: register administrator HQ and specify the 25
d addresses of MUNICH and STRASBOURG:

register admin hg secret
grant authority hg classes=system

define server munich hladdress=9.115.2.223 Tladdress=1919
define server strasbourg hladd :9,115.2.178 1laddress=1715

* On MUNICH and STRASBOURG Register administrator HQ with the required
privilege class on each server:

register admin hq secret
grant authority hg classes=system

Note: If your server network is using enterprise configuration, you can automate
the preceding operations. You can distribute the administrator and server
lists to MUNICH and STRASBOURG. In addition, all server definitions and
server groups are distributed by default to a managed serve
subscribes to any profile on a configuration manager. There
all the server definitions that exist on the configuration mar
enabling command routing among the servers.

Multiple Source Servers
The examples in this section show how to set up communications

administrator, HQ, can route commands fr any of ser
other servers. You must define all the servers to each other. You ¢
define each server to each of the other servers, or you can “cross «
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servers. In cross definition, defining MUNICH to HEADQUARTERS also results in

automatically defining HEADQUARTERS to MUNICH.

Separate Definitions: Follow this sequence:

1.

On MUNICH: Specify the server name and password of MUNICH. Register
administrator HQ and grant HQ system authority.

On STRASBOURG: Specify the server name and password of STRASBOURG.
Register administrator HQ and grant HQ system authority.

On HEADQUARTERS: Specify the server name and password of
HEADQUARTERS. Register administrator HQ and grant HQ system authority.

On HEADQUARTERS: Define MUNICH (whose password is BERYL and
whose address is 9.115.2.223:1919) and STRASBOURG (whose password is
FLUORITE and whose address is 9.115.2.178:1715).

On MUNICH: Define HEADQUARTERS (whose password is AMETHYST i 4
whose address is 9.115.4.177:1823) and STRASBOURG.

On STRASBOURG: Define HEADQUARTERS and MUNICH.

Figure 72 on page 477 shows the servers and the commands issued on each:
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stting up a Configuration Manac
Figure 75 shows the specific commands needed to set up one Tivoli Storage
Manager server as a configuration manager. The following procedure gives you an
overview of the steps required to set up a server as a configuration manager.

Headquarters
P set configmanager on
_ define profile
Configuration Manager g define profassocation

Figure 75. Setting Up a Configuration Manager

1. Decide whether to use the existing Tivoli Storage Manager server in the
headquarters office as the configuration manager or to install a new Tivoli
Storage Manager server on a system.

2. Set up the communications among the servers. See “Setting Up
Communications Among Servers” on page 472 for details.

3. Identify the server as a configuration manager.
Use the following command:
set configmanager on

This command automatically creates a profile named DEFAULT_PROFILE. The
default profile includes all the server and server group definitions on the
configuration manager. As you define new servers and server groups, they are
also associated with the default profile. For more information, see “Creating the
Default Profile on a Configuration Manager” on page 483.

4. Create the configuration to distribute.
The tasks that might be involved include:

* Register administrators and grant authorities to tl that youv  *to be
able to work with all the servers.

* Define policy objects and client schedules

¢ Define administrative schedules

* Define Tivoli Storage Manager server scripts
* Define client option sets

* Define servers

* Define server groups

Example 1: You need a shorthand way to send commands to different groups
of managed servers. You can define server groups. For example, you can define
a server group named AMERICAS for the servers in the offices in North
America and South America. See “Defining a Server Group and Members of a
Server Group” on page 503 for details.

Example 2:
pools regul
scripts and
the followi

1

b " 0or
* Verify or
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objects on the managed server that have the same name as those defined on the
configuration manager. With some exceptions, these objects will be overwritten
when the managed server first subscribes to the profile on the configuration
manager. See “Associating Configuration Information with a Profile” on
page 484 for details on the exceptions.
If the managed server is a new server and you have not defined anything, the
only objects you will find are the defaults (for example, the STANDARD policy
domainy).

2. Subscribe to one or more profiles.

A managed server can only subscribe to profiles on one configuration manager.
See “Subscribing to a Profile” on page 493.

If you receive error messages during the configuration refresh, such as a local
object that could not be replaced, resolve the conflict and refresh the
configuration again. You can either wait for the automatic refresh period to be
reached, or kick off a refresh by issuing the SET CONFIGREFRESH command,
setting or resetting the interval.

3. If the profile included policy domain information, activate a policy set in the
policy domain, add or move clients to the domain, and as:  "ate any required
schedules with the clients.

You may receive warning messages about storage pools that do not exist, but
that are needed for the active policy set ~ fine any storage pools needed by
the active policy set, or rename existing storage pools. See “Defining or
Updating Primary Storage Pools” on page 182 or “Renaming a Storage Pool” on
page 244.

4. If the profile included administrative schedules, make the schedules active.
Administrative schedules are not active when they are distributed by a
configuration manager. The schedules do not run on the managed server until
you make them active on the managed server. See “Tailoring Schedules” on
page 403.

5. Set how often the managed server contacts the configuration manager to
update the configuration information associated with the profiles.

The initial setting for refres’ = g the configuration information is 60 minutes.
See “Refreshing Configuration Information” on page 497.

Creating the C fault Profile on a Configuration Mar

Task Required Privilege Class

Set up a server as a configuration manager  System

To set up one Tivoli Storage Manager server as the source for configuration
imfarrmatinn far athar carvare von identifv the server as a configuration manager.
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definitions of servers and server groups that exist on the configuration manager.
You can change or delete the profile named DEFAULT_PROFILE.

When a managed server first subscribes to a profile on a configuration manager,
the configuration manager automatically also subscribes the managed server to the
profile named DEFAULT_PROFILE, if it exists. The information distributed via this
profile gets refreshed in the same way as other profiles. This helps ensure that
servers have a consistent set of server and server group definitions for all serv

in the network.

If you do not change the DEFAULT_PROFILE, whenever a managed server
subscribed to the DEFAULT_PROFILE profile refreshes configuration information,
the managed server receives definitions for all servers and server groups that exist
on the configuration manager at the time of the refresh. As servers and server
groups are added, deleted, or changed on the configuration manager, the chan 1
definitions are distributed to subscribing managed servers.

Creating and Changing Configuration Profiles

You create configuration profiles on a configuration manager, which distributes e
information associated with the profiles to any managed server that subscribes to
those profiles. Creating a configuration profile includes these steps:

1. Defining the profile
2. Associating the configuration information with the profile

Once you define the profile and its associations, a managed server can subscribe to
the profile and obtain the configuration information.

After you define a profile and associate information with the profile, you can
change the information later. While you make changes, you can lock the profiles to
prevent managed servers from refreshing their configuration’information. To
distribute the changed information associated with a profile, you can unlock the
profile, and either wait for each managed server to refresh its configuration to get
the changed information or notify each managed server to refresh its configuration.
The following sections provide information on each of these tasks.

Defining the Profile

Task Required Privilege Class

Define profiles System

When you define the profile, you select the name and can include a description.
For example, to define a profile named ALLOFFICES, enter the following
command:

define profile alloffices
description='Configuration to be used by all offices’

Associating Configuration Information with a Profile

Task Required Privilege Class

Define profile associations System

After you define a profile, you associate the configuration information that you
want to distribute via that profile. You can associate the following configuration
information with a profile:
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The administrator with the name SERVER_CONSOLE is never distributed from the
configuration manager to a managed server.

For administrator definitions that have node authority, the configuration manager
only distributes information such as password and contact information. Node
authority for the managed administrator can be controlled on the managed ser
using the GRANT AUTHORITY and REVOKE AUTHORITY commands specifying
the CLASS=NODE parameter.

Configuration Information for Policy Domains

When you point to a policy domain in a profile, the configuration information that
will be sent to the managed servers includes the policy domain itself, and all
policy sets with their associated management classes, copy groups, and client
schedules in the domain. A configuration manager does 1ot distribute the
following:

* An active policy set and any of its associated management classes, copy groups,
and client schedules. On each managed server, you must activate a policy sei 1
each managed policy domain.

» Associations between clients and schedules. To have clients in a managed po ¢
domain run client schedules, you must associate the clients with the schedules
on the managed server.

* Client actions, which are schedules created by using the DEFINE
CLIENTACTION command. On each managed server, you can define and delete
client actions, even if the corresponding domain is a managed object.

* Definitions for any storage pools identified as destinations in the policy.
Definitions of storage pools and device classes are not distributed by a
configuration manager.

Policy domains can refer to storage pool names in the management classes,
backup copy groups, and archive copy groups. As you set up the configuration
information, consider whether managed servers already have or can set up or
rename storage pools with these names.

A subscribing managed server may already have a policy domain with the same
name as the domain associated with the profile. The configuration refresh
overwrites the domain defined on the managed server unless client nodes are
already assigned to the domain. Once the domain becomes a managed object on
the managed server, you can associate clients with the managed domain. Future
configuration refreshes can then update the managed domain.

If nodes are assigned to a domain with the same name as a domain being
distributed, the domain is not replaced. This safeguard prevents inadvertent
replacement of policy that could lead to loss of data. To replace an existing policy
domain with a managed domain of the same name, you can do the following steps
on the managed server:

Copy the domain.
Move all clients assigned to the original domain to the copied domain.
Trigger a configuration refresh.

> wh =

Activate the appropriate policy set in the new, managed policy domain.
5. Move all clients back to the original domain, which is now managed.

Configuration Information for Servers and Server Groups

The DEFAULT_PROFILE that is automatically created on a confieuration manager
1 ou th ver. If you leave

L ULrAULL_PISURILE Intact, you do not need to include servers or server
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groups in any other profile. Any servers and server groups that you define later % 0 ﬁb\
are associated automatically with the default profile and the co ition man. 1 ’Q

distributes the definitions at the next refresh.

For a server definition, the following attributes are distributed:

¢ Communication method

* TCP/IP address (high-level address)

* Port number (low-level address)

 Server password

» Server URL

* The description

When server definitions are distributed, the attribute for allowing replacement is

always set to YES. You can set other attributes, such as the server’s node name, on
the managed server by updating the server definition.

A managed server may already have a server defined with the same name as a
server associated with the profile. The configuration refresh does not overwrite the
local definition unless the managed server allows replacement of that definition.
On a managed server, you allow a server definition to be replaced by updating the
local definition. For example:

update server santiago allowreplace=yes

This safeguard prevents disruption of existing functions that require
communication among servers (such as virtual volumes).

Table 35 summarizes what happens when servers or server groups being
distributed have the same names as servers or server groups on the managed
server.

Table 35. Results of Configuration Refresh with Duplicate Object Names

Local definition (on Object with duplicate Result of tunguiauvi scaccon
name to be distributed

Server The local server definition 1s
replaced by the distributed server
definition only if an administrator
for the managed server updated
the local definition to allow

replacement.

Server Server group The local server definition remains.
The server group definition is not
distributed.

Server group Server The local server group is deleted.

The server definition is distributed.

Server group Server group The local server group definition is
replaced by the distributed server
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A configuration refresh does not replace or remove any local schedules that are
active on a managed server. However, a refresh can update an active schedule that
is already managed by a configuration manager.

Changing a Profile

A M S 2 aa s M S -

Task Required Priviiege Class
Define profile associations System
Update profiles System

You can change a profile and its associated configuration information. For example,
if you want to add a policy domain named FILESERVERS to objects already
associated with the ALLOFFICES profile, enter the following command:

define profassociation alloffices domains=fileservers

You can also delete associated configuration information, which results in removal
of configuration from the managed server. Use the DELETE PROFASSOCIATION
command. See “Removing Configuration Information from Managed Servers” on
page 489 for details.

On a configuration manager, you cannot directly change the names of \
administrators, scripts, and server groups associated with a profile. To change t

name of an administrator, script, or server group associated with a profile, delete

the object then define it again with a new name and associate it with the profile
again. During the next configuration refresh, each managed server makes the
corresponding changes in their databases.

You can change the description of the profile. Enter the following command:

update profile alloffices
description='Configuration for all offices with file servers'

Preventing Access to Profiles While You Make Changes

If you are making changes to a profile, you may want to prevent any subscribing
managed server from refreshing its configuration information until you are done.
You can lock the profile to prevent access to the profile by a managed server.
Locking prevents a managed server from getting information that is incomplete
because you are still making changes.

Task Required Privilege Class

Lock and unlock profiles System

For example, to lock the ALLOFFICES profile for two hours (120 minutes), enter
the following command:

lock profile alloffices 120

You can let the lock expire after two hours, or unlock the profile with the following
command:

unlock profile alloffices

Distributing Changed Configuration Information

To distribute the changed profile, you can wait for each managed server to refre
its configuration to get the changed information, or you can notify each managed
server from the configuration manager. Managed servers refresh profile
information on a configuration refresh period. See “Refreshing Configuration
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the configuration manager to refresh configuration information. However, a
managed server does not delete the following objects:

- An object that is associated with another profile to which the server subscribes.

+ A policy domain that has client nodes still assigned to it. To delete the domain,
you must assign the affected client nodes to another policy domain on the
managed server.

* An administrator that currently has a session open with the server.

* An administrator that is the last administrator with system authority on the
managed server.

Also the managed server does not change the authority of an administrator if
doing so would leave the managed server without any administrators having
the system privilege class.

You can avoid both problems by ensuring that you have locally defined at le t
one administrator with system privilege on each managed server.

* An administrative schedule that is active. To remove an active schedule, you
must first make the schedule inactive on the managed server.

» A server definition for a server that currently has an open connection from the
managed server.

» A server definition that is specified in the definition of a device class that is a
SERVER device type.

* A server definition that is the definition for the event server for the managed
server.

If you no longer need an object defined on the configuration manager itself or on
any managed server, you can delete the object itself. Deleting the object itself fr 2
the configuration manager has an effect similar to deleting the association of that
object with the profile. Theconfiguration manager no longer distributes that object,
and a managed server attempts to delete the object from its database when it
refreshes configuration information. .

Deleting Profiles

Task Required Privilege Class

Delete profiles System

You can delete a profile from a configuration manager. Before deleting a profile,
you should ensure that no managed server still has a subscription to the profile. If
the profile still has some subscribers, you should first delete the subscriptions ¢
each managed server. When you delete subscriptions, consider whether you wa
the managed objects to be deleted on the managed server at the same time. For
example, to delete the subscription to profile ALLOFFICES from managed server
SANTIAGO without deleting the managed objects, log on to the SANTIAGO
server and enter the following command:

delete subscription alloffices

Then, on the configuration manager, enter the following command:
delete profile alloffices

See “Deleting Subscriptions” on page 496 for more details about deleting
subscriptions on a managed server.

IBM Tivoli Storage Manager for AIX: Administrator’s Guide /f)



W
W
Note: You can use command routing to issue the ~ ZLETE SUBSCRIPTION QU}

command for all managed servers.

If you try to delete a profile, that still has subscriptions, the command fails unless
you force the operation:

delete profile alloffices force=yes

If you do force the operation, managed servers that still subscribe to the deleted
profile will later contact the configuration manager to try to get updates to the
deleted profile. The managed servers will continue to do this until their
subscriptions to the profile are deleted. A message will be issued on the managed
server alerting the administrator of this condition.

Getting Information about Profiles

Task Required Privilege Class

Request information about profiles Any administrator

You can get information about configuration profiles defined on any configuration
manager, as long as that server is defined to the server with which you are
working. For example, from a configuration manager, you can display information
about profiles defined on that server or on another configuration manager. From a
managed server, you can display information about any profiles on the
configuration manager to which the server subscribes. You can also get profile
information from any other configuration manager de” " tothe1  aged server,
even though the managed server does not subscribe to any of the protiles.

For example, to get information about all profiles on the HEADQUARTERS
configuration manager when logged on to another server, enter the following
command:

query profile server=headquarters

The following shows what the results might look like:

Configuration Profile name Locked?
manager

HEADQUARTERS ADMINISTRATORS No
HEADQUARTERS DEFAULT_PROFILE No
HEADQUARTERS ENGINEERING No
HEADQUARTERS MARKETING No

You may need to get detailed information about profiles and the objects associated
with them, especially before subscribing to a profile. You can get the names of the
objects associated with a profile by entering the following commar

guery profile server=headquarters format=detailed

The following shows what the results might look like:
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You can also route commands from the contiguration manager to another server QQJJ
to get details about definitions that already exist.

* If command routing is not set up, log on to the configuration manager and enter
the query commands to get the information you need.

Subscribing to a Profile

[Task Required Privilege Class
Define subscriptions to profiles System
Set the period for configuration refreshes System

After an administrator at a configuration manager has created profiles and
associated objects with them, managed servers can subscribe to one or more of the
profiles.

Notes:
Unless otherwise noted, the commands in this section would be run on a managed
server:

1. An administrator at the managed server could issue the commands.
2. You could log in from the enterprise console and issue them.

3. If command routing is set up, you could route them from the server that you
are logged in to.

After a managed server subscribes to a profile, the configuration manager sends
the object definitions associated with the profile to the managed ar where they
are automatically stored in the database. Object definitions created this way in the
database of a managed server are called managed objects. With a few exceptions,
you cannot char _ maged objects on the managed server. The exceptions are
that you can change:

* The active status of a schedule

* The lock status of an administrator

* Which policy set is active in a policy domain
* The default management class of a policy set

* The attributes of a server definition that are related to the use of virtual volumes
{node name, password, and delete grace period)

Before a managed server subscribes to a profile, be aware that if you have defined
any object with the same name and type as an object associated with the profile
that you are subscribing to, those objects will be overwritten. You can check for
such occurrences by querying the profile before subscribing to it.

When a managed server first subscribes to a profile on a configuration manager, it
also automatically subscribes to DEFAULT_PROFILE, if a profile with this name is
defined on the configuration manager. Unless DEFAULT_PROFILE is modified on
the configuration manager, it contains all the server definitions and

defined on the configuration manager. In this way, all the servers ir

receive a consistent set of server and server group definitions.

Note: Although a managed server can subscribe to more than one

i1, it cannot subscribe to profiles on mo.
_rata
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Changes may be made to a profile, after a managed server subscribes to it. An
administrator on the configuration manager can notify your server of a change by
issuing the NOTIFY SUBSCRIBERS command. The configuration manager con ts
each managed server having a subscription to one of the specified profiles. When a
managed server is contacted, it begins refresh processing to get the configuration
updates from the configuration manager.

A Subscription Scenario

This section describes a typical scenario in which a server subscribes to a profile on
a configuration manager, HE "~ JU 77737 this scenario an administrator for
the HEADQUARTERS server has detined three profiles, ADMINISTRATORS,
ENGINEERING, and MARKETING, each with its own set of associations. In
addition, DEFAULT PROFILE was automatically defined and contains only the
server and server group definitions defined on the HEADQUARTERS server. An
administrator for HEADQUARTERS has given you the names of the profiles that
you should be using. To subscribe to the ADMINISTRATORS and ENGINEERING
profiles and keep them current, perform the following steps:

1. Display the names of the objects in the profiles on HEADQUARTERS.

You might want to perform this step to see if the object names on the profiles
are used on your server for any objects of the same type. Issue this command:

query profile * server=headquarters format=detailed

You might want to get detailed information on some of the objects by issuing
specific query commands on either your server or the configuration manager.

Note: If any object name matches and you subscribe to a profile containing an
object with the matching name, the object on your server will be
replaced, with the following exceptions:

* A policy domain is not replaced if the domain has client nodes
assigned to it.

* An administrator with system authority is not replaced by an
administrator with a lower authority level if the replacement would
leave the server without a system administrator.

* The definition of a server is not replaced unless the server definition
on the managed server allows replacement.

* A server with the same name as a server group is not replaced.
* A locally defined, active administrative schedule is not replaced
2. Subscribe to the ADMINISTRATORS and ENGINEERING profiles.

After the initial subscription, you do not have to specify the server name on 2
DEFINE SUBSCRIPTION commands. If at least one profile subscription alre:
exists, any additional subscriptions are automatically directed to the same
configuration manager. Issue these commands:

define subscription administrators serversheadquarters

define subscription engineering

The object definitions in these profiles are now stored on your database. In
addition to ADMINISTRATORS and ENGINEERING, the server is also
subscribed by default to DEFAULT_PROFILE. This means that all the server
and server group definitions on HEADQUARTERS are now also stored in your
database.

3. Set the time interval for obtaining refreshed configuration information from t
configuration manager.
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If you do not perform this step, your server checks for updates to the profiles
at start up and every 60 minutes after that. Set up your server to check
HEADQUARTERS for updates once a day (every 1440 minutes). If there is an
update, HEADQUARTERS sends it to the managed server automatically when
the server checks for updates.

V
,CQSS

set configrefresh 1440

Note: You can initiate a configuration refresh from a managed server at any time.
To initiate a refresh, simply reissue the SET CONFIGREFRESH with any
value greater than 0. The simplest approach is to use the current setting:

set configrefresh 1440

Querying Subscriptions

,Task Required Privilege Class
.~-quest information about subscriptions Any administrator
Request information about profiles Anv administrator

From time to time, you may want to see what profiles a server is subscribed to.
You may also want to see the last time that the configuration associated with that
profile was successfully refreshed on your server. The QUERY SUBSCRIPTION
command gives you this information. You can name a specific profile or use a
wildcard character to display all or a subset of profiles to which the server is
subscribed. For example, the following command displays ADMINISTRATORS and
any other profiles that begin with the string “ADMIN"":

query subscription admin*

TThava in A caminla Af tha Ascbemad

Configuration Profile name Last update
manager date/time
HEADQUARTERS ADMINISTRATORS 06/04/2002 17:51:49
HEADQUARTERS ADMINS_1 06/04/2002 17:51:49
HEADQUARTERS ADMINS_2 06/04/2002 17:51:49

To see what objects the ADMINISTRATORS profile contains, use the following
command:
query profile administrators uselocal=no format=detailed

You will see output similar to the following:

('7 Configuration manager: HEADQUARTERS
Profile name: ADMINISTRATORS
Locked?: No
Description:
Server administrators: ADMIN1 ADMIN2 ADMIN3 ADMIN4
Policy domains:
Administrative command schedules: ** all objects **
Server Command Scripts:
Client Option Sets:
Servers:
Server Groups:

-

Managed objects are stored in the database of a managed server as
subscriptions to profiles on a configuration manager. Any object th
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or updated in the database of the managed server as a result of a subscription has
the string $$CONFIG_MANAGER$$ in place of the name of the administrator who
last changed the object. For example, if the policy domain named ENGDOMAIN is
a managed object and you enter this command on the managed server:

query domain engdomain format=detailed

You will see output similar to the following:

Policy Domain Name: ENGDOMAIN
Activated Policy Set:
Activation Date/Time:
Days Since Activation:
Activated Default Mgmt Class:
Number of Registered Nodes: 0
Description: Policy for design and software engineers
Backup Retention (Grace Period): 30
Archive Retention (Grace Period): 365
Last Update by (administrator): $$SCONFIG_MANAGER$S$
Last Update Date/Time: 06/04/2002 17:51:49

- h

Managing profile: ENGINEERING
L J

The field Managing profile shows the profile to which the managed server
subscribes to get the definition of this object.

Deleting Subscriptions

Task Required Privilege Class

Delete subscriptions to profiles System

If you decide that a server no longer needs to subscribe to a profile, you can d:  te
the subscription. When you delete a subscription to a profile, you can choose to
discard the objects that came with the profile or keep them in your database. For
example, to request that your subscription to PROFILEC be deleted and to keep
the objects that came with that profile, issue the following command:

delete subscription profilec discardobjects=no

After the subscription is deleted on the managed server, the managed server is =s
a configuration refresh request to inform the configuration manager that the
subscription is deleted. The configuration manager updates its database with the
new information.

When you choose to delete objects when deleting the subscription, the server may
not be able to delete some objects. For example, the server cannot delete a
managed policy domain if the domain still has client nodes registered to it. The
server skips objects it cannot delete, but does not delete the subscription itself.
you take no action after an unsuccessful subscription deletion, at the next
configuration refresh the configuration manager will again send all the objects
associated with the subscription. To successfully delete the subscription, do one of
the following:

* Fix the reason that the objects were skipped. For example, reassign clients in the
managed policy domain to another policy domain. After handling the skipps
objects, delete the subscription again.

* Delete the subscription again, except this time do not discard the managed
objects. The server can then successfully delete the subscription. However, the
objects that were created because of the subscription remain.
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Returning Managed Objects to Local Control

You may want to return one or more managed objects (objects distributed by a
configuration manager via profiles) to local control on the managed servers. You
can do this from the configuration manager or from the managed servers.

To do this from the configuration manager, you do not simply delete the
association of the object from the profile, because that would cause the object to be
deleted from subscribing managed servers. To ensure the object remains in the
databases of the managed servers as a locally managed object, you can copy tt
current profile, make the deletion, and change the subscriptions of the managed
servers to the new profile.

For example, servers are currently subscribed to the ENGINEERING profile. The
ENGDOMAIN policy domain is associated with this profile. You want to return
control of the ENGDOMAIN policy domain to the managed servers. You can ¢
the following;:
1. Copy the ENGINEERING profile to a new profile, ENGINEERING_B:
copy profile engineering engineering b
2. Delete the association of the ENGDOMAIN policy domain from
ENGINEERING_B:
delete profassociation engineering_b domains=engdomain
3. Use command routing to delete subscriptions to the ENGINEERING profile:

americas,europe,asia: delete subscription engineering
discardobjects=no

4. Delete the ENGINEERING profile:
delete profile engineering

5. Use command routing to define subscriptions to the new ENGINEERING_B
profile:
americas,europe,asia: define subscription engineering b

To return objects to local control when working on a managed server, you can
delete the subscription to one or more profiles. When you delete a subscription,
you can choose whether to delete the objects associated with the profile. To return
objects to local control, you do not delete the objects. For example, use the
following command on a managed server:

delete subscription engineering discardobjects=no

Setting Up Administrators for the Servers

Include in your profiles any administrators that you want to give access to all
servers in the network. These administrators must then maintain their passworc
on the configuration manager. To ensure passwords stay valid for as long as
expected on all servers, set the password expiration period to the same time on all
servers. One way to do this is to route a SET PASSEXP command from one server
to all of the others.

Ensure that you have at least one administrator that is defined locally on each
managed server with system authority. This avoids an error on configuration
refresh when all administrators for a server would be removed as a result of a
change to a profile on the configuration manager.

VA
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Deleting Subscribers from a Configuration Manager

Under normal circumstances, you do not need to delete subscribers from a
configuration manager. You only need to delete a subscription to a profile on the
managed server (by using the DELETE SUBSCRIPTION command). When you
issue the DELETE SUBSCRIPTION command, the managed server automatically
notifies the configuration manager of the deletion by refreshing its configuration
information. As part of the refresh process, the configuration manager is informed
of the profiles to which the managed server subscribes and to which it does not
subscribe. If the configuration manager cannot be contacted immediately for a
refresh, the configuration manager will find out that the subscription was deleted
the next time the managed server refreshes configuration information.

Deleting subscribers from a configuration manager is only necessary as a way to
clean up in certain unusual situations. For example, you may need to delete
subscribers if a managed server goes away completely or deletes its last
subscription without being able to notify the configuration manager. You then use
the DELETE SUBSCRIBER command to delete all subscriptions for that subscriber
(the managed server) from the configuration manager’s database.

Renaming a Managed Server

To rename a managed server, perform the following steps:

1. By using command routing or by logging on to the managed server, change the
name of the managed server. Use the enterprise console or use the SET
SERVERNAME command. See “Setting the Server Name” on page 397 for more
information before using the SET SERVERNAME command.

2. Change the communication setup.

a. On the configuration manager, delete the server definition with the old .
name.

b. On the configuration manager, define the server with its new name.

3. On the managed server, refresh the configuration information. You can wait for
the configuration refresh period to pass, or you can reset the refresh period
cause an immediate refresh.

Performing Tasks on Multiple Servers

500

To make performing tasks with multiple servers easier, Tivoli Storage Manager
provides the following functions:

* Enterprise logon

¢ Command routing

* Server group definitions that can be used to simplify command routing

T S

*'~ing ""M Tivoli Stora¢c Manager Entefprise Logon

Enterprise logon enables the administrator’s logon credentials to be used for access
to other servers for successfully linking to other servers and routing commands to
other servers. The administrator must be defined on each server with the
appropriate administrative authority for the action or command.

Enterprise logon, in conjunction with enterprise configuration, allows an
administrator to log on to one Tivoli Storage Manager server and have access to all
associated Tivoli Storage Manager servers and clients that the administrator is
authorized to access. Enterprise logon is available from a Web browser. The client
must be configured to access a server at Tivoli Storage Manager Version 3 or later.
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west_complex: query stgpool Q‘\L\’

or

(west_complex) query stgpool

The QUERY STGPOOL command is sent for processing to servers BLD12 and
BLD13 which are members of group WEST_COMPLEX.

To route a QUERY STGPOOL command to two server groups WEST_COMPLEX
and NORTH_COMPLEX, enter:

west_complex,north complex: guery stgpool

or

(west_complex,north_complex) query stgpool

The QUERY STGPOOL command is sent for processing to servers BLD12 and
BLD13 which are members of group WEST_COMPLEX, and servers NE12 and
NW13 which are members of group NORTH_COMPLEX.

Routing Commands to Single Servers and Server Groups: You can route
commands to multiple single servers and to server groups at the same time. For
example, to route the QUERY DB command to servers HQSRV, REGSRV, and
groups WEST_COMPLEX and NORTH_CO. ™~ 77|, enter:

hgsrv,regsrv,west_complex,north_complex: query db

or
(hgsrv,regsrv,west_complex,north_complex) query db

The QUERY DB command is sent for processing to servers HQSRV, REGSRY, to
BLD12 and BLD13 (both of WI ' _COMPLEX), and to NE12 and NW12
{both members of NORTH_COMPLEX).

Duplicate references to servers are removed in processing. For example, if you
route a command to server BLD12 and to server group WEST_COMPLEX (which
includes BLD12), the command is sent only once to server BLD12.

Se¢ ing Up Server Groups

You can make command routing more efficient by creating one or more server
groups and adding servers to them. You can then route commands to server
groups in addition to or in place of routing commands to single servers. This
section describes how to set up server groups. To use server groups, you must do
the following tasks:

1. Define the server groups.

2. Add the servers as members of the appropriate group.

After you have the server groups set up, you can manage the grouj
members.

Defining a Server Group and Members of a Server Gi

Task Required Privilege Class
Define a server group System
Define a server group member System
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You can define groups of servers to which you can then route commands. The

commands are routed to all servers in the group. To route commands to a server

group you must do the following:

1. Define the server with the DEFINE SERVER command if it is not already
defined (see “Setting Up Communications for Command Routing” on
page 475).

2. Define a new server group with the DEFINE SERVERGROUP command. Server
group names must be unique because both groups and server names are
allowed for the routing information.

3. Define servers as members of a server group with the DEFINE GRPMEMBER
command.

The following example shows how to create a server group named
WEST_COMPLEX, and define servers BLD12 and BLD13 as members of the
WEST_COMPLEX group:

define servergroup west_complex
define grpmember west_complex b1d12,b1d13

Managing Server Groups
You can query, copy, rename, update, and delete server groups as necessary.

Task Required Privilege Class
Query a server group System
Copy a server group System
Rename a server group System
Update a server group description System
Delete a server group System

Querying a Server Group: To query server group WEST_COMPLEX, enter:

query servergroup west_complex

The following is sample output from a QUERY SERVERGROUP command:

Server Group Members Description Managing profile

WEST_COMPLEX BLD12, BLD13

Copying a Server Group: To copy the entire server group contents of
WEST_COMPLEX to a different server group named NEWWEST, enter:

copy servergroup west_complex newwest

This command creates the new group. If the new group already exists, the
command fails.

Renaming a Server Group: To rename an existing server group
NORTH_COMPLEX to NORTH, enter:

rename servergroup north_complex north

Updating a Server Group Description: To update the NORTH server group to
modify its description, enter:

update servergroup north description="Northern marketing region"
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Deleting a Server Group: To delete WEST_COMPLEX server group from the
Tivoli Storage Manager server, enter:

delete servergroup west_complex

This command removes all members from the server group. The s definition
for each group member is not affected. If the deleted server group is a member of
other server groups, the deleted group is removed from the other groups.

Managing Group Members
You can move and delete group members from a previously defined group.

Task Required Privilege Class

Move a group member to another group System

Delete a group member

Moving a Group Member to Another Group: To move group member TRADES
from the NEWWEST group to the NORTH_COMPLEX group, enter:

move grpmember trade5 newwest north_complex

Deleting a Group Member from a Group: To delete group member BLD12 from
the NEWWEST server group, enter:

delete grpmember newwest bidl2

When you delete a server, the deleted server is removed from any server groups of
which it was a member.

Querying Server Availability

You can te<t 2 connection from your local server to a specified server with the
PING SER. ... command. To ping ~ er iter:

ping server geo?2

The PING SERVER command uses the user ID and password of the administrative
ID that issued the command. If the administrator is not defined on the server
bc ¢ _ed, the ping fails even if the server may be running.

Using Virtual Volumes to Store Data on Another Server

Tivoli Storage Manager lets a server (a source server) store the results of database
backups, export operations, storage pool operations, and a DRM PREPARE
command on another server (a farget server). The data is stored as virtual volumes,
which appear to be sequential media volumes on the source server but which are
actually stored as archive files on a target server. Virtual volumes can be any of the
following;:

* Database backups

 Storage pool backups

+ Data that is backed up, archived, or space managed from client 1
+ Client data migrated from storage pools on the source server

* Any data that can be moved by EXPORT and IMPORT comman
» DRM plan files

The source server is a client of the target server, and the data for tt
is managed only by the source server. In other words, the source s
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\?’ the expiration and deletion of the files that comprise the virtual volumes on the
\Q‘? target server. The use of virtual volumes is not supported when the source server
RN and the et server reside on the same Tivoli Storage Manager server.

At the target server, the virtual volumes from the source server are seen as archive
data. The source server is registered as a client node {of TYPE=SERVER) at the
target server and is assigned to a policy domain. The archive copy group of the
default management class of that domain specifies the storage pool for the data
from the source server.

Note: If the default management class does not include an archive copy group,
data cannot be stored on the target server.

Using virtual volumes can benefit you in the following ways:

¢ The source server can use the target server as an electronic vauit for rapid
recovery from a disaster.

* Smaller Tivoli Storage Manager source servers can use the storage pools and
tape devices of larger Tivoli Storage Manager servers.

 For incremental database backups, it can decrease wasted space on volumes and
under use of high-end tape drives.

Be aware of the following when you use virtual volumes:

= If you use virtual volumes for database backups, you might have the following
situation: SERVER _A backs up its database to SERVER_B, and SERVER_B backs
up its database to SERVER_A. If this is the only way databases are backed up, if
both servers are at the same location, and if a disaster strikes that location, you
may have no backups with which to restore your databases.

* Moving large amounts of data between the servers may slow down your
communications significantly, depending on the network bandwidth and
availability.

* You can specify in the device class definition (DEVTYPE=SERVER) how often
and for how long a time the source server will try to contact the target server.
Keep in mind that frequent attempts to contact the target server over an
extended period can affect your communications.

* Under certain circumstances, inconsistencies may arise among virtual volume
definitions on the source server and the archive files on the target server. You
can use the RECONCILE VOLUMES command to reconcile these inconsistencies
(see “Reconciling Virtual Volumes and Archive Files” on page 510 for details).

* If you want to enable data validation between a source and target server, enable
the settings using both the DEFINE SERVER and REGISTER NODE commands.
For more information see “Validating a Node’s Data” on page 343 and
Administrator’s Reference.

* Storage space limitations on the target server affect the amount of data that you
can store on that server.

» To minimize mount wait times, the total mount limit for all server definitions
that specify the target server should not exceed the mount total limit at the
target server. For example, a source server has two device classes, each
specifying a mount limit of 2. A target server has only two tape drives. In this
case, the source server mount requests could exceed the target server’s tape
drives.

Note: When you issue a DEFINE SERVER command, the source server sends a
verification code to the target server. When the source server begins a
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Tivoli Storage Manager server. You must specify a device class with a device type
specified as SERVER. For example, to copy server information directly to a target
server, issue the following command:

export server devclas argetclass

Import Server Information from a Target Server: If data has been exported from
a source server to a target server, you can import that data from the target server
to a third server. The server that will import the data uses the node ID and
password of the source server to open a session with the target server. That session
is in read-only mode because the third server does not have the proper verification
code.

For example, to import server information from a target server, issue the following
command:

import server devclass=targetclass

Reconciling Virtual Volumes and Archive Files

If you have restored the database on the source or target server, you should
perform reconciliation between the virtual volumes on the source server and the
archive files on the target server. You should also perform reconciliation if you
have any other reason to suspect inconsistencies. For example, frequent
communication errors between target and source servers could introduce a
problem.

To perform reconciliation, issue the RECONCILE VOLUMES command specifying
a device class of the device type of SERVER. In the following example
TARGETCLASS is a server device class:

reconcile volumes targetclass fix=yes

The reconciliation action is determined by the FIX parameter as shown in Table 36.

Table 36. FIX Parameter Reconciliation

FIX= At the Source At the Target Server Action
Server

No files exist

Files exist but are marked
Volumes exist for deletion Report error

Active files exist but

O .
N attributes do not match

Active files exist Report error

Volumnes do not -
exist Files exist but are marked None
for deletion -
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File data from server storage, which includes file space del  tions and

authorization rules. You can request that file data be exported in any of the

following groupings of files:

- Active and inactive versions of backed up fi 2c 2 files, and
space-managed files

~ Active versions of backed up files, archive copies of files, and space-managed
tiles

— Active and inactive versions of backed up files

— Active versions of backed up files

~ Archive copies of files

- _ace-managed files

Exporting Restrictions

Restrictions for exporting data are as follows:

You can export information from an earlier version of Tivoli Storage Manager to
a later one, but not from a later version to an earlier.

Data exported from a server at version 4.1.2 or later with Unicode support
cannot be imported to a server at an earlier version.

You cannot export nodes of type NAS. Export processing will exclude these
nodes.

—2ciding What Information to «port

Your decision on what information to export depends on why you are exporting
that information:

To balance the work load across servers. For example, when many client nodes
access the same server, users c | for c inication paths, server resources,
and tape mounts during a restore or retrieve operation.

To relieve a server of some work load and improve its performance, you may

want to take one or all of the following actions:

- Move a group of client nodes to a target server

— Move policy definitions associated with these client nodes

— Move administrator definitions for administrators who manage these client
nodes

To copy information to a second cerver (the target server), use the EXPORT
NODE, EXPORT POLICY, and E... ... .._ _AIN commands.

When you complete the import, you can delete file spaces, client nodes, policy
objects, scheduling objects and administrators from the source server. This will
reduce contention for server resources.

To copy data for the purpose of installing a new server, use the EXPORT
SERVER command.

Note: Because results could be unpredictable, ensure that expiration, migration,

backup, or archive processes are not running when the EXPORT NODE
command is issued.

Deciding When to Export

When you issue an EXPORT command, the operation runs as a background

process. This process allows you to continue perform’

R S P N

addition, users can continue to back up, archive, mig il
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If you choose to perform an export operation during normal working hours, be
aware that administrators can change server definitions and users may modify files
that are in server storage.

When you export to sequential media, administrators or users may modify data
shortly after it has been exported, then the information copied to tape may not be
consistent with data stored on the source server. If you want to export an exact

| = rin-time copy of server control information, you can prevent administrative
and other client nodes from accessing the server. See “Preventing Administre e
Clients from Accessing the Server” and “Preventing Client Nodes from Accessing
the Server”.

When you export directly to another server, administrators or users may mo« y
data shortly after it has been exported. You can decide to merge file spaces, 1
incremental export, or prevent administrative and other client nodes from
accessing the server. See:

+ “Options to Consider Before Exporting” on page 516
+ “Preventing Client Nodes from Accessing the Server”
= “Preventing Administrative Clients from Accessing the Server”

Preventing Administrative Clients from Accessing the Server
Administrators can change administrator, policy, or client node definitions during
an export process. To prevent administrators from modifying these definitions, you
can lock out administrator access to the server and cancel any administrative
sessions before issuing an EXPORT command. After the export process is complete,
unlock administrator access.

For more information on canceling sessions, see “Canceling an IBM Tivoli Stc  ze
Manager Session” on page 284. For more information on locking or unlocking
administrators from the server, see “Locking and Unlocking Administrators fi a
the Server” on page 292.

Preventing Client Nodes from Accessing the Server

If client node information is exported while that client is backing up, archiving, or
migrating files, the latest file copies for the client may not be exported to tape. To
prevent users from accessing the server during export operations, cancel existing
client sessions as described in “Canceling an IBM Tivoli Storage Manager Ses: n”
on page 284. Then you can do one of the following:

» Disable server access to prevent client nodes from accessing the server, as
described in “Disabling or Enabling Access to the Server” on page 286.

This option is useful when you export all client node information from the
source server and want to prevent all client nodes from accessing the server.

* Lock out particular client nodes from server access, as described in “Locking
and Unlocking Client Nodes” on page 264.

This option is useful when you export a subset of client node information from
the source server and want to prevent particular client nodes from accessing the
server until the export operation is complete.

After the export operation is complete, allow client nodes to access the server

again by:

*» Enabling the server, as described in “Disabling or Enabling Access to the Server”
on page 286

» Unlocking client nodes, as described in “Locking and Unlocking Client Nodes”
on page 264

Chapter 21. Exporting and Importing Data 1
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file space, TCP/IP address, and TCP/IP port, then the imported ba up
object becomes the new active copy, and the active copy on the target
server is made inactive. Tivoli Storage Manager expires this inactive
version based on the number of versions that are allowed in policy.

* If the imported backup object has an earlier (less recent) insert date 1an
an active copy of an object on the target server with the same node, file
space, TCP/IP address, TCP/IP port, then the imported backup object is
inserted as an inactive version.

* If there are no active versions of an object with the same node, file
space, TCP/IP address, and TCP/IP port on the target server, and t
imported object has the same node, file space, TCP/IP address, and
TCP/IP port as the versions, then:

— An imported active object with a later insert date than the most recent
inactive copy will become the active version of the file.

— An imported active object with an earlier insert date than the most
recent inactive copy will be imported as an inactive version of the file

* Any imported inactive objects will be imported as other inactive
versions of the object.

Space Managed Objects
If the imported node’s space-managed object has the same external ot :t
ID, that is unique to each space managed object, already exists on the
target server then the imported object is skipped. Otherwise, the
space-managed object is imported.

The number of objects imported and skipped is displayed with the final statis s
for the import operation. See “Querying the Activity Log for Export or Import
Information” on page 536 for more information.

Incremental Export

The system administrator can limit the file data exported to objects that were
stored on the server on or after the date and time specified. For Tivoli Storage
Manager servers at version 5.1 or higher, you can use the FROMDATE and
FROMTIME parameters to export data based on the date and time the file was
originally stored in the server. The FROMDATE and FROMTIME parameters « ly
apply to ™ user file ' ‘a; these parameters have no effect on other exporte
information such as policy. If clients continue to back up to the originating server
while their data is being moved to a new server, you can move the backup data
that was stored on the originating server after the export operation was initiated.
This option is available when you issue an EXPORT SERVER or EXPORT NO
command.

Replace Definitions

You can specify whether definitions (not file data) are replaced on the target s ser.
If duplicate definitions exist on the target server, they can be replaced with the
imported definitions. Alternatively, you can have the server skip duplicate
definitions. For more information, see “Determining Whether to Replace Existing
Definitions” on page 527. This option is available when you issue any of the
EXPORT commands.

Preparing to Export to Another Server for Inmediate Import

When you export data to another server on the network, the export results in an
immediate import on the target server. You can export data to a Tivoli Storage

A wa T b LnA YA VAR ULL VR LAULVLT WULD WIS ULV VY LLLE.
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1. Opens a session with the target server.
2. Authenticates with the administrator’s user ID and password.

3. Starts the equivalent of an I” 7 ORT process.

Before you export data to another server on the network, do the following:

* Install Tivoli Storage Manager on the target server. This includes defining disk
space for the database and recovery log, and defining initial server storage. For
more information, refer to Quick Start.

* C  ider setting up enterprise configuration for the target server so you can
distribute consistent backup and archive policies to the target server. For details,
see Chapter 20, “Working with a Network of IBM Tivoli Storage Manager
Servers”, on page 467.

* Use the DEFINE SERVER command to define the name of the target server or
the originating server. For more information, see “Setting Up Communications
Among Servers” on page 472.

* Ensure that the administrator that issues the export command is defined w1th

the same administrator name and password on the target server, and ° 1oa
authority on the target server.

Previewing Results of an Export Operation for Inmedia Import
When you export data to another server, you can use the PREVIEWIMPORT

option to determine how much data will be transferred without actually moving \
any data. When PREVIEWIMPORT=NO, the export operation is performed, and

the data is immediately imported to the target server. This option is available when
you issue any EXPORT L.

Issue each EXPORT <« nand with PREVIEWIMPORT=YES to determine which
objects and how much data will be copied to the target server. Use this information
to determine how much storage pool space is required on the target server. The
server sends the messages to the server console and to the activity log for each
operation:

To determine how much space is required to export all server data, enter:

export server filedata=all previewimport=yes

After you issue this command, the server starts a background process and a
messag” ~ivnilar tn tha F"HOWiI’IgI

( EXPORT SERVER started as Process 4 )

You can view the preview results on the server console or by querying the activity
log.

You can request information about the background process, as described in
“Requesting Information about an Export or Import Process” on page 535. If
necessary, you can cancel an export or import process, as described in “Canceling
Server Processes” on page 396.

Directing Import Messages to an Output File

The information generated by the validation process can help you define a storage
hierarchy that supports the storage destinations cur

data.
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You can direct import messages to an output file to capture any error messages

that are detected during the import process. Do this by starting an administrative

client session in console mode before you invoke the import command.

For example, to direct messages to an output file named IMPSERV.OUT, enter:

> dsmadmc -consolemode -outfile=impserv.out

Monitoring the Server-to-Server Export Process

You can view the export and import process in two ways:

* You can view information about a process that is running on the server con le
or from an administrative client running in console mode.

* After a process has completed, you can query the activity log for status

information from the server console or from an administrative client running in
batch or interactive mode.

» The process first builds a list of what is to be exported. The process can
therefore be running for some time before any data is transferred.

e Watch for mount messages, because the server might request mounts of volumes
that are not in the library. Check-in of volumes may be required.

* The connection between the servers might time-out. You may need to adjust the
COMMTIMEOQUT and IDLETIMEOUT server options on one or both servers.

Exporting Administrator Information to Another Server

When you issue the EXPORT ADMIN command, the server exports administrator
definitions. Each administrator definition includes:

» Administrator name, password, and contact information
* Any administrative privilege classes the administrator has been granted
¢ Whether the administrator ID is locked from server access

You can specify a list of administrator names, or you can export all administrator
names.

The following example exports all the administrator definitions to the target server
defined as OTHERSERVER. It allows you to preview the export without actual
exporting the data for immediate import.

export admin * toserver=otherserver previewimport=yes

You can preview the result on the server console or by querying the activity log.

Exporting Client Node Information to Another Server

When you issue the EXPORT NODE command, the server exports client node
definitions. Each client node definition includes:

* User ID, password, and contact information
* Name of the policy domain to which the client is assigned
* File compression status

* Whether the user has the authority to delete backed up or archived files from
server storage

* Whether the client node ID is locked from server access

You can also specify whether to export file data. File data includes file space
definitions and authorization rules. You can request that file data be exported in
any of the following groupings of files:

Chapter 21. Exporting and Importing Data L
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+ Use the EXPORT or IMPORT command with the PREVIEW parameter to verify Q\)’
what data will be moved

*+ Prepare sequential media for exporting and importing data

Using Preview before Exporting or importing Data

You can specify PREVIEW=YES on the EXPORT and IMPORT commands to
generate a report that shows how much data will be transferred without actu y
moving any data. When PREVIEW=NO, the export or import operation is
performed.

Issue each EXPORT or IMPORT command with PREVIEW=YES to determine
which objects and how much data will be moved. The server sends the following
types of messages to the server console and to the activity log for each operation:

Export Reports the types of objects, number of objects, and number of bytes  at
would be copied to sequential media volumes. Use this information to
determine how many sequential media volumes you will need.

Import
Reports the number and types of objects found on the sequential media
volumes that meet your import specifications. Also reports information
about any detected problems, such as corrupted data. Use this inforr ion
to determine which data to move to the server and to determine if you
have enough storage pool space allocated on the server. >

To determine how much space is required to export all server data, enter:
export server filedata=all preview=yes

After you issue this command, the server starts a background process and iss s a
message similar to the following:

GXPORT SERVER started as Process 4 )

You can view the preview results on the server console or by querying the activity
log.

You can request information about the background process, as described in
“Requesting Information about an Export or Import Process” on page 535. If
necessary, you can cancel an export or import process, as described in “Cance g
Server Processes” on page 396.

Planning for Sequential Media Used to Export Data

To export data, you must specify a device class that supports sequential media and
identify the volumes that will be used to store the exported data. Use this sec n
to help you select the device classes and prepare sequential media volumes.

Selecting a Device Class: You can query the source and target servers to select a
device class on each server that supports the same device type. If you cannot find
a device class on each server that supports a matching device type, define a new
device class for a device type that is available to both servers. See Chapter 8,
“Defining Device Classes”, on page 163.

Notes:

1. If the mount limit for the device class selected is reached when you request an

ovrnrt (that ic i€ A1l tha Awivran mwa loccmed gL oo o -

ue export. W
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2. You can export data to a storage mnnl on another server by specifying a device
class whose device type is 7} r details, see “Using Virtual Volumes to
Store Data on Another Server” on page 505.

Estimating the Number of Removable Media Volumes to Label: To estimate the
number of tapes or optical disks needed to store export data, divide the number of
bytes to be moved by the estimated capacity of a volume.

For example, cartridge system tape volumes used with 3490 tape devices have an
estimated capacity of 360MB. If the preview shows that you need to transfer
720MB of data, label at least two tape volumes before you export the data.

Using Scratch Media: The server allows you to use scratch media to ensure that
you have sufficient space to store all export data. If you use scratch media, record
the label names and the order in which they were mounted. Or, use the
USEDVOLUMELIST parameter on the export command to create a file containing
the list of volumes used.

Labeling Removable Media Volumes: During an import process, you must
specify the order in which volumes will be mounted. This order must match the
order in which tapes or optical disks were mounted during the export process. To
ensure that tapes or optical disks are mounted in the correct order, label tapes or
optical disks with information that identifies the order in which they are mounted
during the import process. For example, label tapes as DSM001, DSM002, DSM003,
and so on.

When you export data, record the date and time for each labeled volume. Store
this information in a safe location, because you will need the information when
you import the data. Or, if you used the USEDVOLUMELIST parameter on the
export command, save the resulting file. This file can be used on the import
command volumes parameter.

. orting Tasks

IBM Tivoli Storage

You can export all server control information or a subset of server control
information by specifying one or more of the following export commands:

¢ EXPORT ADMIN
 EXPC..INC_J

» EXPORT POLICY
* EXPORT SERVER

When you export data, you must specify the device class to which export data will
be written. You must also list the volumes in the order in which they are to be
mounted when the data is imported. See “Labeling Removable Media Volumes”
for information on labeling tape volumes.

You can specify the USEDVOLUMELIST parameter to indicate the name of a file
where a list of volumes used in a successful export operation will be stored. If the
specified file is created without errors, it can be used as input to the IMPORT
command on the VOLUMENAMES=FILE:filename parameter. This file will contain

comment lines with the date and time the export was done, and the command
icctiad tn rreats the ovnnrt
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volume name, the file is skipped, and a scratch file is allocated. To use e
same volume name, delete the volume entry from the volume history file.

Exporting Administrator Information
When you issue the EXPORT ADMIN command, the server exports administrator
definitions. Each administrator definition includes:

* Administrator name, password, and contact information
+ Any administrative privilege classes the administrator has been granted
» Whether the administrator ID is locked from server access

You can specify a list of administrator names, or you can export all administrator
names.

In the following example, definitions for the DAVEHIL and PENNER admini ator
IDs will be exported to the DSM001 tape volume, which the TAPECLASS device
class supports. Do not allow any scratch media to be used during this export
process. To issue this command, enter:

export admin davehil,penner devclass=tapeclass
volumenames=dsm@@1 scratch=no

Exporting Client Node Information
When you issue the EXPORT NODE command, the server exports client node

definitions. Each client node definition includes:

* User ID, password, and contact information

* Name of the policy domain to which the client is assigned
¢ File compression status

* Whether the user has the authority to delete backed up or archived files from
server storage '

* Whether the client node ID is locked from server access

You can also specify whether to export file data. File data includes file space
definitions and authorization rules. You can request that file data be exported .
any of the following groupings of files:

 Active and inactive versions of backed up files, archive copies of files, and
space-managed files

* Active versions of backed up files, archive copies of files, and space-managed
files

+ Active and inactive versions of backed up files
» Active versions of backed up files

* Archive copies of files

* Space-managed files

When client file data is exported, the server copies files to export volumes in the
order of their physical location in server storage. This process minimizes the
number of mounts that are required during the export process.

If you do not specify that you want to export file data, then the server only exports
client node definitions.

For example, suppose that you want to do the following;:

* Export definitions for client nodes and file spaces in the ENGPOLDOM policy
domain
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» Schedule definitions and client node associations N S
- File space definitions W\ Q
¢ File space authorization rules -

* Backed up, archived, and space-managed files

Importing Data from Sequential Media Volumes

Before you import data to a new target server, you must:

1. Install Tivoli Storage Manager for the target server. This step includes defining
disk space for the database and recovery log.

For information on installing Tivoli Storage Manager, see Quick Start.
2. Define server storage for the target server.

Because each server operating system handles devices differently, server s age
definitions are not exported. Therefore, you must define initial server storage
for the target server. The target server must at least be able to use a drive that
is compatible with the export media. This task can include defining libraries,
drives, device classes, storage pools, and volumes. See the Administrator’s Guide
that applies to the target server.

After Tivoli Storage Manager is installed and set up on the target server, a sys m
administrator can import all server control information or a subset of server
control information by specifying one or more of the following import commi Is:

* IMPORT ADMIN
* IMPORT NODE

* IMPORT POLICY
* IMPORT SERVER

This section guides you through the entire process of importing all server control
information and file data from tape volumes to a new target server. This proc
includes:

¢ Previewing information before you import data

* Importing definitions

* Tailoring server storage definitions on the target server

* Importing file data

After you understand how to import server control information and file data
information, you can import any subset of data to the target server.

Options to Consider Before Importing
The following sections describe options to consider before you import data fro
sequential media.

Merge File Spaces: You can merge imported client backup, archive, and
space-managed files into existing file spaces, and automatically skip duplicate =2s
that may exist in the target file space on the server. Optionally, you can have: v
file spaces created. If you do not want to merge file spaces, see “Understanding
How Duplicate File Spaces Are Handled” on page 531.

Choosing to merge file spaces allows you to restart a cancelled import operation
since files that were previously imported can be skipped in the subsequent import
operation.

\
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Determining Whether to Replace Existing Definitions: By using the
REPLACEDEFS parameter with the IMPORT command, you can specify whether
to replace existing definitions on the target server when Tivoli Storage Manager
encounters an object with the same name during the import process.

For example, if a definition exists for the ENGPOLDOM policy domain on the
target server before you import policy definitions, then you must specify
REPLACEDEFS=YES to replace the existing definition with the data from the
export tape.

Definitions that can be replaced include administrator, client node, policy, or
schedule definitions. The default is to not replace existing definitions on the target
server.

Deciding Whether to Use a Relative Date When Importing File Data: When you
import file data, you can keep the original creation date for backup versions i 1
archive copies, or you can specify that the server use an adjusted date.

iIf you want to keep the original dates set for backup versions and archive copies,
use DATES=ABSOLUTE, which is the default. If you use the absolute value, any
files whose retention period has passed will be expired shortly after they are
imported to the target server.

When you specify a relative date, the dates of the file versions are adjusted to the
date of import on the target server. This is helpful when you export from a server
that is in a different time zone than the target server.

Step 1: Previewing Information before You Import Data

Before you import any data to the target server, preview each IMPORT comn d
to determine what data you want to import to the target server. You can imp  all
or a subset of export data from tapes.

When you set PREVIEW=YES, tape operators must mount export tape volumes so
that the target server can calculate the statistics for the preview.

For example, to preview information for the IMPORT SERVER command, enter:
import server devclass=tapeclass preview=yes

volumenames=dsm@01,dsm002,dsmo03,dsmE04

Figure 78 on page 528 shows an example of the messages sent to the server console
and the activity log.
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A _ data trom server SERV1
exported 05/07/1996 12:39:48.

ANRO6391 IMPORT SERVER: Processing domain ENGPOLDOM.

ANRO640I IMPORT SERVER: Processing policy set ACTIVE in policy domain
ENGPOLDOM.

ANRO6401 IMPORT SERVER: Processing policy set STANDARD in policy domain
ENGPOLDOM.

ANRO6411 IMPORT SERVER: Processing management class STANDARD in domain
ENGPOLDOM, set ACTIVE.

ANRO6411 IMPORT SERVER: Processing management class MCENG in domain
ENGPOLDOM, set STANDARD.

ANRO6411 IMPORT SERVER: Processing management class STANDARD in domain
ENGPOLDOM, set STANDARD.

ANRO6431 IMPORT SERVER: Processing archive copy group in domain

ENGPOLDOM, set ACTIVE, management class STANDARD.

ANRO6431 IMPORT SERVER: Processing archive copy group in domain ENGPOLDOM,
set STANDARD, management class MCENG.

ANRO6431 IMPORT SERVER: Processing archive copy group in domain ENGPOLDOM,
set STANDARD, management class STANDARD.

ANRO6421 IMPORT SERVER: Processing backup copy group in domain ENGPOLDOM,
set ACTIVE, management class STANDARD.

ANRO6421 IMPORT SERVER: Processing backup copy group in domain ENGPOLDOM,
set STANDARD, management class MCENG.

ANRO6421 IMPORT SERVER: Processing backup copy group in domain ENGPOLDOM,
set STANDARD, management class STANDARD.

ANRO6381 IMPORT SERVER: Processing administrator DAVEHIL.

ANRO6381 IMPORT SERVER: Processing administrator PENNER.

ANRO6351 IMPORT SERVER: Processing node TOMC.

ANRO6361 IMPORT SERVER: Processing file space 0S2 for node TOMC as file
space 0S1.

ANRO636I IMPORT SERVER: Processing file space DRIVED for node TOMC as file
space DRIVEL.

ANRO6361 IMPORT SERVER: Processing file space 052VDISK for node TOMC as file
space 0S2VDIS1.

ANR13651 Import volume DSMOO1 closed {end reached).

ANR13631 Import volume DSMOO2 opened (sequence number 2).

ANR13651 Import volume DSMPO2 closed (end reached).

ANR1363I Import volume DSMAO3 opened (sequence number 3).

ANR13651 Import volume DSMBO3 closed (end reached).

ANR1363I Tmnart yolume DSMOO4 opened (sequence number 4).

ANR1225] vol DSMOAA rlosed {end reached).

AN 71 _ SERVER: Pro ing eted successfully.

ANRO6201 IMPORT SERVER: Copied 1 domain(s).

ANRO6211 IMPORT SERVER: Copied 2 policy set(s).

ANRO6221 IMPORT SERVER: Copied 2 management class(es).

ANRO623I IMPORT SERVER: Copied 6 copy group(s).
2
1
3

(;NR0407I Session 3 started for administrator SERVER_CONSOLE (Server).

ANRO6251 IMPORT SERVER: Copied 2 administrator(s).

ANRO6261 IMPORT SERVER: Copied 1 node definition(s).

ANRO6271 IMPORT SERVER: Copied 3 file space(s), 0 archive file(s) and 462
backup file(s).

ANRO6291 IMPORT SERVER: Copied 8856358 bytes of data.

Figure 78. Sample Report Created by Issuing Preview for an Import Server Command

Use the value reported for the total number of bytes copied to estimate storage
pool space needed to store imported file data.

For example, Figure 78 shows that 8 856 358 bytes of data will be imported. Ensure
that you have at least 8 856 358 bytes of available space in the backup storage
pools defined to the server. You can use the QUERY STGPOOL and QUERY
VOLUME commands to determine how much space is available in ™

storage hierarchy.

addition, the preview report shows that 0 archive files and 462 t
be imported. Because backup data is being imported, ensure that y
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sufficient space in the backup storage pools used to store this backup data. See
“Step 3: Tailoring Server Storage Definitions on the Target Server” on page 530 for
information on identifying storage pools on the target server.

For information on specifying the PREVIEW parameter, see “Using Preview before
Exporting or Importing Data” on page 521. For information on reviewing the
results of a preview operation, see “Monitoring Export and Import Processes” on
page 534.

Step 2: Importing Definitions

Next, you want to import server control information, which includes:

* Administrator definitions

* Client node definitions

* Policy domain, policy set, management class, and copy group definitions
* Schedule definitions and client node associations

However, do not import file data at this time, because some storage pools named
in the copy group definitions may not exist yet on the target server.

Before you import server control information, do the following:

* Read and understand the following information:
— “Determining Whether to Replace Existing Definitions” on page 527
~ “Understanding How the Server Imports Active Policy Sets”

* Start an administrative client session in console mode to capture import
messages to an output file. See “Directing Import Messages to an Output File”
on page 530.

Then import the server control information from specified tape volumes. See
“Importing Server Control Information” on page 530.

Understanding How the Server Imports Active Policy Sets: When the server
imports policy definitions, the following objects are imported to the target server:

e Policy domain definitions

+ Policy set definitions, including the ACTIVE policy set

* Management class definitions

* Backup copy group definitions

* Archive copy group definitions

* Schedule definitions defined for each policy domain

* Client node associations, if the client node definition exists on the target ser

If the server encounters a policy set named ACTIVE on the tape volume during the
import process, it uses a temporary policy set named $$ACTIVE$$ to import tl
active policy set.

After $$ACTIVES$$ is imported to the target server, the server activates this policy
set. During the activation process, the server validates the policy set by examining
the management class and copy group definitions. If any of the following
conditions occur, the server issues warning messages during validation:

* The storage destinations specified in the backup and archive copy groups do not
refer to defined storage pools.

* The default man  ment class does not contain a bac! €
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* The current ACTIVE policy set contains management ' s names that are not
defined in the policy set to be activated.

*+ The current ACTIVE policy set contains copy group names that are not defined
in the policy set to be activated.

After each $3ACTIVESS$ policy set has been activated, the server deletes that
$SACTIVESS policy set from the target server. To view information about active
policy on the target server, you can use the following commands:

* QUERY COPYGROU?P
* QUERY DOMAIN

* QUERY MGMTCLASS
* QUERY POLICYSET

Results from issuing the QUERY DOMAIN command show the activated policy set
as $$ACTIVESS$. The $$ACTIVES$ name shows you that the policy set which is
currently activated for this domain is the policy set that was active at the time the
export was performed.

Directing Import Messages to an Output File: The information generated by the
validation process can help you define a storage hierarchy that supports the
storage destinations currently defined in the import data.

You ¢ direct import messages to an output file to capture any error messages
that are detected during the import process. Do this by starting an administrative
c ion in console mode before you invoke the import command.

For ex )le, to direct messages to an output file named IMPSERV.OUT, enter:
> dsmadmc -consolemode -outfile=impserv.out '

Importing Server Control Information: Now you are ready to import the server
control information. Based on the information generated during the preview
operation, you know that all definition information has been stored on the first
tape volume named DSMO001. Specify that this tape volume can be read by a
device belonging to the TAPECLASS device class.

From an administrative client session or from the server console, enter:

impart server filedata=none devclass=tapeclass volumenames=dsm001

Step 3: Tailoring Server Storage Definitions on the Target Server
After you import definition information, use the reports generated by the import
process to help you tailor storage for the target server.

To tailor server storage definitions on the target server, complete the following

steps:

1. Identify any storage destinations specified in copy groups and management
classes that do not match defined storage pools:

* If the policy definitions you imported included an ACTIVE policy set, that
policy set is validated and activated on the target server. Error messages
generated during validation include whether any management classes or
copy groups refer to storage pools that do not exist on the tar- - -~—-=~ V-
have a copy of these messages in a file if you directed console
an ot it file as rt 0
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* Query management class and copy group definitions to compare the st 1ge
destinations specified with the names of existing storage pools on the target
server.

To request detailed reports for all management classes, backup copy groups,
and archive copy groups in the ACTIVE policy set, enter these commands:

query mgmtclass * active * format=detailed
query copygroup * active * standard type=backup format=detailed
query copygroup * active * standard type=archive format=detailed

2. If storage " sti  lo for management clasc and copy groups in the AC VE
policy set refer to storage pools that are not defined, do one of the follow

* Define storage pools that match the storage destination names for the
management classes and copy groups, as described in “Defining or Updating

Primary Storage Pools” on page 182.

* Change the storage destinations for the management classes and copy
groups. Do the following:
a. Copy the ACTIVE policy set to another policy set
b. Modify the storage destinations of management classes and copy gr ps
in that policy set, as required
C. Activate the new policy set

For information on copying policy sets, see “Defining and Updating a Policy
Set” on page 319.

Depending on the amount of client file data that you expect to import, you may
want to examine the storage hierarchy to ensure that sufficient storage space is
available. Storage pools specified as storage destinations by management classes
and copy groups may fill up with data. For example, you may need to define
additional storage pools to which data can migrate from the initial storage
destinations.

Step 4: Importing File Data Information

After you have defined the appropriate storage hierarchy on the target server, >u

can import file data from the tape volumes. File data includes file space definitions

and authorization rules. You can request that file data be imported in any of the

following groupings:

* Active and inactive versions of backed up files, archive copies of files, and
space-managed files

* Active versions of backed up files, archive copies of files, and space-managed
files

* Active and inactive versions of backed up files
*+ Active versions of backed up files

* Archive copies of files

* Space-managed files

Before you import file data information:
» Understand how the server handles duplicate file space names

* Decide whether to keep the original creation date for backup versions and
archive copies or to import file data using an adjusted date

Understanding How Duplicate File Spaces Are Handled: When the server
imports file data information, it imports any file spaces belonging to each spe "“=d
client node. If a file space definition already exists on the target server for the
node, the server does not replace the existing file space name.
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Specifies that only active versions of backed up files, archive copies of files,
and space-managed files are imported to the target server

Spacemanaged
Specifies that only files that have been migrated from a user’s local file
system (space-managed files) are imported

For example, suppose you want to import all backup versions of files, archive
copies of files, and space-managed files to the target server. You do not want to
replace any existing server control information during this import operation.
Specify the four tape volumes that were identified during the preview operation.
These tape volumes can be read by any device in the TAPECLASS device class. To
issue this command, enter:

import server filedata=all replacedefs=no
devclass=tapeclass volumenames=dsm@81,dsm002,dsm063,dsmo04

You can limit the import to nodes that were assigned to specific policy domains on
the source server. For example, suppose you exported from the source server the
data for all nodes in all domains. To import to the target server the data only -
nodes that were in the ENGDOM on the source server, enter this command:

import node filedata=all domains=engdom devclass=tapeclass
volumenames=dsm@01,dsm002,dsm03,dsmo04

If the ENGDOM policy domain exists on the target server, the imported nodes are
assigned to that domain. If ENGDOM does not exist on the target server, the
imported nodes are assigned to the STANDARD policy domain.

If you do not specify a domain on the IMPORT NODE command, the imported
node is assigned to the STANDARD policy domain.

Importing Subsets of Information
You can use an import command to copy a subset of the information from export

tapes to the target server. For example, if a tape was created with EXPORT
SERVER, you can import only node information from the tape by using IMPORT
NODE.

While the server allows you to issue any import command, data cannot be
imported to the server if it has not been exported to tape. For example, if a tape is
created with the EXPORT POLICY command, an IMPORT NODE command will
not find any data on the tape because node information is not a subset of policy
information.

Table 37 on page 534 shows the commands you can use to import a subset of
exported information to a target server.
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+ The process first builds a list of what is to be exported. The process can \\ QD}‘
therefore be running for some time before any data is transferred. ‘

* Watch for mount messages, because the server might request mounts of volumes
that are not in the library. Check-in of volumes may be required.

Requesting Information about an Export or Import Process

After you issue an EXPORT or IMPORT command, the server starts a background
pro i, assigns a process ID to the operation, and displays the process ID when
the operation starts.

You can query an export or import process by specifying the process ID nun
For example, to request information about the EXPORT SERVER operation, which
started as process 4, enter:

query process 4

If you issue a preview version of an EXPORT or IMPORT command and then
query the process, the server reports the types of objects to be copied, the number
of objects to be copied, and the number of bytes to be copied.

When you export or import data and then query the process, the server displavs
the number and types of objects copied so far, and the total number of bytes  at
have been transferred, along with information on any media mount requests  at
may be outstanding for the process.

For information on querying background processes, see “Requesting Information
about Server Processes” on page 441.

Viewing Information from the Server Console

When you issue an IMPORT or EXPORT command, either from the server console
or from an administrative client, information is displayed on the server cons:
Figure 79 on page 536 shows an example of the information that is displayed after
issuing an EXPORT SERVER command.

n
W)
"\
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ANRO639I EXPORT SERVER: Processing domain ENGPOLDOM.

ANROB4OI EXPORT SERVER: Processing policy set ACTIVE in policy domain
ENGPOLDOM.

ANROB4OI EXPORT SERVER: Processing policy set STANDARD in policy domain
ENGPOLDOM.

ANRO6411 EXPORT SERVER: Processing management class STANDARD in domain
ENGPOLDOM, set ACTIVE.

ANRO6411 EXPORT SERVER: Processing management class STANDARD in domain
ENGPOLDOM, set STANDARD.

ANRO6431 EXPORT SERVER: Processing archive copy group in domain
ENGPOLDOM, set STANDARD, management class ACTIVE.

ANROG6431 EXPORT SERVER: Processing archive copy group in domain
ENGPOLDOM, set STANDARD, management class STANDARD.

ANRO6431 EXPORT SERVER: Processing backup copy group in domain
ENGPOLDOM, set STANDARD, management class ACTIVE.

ANRO6431 EXPORT SERVER: Processing backup copy group in domain
ENGPOLDOM, set STANDARD, management ciass STANDARD.

ANRO6Q4I EXPORT SERVER: No schedules were found in policy domain * for
exporting.

ANRO635I EXPORT SERVER: Processing node TOMC.

ANRO6O5I EXPORT SERVER: No schedule associations were found in

policy domain = for exporting.

ANRO6371 EXPORT SERVER: Processing file space DRIVED for node TOMC.
ANRO637I EXPORT SERVER: Processing file space 0S2 for node TOMC.
ANRO6371 EXPORT SERVER: Processing file spac~ "S2VDISK for node TOMC.
ANRO617I EXPORT SERVER: Processing completed ccessfully.

ANRO620I EXPORT SERVER: Copied 1 domain(s).

ANRO621I EXPORT SERVER: Copied 2 policy set(s).

ANR06221 EXPORT SERVER: Copied 2 management class(es).

ANRO6231 EXPORT SERVER: Copied 4 copy group(s).

ANRO6261 EXPORT SERVER: Copied 1 node definition(s).

ANRO6271 EXPORT SERVER: Copied 3 file space(s), 16 archive file(s)

and 0 backup file(s).

ANRO6291 EXPORT SERVER: Copied 3045632 bytes of data.

Figure 79. Sample Export Server Output

V__ it _ Information from an Administrative CI' 1t

Use the console mode from an administrative client to monitor export or import
operations or to capture processing messages to an output file. For example, to
start an administrative session in console mode, enter:

> dsmadmc -consolemode

While the system is runni console mode, you cannot enter any administrative
commands from the client session. You can, however, start another administrative
client session for entering commands (for example, QUERY PROCESS) if you are
using a multitasking workstation, such as AIX.

If you want the server to write all terminal ocutput to a file, specify the OUTFILE
option with a destination. For example, to write output to the SAVE.OUT file,
enter:

> dsmadmc -consolemode -outfile=save.out

For information about using the CONSOLE mode option and ending an
administrative session in console mode, see Administrator’s Reference.

Querying the Activity Log for Export or Import info

After an export or import process has completed, you can query

ip :
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To minimize processing time when querying the activity log for export or import
information, restrict the search by specifying EXPORT or IMPORT in the SE: CH
parameter of the QUERY ACTLOG command.

For example, to determine how much data will be moved after issuing the preview
version of the EXPORT SERVER command, query the activity log by entering:

query actlog search=export

Figure 80 displays a sample activity log report.

(Bate/Time Message

07/03/2002 10:50:28 ANRG610I EXPORT SERVER started by ADMIN as

process 1.

07/03/2002 10:50:28 ANRO6391 EXPORT SERVER: Processing domain ENGPQLDOM.
07/03/2002 10:50:28 ANRO640I EXPORT SERVER: Processing policy set

ACTIVE in policy domain ENGPOLDOM.

07/03/2002 10:50:28 ANRO640G1 EXPORT SERVER: Processing policy set

STANDARD in policy domain ENGPOLDOM.

07/03/2002 10:50:29 ANRG641I EXPORT SERVER: Processing management class
STANDARD in domain ENGPOLDOM, set ACTIVE.

07/03/2002 10:50:29 ANRD641I EXPORT SERVER: Processing management class
STANDARD in domain ENGPOLDOM, set STANDARD.

07/03/2002 10:50:29 ANRO6431 EXPORT SERVER: Processing archive copy

group in domain ENGPOLDOM, set STANDARD, management class ACTIVE.

07/03/2002 10:50:29 ANRO6431 EXPORT SERVER: Processing archive copy

group in domain ENGPOLDOM, set STANDARD, management class STANDARD.
07/03/2002 10:50:29 ANRO6421 EXPORT SERVER: Processing backup copy

group in domain ENGPOLDOM, set STANDARD, management class ACTIVE.

07/03/2002 10:50:29 ANR06421 EXPORT SERVER: Processing backup copy

group in domain ENGPOLDOM, set STANDARD, management class STANDARD.
07/03/2002 10:50:29 ANRO6G4I EXPORT SERVER: No schedules were found in policy
domain * for exporting.

07/03/2002 10:50:29 ANR0635I EXPORT SERVER: Processing node TOMC.

07/03/2002 18:50:29 ANRO6O5SI EXPORT SERVER: No schedule associations were
found in policy domain * for exporting.

07/03/2002 10:50:29 ANRO6371 EXPORT SERVER: Processing file space DRIVED for
node TOMC.

07/03/2002 10:50:29 ANRO6371 EXPORT SERVER: Processing file space 0S2 for node
TOMC.

07/03/2002 10:50:29 ANRD6371 EXPORT SERVER: Processing file space 0S2VDISK for
node TOMC.

07/03/2002 10:56:32 ANRG6171 EXPORT SERVER: Processing completed successfully.
07/03/2002 10:50:32 ANRG620I EXPORT SERVER: Copied 1 domain(s).

07/03/2002 10:50:32 ANRO6211 EXPORT SERVER: Copied 2 policy set(s).
07/03/2002 10:50:32 ANRG6221 EXPORT SERVER: Copied 2 management class(es).
07/03/2002 10:50:32 ANRO623I EXPORT SERVER: Copied 4 copy group(s).
07/03/2002 10:50:32 ANRO6261 EXPORT SERVER: Copied 1 node definition(s).
07/03/2002 10:50:32 ANRO6271 EXPORT SERVER: Copied 3 file space(s),

16 export file(s) and 0 backup file(s).

07/03/2002 10:50:32 ANR06291 EXPORT SERVER: Copied 3045632 bytes of data.
07/03/2002 10:50:32 ANRO611I EXPORT SERVER started by ADMIN as

Lfrocess 1 has ended.

Figure 80. Sample Activity Log Report on Exported Data

Exporting and Importing Data from Virtual Volumes

You can do all the EXPORT and IMPORT operations described in the previous
sequential media sections to virtual volumes. For more information, see “Exp  ing
and Importing Data Using Sequential Media Volumes” on page 520.

- Data stored as virtual volumes appear to be sequential storage pool volumes on

the source server, but are actually stored as archive files on another server. Th e
archive files can be in random or sequential access storage pools. The EXPORT and
IMPORT commands are id al to those previously shown except that the device
class specified in the commands must have a device type of SERVER. For details
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about how to configure your server to export to or import from virtual volumes,
see “Using Virtual Volumes to Store Data on Another Server” on page 505.
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Chapter 22. Protecting and Recovering Your Server

Failure or loss of the database, the recovery log, or storage pools can cause loss of
client data. This chapter describes how you protect your server and, if necessary,
recover your server.

Note: The term tape refers to any kind of sequential access, removable media
unless otherwise indicated.

See the following sections:

Concepts:

“Levels of Protection” on page 542

“Storage Pool Protection: An Overview” on page 542

“Database and Recovery Log Protection: An Overview” on page 543

“Snapshot Database Protection” on page 546

“Choosing Where to Enable Data Validation” on page 575

Protecting Data: \

“Mirroring the Database and Recovery Log” on page 546

“Backing Up Storage Pools” on page 549
“Backing Up the Database” on page 553

“Data Validation During Audit Volume Processing” on page 574

Recovering Data:

“Recovering Your Server Using Database and Storage Pool Backups” on page 563

“Restoring Your Server Using Mirrored Volumes” on page 570

“Restoring Storage Pool Volumes” on page 570

“Auditing a Storage Pool Volume” on page 572

“Correcting Damaged Files” on page 580

] “Restoring a Library Manager Database” on page 586 ‘

“Restoring a Library Client Database” on page 587

Scenarios:

“Backup and Recovery Scenarios” on page 581

In this chapter, most examples illustrate how to perform tasks by using a Tivoli
Storage Manager command-line interface. For information about the commanc
see Administrator’s Reference, or issue the HELP command from the command @ e
of an Tivoli Storage Manager administrative client.

Tivoli Storage Manager tasks can also be performed from the administrative Web
interface. For more information about using the administrative interface, see ¢k
Start.
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Separating Disk Volume Copies On Separate Physical Disk W
D When Mirroring the Database and Recovery Log

By separating volume copies on different physical devices, you protect the server
from media failure and increase the availability of the database and recovery log. If
you cannot assign each volume copy to its own physical disk, allocate them as
shown in Table 38.

A& o
/g',

I Table 38. Separating Volume Copies

| Physical Disk Database Volume Recovery Log Volume

| Physical Disk 1 Database volume copy 1 Recovery log volume copy 3
! Physical Disk 2 Database volume copy 2 Recovery log volume copy 1
| Physical Disk 3 Database volume copy 3 Recovery log volume copy 2

Mirrored volumes must have at least the same capacity as the original volumes.

Defining Database or Recovery Log Mirrored Volume Copie

To mirror the database or recovery log, define a volume copy for each volume in
the database or recovery log.

For example, the database consists of five volumes named VOL1, VOL2, VOL3,
VOL4, and VOL5. To mirror the database, you must have five volumes that r ch
the original volumes in size. Figure 81 shows a mirrored database in which
VOL1-VOLS5 are mirrored by VOLA-VOLE.

Figure 81. Mirrored Volumes

Use the DSMFMT command to format the space. For example, to format VOL  a
25MB database volume, enter:

./dsmfmt -m -db vola 25

Then define the group of mirrored volumes. For example, you might enter the
following commands:

define dbcopy voll vola
define dbcopy vol2 volb
define dbcopy vol3 volc
define dbcopy vol4 vold

define dbcopy vol5 vole
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Primary storage pools should be backed up each day to the same copy storage
pool. Backing up to the s : copy storage pool ensures that files do not need to be
recopied if they have migrated to the next pool.

For example, to back up the ARCHIVEPOOL primary storage pool to the
DISASTER-RECOVERY copy storage pool, enter:

backup stgpool archivepool disaster-recovery maxprocess=4

The only files backed up to the DISASTER-RECOVERY pool are files for which a
copy does not already exist in the copy storage pool.

Note: To back up a primary storage pool, the DATAFORMAT must be NATIVE or
NONBLOCK.

The command example above uses four parallel processes to perform an
incremental backup of the primary storage pool to the copy storage pool
(MAXPROCESS=4). Set the MAXPROCESS parameter in the BACKUP STGPOOL
command to the number of mount points or drives that can be dedicated to this
operation.

' 0000 )00O0OONOOOO _

Because the backup copies are made incrementally, you can cancel the backup
process. Reissuing the BACKUP STGPOOL command lets the backup continue .
frc  the spot the backup was canceled.

You can back up multiple primary storage pools to one copy storage pool. If
multiple copies are necessary, you can also back up a primary storage pool to
multiple copy storage pools. However, you should back up the entire primary
storage pool hierarchy to the same copy storage pool for easier management of
storage volumes. See “Using Multiple Copy Storage Pools” on page 552.

)00 @

See the following sections:
“Scheduling Storage Pool Backups” on page 551
“Example: Simple Hierarchy with One Copy Storage Pool” on pag 351
“Using Simultaneous Write to Copy Storage Pools” on page 552

“Usit  Multiple Copy Storage Pools” on page ! ._
“Delaying Reuse of Volumes for Recovery Purposes” on page 553

For recovery scenarios that use backed-up copies of storage pools, see “Recovering
to a Point-in-Time from a Disaster” on page 583 and “Recovering a Lost or ‘
Damaged Storage Pool Volume” on page 585.

Notes:

1. Backing up storage pools requires an additional 200 bytes of space in the
database for each file copy. As more files are added to the copy storage pools,
reevaluate your database size requirements.

2. If a copy is to be made in a copy storage pool and a copy already exists with
the same insertion date, no action is taken.

3. When a disk storage pool is backed up, cached files (copies of files that remain
on disk after being migrated to the next storage pool) are not bacl

4. Files in a copy storage pool do not migrate to another storage poc

5. After a file is copied to a copy storage pool, the file might be dele

primary storage pool. When an incremental backup of the primary
occurs, the file is then deleted from the copy storage pool.
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For the best protection, primary storage pools should be backed up regularly,
preferably each day. You can define schedules to begin backups of files in the
primary storage pools. For example, to back up the BACKUPPOOL,
ARCHIVEPOOL, and TAPEPOOL storage pools every night, schedule the
following commands:

backup stgpool backuppool disaster-recovery maxprocess=4

backup stgpool archivepool disaster-recovery maxprocess=4

backup stgpool tapepool disaster-recovery maxprocess=4

l See Chapter 17, “Automating Server Operations”, on page 401 for information
| about scheduling commands.

If you schedule storage pool backups and migrations and have enough disk

storage, you can copy most files from the disk storage pool before they are

migrated to tape and thus avoid unnecessary tape mounts. Here is the sequence:

1. Clients back up or archive data to disk

2. You issue or schedule BACKUP STGPOOL commands to back up the primary
storage pools to copy storage pools

3. Data migrates from disk storage pools to primary tape storage pools

Example: Simple Hierarchy with One Copy Storage Pool
Assume that you have two primary storage pools: one random access storage pool
(DISKPOOL) and one tape storage pool (TAPEPOOL, with device class
TAPECLASS). Files stored in DISKPOOL are migrated to TAPEPOOL. You want to
back up the files in both primary storage pools to a copy storage pool.

-w W W w

To schedule daily incremental backups of the primary storage pools, do the
following:

1. Define a copy storage pool called COPYPOOL, with the same device class as
TAPEPOOL, by issuing the following command:

) define stgpool copypool tapeclass pooltype=copy maxscratch=50
)
)
)

Notes:
a. Because scratch volumes are allowed in this copy storage pool, you do 1
need to define volumes for the pool.
. b. All storage volumes in COPYPOOL are located onsite.

2. Perform the initial backup of the primary storage pools by issuing the
following commands:

backup stgpool diskpool copypool maxprocess=2
backup stgpool tapepool copypool maxprocess=2

)

) 3. Define schedules to automatically run the commands for backing up the

) primary storage pools. The commands to schedule are those that you issuec 1
step 2.

)

)

To minimize tape mounts, back up the disk storage pool first, then the tape
storage pool.

) For more information about scheduling, see Chapter 17, “Automating Server
) Operations”, on page 401.
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N §§ Using Simultaneous Write to Copy Storage Pools _

! You can set up a primary storage pool so that when a client backs up, archives,
I migrates a file, the file is written to the primary storage pool and is simultaneously
[ stored into each copy storage pool specified for the primary storage pool.

| Use of the simultaneous write function is not intended to replace regular backups
! of storage pools. If you use the function to simultaneously write to copy storage

| pools, ensure that the copy of each primary storage pool is complete by regular

[ issuing the BACKUP STGPOOL command. See “Simultaneous Write to a Prima

[ Storage Pool and Copy Storage Pools” on page 187.

Using Multiple Copy Storage Pools

I

| Occasionally, when Tivoli Storage Manager restores data, there is some duplication
[ of restored files. This can occur if primary volumes are not available, and Tivoli

| Storage Manager does not have a complete copy storage pool from which to

I perform the restore. Then, Tivoli Storage Manager must use volumes from multiple
[ copy storage pools to restore the data. This process can result in duplicate data

I being restored. To prevent this duplication, keep one complete set of copy storage

I pools available to the server, or ensure that only one copy storage pool has an

| access of read /write during the restore operation.

Duplication of restored files only occurs when these conditions exist:

* Primary volumes are unavailable or offsite.

* Copy storage pools do not contain all of the files that are in the primary stora

|
|
| * Multiple copy storage pools are available.
[
J pools.

[ The following example explains this scenario:

[ The primary storage pool Main contains volumes Mainl, Main2, and Main3.
| * Mainl contains files Filell1, File12, Filel3
| * Main2 contains files Filel4, Filel5, Filel6
! * Main3 contains files Filel7, Filel8, Filel19

[ The copy storage pool DuplicateA contains volumes DupAl, DupA2, and DupA3.
| * DupAl contains copies of Filell, Filel2

! * DupA2 contains copies of Filel3, Filel4

I * DupA3 contains copies of Filel), Filel6, Filel7, Filel8 (Filel9 is missing because
!

f

BACKUYP STGPOOL was run on the primary pool before the primary pool
contained File 19.)

! The copy storage pool DuplicateB contains volumes DupB1 and DupB2.
| * DupBl contains copies of Filell, Filel2
| « DupB2 contains copies of Filel3, Filel4, Filel5, Filel6, Filel7, Filel8, File19

If you have not designated copy storage pool DuplicateB as the only copy storage
pool to have read/write access for the restore operation, then Tivoli Storage
Manager can choose the copy storage pool DuplicateA, and use volumes DupAl,
DupA2, and DupA3. Because copy storage pool DuplicateA does not include file
File19, Tivoli Storage Manager would then use volume DupB2 from the copy
storage pool DuplicateB. The program does not track the restoration of individual
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Correcting Damaged Files

A data error, which results in a file being unreadable, can be caused by such things
as a tape deteriorating or being overwritten or by a drive needing cleaning. If a
data error is detected when a client tries to restore, retrieve, or recall a file or
during a volume audit, the file is marked as damaged. If the same file is stored in
other copy storage pools, the status of those file copies is not changed.

If a client tries to access a damaged file and an undamaged copy is available on an
onsite copy storage pool volume, the server sends the user the undamaged copy.

Files that are marked as damaged cannot be:

* Moved by migration, reclamation, or the MOVE DATA command

* Backed up during a BACKUP STGPOOL operation if the primary file is
damaged

* Restored during a RESTORE STGPOOL or RESTORE VOLUME operation if the
backup copy in a copy storage pool is damaged

Maintaining the Integrity of Files
To maintain the data integrity of user files, you can:
1. Detect damaged files before the users do.
The AUDIT VOLUME command marks a file as damaged if a read error is

detected for the file. If an undamaged copy is in an onsite copy storage pool, it
is used to provide client access to the file. See “Data Validation During Audit

Volume Processing” on page 574.

2. Reset the damaged status of files if the error that caused the change to
damaged status was temporary.

You can use the AUDIT VOLUME command to correct situations when files are

marked damaged due to a temporary hardware problem, such as a dirty tape

head. The server resets the damaged status of files if the volume in which the
files are stored is audited and no read errors are detected.
3. Correct files that are marked as damaged.

If a primary file copy is marked as damaged and a usable copy exists in a copy

storage pool, the primary file can be corrected using the RESTORE VOLUME

RESTORE STGPOOL command. For an example, see “Restoring Damaged

Files”.

4. Regularly run commands to identify files that are marked as damaged:

* The RESTORE STGPOOL command displays the name of each volume in t
restored storage pool that contains one or more damaged primary files. Use
this command with the preview option to identify primary volumes with
damaged files without actually performing the restore operation.

* The QUERY CONTENT command with the DAMAGED option lets you
display damaged files on a specific volume.

For an example of how to use these commands, see “Restoring Damaged Files”.

Restoring Damaged Files

If you use copy storage pools, you can restore damaged client files. You can also
check storage pools for damaged files and restore the files. This section explains
how to restore damaged files based on the scenario in “Example: Simple Hierarcl
with One Copy Storage Pool” on page 551.

/
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Table 40. Defaults for the Disaster Recovery Plan File (continued)

Recovery instructions
prefix

You can specify a prefix for the names of the recovery instructions source files in the
recovery plan file.

The default at installation: For a description of how DRM determines the default
prefix, see the INSTRPREFIX parameter of the PREPARE command section in the
Administrator’s Reference or enter HELP PREPARE from admir  -ative client command

line.
To set a default: SET DRMINSTRPREFIX
For example, to specify the prefix as /u/recovery/plans/rpp, enter:

set drminstrprefix /u/recovery/plans/rpp

The disaster recovery plan file will include, for example, the following file:
/u/recovery/plans/rpp.RECOVERY.INSTRUCTIONS.GENERAL

To override the default: The INSTRPREFIX parameter with the PREPARE commar

Prefix for the recovery plan
file

You can specify a prefix to the path name of the recovery plan file. DRM uses this
prefix to identify the location of the recovery plan file and to generate the macros and
script file names included in the RECOVERY.SCRIPT.DISASTER.RECOVERY.MODE
and RECOVERY.SCRIPTNORMAL.MODERECOVERY.DRMODE and

RECOVERY.NMODE stanzas.

The default at installation: For a description of how DRM determines the default
prefix, see the PLANPREFIX parameter of the PREPARE command section in the
Administrator’s Reference or enter HELP PREPARE from administrative client command

Line.
To change the default: SET DRMPLANPREFIX

For example, to specify the prefix as /u/server/recoveryplans/, enter:

set drmplanprefix /u/server/recoveryplans/

The disaster recovery plan file name created by PREPARE processing will be in the
following format:
/u/server/recoveryplans/20000603.013030

To override the default: The PLANPREFIX parameter with the PREPARE command

The disaster recovery plan
expiration period

You can set the numbers of days after creation that a disaster recovery plan file stored
on a target server expires. After the number of days has elapsed, all recovery plan
files that meet both of the following conditions are eligible for expiration:

* The last recovery plan associated with the database series is older than the set
number of days.
* The recovery plan file is not associated with the most recent backup series.

The default at installation: 60 days
To change the default: SET DRMRPFEXPIREDAYS

For example, to change the time to 90 days, enter:

set drmrpfexpiredays 90

Specifyi;n.g Defaults for Offsite Recovery Media Management

The following table describes how to set defaults for offsite recovery media
management.
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\\?‘ %;g’ Server Machine
1. Specify server machine information:
Issue the DEFINE MACHINE command. with ADSMSERVER=YES. For
example, to define machine MACH22 in building 021, 2nd floor, in room 2929,
with a priority of 1, enter:
define machine tsml adsmserver=yes priarity=1

Client Machines

2. Specify the client node location and business priority:
Issue the DEFINE MACHINE command. For example, to define machine
MACH?22 in building 021, 2nd floor, in room 2929, with a priority of 1, enter:
define machine mach22 building=021 floor=2 room=2929 priority=1

3. Associate one or more client nodes with a machine:
Issue the DEFINE MACHNODEASSOCIATION command. Use this associatic
information to identify client nodes on machines that were destroyed. You
should restore the file spaces associated with these nodes. For example, to
associate node CAMPBELL with machine MACH?22, enter:

define machnodeassociation mach22 campbell

To query machine definitions, issue the QUERY MACHINE command. See the

example, in “Client Recovery Scenario” on page 612.

4. To add machine characteristics and recovery instructions to the database, issue
the INSERT MACHINE command. You must first query the operating system
to identify the characteristics for your client machine. You can add the
information manually or use an awk script. A sample program is shipped witt
DRM.

* Add information manually:
The following partial output is from a query on an AIX client machine.

--1 Host Name: mach22 with 256 MB Memory Card
- 256 MB Memory Card

--4 Operating System: AIX Version 4 Release 3

-- Hardware Address: 10:00:5x:aB8:6a:46

Specify characteristics and recovery instructions one line at a time with
separate INSERT MACHINE commands:

— To save the first line (Host Name: mach22 with 256 MB Memory Card) as
line 1 and to save the fourth line (Operating System: AIX Version 4
Release 3) as line 2 for machine MACH?2?2, issue the following commands:

insert machine mach2Z2 1 characteristics="Host Name: mach22 with
256 MB Memory Card"

insert machine mach22 2 characteristics="Operating System:
AIX Version 4 Release 3"

~ To specify recovery instructions for your client machine, issue the
following command:

insert machine mach22 1 -
recoveryinstructions="Recaver this machine for accounts
recejvable dept."

* Add Information Using an Awk Script
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5.
6.
7.

copy storage pool volumes, the record in the database is deleted.
copy storage pool volumes, the access is updated to read /write.

\ 'y Mana¢ ' Daily Tasks

narizes the use of DRM during routine operations and during

se DRM
Ensure the device configuration and volume history files exist.
Back up the storage pools.
Do a full backup the database (for example, a database snapshot
backup).
Define site-specific server recovery instructions.
Describe priority client machines.
Generate the disaster recovery plan.

Daily Preparation Operations
Day 1

PUrONSY DAL=

O =g

6.

7.

Back up client files.

Back up the primary storage pools.

Back up the database (for example, a database snapshot backup).
Mark the backup volumes as unavailable to Tivoli Storage Manager.
Send the backup volumes and disaster recovery plan file to the vault.

Generate the disaster recos

ay 2

Back up client files

Back up the primary storage pools.

Back up the database (for example, a database snapshot backup).
Mark the backup volumes as unavailable to Tivoli Storage Manager.
Send the backup volumes and disaster recovery plan file to the vault.
Generate the disaster recovery plan.

ay 3

Automatic storage pool reclamation processing occurs.

Back up client files.

Back up the primary storage pools.

Back up the database (for example, a database snapshot backup).

Send the backup volumes and a list of expired volumes to be reclaimed
to the vault.

The vault acknowledges receipt of the volumes sent on the previous
day.

Generate the disaster recovery plan.

Disaster and Recovery
Day 4

The server and the client machines are destroyed.

b wn -

Restore the server using the latest recovery plan.
Identify the top priority client nodes at the disaster sil
Restore client machine files from the copy storage poc
Restore the primary storage pools.

Move database backup and copy storage pool volume

A
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The vol = records for the tapes that were in the o
are deleted from the database. The MOVE DRMEDIA command also generateré“

the CHECKIN LIBVOL command for each tape processed in the file

Jdrm/ch
checkin 1libvol Tibauto tapefl status=scratch
checkin Tibvol Tibauto ta status=scratch

Note: An administrator can run the MACRO command by specifying
/drm/checkin.libvol.
> dsmadmc -id=xxxxx -pa=yyyyyy MACRO /drm/checkin.libvol

10. The courier takes the database and storage pool backup tapes, the recovery
plan diskette, and the list of volumes to return from the vault.

11. Call the vault and verify that the backup tapes arrived and are secure, and
that the tapes to be ret d to the site have been given to the courier.

12. Set the location of the volumes sent to the vault:
move drmedia * wherestate=courier
13. Set the location of the volumes given to the courier by the vault:

move drmedia * wherestate=vaultretrieve

Recovering From a Disaster

This section provides an overview of the tasks involved in recovering the server
and clients. It also presents scenarios of both procedures.

Recovering the Server: Here are guidelines for recovering your server:

1. Obtain the latest disaster recovery plan file.

2. Break out the file to view, update, print, or run as macros or scripts (for
example, batch programs or batch files).

Obtain the backup voli s fr ‘he vault.

Locate a suitable replacement machine.

Restore an AIX  1ge to your replacement machine.

Review the RECOVERY.SCRIPT.DISASTER.RECOVERY.MODE
RECOVERY.SCRIPTNORMAL.MODE scripts because they are important for
restoring the server to a point where clients can be recovered (see “Disaster

Recovery Mode Stanza” on page 626).

o 0w

_.2covering the Clients: To recover clients, do the following;:
1. Get the following information by querying the recovered database:
» Client machines that have been defined to Tivoli Storage Manager, along

with their location and restore priority value
* The location of the boot recovery media
* Specific recovery instructions for the machine
* Hardware requirements for the machine
2. With this information restore the client machines.

Server Recovery Scenario

Here is the procedure for a complete recovery of the server after :
destroyed it. In this example virtual volumes are not used. The st
performed by the onsite administrator unless otherwise indicated.
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begin SERVER.REQUIREMENTS
Database Requirements Summary :

Available Space (MB): 20

Assigned Capacity (MB): 20

Pct. Utilization: 2.2

Maximum Pct. Utilization: 2.2
Physical Volumes: 2

Recovery Log Requirements Summary:

Available Space (MB): 20
Assigned Capacity (MB): 20
Pct. Utilization: 4.4
Maximum Pct. Utilization: 4.8
Physical Volumes: 2
Server Executable Location: fusr/tivoli/tsm/server/bin
end SERVER.REQUIREMENTS

Figure 91. Server Requirements Stanza

Recovery Instructions Stanzas

The administrator enters recovery instructions into source files that the PREPARE
command includes in the plan files. See “Specifying Recovery Instructions for Your
Site” on page 594 for details.

Note: In the following descriptions, prefix represents the prefix portion of the file
name. See “Specifying Defaults for the Disaster Recovery Plan File” on
page 590 for details.

RECOVERY.INSTRUCTION S.GENERAL

Identifies site-specific instructions that the administrator has entered in the file
identified by prefix RECOVERY.INSTRUCTIONS.GENERAL. The instructions
should include the recovery strategy, key contact names, an overview of key
applications backed up by this server, and other relevant recovery instructions.

begin RECOVERY.INSTRUCTIONS.GENERAL

This server contains the backup and archive data for FileRight Company
accounts receivable system. It also is used by various end users in the
finance and materials distribution organizations.
The storage administrator in charge of this server is Jane Doe 004-001-0006.
If a disaster is declared, here is the outline of steps that must be completed.
1. Determine the recovery site. Our alternate recovery site vendor is IBM
BRS in Tampa, F1, USA 213-000-0007.
2. Get the list of required recovery volumes from this recovery plan file
and contact our offsite vault so that they can start pulling the
volumes for transfer to the recovery site.
3. etc...

RECOVERY. INSTRUCTIONS . GENERAL

Figure 92. Recovery Instructions General Stanza

RECOVERY.INSTRUCTIONS.OFFSITE

Contains instructions that the administrator has entered in the f; dentified by
prefix RECOVERY.INSTRUCTIONS.OFFSITE. The instructions should include the
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begin RECOVERY.SCRIPT.DISASTER.RECOVERY.MODE script

#1/bin/ksh
set -x

# Purpose: This script contains the steps required to recover the server
# to the point where client restore requests can be satisfied

# directly from available copy storage pool volumes.

# Note: This script assumes that all volumes necessary for the restore have
# been retrieved from the vault and are available. This script assumes

# the recovery environment is compatible (essentially the same) as the

# origipal. Any deviations require modification to this script and the

# macros and shell scripts it runs. Alternatively, you can use this

# script as a guide, and manually execute each step.

if [ -z "$1" -0 -z "$2" -0 -z "$3" ]
then
print "Specify the following positional parameters:"
print “administrative client ID, password, and server ID."
print "Script stopped.”
exit
fi
# Set the server working directory
cd /usr/tivoli/tsm/server/bin

# Restore server options, volume history, device configuration files.

cp /prepare/DSMSERV.OPT.FILE \
Jusr/tivoli/tsm/server/bindsmserv.optx

cp /prepare/VOLUME.HISTORY.FILE \
Jusr/tivoli/tsm/server/binvolhistory.txtx

cp /prepare/DEVICE.CONFIGURATION.FILE \
Jusr/tivoli/tsm/server/bindevconfig.txtx

export DSMSERV_CONFIG=/usr/tivoli/tsm/server/bindsmserv.optx

\?xport DSMSERV_DIR=/opt/adsmserv/bin

Figure 97. Disaster Recovery Mode Script (Part 1 of 2)
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~ Y Begin Batch Request
The format of the Begin Batch Request is:
BEGIN BATCH

Format of the external program response:
BEGIN BATCH COMPLETE, RESULT=resultCode

where:

resultCode
One of the following:
*+ SUCCESS
« INT AL_ERRC

End Batch Request

The End Batch Request is sent by Tivoli Storage Manager to indicate that no more
requests are to be sent by the external library manager for the current process. The
external agent must send the End Batch Response and end by using the stdlib exit

routine.

The format of the End Batch Request is:
END BATCH

Format of the external program response:
END BATCH COMPLETE, RESULT=resultCode

where:

resultCode
One of the following:
* SUCCESS
+ INTERNAL_ERROR

Volume Query Request

The format of the Volume Query Request is:
QUERY libraryname volume

where:

libraryname
Specifies the name of the EXTERNAL library as defined to Tivoli Storage

Manager.
volume
Specifies the volume name to be queried.

Format of the external program response:
QUERY libraryname volume COMPLETE, STATUS=statusVolue, RESULT=resultCode

where:

libraryname
Specifies the name of the EXTERNAL library as defined to Tivoli Storage ¢,

Manager. ,
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* TIMED_OUT
* INTERNAL_ERROR

If resultCode is not SUCCESS, the exit must return statusValue set to UNDEFINED.
If resultCode is SUCCESS, STATUS must be one of the following values:

+ IN_LIBRARY

* NOT_IN_LIBRARY

IN_LIBRARY means that the volume is currently in the library and available to be
mounted.

NOT_IN_LIBRARY means that the volume is not currently in the library.

Initialization Requests

When the server is started, the server sends an initialization request to the external
:dia management program for each EXTERNAL library. The external program
must process this request to ensure that the external program is present, functional,

and ready to process requests. If the initialization request is successful, Tivoli
Storage Manager informs its operators that the external program reported its
readiness for operations. Otherwise, Tivoli Storage Manager reports a failure to its

operators.

Tivoli Storage Manager does not att  any other type of operation with that
library until an initialization request has succeeded. The server sends an
initialization request first. If the initialization is successful, the request is sent. If the
initialization is not successful, the request fails. The external media management
program can detect whether the initialization request is being sent by itself or with
another request by detecting end-of-file on the stdin stream. W “of 7T s
detected, the external program must end by using the stdlib exit routine (not the

return call).

When a valid response is sent by the external program, the external program must
end by using the exit routine.

Format of the request:
INITIALIZE libraryname

AAL2nad b TicrAls

where libraryname is the name of the EXTERNAL library as
Storage Manager.

Format of the external program response:
INITIALIZE librarynaome COMPLETE, RESULT=resultcode

where:

Appendix A. External Medie

\









/// /1 ~, ,‘}

15997, 8

Format of the request:

MOUNT libraryname volname accessmode devicetypes timelimit userid
volumenumber 'location’

where:

libraryname
Specifies the name of the EXTERNAL library as defined to Tivoli Storage

Manager.

volname
Specifies the actual volume name if the request is for an existing volume. If a

scratch mount is requested, the volname is set to SCRTCH.

accessmode
Specifies the access mode required for the volume. Possible values are

READONLY and READWRITE.

devicetypes
Specifies a list of device types that can be used to satisfy the request for the
volume and the FORMAT specified in the device class. The most preferred
device type is first in the list. Items are separated by commas, with no
intervening spaces. Possible values are:
* 3480
* 3480XF
* 3490E
* 3570
+ 3590
+ 3590E
+ 3590H
* 4MM_DDS1
* 4MM_DDSIC
* 4MM_DDS2
* 4MM_DDs2C
* 4MM_DDS3
* 4MM_DDS3C
¢ 4MM_DD54
* 4MM_DDS4C
+ 4MM_HP_DDS4
+ 4MM_HP_DDS54C
+ 8MM_8200
+ 8MM_8205
* 8MM._8500
* 8MM_8500C
+ 8MM_8900
+ SMM_AIT
* SMM_AITC
* SMM_ELIANT
* SMM_M2
+ DLT1
* DLT_2000
* DLT_4000
« DLT_7000
« DLT_8000
* SDLT
* SDLT320
+ DTF2 /

- DTF /‘)
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+ OPT_WORM_650MB
*+ OPT_WORM_1300MB
+ OPT_WORM_2600MB
+ OPT_WORM_5200MB
* OPT_WORM_9100MB
* OPT_WORM12_5600MB
* OPT_WORM12_12000MB
* OPT_WORM14_14800MB
* QIC_12GBC
* QIC_20GBC
¢ QIC_25GBC
* QIC_30GBC
* QIC_50GBC
* QIC_IBM1000
> QIC_525
* QIC_5010C
* REMOVABLEFILE
* STK_9490
e STK_9840
s STK_9940
* STK_9940B
* STK _9840_VOLSAFE
« STK_9940_VOLSAFE
* STK_9940B_VOLSAFE
* STK_SD3
timelimit
Specifies the maximum number of minutes that the server waits for the
volume to be mounted. If the mount request is not completed within this time,
the external manager responds with the result code TIMED_OUT.

userid
Specifies the user ID of the process that needs access to the drive.

volumenumber
For non-optical media, the volumenumber is 1. For optical media, the

volumenumber is 1 for side A, 2 for side B.

"location’
Specifies the value of the location field from the Tivoli Storage Manager

inventory (for example, 'Room 617 Floor 2’). One blank chazi
between the volume number and the left single quotation m
information. If no location information is associated with a v
passed to the exit. If no volume information exists, the singl
are not passed. Also, if volume information is passed, then |
volume has been ejected from the library and needs to be re
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where:

libraryname
Specifies the name of the EXTERNAL library as defined to Tivoli Storage

Manager.

volname
Specifies the name of the volume dismounted.

resultcode
One of the following:
* SUCCESS
* DRIVE_ERROR
* LIBRARY_ERROR
+ INTERNAL_ERROR

Appendix A. External Media Management Interface

653












658

DateTime timeStamp; /* timestamp for event data. */
uchar serverName[MAX_SERVERNAME_LENGTH+1]; /+ server name */
uchar  nodeName[MAX_NODE_LENGTH+1]; /* Node name for session */
uchar commMethod [MAX_COMMNAME_LENGTH+1]; /% communication method  */
uchar ownerName [MAX_OWNER_LENGTH+1] ; /* owner */
uchar h1Address[MAX_HL_ADDRESS+1]; /* high-level address */
uchar 11Address [MAX_LL_ADDRESS+1]; /= Tlow-level address */
uchar  schedName[MAX_SCHED_LENGTH+1]; /* schedule name if applicablex/
uchar domainName [MAX_DOMAIN_LENGTH+1]; /* domain name for node */
uchar event [MAX_MSGTEXT_LENGTH]; /* event text */

} elEventRecvData;

/************************************

x Size of the Event data structure =*
************************************/

#define ELEVENTRECVDATA_SIZE sizeof(elEventRecvData)

/*************************************

* User Exit EventNumber for Exiting *
*************************************/

#define USEREXIT_END_EVENTNUM 1822 /* Only user-exit receiver to exitx/
#define END_ALL_RECEIVER_EVENTNUM 1823 /* A1l receivers told to exit =/

/**************************************

***x Do not modify above this line. *xx
**************************************/

[Hxxdkkkrkkkkkkkxxxkxxxx Additional Declarations FEEEKKERKHFRHARRFA KKK KR R*K [

#endif

Figure 118. Sample User Exit Declarations (Part 3 of 3)
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/**************************************

*** Do not modify above this Tine. »*=
**************************************/

if{ ( eventData->eventNum == USEREXIT_END_EVENTNUM )|
( eventData->eventNum == END_ALL RECEIVER_EVENTNUM ) )

{
/* Server says to end this user-exit. Perform any cleanup, *
* but do NOT exit() 1!!! */
return;
}
/* Field Access: eventData->.... */
/* Your code here ... */

/* Be aware that certain function calls are process-wide and can cause
synchronization of all threads running under the TSM Server process!
Among these is the system() function call. Use of this call can
cause the server process to hang and otherwise affect performance.
Also avoid any functions that are not thread-safe. Consult your
system's programming reference material for more information.

VI . A I

*

return; /* For picky compilers =/
} /* End of adsmV3UserExit() =/

Figure 119. Sample User Exit Program (Part 2 of 2)

Readable Text File Exit (FILETEXTEXIT) Format

If you specify the readable text file exit (FILETEXTEXIT), each logged event is
written to a fixed-size, readable line. The following table presents the format of the
output. Fields are separated by blank spaces.

Table 44. Readable Text File Exit (FILETEXTEXIT) Format

Column Description

0001-0006 Event number (with leading zeros)
0008-0010 Severity code number

0012-0013 Application type number

0015-0023 Session ID number

0025-0027 Event structure version number
0029-0031 Event type number

0033-0046 Date/Time (YYYYMMDDDHHMmMSS)
0048-0111 Server name (right padded with spaces)
0113-0176 Node name

0178-0193 Communications method name
0195-0258 Owner name

0260-0323 High-level internet address (n.n.n.n)
0325-0356 Port number from high-level internet address
0358-0387 Schedule name

0389-0418 Domain name

0 20 t

N
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Licensees of this program who wish to have information about it for the
of enabling: (i) the exchange of information between independently creat
programs and other programs (including this one) and (ii) the mutual us
information which has been exchanged, should contact:

IBM Corporation
2Z4A/101

11400 Burnet Road
Austin, TX 78758 US.A.

Such information may be available, subject to appropriate terms and conditions,
including in some cases, payment of a fee.

The licensed program described in this information and all licensed material
available for it are provided by IBM under terms of the IBM Customer Agreement,
IBM International Program License Agreement, or any equivalent agreement
between us.

Information concerning non-IBM products was obtained from the suppliers of
those products, their published announcements or other publicly available sources.
IBM has not tested those products and cannot confirm the accuracy of
performance, compatibility or any other claims related to non-IBM products.
Questions on the capabilities of non-IBM products should be addressed to the
suppliers of those products.

This information contains examples of data and reports used in daily business
operations. To illustrate them as completely as possible, the examples include the
names of individuals, companies, brands, and products. All of these names are
fictitious and any similarity to the names and addresses used by an actual business
enterprise is entirely coincidental.

Programming Interface
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This publication is intended to help the customer plan for and manage the IBM
Tivoli Storage Manager server.

This publication also documents intended Programming Interfaces that allow the
customer to write programs to obtain the services of IBM Tivoli Storage Manager.
This information is identified where it occurs, either by an introductory statement
to a chapter or section or by the following marking:

l Programming interface information |

I End of Programming interface information I
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expiration of archived files. An archive copy group
belongs to a management class.

archive retention grace period. The number of days
that IBM Tivoli Storage Manager retains an archived

file when the server is unable to rebind the file to an
appropriate management class.

assigned capacity. The portion of available space that
can be used to store database or recovery log
information. See also available space.

associat (1) The defined relationship between a
client node and a client schedule. An association
identifies the name of a schedule, the name of the
policy domain to which the schedule belongs, and the
name of a client node that performs scheduled
operations. (2) On a configuration manager, the defined
relationship between a profile and an object such as a
policy domain. Profile associations define the
configuration information that will be distributed to a
managed server when it subscribes to the profile.

audit. To check for logical inconsistencies between
information that the server has and the actual condition
of the system. IBM Tivoli Storage Manager can audit
volumes, the database, libraries, and licenses. For
example, when IBM Tivoli Storage Manager audits a
volume, the server checks for inconsistencies between
information about backed-up or archived files stored in
the database and the actual data associated with each
backup version or archive copy in server storage.

authentication. The process of checking a user’s
password before allowing that user access to the server.
Authentication can be turned on or off by an
administrator with system privilege.

authority. The right granted to a user to perform tasks
with IBM Tivoli Storage Manager servers and clients.
See also privilege class.

autochanger. A small, multislot tape device that
automatically puts tape cartridges into tape drives. See
also library.

available space. The amount of space, in megabytes,
that is available to the database or the recovery log.
This space can be used to extend the capacity of the
database or the recovery log, or to provide sufficient
free space before a volume is deleted from the database

or the recovery log.

B

back up. To copy information to another location to
ensure against loss of data. In IBM Tivoli Storage
Manager, you can back up user files, the IBM Tivoli
Storage Manager database, and storage pools. Contrast
with restore. See also database backup series and
incremental ba
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backup-archive client. A program that runs or
workstation or file server and provides a means
users to back up, archive, restore, and retrieve f
Contrast with administrative client.

backup copy group. A policy object containing
attributes that control the generation, destinatio
expiration of backup versions of files. A backup
group belongs to a management class.

backup retention grace period. The number of
that IBM Tivoli Storage Manager retains a backt
version after the server is unable to rebind the f
appropriate management class.

backup set. A portable, consolidated group of
backup versions of files, generated for a backup
client.

backup version. A file that a user backed up tc
storage. More than one backup version of a file
exist in server storage, but only one backup vers
the active version. See also active version and ina:
version.

binding. The process of associating a file with :
management class name. See rebinding.

buffer pool. Temporary space used by the serv:
hold database or recovery log pages. See databas
pool and recovery log buffer pool.

C

cache. The process of leaving a duplicate copy «
random access media when the server migrates ¢
another storage pool in the hierarchy.

central scheduler. A function that allows an
administrator to schedule client operations and
administrative commands. The operations can be
scheduled to occur periodically or on a specific d
See client schedule and administrative command sche

client. A program running on a PC, workstation, file
server, LAN server, or mainframe that requests services
of another program, called the server. The following
types of clients can obtain services from an IBM Tivoli
Storage Manager server: administrative client,
application client, API client, backup-archive client, a
HSM client (also known as Tivoli Storage Manager for
Spac " ° )
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client node. A file server or workstation on which the
backup-archive client program has been installed, and
which has been registered to the server.

client node session. A period of time in which a client
node communicates with a server to perform backup,
restore, archive, retrieve, migrate, or recall requests.
Contrast with administrative session.

client options file. A file that a client can change,
containing a set of processing options that identify the
server, communication method, and options for backup,
archive, hierarchical storage management, and
scheduling. Also called the dsm.opt file.

client-polling scheduling mode. A dient/si r
communication technique where the client queries the
server for work. Contrast with server-prompted
scheduling mode.

client schedule. A database record that describes the
planned processing of a client operation during a
specific.  : period. The client operation can be a
backup, archive, restore, or retrieve operation, a client
operating system command, or a macro. See also
administrative command schedule.

client system options file. A file, used on UNIX
clients, taining a set of processing options that
identify the IBM Tivoli Storage Manager servers to be
contacted for services. This file also specifies
communication methods and options for backup,
archive, hierarchical storage management, and
scheduling. Also called the dsm.sys file. See also client
user options file.

client user options file. A user-created file, used on
UNIX clients, containing a set of processing options
that identify the server, communication method,
backup and archive options, space management
options, |sc  iling _ ions. Also called the dsm.opt

file. See also client system 6ptions file.

closed registration. A registration process in which
only an administrator can register workstations as
client nodes with the server. Contrast with open
registration.

collocation. The process of keeping all data belonging
to a single client node or a single client file space on a
minimal number of sequential-access volumes within a
storage pool. Collocation can reduce the number of
volumes that must be accessed when a large amount of
data must be restored.

compression. The process of saving storage space by

eliminating empty fields or unnecessary data in a file.
Yo TDAM Tihonli Qkarnas Manaooer comnression can occur

configuration manager. One IBM Tivoli Storage
Manager server that distributes configuration
information to other IBM Tivoli Storage Manager
servers (called managed servers) via profiles.
Configuration information can include policy and
schedules. See managed server and profile.

copy group. A policy object whose attributes control
how backup versions or archive copies are generated,
where backup versions or archive copies are initially
located, and when backup versions or archive copies
expire. A copy group belongs to a management class.
See also archive copy group, backup copy group, backup
version, and management class.

copy storage pool. A named set of vol  »s that
contains copies of files that reside in primary storage
pools. Copy storage pools are used only to back up the
data stored in primary storage pools. A copy storage
pool cannot be a destination for a backup copy group,
an archive copy group, or a management class (for
space-managed files). See primary storage pool and
destination.

D

damaged file. A physical file for which IBM Tivoli
Storage Manager has detected read errors.

database. A collection of information about all objects
managed by the server, including policy management
objects, users and administrators, and client nodes.

database backup series. One full backup of the
database, plus up to 32 incremental backups made
since that full backup. Each full backup that is run
starts a new database backup series. A backup series is
identified with a number.

database backup trigger. A set of criteria that defines
when and how database backups are run automatically.
The criteria determine how often the backup is run,
whether the backup is a full or incremental backup,
and where the backup is stored.

database buffer pool. Storage that is used as a cache
to allow database pages to remain in memory for long
periods of time, so that the server can make continuous
updates to pages without requiring input or output
(1/0) operations from external storage.

database snapshot. A complete backup of the entire
IBM Tivoli Storage Manager database to media that can
be taken off-site. When a database snapshot is created,
the current database backup series is not interrupted. A
database snapshot cannot have incremental database
backups associated with it. See also database backup
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directory to other objects. A library groups related
objects, and allows the user to find objects by name.

s

library client. An IBM Tivoli Storage Manager server
that uses server-to-server communication to access a
library that is managed by another IBM Tivoli Storage
Manager server. See also library manager.

library manager. An IBM Tivoli Storage Manager
server that controls device operations when multiple
IBM Tivc I- “\are a storage
device. T ( m ,
dismount, volume ownershup, and library inventory.
See also library client.

logical file. A file stored in one or more server storage
pools, either by itself or as part of an aggregate. See
also aggregate and physical file.

logical occupancy. The amount of space used by
logical files in a storage pool. This space does not
include the unused space created when logical files are
deleted from aggregates, so it might be less than the
physical occupancy. See also physical occupancy, physical
file, and logical file.

logical volume. (1) A portion of a physical volume
that contains a file system. (2) For the IBM Tivoli
Storage Manager server, the combined space on all
volumes for either the database or the recovery log.
The database is one logical volume, and the recovery
log is one logical volume.

low migration threshold. A percentage of the storage
pool capacity that specifies when the server can stop
the migration of files to the next storage pool. Contrast
with high migration threshold. See server migration.

M

macro file. A file that contains one or more IBM Tivoli
Storage Manager administrative commands, which can
be run only from an administrative client by using the
MACRO command. Contrast with IBM Tivoli Storage
Manager command script.

managed object. A definition in the database of a
managed server that was distributed to the managed
server by a configuration manager. When a managed
server subscribes to a profile, all objects associated with
that profile become managed objects in the database of
the managed server. In general, a managed object
cannot be modified locally on the managed server.
Objects can include policy, schedules, client options
sets, server scripts, administrator registrations, and
server and server group definitions.

managed server. An IBM Tivoli Storage Manager
server that receives configuration information from a
configuration manager via subscription to one or more
profiles. Configuration information can include
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definitions of obje
configuration mana

managed system.
services from the

management clas
to each file to spe
The management
group, an archive
attributes. The coj
ma 1p"
The space managg
the file is eligible
client to server stc
file is migrated. Si
binding, and rebinc

maximum extensi
of storage space, i
database or the re

maximum reducti
of storage space, i
database or the re

maximum utilizat
assigned capacity
log.

migrate. To move
another. See also ¢

mirroring. The p;
multiple disks at t.
against data loss w
log.

mode. A copy gr¢ R

to back up a file that has not been modified since the
last time the file was backed up. See modified and
absolute.

modified mode. A backup copy group mode that
specifies that a file is considered for incremental
backup only if it has changed since the last backup. A
file is considered changed if the date, size, owner, or
permissions have changed. See also mode. Contrast with
absolute mode.

mount. To place a data medium (such as a tape
cartridge) on a drive in a position to operate.

mount limit. A device class attribute that specifies the
maximum number of volumes that can be
simultaneously accessed from the same device class.
The mount limit determines the maximum number of
mount points. See mount point.

mount point. A logical drive through which the server
accesses volumes in a sequential access device class.
For a removable media device such as tape, a mount
point is a logical drive associated with a physical drive.
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the database, the recovery log, and server storage.
Authority can be restricted to certain storage pools. See

also privilege class.

stub file. A file that replaces the original file on a
client node when the file is migrated from the client
node to server storage by Tivoli Storage Manager for
Space Management.

subscription. The method by which a managed server
requests that it receive configuration information
associated with a particular profile on a configuration
manager. See managed server, configuration manager, and

profile.

system privilege class. A privilege class that allows an
administrator to issue all server commands. also
privilege class.

T

tape library. A term used to refer to a collection of
drives and tape cartridges. The tape library may be an
automated device that performs tape cartridge mounts
and demounts without operator intervention.

tape volume prefix. A device class attribute that is the
high-level-qualifier of the file name or the data set
name in the standard tape label.

target server. A server that can receive data sent from
another server. Contrast with source server. See also
virtual volumes.

UCS-2. An ISO/IEC 10646 encoding form, Universal
Character Set coded in 2 octets. The IBM Tivoli Storage
Manager client on Windows NT and Windows 2000
uses the UCS-2 code page when the client is enabled
for Unicode.

Unicode Standard. A universal character encoding
standard that supports the interchange, processing, and
display of text that is written in any of the languages of
the modern world. It can also support many classical
and historical texts and is continually being expanded.
The Unicode Standard is compatible with ISO/IEC
10646. For more information, see www.unicode.org.

UTF-8. Unicode transformation format - 8. A
byte-oriented encoding form specified by the Unicode
Standard.

\'

validate. To check a policy set for conditions that can

cause problems if that policy set becomes the active
nolicv set. For examnle. the validation process checks

!

class.
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version. A backup copy of a file stored in se:
storage. The most recent backup copy of a file
active version. Earlier copies of the same file ¢
inactive versions. The number of versions reta
the server is determined by the copy group at
in the management class.

virtual volume. An archive file on a target se.
represents a sequential media volume to a sou

volume. The basic unit of storage for the IBM
Storage Manager database, recovery log, and ¢
pools. A volume can be an LVM logical voluir
standard file system file, a tape cartridge, or a
cartridge. Each volume is identified by a uniq
volume identifier. See database volume, scratch 1
and storage pool volume.

volume history file. A file that contains information
about: volumes used for database backups and
database dumps; volumes used for export of
administrator, node, policy, or server data; and
sequential access storage pool volumes that have been
added, reused, or deleted. The information is a copy of
the same types of volume information in the IBM Tivoli
Storage Manager database. :
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administrative commands (continued)

DELETE DRIVE 159
DELETE EVENT 372
DELETE GRPMEMBER 505
DELETE LIBRARY 153
DELETE LOGVOLUME 432
DELETE MGMTCLASS 341
DELETE POLICYSET 341
DELETE PROFASSOCIATION 489
DELETE PROFILE 490
DELETE SCHEDULE 368
DET FTE QCRIPT 412

E P
DELETE STGPOOL 246
DELETE SUBSCRIBER 500
DELETE SUBSCRIPTION 490, 496
DELETE VOLHISTORY 557, 559
DELETE VOLUME 248
DISABLE EVENTS 452
DISABLE SESSIONS 286
DISMOUNT VOLUME 152
DSMFMT 188, 547
DSMSERV FORMAT 564
ENABLE EVENTS 452
ENABLE SESSIONS 286
END EVENTLOGGING 453
EXPIRE INVENTORY 330
EXPORT ADMIN 513
EXPORT NODE 522
EXPORT POLICY 522
EXPORT SERVER 522
EXTEND DB 430
EXTEND LOG 554
GENERATE BACKUPSET 345
GRANT AUTHORITY 288
HALT 392
HELP 399
IMPORT 535, 536
IMPORT ADMIN 525
IMPORT NODE 525, 532
IMPORT POLICY 525
IMPORT SERVER 525, 532
LABEL LIBVOLUME 76, 86, 97, 104, 134
LOCK ADMIN 292
LOCK NODE 264
LOCK PROFILE 488, 489
MOVE DATA 238
MOVE NODEDATA 241
NOTIFY SUBSCRIBERS 488, 489
PING SERVER 505
PREPARE 598
QUERY ACTLOG 450
QUERY BACKUPSET 348
QUERY BACKUPSETCONTENTS 349
QUERY CONTENT 228
QUERY COPYGROUP 338, 530
QUERY DB 431
QUERY DBBACKUPTRIGGER 557
QUERY DBVOLUME 431, 548
QUERY DEVCLASS 174
QUERY DOMAIN 340
QUERY DRIVE 154
QUERY DRMSTATUS 590
QUERY ENABLED 463
QUERY EVENT 362
QUERY FILESPACE 278
QUERY LIBRARY 152
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administrative commands (continued)

QUERY LICENSE 387

QUERY LOG 435

QUERY LOGVOLUME 431, 548
QUERY MGMTCLASS 339
QUERY MOUNT 151

QUERY NODE 264

QUERY OCCUPANCY 234, 235, 236, 2.
QUERY OPTION 442

QUERY POLICYSET 339

QUERY PROCESS 240

QUERY REOUEST 150

Qulr . JRE

QUERY RPFCONTENT 600
QUERY RPFILE 600

QUERY SCHEDULE 362

QUERY SCRIPT 411

QUERY SERVERGROUP 504
QUERY STGPOOL 223, 231, 528
QUERY SUBSCRIPTION 495
QUERY SYSTEM 443

QUERY VOLHISTORY 557
QUERY VOLUME 225, 241
RECONCILE VOLUMES 510
REDUCE DB 432

REDUCE LOG 432

REGISTER ADMIN 291
REGISTER LICENSE 386
REMOVE ADMIN 292

REMOVE NODE 264

RENAME ADMIN 291

RENAME FILESPACE 534
RENAME NODE 263

RENAME SCRIPT 412

RENAME SERVERGROUP 504
RENAME STGPOOL 244

RESET BUFPOOL 433

RESET DBMAXUTILIZATION 423, 425
RESET LOGCONSUMPTION 555
RESET LOGMAXUTILIZATION 423, 425
RESTORE NODE 128

RESTORE STGPOOL 550, 583
RESTORE VOLUME 585
ROLLBACK 416

RUN 412

SELECT 444

SET ACCOUNTING 464

SET ACTLOGRETENTION 451
SET AUTHENTICATION 296
SET CLIENTACTDURATION 378
SET CONFIGMANAGER 481, 483
SET CONFIGREFRESH 495

SET CONTEXTMESSAGING 453
SET CROSSDEFINE 474, 477

SET DRMCHECKLABEL 593
SET DRMCOPYSTGPOOL 591
SET DRMCOURIERNAME 593
SET DRMDBBACKUPRXPIREDAYS 594
SET DRMFILEPROCESS 594

SET DRMINSTPREFIX 592

SET DRMNOTMOUNTABLE 593
SET DRMPLANPOSTFIX 591
SET DRMPLANPREFIX 592

SET DRMPRIMSTGPOOL 591
SET DRMRPFEXPIREDAYS 600
SET DRMVAULTNAME 594

SET EVENTRETENTION 372, 406
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authority

client access 267

granting to administrators 288

privilege classes 288

server options 288
AUTOFSRENAME parameter 273
Automated Cartridge System Library Software (ACSLS)

StorageTek library

configuring 94

description 34

Tivoli Storage Manager server options for 71
automated library device

auditing 147

changing volume status 145

checking in volumes 137

defining 33

informing server of new volumes 137

labeling volumes 135

overflow location 185

removing volumes 145

returning volumes 146

scratch and private volumes 38

updating 153

volume inventory 39
automatically renaming file spaces 273
automating

client operations 360

server operations 401
awk script 596, 619

B

background processes 394
backup
amount of space used by client 236
comparison of types 11, 14
database 556, 562
default policy 299
defining criteria for client files 318
differential, for NAS node 9, 45
file 302, 312, 314
file management 302
file while open 321
frequency for file 322
full, for NAS node 45
group 12
incremental 302, 312
logical volume 314
NAS file server 44
policy 23
selective 302, 314
snapshot, using hardware 9, 12
storage pool 549
subfiles, server set-up 22, 350
types available 10, 14
when to perform for database 555
backup copy group
defining 321, 326
deleting 340
description of 304
frequency 312
mode 312
serialization 312
BACKUP DB command 562
BACKUP DEVCONFIG commanc 60
backup period, specifying for in¢r_...2ntal 374
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backup set

adding subfiles to 352

deleting 350

description of 345

displaying contents of 349

example of generating 346

generating 345

how the server manages and tracks 347

media, selecting 345

moving to other servers 347

OST extension on 345

selecting a name for 346

selecting retention period for 347

suggested usage 9, 13, 15, 22

updating 347

use as archive 9, 13,15, 22

viewing information about 348
BACKUP STGPOOL command 549
BACKUP VOLHISTORY command 557
backup-archive client

description of 3

operations summary 10

performing operations for 343, 367, 372

policy for 307

registering node 252

scheduling operations for 360

using to back up NAS file server 113, 128
bar-code reader

auditing volumes in a library 147

checking in volumes for a library 140

labeling volumes in a library 136
base file 350
batch file, scheduling on client 363
binding a file to a management class 310
browser, limited to ASCII entry for script definition 407
buffer pool 433
BUFPOOLSIZE option 399, 434

C

cache
deleting files from 208, 238
description of 20
disabling for disk storage pools 207
effect on performance 208
effect on statistics 208
enabling for disk storage pools 184, 207
monitoring utilization on disk 233
CANCEL PROCESS command 232, 396
CANCEL RESTORE command 287
CANCEL SESSION command 284
capacity, assigned 423, 430
capacity, tape 175
capturing server messages to a user log 389
cartridge
cleaner cartridge 157
device support 59
device type 164
category, 349X library 80
Celerra, EMC file server
storage pool for backup 186
central scheduling
client operations 343, 359, 367, 372
controlling the workload 375
coordinating 372
description of 23, 25, 359
server operations 402







client option set (continued) commands, administrative (continued)

requesting information about 282 COPY SCRIPT 411
updating description for 283 COPY SERVERGROUP 504
client point-in-time restore, enabling 337 DEFINE ASSOCIATION 361

client queries to the server, setting the frequency 377 DEFINE BACKUPSET 347
client restartable restore session DEFINE CLIENTACTION 378

canceling 287
interrupting, active 287
requesting information about 287

client session

canceling 284

DSMC loop 283

held volume 283

managing 283

querying 283, 440

viewing information about 283, 440

client system options file 255
client-polling scheduling 373, 377
client, application

adding node for 252
description 4
policy for 332

client/server, description of 3
closed registration

description 252
process 253
setting 252

collocation

changing, effect of 212

definition 184, 208, 245

description of 20

determining whether to use collocation 184, 208, 245
effects on operations 209

effects on volume reclamation 220

enabling for sequential storage pool 184, 208, 245
how the server selects volumes when disabled 211
how the server selects volumes when enabled 210
migration thresholds 205

command file, scheduling on client 363
command retry attempts

setting the amount of time between 378
setting the number of 377

DEFINE CLIENTOPT 378

DEFINE CLOPTSET 280

DEFINE COPYGROUP 321, 326, 327
DEFINE DATAMOVER 108, 125
DEFINE DBBACKUPTRIGGER 554, 556
DEFINE DBVOLUME 429

DEFINE DEVC. S 165, 168, 170
DEFINE DOMAIN 318

DEFINE DRIVE 107

DEFINE GRPMEMBER 503

DEFINE LIBRARY 33, 106

DEFINE LOGCOPY 570

DEFINE LOGVOLUME 429

DEFINE MACHINE 595

DEFINE MACHNODEASSOCIATION 596
DEFINE PATH 108, 126

DEFINE POLICYSET 319, 320

DEFINE PROFASSOCIATION 484, 485
DEFINE PROFILE 484

DEFINE RECMEDMACHASSOCIATION 598
DEFINE RECOVERYMEDIA 598
DEFINE SCHEDULE 403

DEFINE SCRIPT 407

DEFINE SERVER 473, 474, 477, 501, 507
DEFINE SERVERGROUP 503

DEFINE SPACETRIGGER 427

DEFINE STGPOOL 186, 195, 196
DEFINE SUBSCRIPTION 494

DEFINE VOLUME 38, 191

DELETE ASSOCIATION 370

DELETE BACKUPSET 350

DELETE COPYGROUP 340

DELETE DBBACKUPTRIGGER 556
DELETE DBVOLUME 432

DELETE DEVCLASS 175

DELETE DOMAIN 341

DELETE DRIVE 159

command routing 501
command script 407
commands, administrative

DELETE EVENT 372
DELETE GRPMEMBER 505
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ACCEPT DATE 394
ASSIGN DEFMGMTCLASS 300, 328
AUDIT LIBVOLUME 147
AUDIT LICENSE 387
AUDIT VOLUME 578
BACKUP DB 562
BACKUP DEVCONFIG 560
BACKUP NODE 128
BACKUP STGPOOL 549
BACKUP VOLHISTORY 558
BEGIN EVENTLOGGING 453
CANCEL PROCESS 396
CANCEL RESTORE 287
CANCEL SESSION 284
CHECKIN LIBVOLUME 137
CHECKOUT LIBVOLUME 145
CLEAN DRIVE 155
COMMIT 416
COPY CLOPTSET 282 .
COrY DPOMAIN 319 oo
(
COPY SCHEDULE 368
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DELETE LIBRARY 153

DELETE LOGVOLUME 432
DELETE MGMTCLASS 341
DELETE POLICYSET 341
DELETE PROFASSOCIATION 489
DELETE PROFILE 490

DELETE SCHEDULE 368
DELETE SCRIPT 412

DELETE SERVERGROUP 505
DELETE STGPOOL 246

DELETE SUBSCRIBER 500
DELETE SUBSCRIPTION 490, 496
DELETE VOLHISTORY 557, 559
DELETE VOLUME 248

DISABLE EVENTS 452

DISABLE SESSIONS 286
DISMOUNT VOLUME 152
DSMFMT 188, 547

DSMSERV FORMAT 564
ENABLE EVENTS 452

ENL EVENILOGGING 453




commands, administrative (continued)

) EXPIRE INVENTORY 330
EXPORT ADMIN 513

) EXPORT NC _ | 522

' EXPORT POLICY 522
EXPORT SERVER 522

) EXTEND DB 430
EXTEND LOG 554

) GENERATE BACKUPSET 345
GRANT AUTHORITY 288

) HALT 392
HELP 399

) IMPORT 535, 536

) IMPORT ADMIN 525
IMPORT NODE 525, 532

) IMPORT POLICY 525
IMPORT SERVER 525, 532

) LABEL LIBVOLUME 76, 86, 97, 104, 134
LOCK ADMIN 292

) LOCK NODE 264

) LOCK PROFILE 488, 489

- MOVE DATA 238

) MOVE NODEDATA 241
NOTIFY SITRSCRIBERS 488, 489

p‘ PING 505
PREPARE 598

] QUERY ACTLOG 450
QUERY BACKUPSET 348

) QUERY BACKUPSETCONTENTS 349
QUERY CONTENT 228
QUERY COPYGROUP 338, 530

) QUERY DB 431
QUERY DBBACKUPTRIGGER 557

) QUERY DBVOLUME 431, 548
QUERY DEVCLASS 174

) QUERY DOMAIN 340
QUERY DRIVE 154
QUERY DRMSTATUS 590

) QUERY ENABLED 463
QUERY EVENT 362

) QUERY FILESPACE 278
QUERY LIBRARY 152

) QUERY LICENSE 387
QUERY LOG 435

) JERY LOGVOLUME 431, 548

) WUERY MGMTCLASS 339
QUERY MOUNT 151

QUERY NODE 264

QUERY OCCUPANCY 234, 235, 236, 275

| QUERY OPTION 442
QUERY POLICYSET 339

) QUERY PROCESS 240

) QUERY REQUEST 150
QUERY RESTORE 287

) QUERY RPFCONTENT 600
QUERY RPFILE 600

) QUERY SCHEDULE 362
QUERY SCRIPT 411

) QUERY SERVERGROUP 504

) QUERY STGPOOL 223, 231, 528
QUERY SUBSCRIPTION 495

) QUERY S5YSTEM 443

)

)

)
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commands, administrative (continued)

REGISTER ADMIN 291
REGISTER LICENSE 386
REMOVE ADMIN 292

REMOVE NODE 264

RENAME ADMIN 291

RENAME FILESPACE 534
RENAME NODE 263

RENAME SCRIPT 412

RENAME SERVERGROUP 504
RENAME STGPOOL 244

RESET BUFPOOL 433

RESET DBMAXUTILIZATION 423, 425
RESET LOGCONSUMPTION 555
RESET LOGMAXUTILIZATION 423, 425
RESTORE NODE 128

RESTORE STGPOOL 550, 583
RESTORE VOLU 585
ROLLBACK 416

RUN 412

SELECT 444

SET ACCOUNTING 464

SET ACTLOGRETENTION 451
SET AUTHENTICATION 296
SET CLIENTACTDURATION 378
SET CONFIGMANAGER 481, 483
SET CONFIGREFRESH 495

SET CONTEXTMESSAGING 453
SET CROSSDEFINE 474, 477

SET DRMCHECKLABEL 593
SET DRMCOPYSTGPOOL 591
SET DRMCOURIERNAME 593
SET DRMDBBACKUPRXPIREDAYS 594
SET DRMFILEPROCESS 594

SET DRMINSTPREFIX 592

SET DRMNOTMOUNTABLE 593
SET DRMPLANPOSTFIX 591
SET DRMPLANPREFIX 592

SET DRMPRIMSTGPOOL 591
SET DRMRPFEXPIREDAYS 600
SET DRMVAULTNAME 594

SET EVENTRETENTION 372, 406
SET INVALIDPWLIMIT 295

SET LICENSEAUDITPERIOD 387
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A V77

SET M 5

SET MINPWLENGTH 295

SET PASSEXP 295

SET QUERYSCHEDPERIOD 377

SET RANDOMIZE 376

SET REGISTRATION 252

SET RETRYPERIOD 378

SET SCHEDMODES 373

SET SERVERHLADDRESS 474, 477
SET SERVERLLADDRESS 474, 477
SET SERVERNAME 442, 473, 474, 477
SET SERVERPASSWORD 473, 474, 477
SET SUBFILE 350

SET SUMMARYRETENTION 448
SET WEBAUTHTIMEOUT 294
SETOPT 398

UNLOCK PROFILE 488, 489
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' UPDATE COPYGROUP 321, 327
UPDATE DBBACKUPTRIGGER 557
UPDATE DEVCLASS 168
UPDATE DOMAIN 319
N 'E 154
uruAaile LIprARY 152
UPDATE LIBVOLUME 38, 145
UPDATE MGMTCLASS 320
UPDATE NODE 263
UPDATE POLICYSET 319
UPDATE RECOVERYMEDIA 598
UPDATE SCHEDULE 403
UPDATE SCRIPT 410
UPDATE SERVER 478
UPDATE SERVERGROUP 504
UPDATE VOLUME 191
COMMIT command 416
COMMTIMEOUT server option 284, 285
communication set up
among servers 472
command routing, for 475
cross definition 473, 474, 477
enterprise configuration, for 472
enterprise event logging, for 461, 472
security 474
server-to-server virtual volumes 507
compressing the server database 435
compression
choosing client or drive 176
option for APl 255
options for clients 253
setting 253
tape volume capacity, effect on 176
configuration file, device

backing up 559

example 561

information 559

recreating 561

using when compressing the database 436
configuration information, enterprise management

administrative command schedule 481, 483, 487

administrator 485, 498

changing 488

client option set 482, 485

client schedule 482, 483, 486

copy group 482, 486

deleting 489, 490

distributing 479, 485, 488

management class 486

policy domain 482, 483, 486

refreshing 488, 495, 497

script 481, 485

server 486

server group 486

configuration manager
communication setup 472
default profile 481, 486
scenario 481
setting up 481, 483, 484

configuring .
devices, automated library example 72, 82
devices, manual library example 102
drives with more than one device type in a single

library 165
\
e
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configuring (continued)
shared library 77, 87
console mode 536
contents of a volume 228
context messaging for ANR9999D 453
continuation characters, using 408
COPY CLOPTSET command 282
COPY DOMAIN command 319
copy group
archive, description of 304
backup, description of 304
defining archive 327
defining backup 321
deleting 340
COPY MGMTCLASS command 321
COPY POLICYSET command 319
COPY SCHEDULE command 368, 405
COPY SCRIPT command 411
COPY SERVERGROUP command 504
copy storage pool
compared with primary 245
defining a 244
restore from multiple 552
role in storage pool migration 207
simultaneous write 187
storage hierarchy, effect on 198
creating backup sets
benefits of 345
example for 346
creating server scripts 407
cross definition 473, 474, 477
cyclic redundancy check
during a client session 343
for storage pool volumes 574
for virtual volumes 506
performance considerations for nodes 34
perfornance considerations for storage poc

D

damaged files 542, 580
data
considering user needs for recovering 51
exporting 513
importing 513
data compression 253
data format for storage pool 113, 124, 131
definition 185
operation restrictions 186
data movement, querying 240
data mover
defining 108, 125
description 38
managing 130
NAS file server 38
data storage
client files, process for storing 5
concepts overview 15
considering user needs for recovering 51
deleting files from 247
evaluating 39
example 181
managing 18
monitoring 572

nlannine 20
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DELETE SERVER command 479
DELETE SERVERGROUP command 505
DELETE STGPOOL command 246
DELETE SUBSCRIBER command 500
DELETE SUBSCRIPTION command 496
DELETE VOLHISTORY command 557, 559
DELETE VOLUME command 248
deleting

cached files on disk 238

empty volume 248, 558

file spaces 279

files 247, 330

media-managed storage pools 102

scratch volume 190, 558

storage volume 248

subfile 352

volume history information 558

volume with residual data 248

DESTINATION parameter (storage pool) 299, 300, 321, 327

destroyed volume access mode 193, 543
determining

cause of ANR9999D messages 453

the time interval for volume check in 166
DEVCONEFIG option 435, 559
device

attaching to server 114

element number 127

multiple types in a library 70

name 62

supported by IBM Tivoli Storage Manager
device class

3570 163, 165

3590 163, 165

4MM 163, 165

8MM 163, 165

amount of space used 236

CARTRIDGE 165

defining 168

defining for database backup 554

deleting 175

description of 20

DISK 163

DLT 163, 165

DTF 163

ECARTRIDGE 163

FILE 163

FORMAT parameter 167

GENERICTAPE 163

LTO 163

NAS 123

OPTICAL 163, 169

QIC 163, 165

REMOVABLEFILE 169

requesting information about 174

selecting for import and export 521

SERVER 163, 165, 507

StorageTek devices 163, 173

tape 165, 168

Ultrium, LTO 163

updating 168

VOLSAFE 173

WORM 163

WORM12 163

WORM14 163
device configuration file

559

example 3561
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device configuration file (continued)
information 559
recreating 561
using when compressing the datak
device driver
for automated tape devices 61
for IBM 3490, 3570, and 3590 tape
for manual tape devices 60, 61
for optical devices 61
IBM Tivoli Storage Manager, instal
installing 59, 61
mapping IBM Tivoli Storage Mana
requirements 59, 61
device sharing 39
device type
3570 165
3590 165
4MM 165
8MM 165
CARTRIDGE 165
DISK 163
DLT 165
DTF 165
ECARTRIDGE 163
GENERICTAPE 165
LTO 164
multiple in a single library 70, 16
NAS 123
OPTICAL 169
QIC 165
SERVER 165, 506, 507
VOLSAFE 173
WORM 165
WORMI12 165
WORM14 165
device, storage
automated library device 72, 82
disk 53
manual library device 102
optical device 98, 102
overview for removable media 6¢
removable media device 98, 169
required IBM Tivoli Storage Manag
supported devices 59
diagnosing ANR9999D messages 452
differential backup
compared to incremental 14
of image, description 9, 45
direct-to-tape, policy for 332
DISABLE EVENTS command 452
DISABLE SESSIONS command 286
disaster recovery
auditing storage pool volumes 58
example recovery procedures 581
general strategy 505, 541
methods 28, 505, 541
providing 505, 541
when to backup 542, 555
disaster recovery manager
awk script 619
client recovery information 590
creating a disaster recovery plan
customizing 590
displaying a disaster recovery plan
enabling 589
expiring a disaster recovery plan
features 590












location, volume
changing 192
overflow for storage pool 185
querying volume 227
LOCK ADMIN command 292
LOCK NODE command 264
LOCK PROFILE command 488, 489
log mode
normal 554, 556
roll-forward 554, 556
setting 554
logical devices 54
logical volume on client
backup 302
management class for 310
policy for 312, 333
process for backup 314
restore 302
logical volume, raw 54, 188, 190, 423
LOGPOOQLSIZE option 434
loop session, DSMC 283
LTO Ultrium device type 163
LUN
using in paths 108

M

machine characteristics 596
machine recovery information 596
macro
commit individual commands 416
continuation characters 414
controlling command processing 416
running 415
scheduling on client 363
substitution variables 415
testing 416
using 413
writing commands 413
writing comments 414
MACRO administrative command, using 259
magnetic disk devices 35, 53
managed server
changing the configuration manager 494, 499
communication setup 472
deleting a subscription 496
description 468
managed objects 468, 493
refreshing configuration information 497
renaming 500
returning managed objects to local control 498
setting up 482
subscribing to a profile 483, 493, 494
management class
assigning a default 328
associating a file with 310
binding a file to 310
configuration 307
controlling user access 307
copying 316, 320
default 308
defining 320
deleting 341
description of 304, 307
aquerying 339
d file
updating 311, 316, 321
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manual library device 102
mapping devices to device drivers 62
maximum extension 429
MAXSCRATCH parameter 183, 191, 245
media

loss, recovery from 585

tape rotation 47, 142
media label

checking 140

for optical media 136

for tape 134

recording 134
merging file spaces 516, 525
messages

determining cause of ANR9999D message 453

directing import messages to an output file 518, 530

for automated libraries 150
for drive cleaning 158
getting help on 399
mount, using the administrative client 149
severe 453
migrating a file 303, 315
migration
automatic, for HSM client
demand 303
files, eligible 315
threshold 303
using management class 316
canceling the server process 232
controlling by file age 204
controlling start of, server 203
copy storage pool, role of 207
defining threshold for disk storage pool 203
defining threshold for tape storage pool 205
delaying by file age 204
description, server process 200
minimizing access time to migrated files 205
monitoring thresholds for storage pools 231
premigration for HSM client 303
processes, number of 201

providing additional space for server process 233

reconciliation 303
selective, for HSM client 303
starting server process 199, 203
stub file on HSM client 303
threshold for a storage pool 200
mirrored volume
description of 548
querying 548
viewing information about 548
mirroring
advantages 546
database 547
defining volumes 548
description of 27
recovery log 544, 547
recovery procedure 570
mixed device types in a library 70
mobile client support 350
mode
client backup 322
library (random or sequential) 61
scheduling 373
modified mode, description of 322

monitoring the 1BM Tivoli Storage Manager server 439

count of number of times per volume 227
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7 NORETRIEVEDATE server option 208
NOTIFY SUBSCRIBERS command 488, 489
number of times mounted, definition 227

o)

occupancy, querying 234
ODBC driver 444
offsite recovery media (for DRM)
volumes
moving back onsite 605
line ~ffsite 604
states
offsite volume access mode 194

offsite volumes, moving data in a copy storage pool
one-drive library, volume reclamation 184, 217

open registration
description 252
process 253
setting 252
operations available to client 10
operator privilege class
revoking 294
optical device
defining device class 163, 169
device driver 61
OPTICAL device type 169
reclamation for media 217
option set, client
adding client options to 281
assigning clients to 282
copying 282
creating 281
deleting 283
deleting an option from 282
for NAS node 125
requesting information about 282
updating description for 283
option, server
3494SHARED 71
ACSLS options 71
ASSISTVCRRECOVERY 71
AUDITSTORAGE 387, 398
BUFPOOLSIZE 434
changing with SETOPT command 398
COMMTIMEOUT 284, 285
DEVCONFIG 560
DRIVEACQUIRERETRY 72
ENABLE3590LIBRARY 72, 80
EXPINTERVAL 330
EXPQUIET 331
IDLETIMEOUT 284, 285, 441
LOGPOOLSIZE 434
MOVEBATCHSIZE 399
MOVESIZETHRESH 399
NOPREEMPT 72, 396
NORETRIEVEDATE 208
overview 18
QUERYAUTH 288
REQSYSAUTHOUTFILE 288
RESOURCETIMEOUT 72
RESTOREINTERVAL 287, 301, 330
SEARCHMPQUEUE 72
SELFTUNEBUFPOOLSIZE 399

CET TTTINITETYNIQTZE 200

THROUGHPU I'IMEITHKESHULD 28
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option, server (continued)
TXNGROUPMAX 196
using server performance options 399
VOLUMEHISTORY 558
options file, client 256
options, querying
BUFPO( ZE 434
LOGPOOLSIZE 434
VIRTUALMOUNTPOINT client option 270
overflow location 185
owner authority, client 266, 268

page shadowing, database server options 548
page, description of 433
password
resetting an administrative 291
setting authentication for a client 296
setting expiration 295
setting invalid limit 295
setting minimum length 295
path
defining 108
description 38, 120
to library 126
pending, volume state 227
performance
cache, considerations for using 56, 207
clients, optimizing restore 352

concurrent client/server operation considerations

data validation for nodes 344

data validation for storage pools 577
database or recovery log, optimizing 433
database read, increase with mirroring 546
file system effects on 54, 190

mobile client 350

server options, automatic tuning of 399
storage pool volume 205, 569

volume frequently used, improve with longer moun

retention 166

period, specifying for an incremental backup 374

point-in-time restore
enable for clients 9, 337
for database 564
for storage pools 567
policy
default 5, 299
deleting 340
description of 304

distributing with enterprise management 337

effect of changing 329, 330

for application clients 332

for clients using SAN devices 335
for direct-to-tape backup 332

for logical volume backups 333
for NAS file server node 124

for point-in-time restore 337

for server as client 336

for space management 300, 315, 320
importing 529

managing 297

operations controlled by 302
planning 298

aouervine 338

assigmng cient node 330
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query
authority 288
database volumes 426
for general information 225
policy objects 338
recovery log volumes 426
storage volumes 225
QUERY ACTLOG command 450, 536
QUERY ADMIN command 292
QUERY BACKUPSET command 348
'ERY BACKUPSETCONTENTS command 349
WUERY CONTENT command 228
QUERY COPYGRQOUP command 338, 531
QUERY DB command 431, 434
QUERY DBBACKUPTRIGGER command 557
QUERY DBVOLUME command 431, 548
QUERY DEVCLASS command 521
QUERY DOMAIN command 340
QUERY DRIVE command 154
QUERY DRMSTATUS command 590
QUERY ENABLED command 463
QUERY EVENT command 370, 405
QUERY FILESPACE command 269
QUERY LIBRARY command 152
QUERY LICENSE command 387
QUERY LOG command 435
QUERY LOGVOLUME command 431, 548
QUERY MGMTCLASS command 339
QUERY MOUNT command 151
QUERY NODE command 264
QUERY OCCUPANCY command 234, 235, 236
QUERY OPTION command 442
QUERY POLICYSET command 339

QUERY PROCESS command 232, 240, 395, 441, 535

QUERY REQUEST command 150
QUERY RESTORE command 287
QUERY RPFCONTENT command 600
QUERY RPFILE command 600

QUERY SCHEDULE command 362
QUERY SCRIPT command 411

QUERY SERVERGROUP command 504
QUERY SESSION command 283, 440
QUERY STATUS command 442
QUERY STGPOOL command 223, 231, 233
QUERY SUBSCRIPTION command 495
QUERY SYSTEM command 443
QUERY VOLHISTORY command 558
QUERY VOLUME command 225, 241
QUERYAUTH server option 288

R

random mode for libraries 61
randomize, description of 376
raw logical volume 54, 188, 190, 423
read-only access mode 193
2ad/write access mode 193
°binding
description of 311
file to a management class 311
recalling a file
selective 303
transparent 303
receiver 451
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reclamation
delayed start of process 214
delaying reuse of volumes 220, 553
description of 20
effects of collocation 220
effects of DELETE FILESPACE 214
offsite volume 219
setting a threshold for sequential storage pool
245
storage pool for 184
virtual volumes 218
with single drive 217
RECONCILE VOLUMES command 510
recovering storage pools 549
recovering the database 563
recovery instructions file 624
recovery log
adding space to 428, 429
automating increase of 427
available space 422, 425
buffer pool 435
consistent database image 419
defining a volume 429
defining mirrored volumes 547
deleting a volurne 432
deleting space 431
description of 26, 419

184, :

determining how much space is allocated 422, 425

estimating the amount of space needed 424
logical volume 422, 425
managing 419
mirroring 544, 546
monitoring space 422, 425
monitoring the buffer pool 435
optimizing performance 433
querying the buffer pool 435
querying volumes 426
reducing capacity 432
size of 554
space trigger 426, 427
storage pool size effect 419
viewing information about 435
when to backup 542, 546, 555
recovery log mode
normal 554, 556
roll-forward 554, 556
setting 554
recovery plan file
break out stanzas 619
creating 598
example 622
prefix 592
stanzas 619
recovery, disaster
auditing storage pool volumes 580
example recovery procedures 581
general strategy 505, 541, 542
media 598
methods 505, 541
providing 505, 541
when to backup 542, 555
Redbooks xv
REDUCE DB command 432
REDUCE LOG command 432
REGISTER ADMIN command 291
REGISTER LICENSE command 386
REGISTER NODE command 268
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~ q: scheduling, central (continued) server (continued)

controlling the workload 375

coordinating 372

description of 23, 25, 359

server operations 402
scratch category, 349X library 80
scratch volume

deleting 190, 558

description 38

FILE volumes 56

number allowed in a storage pool 183, 245

using in storage pools 191

reduling on client 363

script, server

continuation characters 408

copying 411

defining 407

deleting 412

EXIT statement 409

GOTO statement 409

IF clause 409

querying 411

renaming 412

routing commands in 502

running 412

substitution variables 408

disabling access 286
disaster recovery 28
enabling access 286
halting 392

importing subfiles from 351
maintaining, overview 17
managing multiple 26
managing operations 383
managing processes 394
messages 452

multiple instances 391

vork of IBM Tivoli Stor B 467
options, adding or updating 3%
prefix 502

protecting 27

querying about processes 395, 441
querying options 442

querying status 442

restarting 393

running multiple servers 391
setting the server name 397
starting 387, 388

stopping 392

viewing information about 442
viewing information about processes 395, 441

updating 410 server console, description of 288

used with SNMP 456 SERVER device type 505
Web browser, restricted to ASCII entry 407 server group
SCsl copying 504

library with different tape technologies 165
SEARCHMPQUEUE server option 72
security

client access, controlling 267

features, overview 22

for the server 288

locking and unlocking administrators 292

lo nc wdes 264

Managug dueos oo, 290

password expiration for nodes 295

privilege class authority for administrators

server options 288
SELECT command 444
selective backup 302, 314
selective recall 303
SELFTUNEBUFPOOLSIZE option 399
SELFTUNETXNSIZE option 399
sending commands to servers 501
sequence number 281, 282
sequential mode for libraries 61
sequential storage pool

auditing a single volume in 579

auditing multiple volumes in 578

collocation 212

estimating space 223

migration threshold 205

reclamation 213
serial number

automatic detection by the server 106, 107, 109

for a drive 107

for a library 106, 107, 109
serialization parameter 299, 300, 321, 327
server

backing up subfiles on 350

canceling process 396

changing the date and time 394

description of 3
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defining 503

deleting 505

member, deleting 505
moving a member 505
querying 504

renaming 504

updating description 504

server option

3494SHARED 71

ACSLS options 71
ASSISTVCRRECOVERY 71
AUDITSTORAGE 387, 398
BUFPOOLSIZE 434

changing with SETOPT command 398
COMMTIMEOUT 284, 285
DEVCONFIG 560
DRIVEACQUIRERETRY 72
ENABLE3590LIBRARY 72, 80
EXPINTERVAL 330

EXPQUIET 331

IDLETIMEOUT 284, 285, 441
LOGPOOLSIZE 434
MOVEBATCHSIZE 399
MOVESIZETHRESH 399
NOPREEMPT 72, 396
NORETRIEVEDATE 208

overview 18

QUERYAUTH 288
REQSYSAUTHOUTFILE 288
RESOURCETIMEOUT 72
RESTOREINTERVAL 287, 301, 330
SEARCHMPQUEUE 72
SELFTUNEBUFPOOLSIZE 399
SELFTUNETXNSIZE 399
THROUGHPUTDATATHRESHOLD 285
THROUGHPUTTIMETHRESHOLD 285
TXNGROUPMAX 19













S
validating data
during a client session 343
for storage pool volumes 574
for virtual volumes 506
performance considerations for nodes 344
perfornance considerations for storage pools 577
variable, accounting log 464
VARY command 55
varying volumes on or off line 55
VERDELETED parameter 299, 323

el

volumes (continued)
querying contents 228
querying db and log volumes 426
querying for general information 225
random access storage pools 180, 191
reclamation 217
recovery using mirroring 570
removing from a library 145
returning to a library 146
reuse delay 220, 553

VEREXISTS parameter 299, 323 scratch category 38
versions data deleted, description of 299, 323, 326 scratch, using 191
v ons data exi stion of 325

sequenuat storage pools 133, 191
setting access mode 193
standard report 228

status, in automated library 38

virtual volumes, server-to-server
reclaiming 218
using to store data 505
VIRTUALMOUNTPOINT client option 270
Vital Cartridge Records (VCR), corrupted condition 71 status, information on 226
VOLSAFE device class 173 swapping 140
volume capacity 167 updating 145, 191
volume copy using private 38
allocating to separate disks 547 varying on and off 55

description of 547

volume history

deleting information from 558 W

file, establishing 437, 557 . L

using backup to restore database 557, 564 Wel;:si:;ilzgan]v; interface
VOLUMEHISTORY opti 557 L . o
voluanIes option limitation of browser for script definitions 407

access preemption 397 setting authentication time-out value 294

access pcontropl)ling 141 Web backup-archive client

adding to automated libraries 81 grant:ng authority to 26;65

allocating space for disk 54, 190 [r_?II;If) 92?552C9256560V9W19W

assigning to storage pool 190 Web sit .

auditing 147, 572 N rsé e

auditing considerations 572 leal' t confi i 257

automated library inventory 39 N 1ten cozr;;gura 1on

capacity, compression effect 176 SE rI: isteri 255

checking in new volumes to library 137 worxsta 10r1,. registering

checking out 145 WORM c.ievme class

contents, querying 228 deffnm.g . 169 . -

defining for database 429 maintaining volumes in a library 144

defining for recovery log 429 reclamation of media 217

defining to storage pools 191 WORM tape, StorageTek VolSafe 173

wWww XV

delaying reuse 220, 553
deleting 248, 558

detailed report 229
determining which are mounted 151
disk storage 191

disk storage pool, auditing 578
dismounting 152

errors, read and write 226
estimated capacity 226

finding for client node 230
help in dsmc loop session 283
inventory maintenance 141
location 227

managing 145

monitoring life 227

monitoring movement of data 241
monitoring use 225

mount retention time 166
moving files between 237
number of times mounted 227
overview 38

pe st

Privawc 38
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