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IBM BRASIL- INDÚSTRIA, MÁQUINAS E SERVIÇOS L TDA. 
SCN Q. 4 Bl. B - 7° andar Centro Empresarial Varig 
Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J.: 33.372.251/0100-38 lnsc. Es.: 07.333.522/002-44 

DECLARAÇÃO 

Brasília, 23 de Julho de 2.003 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS - ECT 
Administração Central 
SBN - Quadra 01, Bloco "A" - Sobreloja - Ed. Sede ECT 
Brasília- D.F. 

Ref.: EDITAL DO PREGÃO N.0 050/2003- CPUAC 

Objeto: LOCAÇÃO DE EQUIPAMENTOS DE INFORMÁTICA, INCLUINDO A 
ASSISTÊNCIA TECNICA E TREINAMENTO DE PESSOAL 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao edital em epígrafe que a ltautec 
Informática S.A. - Grupo ltautec Philco, inscrita no CNPJ sob o n.o 51.764.058/0001-42, 
sediada na Rua Santa Catarina, 1 - São Paulo - SP, está autorizada a comercializar, 
instalar, prestar serviços de manutenção e etc. nos produtos abaixo descritos: 

TIPO DE PRODUTO MARCA 

SERVIDOR INTEL TIPO OI IBM 

SERVIDOR INTEL TIPO 02 IBM 

SERVIDOR INTEL TIPO 03 IBM 

SERVIDOR RISC TIPO OI IBM 

SWITCH TIPO OI Cisco 

SWITCH TIPO 02 Cisco 

SWITCH TIPO 03 IBM 

SWITCH TIPO 04 Black Box 

Página 1 de 2 

MODELO 

xSeries 440 

xSeries 360 

xSeries 235 

pSeries 690 

Catalyst 651 3 

Catalyst 2950 

2109-Ml2 

Afinity 

003 
3702 



SWITCH TIPO 05 Cisco CVPN 3060 

ROTEADOR TIPO OI Cisco Cisco 3745 

ROTEADOR TIPO 02 Cisco Cisco 1751 -V 

UNIDADE DE BACKUP ROBOTIZADO IBM L TO Ultrium 3584 

SERY. DE SEGURANÇA LOGICA TIPO! Cisco PIX- 535 

SERY. DE SEGURANÇA LOGICA TIP02 Cisco PIX- 525 

SERY. P/ DETECÇÃO DE INTRUSÃO Cisco IDS- 4250 

SERVIDOR RISC ADICIONAL IBM pSeries 630 

Notebooks IBM ThinkPad G40 

Brasília, 23 de Julho de 2003 

Carmem Lúcia Távora Vieira 
Gerente de Unidade de Negócios 

IBM Brasil - Indústria, Máquinas e Serviços Ltda. 
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IBM BRASIL- INDUSTRIA. MÁQUINAS E SERVIÇOS L TOA. 
SCN O. 4 Bl. B - 7° andar Centro Empresarial Varig 
Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J.: 33.372.251 10100-38 lnsc. Es.: 07.333.5221002-44 

DECLARAÇÃO 

--------- -------~ - ------------ - • ~,. ( ,',-_ +--
~ ;· -,_ 

Brasília, 23 de Julho de 2.003 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 
Administração Central 
SBN- Quadra 01, Bloco "A"- Sobreloja- Ed. Sede ECT 
Brasília- D.F. 

Ref.: EDITAL DO PREGÃO N.0 050/2003- CPUAC 

Objeto: LOCAÇÃO DE EQUIPAMENTOS DE INFORMÁTICA, INCLUINDO A 
ASSISTÊNCIA TECNICA E TREINAMENTO DE PESSOAL 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao edital em epigrafe que a ITEC S.A. 
- Grupo ltautec Philco, inscrita no CNPJ sob o n.0 96.452.347/0001-44, sediada na Av. 
Paulista, 1938 - 20° andar- São Paulo - SP, está autorizada a comercializar, instalar, 
prestar serviços de manutenção e etc. nos produtos abaixo descritos: 

TIPO DE PRODUTO 

SERVIDOR INTEL TIPO OI 

SERVIDOR INTEL TIPO 02 

SERVIDOR INTEL TIPO 03 

MARCA MODELO 

IBM xSeries 440 

IBM xSeries 360 

IBM xSeries 235 

Brasília, 23 de Julho de 2003 

/7 ~ 
~rni~ lautl?~ 

Carmem Lúcia Távora Vieira 
Gerente de Unidade de Negócios 

IBM Brasil - Indústria, Máquinas e Serviços Ltda. 
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IBM BRASIL- INDÚSTRIA, MÁQUINAS E SERVIÇOS L TOA. 
SCN Q. 4 Bl. B - 7° andar Centro Empresarial Varig 
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Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J .: 33.372.251 /0100-38 lnsc. Es.: 07.333.522/002-44 

DECLARAÇÃO 

Brasília, 23 de Julho de 2.003 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 
Administração Central 
SBN - Quadra 01, Bloco "A" - Sobreloja- Ed. Sede ECT 
Brasília- D.F. 

Ref.: EDITAL DO PREGÃO N.0 050/2003- CPUAC 

Objeto: LOCAÇÃO DE EQUIPAMENTOS DE INFORMÁTICA, INCLUINDO A 
ASSISTÊNCIA TECNICA E TREINAMENTO DE PESSOAL 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao Edital em epígrafe que os 
equipamentos cotados abaixo pela CPM S/A, inscrita no CNPJ sob o no 
65.599.953/0001-63, sediada na Rua General Fernando de Vasconcellos Cavalcanti de 
Albuquerque, 775 Granja Viana- Cotia- SP, são de linha de produção continuada e que 
nos comprometemos a fornecer peças de reposição pelo período mínimo de 60 
(sessenta) meses. 

Os equipamentos cotados são: 

TIPO DE PRODUTO MARCA MODELO 

SERVIDOR INTEL TIPO OI IBM xSeries 440 

SERVIDOR INTEL TIPO 02 IBM xSeries 360 

SERVIDOR INTEL TIPO 03 IBM xSeries 235 

SERVIDOR RISC TIPO OI IBM pSeries 690 

SWITCH TIPO 03 IBM 2109-M l2 

UNIDADE DE BACKUP ROBOTIZADO IBM L TO Ultrium 3584 nn lr 
Págma 1 de 2 
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Notebooks IBM ThinkPad 040 

Brasília, 23 de Julho de 2003 

Carmem Lúcia Távora Vieira 
Gerente de Unidade de Negócios 

IBM Brasil - Indústria, Máquinas e Serviços Ltda. 
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DECLARAÇÃO 

A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.25110001-56, 
na condição de fabricante, declara que 11 há compatibilidade e integração com as versões 
dos equipamentos existentes: Switches: Modelo 2109- S 16 fabricante IBM (OEM Brocade 
2800 Silkworm), versão de microcódigo A2.4.1C; Storage Modelo 2105- F20 (IBM) com 
dois microcódigos ( 2 dispositivos de armazenamento) 1.5.2.103 e 1.3.2.49; HBA 's Modelo 
Qlogic QLA 2200 - PCI Fibre Channel adpater, versão de microcódigo 8.0.8.1 11 

, conforme 
item 3.3 SWITCH TIPO 3 (FC) subitem 5- Compatibilidade e Integração do Anexo 01-b 
do Edital do Pregão n.0 050/2003-CPL/AC. 

Brasília- DF, 23 de Julho de 2003. 

Carmem Távora Vieira 
RG. 1451032-88 SSP-CE 

Gerente de Unidade de Negócios 
IBM Brasil Indústria, Máquinas e Serviços Ltda. 

; r 008 
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IBM BRASIL- INDÚSTRIA, MÁQUINAS E SERVIÇOS L TDA. 
SCN Q. 4 Bl. B - 7° andar Centro Empresarial Varig 
Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J. : 33.372.251/0100-38 lnsc. Es.: 07.333.522/002-44 

DECLARAÇÃO 

Brasília, 23 de Julho de 2.003 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 
Administração Central 
SBN - Quadra 01, Bloco "A" - Sobreloja- Ed. Sede ECT 
Brasília- D.F. 

Ref.: EDITAL DO PREGÃO N.0 050/2003- CPUAC 

Objeto: LOCAÇÃO DE EQUIPAMENTOS DE INFORMÁTICA, INCLUINDO A 
ASSISTÊNCIA TECNICA E TREINAMENTO DE PESSOAL 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao Edital em epigrafe que os 
equipamentos cotados abaixo pela ltautec Informática S.A. -Grupo ltautec Philco, inscrita 
no CNPJ sob o no 51.764.058/0001-42, sediada na Rua Santa Catarina, 1 - São Paulo -
SP, são de linha de produção continuada e que nos comprometemos a fornecer peças de 
reposição pelo período mínimo de 60 (sessenta) meses. 

Os equipamentos cotados são: 

TIPO DE PRODUTO MARCA MODELO 

SERVIDOR INTEL TIPO OI IBM xSeries 440 

SERVIDOR INTEL TIPO 02 IBM xSeries 360 

SERVIDOR INTEL TIPO 03 IBM xSeries 235 

SERVIDOR RISC TIPO OI IBM pSeries 690 

SWITCH TIPO OI Cisco Catalyst 6513 

SWITCH TIPO 02 Cisco Catalyst 2950 

SWITCH TIPO 03 IBM 2109-M 12 
f"\ r. r. 
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SWITCH TIPO 04 Black Box Afinity 

SWITCH TIPO 05 Cisco CVPN 3060 

ROTEADOR TIPO O I Cisco Cisco 3745 

ROTEADOR TIPO 02 Cisco Cisco 1751-V 

UNIDADE DE BACKUP ROBOTIZADO IBM L TO Ultrium 3584 

SERV. DE SEGURANÇA LOGICA TIP01 Cisco PIX- 535 

SERV. DE SEGURANÇA LOGICA TIP02 Cisco PIX- 525 

SERV. P/ DETECÇÃO DE INTRUSÃO Cisco IDS- 4250 

SERVIDOR RISC ADICIONAL IBM pSeries 630 

Notebooks IBM ThinkPad G40 

Brasília, 23 de Julho de 2003 

Carmem Lúcia Távora Vieira 
Gerente de Unidade de Negócios 

IBM Brasil - Indústria, Máquinas e Serviços Ltda. 
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IBM BRASIL- INDÚSTRIA. MÁQUINAS E SERVIÇOS L TOA. 
SCN O. 4 81. 8 - r andar Centro Empresarial Varig 
Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J. : 33.372.251 /0100-38 lnsc. Es.: 07.333.522/002-44 

DECLARAÇÃO 

Brasília, 23 de Julho de 2.003 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 
Administração Central 
SBN- Quadra 01. Bloco "A" -Sobreloja- Ed. Sede ECT 
Brasília- D.F. 

Ref.: EDITAL DO PREGÃO N.0 050/2003- CPUAC 

Objeto: LOCAÇÃO DE EQUIPAMENTOS DE INFORMÁTICA, INCLUINDO A 
ASSISTÊNCIA TECNICA E TREINAMENTO DE PESSOAL 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao Edital em epigrafe que os 
equipamentos cotados abaixo pela ITEC S.A. - Grupo ltautec Philco, inscrita no CNPJ 
sob o no 96.452.347/0001-44, sediada na Av. Paulista, 1938- 20° andar- São Paulo- SP, 
são de linha de produção continuada e que nos comprometemos a fornecer peças de 
reposição pelo período mínimo de 60 (sessenta) meses. 

Os equipamentos cotados são: 

TIPO DE PRODUTO 

SERVIDOR INTEL TIPO OI 

SERVIDOR INTEL TIPO 02 

SERVIDOR INTEL TIPO 03 

MARCA MODELO 

IBM xSeries 440 

IBM xSeries 360 

IBM xSeries 235 

Brasília, 23 de Julho de 2003 

jl ~ 
V CttLJIV..fV\...-- I CUutr/C(_____-­

Carmem Lúcia Távora Vieira 
Gerente de Unidade de Negócios 

IBM Brasil - Indústria, Máquinas e Serviços ltda. 
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IBM BRASIL- INDÚSTRIA, MÁQUINAS E SERVIÇOS L TOA. 
SCN Q. 4 Bl. B - 7° andar Centro Empresarial Varig 
Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J.: 33.372.251/0100-38 lnsc. Es.: 07.333.522/002-44 

DECLARAÇÃO 

Brasília, 23 de Julho de 2.003 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS - ECT 
Administração Central 
SBN - Quadra 01 , Bloco "A" - Sobreloja - Ed. Sede ECT 
Brasília- D.F. 

Ref.: EDITAL DO PREGÃO N.0 050/2003- CPUAC 

Objeto: LOCAÇÃO DE EQUIPAMENTOS DE INFORMÁTICA, INCLUINDO A 
ASSISTÊNCIA TECNICA E TREINAMENTO DE PESSOAL 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao edital em epigrafe que a CPM S/ A, 
inscrita no CNPJ sob o n.0 65.599.953/0001-63, sediada na Rua General Fernando de 
Vasconcellos Cavalcanti de Albuquerque, 775 Granja Viana- Cotia- SP, está autorizada 
a comercializar, instalar, prestar serviços de manutenção e etc. nos produtos abaixo 
descritos: 

TIPO DE PRODUTO MARCA MODELO 

SERVIDOR INTEL TIPO 01 IBM xSeries 440 

SERVIDOR INTEL TIPO 02 IBM xSeries 360 

SERVIDOR INTEL TIPO 03 IBM xSeries 235 

SERVIDOR RISC TIPO 01 IBM pSeries 690 

SWITCH TIPO 03 IBM 2109-MJ2 · ···•· 
.___,,,...,..,, , ,. • • -,.~ o M _ O ...... 0 ' 

~ .-. ...... . l'l (\f" "'t\fl h •' ~ 

UNIDADE DE BACKUP ROBOTIZADO IBM L TO Ultrium 3 ~!t:i~ ,-> 1
' 

\J ._ I / {...\.J \ 1 ~1 

r • hAI r'0RRF 1' 

SERVIDOR RISC ADI CIONAL IBM pSeries 630j -" ' · 
r'! 1 f") 
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IBM ThinkPad 040 

Brasília, 23 de Julho de 2003 
/' 

/ .,\ / (') . \r 
~11'\iYVV . vUYG1CJ 
Carmem Lúcia Távora Vieira 

Gerente de Unidade de Negócios 
IBM Brasil - Indústria, Máquinas e Serviços Ltda. 
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A empresa IBM Brasil Indústria, Máquinas e Serviços Ltda., CNPJ n.0 33.372.251/0001 -56, 
na condição de fabricante, declara que "serão fornecidos 2 (dois) equipamentos servidores 
RISC para o CCD de Brasília, em alta disponibilidade, para abrigar os softwares 
gerenciadores das fitotecas e os softwares gerenciadores do backup e também serão 
fornecidos 2 (dois) servidores RISC para o CCD de São Paulo, em alta disponibilidade, 
para abrigar o software gerenciador da fitoteca e o software gerenciador do backup. A 
configuração dos servidores, abaixo descrita, possibilita que estejam dimensionados de tal 
forma que suportem o gerenciamento de 150 clientes de backup, individualmente", 
conforme item 5 - Unidade de Backup subitem 15 - Geral do Anexo 01-b do Edital do 
Pregão n.0 050/2003-CPL/AC. 

CCD de São Paulo 
ITSM- BACKUP 
Dois servidores Risc em alta disponibilidade e Rack 

Product 
7028-6C4 

2633 
2848 
3158 
3254 
4250 
4254 
4452 
4651 
5 127 
5701 
6158 
6230 
6239 
6273 
6557 
6568 
9172 
9300 
9556 
95 8 1 

Description 
ITSM SPM:pSeries 630 Model 6C4 Rack-mount Server 
CD-ROM Drive - 48X (Max) IDE 
POWER GXT135P Graphics Accelerator 
36.4 GB I 0,000 RPM Ultra3 SCSI Disk Drive Assembly 
RIO Cable Support Brackets 
Connector Cable, 6-slot PCI Riser to Media Bays. 
SCSI Connector Cable 
2048MB (4x512MB) SDRAM DIMM Memory 
Rack lndicator, Rack # I 
2-way 1.45 GHz POWER4+ Processor Card 
IBM 10/ 1011000 Base-TX Ethemet PCI-X Adapter 
20/40GB 4mm Internai Tape Drive 
Advanced SerialRAID Plus Adapter 
2 Gigabit Fibre Channel PC!-X Adapter 
Power Supply ,645 Watt AC, Hot-Swap, Base and Redundant 
Redundant Cooling 
Ultra3 SCSI 4-Pack Hot Swap Back Plane 
Power Specify, AC 
Lang.Group Spec.-US English 
6 Slot PC! Riser (lnitial order only) 
RI0-2 Enablement lndicator 

Quantity 
2 
2 
2 
4 
2 
2 
2 
2 
2 
2 
2 
2 
2 
4 
4 
2 
2 
2 



) 

o 
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9911 

Product 
7311 -D20 

3147 
4651 
5701 
6006 
6239 
6268 
6417 
9 172 
9300 
9911 

Product 
7014-TOO 

6068 
6098 
7176 

9176 
9300 
9800 

CCD de Brasília: 

ITSM - BACKUP 

Power C.-AII(Std.Rack P.C.) 

Description 
1/0 Drawer I :Model D20 1/0 Drawer 
Remote 1/0 Cable, 3.5M 
Rack lndicator, Rack #I 
IBM 10/10/ 1000 Base-TX Ethemet PCI-X Adapter 
SPCN 3m Cable: Drawer to Drawer 
2 Gigabit Fibre Channel PCI-X Adapter 
Power Supply, 435 Watt AC, Hot-swap, Base and Redundant 
RI0-2 Ports to I/0 Planar Riser Card 
Power Specify, AC 
Lang Grp Spec.-US English 
Pwr Cord Spec.- Ali 

Description 
Rack I :IBM RS/6000 Rack Model TOO 
Front door (Black) for 1.8M(High Perforation) racks 
Side pane) (black) for 1.8M or 2M racks 
Power Distribution Unit- Side Mount, Single Phase, L6-30 
Connector 
Pwr Dist Unit Spec.l Ph.L6-30 
Language Group US English 
Power Cord US/Canada 

2 

Quantity 
2 
4 
2 
2 
4 
2 
4 
2 
2 
2 
2 

Quantity 
I 
I 
2 

' ' ':t1-
I l 'o . 

\"--' 
I 
~----

Dois servidores Risc em alta disponibilidade e Rack 

Product 
7028-6C4 

2633 
2848 
3158 
3254 
4250 
4254 
4452 
4651 
5127 
5701 
6158 
6230 
6239 
6273 
6557 
6568 

Description 
ITSM SPM:pSeries 630 Model 6C4 Rack-mount Server 
CD-ROM Drive - 48X (Max) IDE 
POWER GXT I35P Graphics Accelerator 
36.4 GB I 0,000 RPM Ultra3 SCSI Disk Drive Assembly 
RIO Cable Support Brackets 
Connector Cable, 6-slot PCI Riser to Media Bays. 
SCSI Connector Cable 
2048MB (4x512MB) SDRAM DIMM Memory 

Quantity 
2 
2 
2 
4 
2 
2 
2 
4 

Rack Tndicator, Rack #I 2 
2-way 1.45 GHz POWER4+ Processar Card 4 
IBM 10/ 10/1000 Base-TX Ethernet PCI-X Adapter 2 
20/40GB 4mm Internai Tape Drive 2 
Advanced SeriaiRAID Plus Adapter 2 
2 Gigabit Fibre Channei PC!-X Adapter 6 
Power Supply ,645 Watt AC, Hot-Swap, Base and Redundant_ .. -·~-=--- .. ,A"u. '"·'·' - ~ 

Redundant Cooling ·, ROS po 03/22\0~~~ C?-: ~ 
Ultra3 SCSI 4-Pack Hot Swap Back Plane ;. CPM\ r ~ Q ~Wf ·: '/ ; 

I, ~I:·· (,lo __ Q_l ___ . ~ 
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9172 
9300 
9556 
9581 
9911 

Product 
7311-D20 

3147 
4651 
5701 
6006 
6239 
6268 
6417 
9172 
9300 
9911 

Product 
7014-TOO 

6068 
6098 
7176 

9176 
9300 
9800 

Power Specify, AC 
Lang,Group Spec,-US English 
6 S1ot PCJ Riser (Initia1 order on1y) 
RI0-2 Enablement lndicator 
Power C-AJJ (Std.Rack P.C.) 

Description 
1/0 Drawer I :Model D20 1/0 Drawer 
Remote 1/0 Cable, 3.5M 
Rack lndicator, Rack #I 
IBM 10/ 10/ 1000 Base-TX Ethemet PCI-X Adapter 
SPCN 3m Cable: Drawer to Drawer 
2 Gigabit Fibre Channel PCI-X Adapter 
Power Supply, 435 Watt AC, Hot-swap, Base and Redundant 
RI0-2 Ports to 110 Planar Riser Card 
Power Specify, AC 
Lang Grp Spec.-US English 
Pwr Cord Spec.- Ali 

Description 
70 14-TOO : Rack I :IBM RS/6000 Rack Model TOO 
Front door (B1ack) for 1.8M(High Perforation) racks 
Side pane! (black) for 1.8M or 2M racks 
Power Distribution Unit- Side Mount, Single Phase, L6-30 
Connector 
Pwr Dist Unit Spec.l Ph.L6-30 
Language Group US Eng1ish 
Power Cord US/Canada 

Brasília - DF, 24 de Julho de 2003. 

Carmem Távora Vieira 
RG. 1451032-88 SSP-CE 

Gerente de Unidade de Negócios 
IBM Brasil Indústria, Máquinas e Serviços Ltda. 

2 
2 
2 
2 
2 

Quantity 
2 
4 
2 
2 
4 
4 
4 
2 
2 
2 
2 

Quantity 
I 

2 
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DECLARAÇÃO 

A empresa IRI\1 Brasil Indústria. Máquinas e Serviços Ltda., CNPJ n.0 33.372.25110001-56, 
na condição J~: fabricante, declara que "as licenças de software que desempenha as funções 
de um GERE~CIADOR DE FITOTECA E DE BACKUP serão fornecidas 
consideranJo-st: o número de unidades de backup solicitadas e o número total de servidores 
fornecidos ... confom1c item 5- Unidade de Backup subitem 13- Recursos de Software do 
Anexo 01-B do Edital do Pregão n.0 050/2003-CPL/AC. 

Brasília- DF, 24 de Julho de 2003. 

/ 

~I 
)ace:;a._ 

Carmem Távora Vieira 
RG. 1451032-88 SSP-CE 

Gerente de Unidade de Negócios 
IBM Brasil Indústria, Máquinas e Serviços Ltda. 
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IBM BRASIL - INDÚSTRIA, MÁQUINAS E SERVIÇOS L TDA. 
SCN Q. 4 81. B - 7° andar Centro Empresarial Varig 
Brasília- DF Cep: 70.710-500 
Telefone: (61) 329-2800 Fax: (61) 329 2850 
C.N.P.J.: 33.372.251/0100-38 lnsc. Es. : 07.333.522/002-44 

DECLARAÇÃO 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS 
Administração Central 
SBN- Quadra 01, Bloco 'A'- Sobreloja- Ed. Sede ECT 
Brasília - DF 

Ref.: EDITAL DO PREGÃO n° 050/2003- CPL/AC 

---------- -------------- -----==-=';'= 
\b·t4LI 

1-

Objeto: LOCAÇÃO DE EQUIPAMENTOS DE INFORMÁTICA, INCLUINDO A 
ASSISTÊNCIA TÉCNICA E TREINAMENTO DE PESSOAL 

A IBM Brasil - Indústria, Máquinas e Serviços Ltda., inscrita no CNPJ No 
33.372.251/0001-56, com sede na Av. Pasteur, 1381146- Rio de Janeiro, na qualidade de 
fabricante dos equipamentos descritos abaixo, declara para os devidos fins que os 
mesmos atendem na íntegra as disposições do Edital do Pregão ECT no 050/2003 -
CPL/AC. 

Os itens descritos a seguir serão observados para todos os produtos que compõem a 
proposta técnica. 

Requisito Atributos Ofertados 

• Estão sendo ofertados equipamentos IBM pSeries p690 Turbo com 
16 CPUS de 1.7 GHz. Este equipamento foi auditado pelo 
Standard Performance Corporation com 32 CPUs. Está sendo 
apresentada a comprovação por documentação adequada do valor 
de SPECjbb2000 auditado pelo Standard Performance Evaluation 
Corporation- SPEC (www.spec.org) para o equipamento cotado. 

2.1 -
Comprovação de • 
Performance para 
os Equipamentos 

O equipamento cotado não foi auditado com o número de 
processadores proposto, desta forma estamos informando um 
cálculo estimado. O valor utilizado para estimativa de 
SPECjbb2000 foi obtido em equipamento auditado, com o mesmo 
tipo/série e tipo de CPU (modelo, clock e cache), do equipamento 
cotado, o que será comprovado por documenta~Q~~9.Q3ã.Qª_Q~ . 

1 

auditoria. I RQS r0 03/200~~ - Ci\i I 

da plataforma 
RISC 
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Requisito 

2.2-
Comprovação de 
Performance para 
os Equipamentos 

da plataforma 
INTEL 

2.3 - Requisitos 
Gerais 

Atributos Ofertados 1 ( G ~· ~) 
• A performance estimada, foi calculada com base na " 

'---" fórmula:SPECjbb2000 estimado = SPECjbb2000 auditado * (n° de 
CPU ofertadas I no CPU auditada) 

• O benchmark de SPECjbb2000 utilizado é superior ao valor 
máximo especificado. 

• Todos os equipamentos INTEL para os quais foram solicitados 
valor de performance baseado em tpm-C, possuem documentação 
comprobatória adequada do valor do tpm-C auditado pelo 
Transaction Processing Performance Council - TPC 
(www.tpc.org) para o equipamento cotado ou para equivalente, 
conforme documentação em anexo. 

• Para o servidor Intel Tipo 3 foi utilixzada a formula de 
performance estimada abaixo:Tpm-C estimado = tpm-C auditado * 
(no. De CPU ofertadas I no. CPU auditada) 

• Os equipamentos serão novos de fábrica e entregues 
acondicionados adequadamente em caixas fechadas, de forma a 
permitir completa segurança durante o transporte; 

• Serão fornecidos pela ITAUTEC, quando da entrega e instalação 
dos produtos, todos os cabos, acessórios, manuais e 
documentações completas, que são necessários ao pleno 
funcionamento dos equipamentos, softwares e periféricos; 

• Não serão consideradas para efeitos de somatório das quantidades 
mínimas exigidas, controladoras Fibre Channel e de Rede 
integradas na placa de sistema; 

• Serão aceitas, para efeito de somatório, Placas de Rede Ethernet 
com até 2 (duas) interfaces por placa, na montagem da 
configuração dos Servidores RISC Tipo 01; 

• A ECT solicitará o remanejamento de módulos de switch, 
interfaces de rede ou fibre channel entre os servidores fornecidos, a 
qualquer momento da vigência do Contrato, sem ônus adicionais. 

• É de total responsabilidade da ITAUTEC, a garantia do pleno 
2.4 - Garantia funcionamento e operabilidade dos produtos fornecidos, durante a 

vigência do Contrato. 

2.5 -
Alimentação 

Elétrica 

• Todos os equipamentos Intel destinados ao CCD de Brasília 
operam em 220 (duzentos e vinte) volts. 

• Todos os equipamentos Intel destinados ao CCD de São Paulo 
operam em 220 (duzentos e vinte) volt, e através da instalação de 
equipamentos adicionais que realizam compatibilidade elétrica, 
conforme especificado no subi tem 1.3.l.alínea "i~~ du.ANEXO --
1-A, estaremos atendendo este item. ' ROS n° 03/200fi - CN ~ ~-

~PM i COF~!~~i (lS; ~~ 
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Requisito 

2.6- Assistência 
técnica 

2. 7 - Recursos 
Mínimos 

de 
Particionamento 

para 
os Servidores 

RISC 

2.8 - Recursos 
Mínimos 

Atributos Ofertados 
li ( ·:t-J. 

• A ITAUTEC prestará os serviços assistência técnica nos locais d~' 
instalação dos equipamentos, nas cidades de Brasília/DF e São ~ 
Paulo/SP; 

• Os serviços prestados devem englobar a substituição de peças e 
componentes defeituosos dos equipamentos, bem como a 
depuração e resolução de problemas relacionados ao AMBIENTE 
OPERACIONAL fornecido pela ITAUTEC. 

• O Equipamento RISC Tipo 01 está sendo ofertado com, no 
mínimo, 8 (oito) partições físicas ou lógicas e são expansíveis a 16 
(dezesseis) partições físicas ou lógicas. 

• O número especificado de partições é alcançado com a simples 
configuração de software fornecido para este fim, sem a 
necessidade de adição de nenhum hardware ou software 
adicionais. Estão sendo ofertadas 2 (duas) consoles em cada 
localidade, sendo que todas as consoles gerenciam todos os 
equipamentos em cada localidade; 

• As partições funcionarão de modo que cada uma execute sua 
própria imagem de sistema operacional e que a falha do sistema 
operacional de uma partição não interfira, em hipótese alguma, no 
funcionamento das demais partições; 

• Os equipamentos RISC Tipo 01 permitirão o remanejamento de 
recursos de CPU, Memória e 110 entre as partições; 

• Os equipamentos RISC Tipo 01 serão fornecidos com todos os 
recursos de hardware e software necessários à criação do número 
mínimo de partições especificadas para cada equipamento; 

• A ITAUTEC fornecerá notebooks, com no mínimo: Processador 
INTEL Pentium IV 2,0 GHz, 256MB de memória RAM, Placa de 
Rede e Placa de Faxmodem, para desempenhar a função de . 
gerenciamento e suporte remoto dos servidores RISC. Fornecerão 
4 (quatro) notebooks para o CCD de Brasília e 1 (um) notebook 
para o CCD de São Paulo. 

• Todos os servidores Intel fornecidos, inclusive os adicionais, 
possuem mecanismos de detecção de pré-falhas para os 
componentes vitais ao sistema : CPU, Memória e Discos; 

• Através da instalação e implementação de um servidor adicional 
com o sw IBM Director, seus agentes e console de gerenciamento 
estará disponibilizada a gerência de pré-falhas, sendo 
disponibilizado um ambiente para cada localidade (CCD de Brasília 
e CCD de São Paulo) 
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,--*~ Requisito Atributos Ofertados G . 6 , 
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de 
Gerenciamento 

do 
Hardware 
requeridos 

para os 
Servidores 

INTEL 

2.9 - Recursos 
Mínimos 

de hardware e 
software 
para os 

Servidores 
INTEL 

Todos os servidores INTEL ofertados adicionalmente, serão 
montados em RACK de 19", conforme o subitem 7, a serem 
fornecidos pela ITAUTEC; 
Os equipamentos Intel adicionais serão fornecidos com os seguintes 
recursos: 

•Sistema Operacional Microsoft Windows Server 2003 Standard 
Edition, instalado, licenciado e configurado para Rede 
Corporativa dos Correios; 

•1 (uma) licença do agente 'Concord SystemEdge', devidamente 
instalado e configurado conforme orientação da equipe técnica 
dos Correios; 

•1 (uma) licença de software agente de backup compatível com o 
gerenciador de fitoteca especificado no subitem 5.13, 
devidamente instalado e configurado conforme orientação da 
equipe técnica dos Correios; 

Estamos ofertando como servidores adicionais, equipamentos 
idênticos aos configurados para Intel Tipo 02 e 03. Todos os 
servidores adicionais possuem os seguintes componentes de hw : 
• Fontes de alimentação instaladas na configuração máxima do 

equipamento com recurso de troca sem interrupção (Hot 
Swap/Hot plug) e alimentação elétrica em 220V para as duas 
localidades, com frequência 60 (sessenta) Hertz; 

• As fontes de alimentação são redundantes por fontes internas 
independentes, com alimentação redundante, de tal forma que, em 
caso de falha de uma das fontes por defeito ou por falta de 
alimentação elétrica em um dos 02 (dois) circuitos, o equipamento 
conitunará funcionando sem prejuízo às aplicações. 

• Interfaces de rede padrão Ethernet PCI 10110011000 BaseT em 
conformidade com os padrões IEEE 802.3ab e 802.3u com 
possibilidade de gerenciamento SNMP; 

• As interfaces de rede conectarão os servidores a Rede do CCD 
utilizando cabeamento UTP CAT-6 e conectares RJ-45 . 

• Os servidores Risc oferecidos adicionalmente serão montados em 
RACKS de 19". Os Racks serão fornecidos pela ITAUTEC. 

• A ITAUTEC está fornecendo e irá instalar e comfi$trrar,]?a:ta tódqs 
l R1..1S n° U"Ji(.PQ5 · \_.i\• 

-·p·~ · ' '~ l~.- -, .. ,,-~· 'c:. i\ni 1 .,~l.J~~·~<r, r 10 ~ - - , 
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os servidores RISC cotados adicionalmente os seguintes softwares: 

2.10- Recursos 
Mínimos de 
hardware e 

software para os 
servidores RISC 

adicionais 

2.11-
Comprovação 

dos 
Requisitos 
Exigidos 

• Sistema Operacional AIX 64Bits, será instalado e configurado para L 
Rede dos Correios, e está sendo proposto com número ilimitado de 
usuários simultâneos; 

• Sistema de Arquivos JFS 
• Ferramenta que permita o backup e restore do sistema operacional 

(lmage Backup) 

• 1 licença do agente "Concord SystemEdge", devidamente instalado 
e configurado conforme orientação da equipe técnica dos Correios. 

• 1 licença de software agente de backup compatível com o 
gerenciador de fitoteca especificado no subitem 5.13, devidamente 
instalado e configurado conforme orientação da equipe técnica dos 
correios. 

• A ITAUTEC está fornecendo e irá instalar, para todos os servidores 
RISC cotados adicionalmente, os seguintes componentes de 
hardware: 

• Fontes instaladas na configuração máxima do equipamento, com 
recurso de troca sem interrupção (HotSwappable/HotPluggable) e 
alimentação elétrica de acordo com a localidade onde serão 
instalados os equipamentos, conforme subitem 2.5, freqüência de 
60 (sessenta)Hertz; 

• As fontes de alimentação propostas são redundantes por fontes 
internas independentes, com alimentação redundante, de tal forma 
que, em caso de falha de uma das fontes por defeito ou por falta de 
alimentação elétrica em um dos 2(dois) circuitos, o equipamento 
continue a funcionar sem prejuízo das aplicações; 

• As interfaces de rede serão padrão Ethernet PCI 10/100/1000 
Base-T em conformidade com os padrões IEEE 802.3ab e 802.3u 
com possibilidade de gerenciamento SNMP; 

• As interfaces de rede irão conectar os servidores a Rede do CCD 
utilizando cabeamento UTP CAT-6 e conectares RJ45; 
• 1 (uma) unidade de fita DDS4 interna. Está sendo prevista a 

entrega de 10 (dez) fitas DDS 3 e 2 (duas) fitas para limpeza. 

• No fornecimento da documentação técnica, é exigido que sejam 
fornecidos obrigatoriamente todos os informes, conforme descritos 
nos subitens que seguem: 

• A documentação que acompanha o equipamento deve ser em 
língua portuguesa, espanhola ou inglesa, preferencialmente em 
língua portuguesa; 

• A identificação do Fabricante, da Marca e do Mode]p do ,.Pf9.9.u~to.: . 
I r~n~ ~ o 0 'rl f')[1f\ l; .. ~~ ,. 

• Comprovação, conforme MODELO Vill do ANf;~? 3,_ o~.'(~P,-~Q2~: :. 
- f-.\111 J r<( -' I 
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Requisito 

2.12-
Organização da 
Documentação 

2.13- Suporte 
Remoto 

2.14-
Configuração 

das Ferramentas 
de 

Gerenciamento 

Atributos Ofertados 
j/ r:rs ~\Q. tit. 

os atributos exigidos nesta planilha de Especificações, atestada l-

pelo fornecimento do descrito em qualquer dos subitens que 
seguem ou pelo conjunto destes: 

• Prospecto técnico do modelo cotado, o qual deve ser 
preferencialmente no original ou fotocópia legível e completa, com 
grifo nas características técnicas a serem informadas; 
• Cópia legível e atual da página Internet do Fabricante onde 

constem às especificações técnicas do modelo do produto cotado, 
com grifo nas características técnicas a serem informadas 

• A IT A UTEC organizará toda a documentação dos equipamentos e 
softwares de forma que estejam reunidas e catalogadas, nos CCDs 
de Brasília e São Paulo, cópias da documentação técnica de cada 
tipo de equipamento ofertado, bem como cópias do CDs de 
instalação de cada software fornecido pela ITAUTEC; 

• A ITAUTEC entregará, sem ônus para a ECT, os CDs com toda 
atualização dos softwares fornecidos, durante a vigência do 
Contrato. Será entregue 1 (uma) cópia no CCD de Brasília e 1 
(uma) cópia no CCD de São Paulo. 

• A ITAUTEC disponibilizará todos os PRODUTOS necessários à 
implementação de uma estrutura de acesso remoto que permita a 
IT AUTEC acesso a rede corporativa da ECT , utilizando o Switch 
Tipo 5 a ser fornecido de acordo com o subitem 3.5.; 

• Esta estrutura de acesso remoto que será utilizado pela IT A UTEC 
possa prestar serviço de suporte remoto nas 

• Situações em que a ECT julgue necessária. A estrutura de acesso 
remoto seguirá estritamente as Normas de Segurança definidas 
pela ECT. 

• Durante o Treinamento de Gerenciamento, descrito no Subitem 
1.9.2.3. do ANEXO 1-A, a ITAUTEC irá instalar e configurar os 
novos agentes 'Concord SystemEdge', integrando conforme os 
padrões da plataforma de Gerência já existente da ECT ; 

• A ITAUTEC configurará os agentes 'Concord SystemEdge' para, 
entre outras coisas, medir o tempo de resposta dos serviços de 
infra-estrutura, não se limitando a: DNS, HTTP, HTTPS, SMTP, 
POP3, FTP e TCP; 

• A ITAUTEC configurará os agentes 'ConcordSystemEdge' para 
que monitore o desempenho e falhas das aplicações Exchange, 
Oracle, MS SQL, APACHE e IIS; 

• A ITAUTEC habilitará o agente SNMP dos Roteadores,~Sw.itches 
'I RQS n° 03//.005 · •._:;'• . 

CPMI I>JP' -:E' ")S : 
I , 

J=i JO o ~ ~~') ~ 
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Requisito Atributos Ofertados 
e servidores fornecidos, conforme os padrões da ECT; 

• A IT A UTEC configurará as ferramentas de gerenciamento 
existentes na ECT , não se limitando a: 
• Integração de eventos no HP Open View Operations; 
• Criação e integração de regras inteligentes do Concord Live 

Health para envio de eventos ao HP OpenView Operations; 
• Criação e geração de relatórios do Concord eHealth. 

\ ., (G~ 

L-

1. CONECTIVIDADE DA REDE 

1.1. SWITCH TIPO 3 (FC) 

Requisito 
1- Recursos 
Básicos 

2- Portas 
Ethernet 

3 - Cabeamento 

4- Recursos 

OBJETIVO 

Conectividade com os Storage Existente e Backup Robotizado 

Atributos Ofertados 
Deverão ser disponibilizados equipamentos de SWITCH, com um 
mínimo de 64 portas Fibre Channel, operando a 2 Gbit/sec, que 
deverão ser interligados a rede SAN já existente na 
CONTRATANTE. Os equipamentos fornecidos deverão interligar 
todos os elementos relativos a Storage Area Network- SAN, 
definidos neste Edital, a saber: 
o SERVIDORES (INTEL e RISC) fornecidos; 
o STORAGE (ffiM 2105 F20); 
o BACKUP fornecido. 
• Os switches deverão possuir, no mínimo, os seguintes recursos: 
o Possibilidade de configuração das portas de forma 
independente; 
o Portas "HOT -SW APPABLE/HOT -PLUGGABLE"; 
o Modularidade. 
• Os SWITCHES TIPO 3 deverão ser montados em RACKS de 19" 
de acordo com o subitem 7, a serem fornecidos pela 
CONTRATADA. 
• Deverá possuir, no mínimo, 1 (uma) interface Fast-Ethemet 

10/100 autosensing, com protocolo SNMP para gerência. 

• Deverão ser disponibi lizados e instalados, todos os recursos 
necessários ao cabeamento, incluindo os cabos, que deverão ser 
em Fibra Ótica Mul ti Mode com conectores LC. 
• Os equipamentos deverão ser acompanhados de todos os 
recursos de hardware, software, cabos, manuais, etc necessários 
a sua total instalação, configuração, gerenciamento e util~zaç-ãe~-- · ~· - -· 
• Deverá for fornecida pela CONTRATADA ferramenta ~li"'eS no 03/200,: t~~} ; 

CPiv1 l - r ~ ow;r: ~ :·; ') i )\// 
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Requisito Atributos Ofertados I t::. \ ~(. 
implemente o gerenciamento da Rede SAN, contemplando todos 

~~ 
os agentes e consoles necessários ao seu pleno 
funcionamento .Esta ferramenta deve: 
o Permitir descoberta automática dos elementos que compõe a 
SAN, baseado em protocolo SNMP ou agentes da própria 
ferramenta; 
o Permitir a visão lógica da topologia dos elementos que 
compões a SAN, de forma gráfica, incluindo as interconexões 
FC, switches, servidores e devices de storage em uma única 
console; 
o Ter a capacidade de apresentar detalhes sobre as conexões 
das portas FC; 
o Ter a capacidade de receber eventos provenientes dos 
elementos constantes na topologia SAN; 
o Possibilitar o envio dos eventos recebidos através de 
protocolo SNMP ou agentes próprios. 
• Deverão ser montados 2 (dois) ambientes de gerenciamento da 
Rede SAN, sendo 1 (um) no CCD de Brasília e 1 (um) no CCD de 
São Paulo. 
• A CONTRATADA deverá fornecer os servidores necessários 
para a implantação da gerência da rede SAN. 

5- • Os equipamentos deverão ser totalmente compatíveis e fornecer 
Compatibilidade e 

suporte total aos padrões FIBER CHANNEL. Integração 
• Os equipamentos fornecidos deverão integrar-se aos 
equipamentos já existentes na CONTRATANTE, formando uma 
única rede SANem cada localidade Brasília-DF e São Paulo-SP. 
• As versões dos equipamentos existentes são as seguintes: 
o Switches: Modelo IBM 2109-S16; Fabricante IBM (OEM 
Brocade 2800 SilkWorm), versão de microcódigo A2.4.1C; 
o Storage: Modelo 2105-F20 (IBM) com dois rnicrocódigos (2 
dispositivos de armazenamento): 1.5.2.1 03 e 1.3.2.49; 
o HBA's: Modelo QLOGIC QLA 2200- PCI Fibre Channel 
Adapter, versão de Microcódigo 8.0.8 .1. 

o 6- Fonte de • Fontes instaladas na configuração máxima do equipamento, com 
Alimentação recurso de troca sem interrupção (HOT-SWAPPABLE/HOTPLUGGABLE) 

e alimentação elétrica de acordo com a localidade 
onde serão instalados os equipamentos, conforme subitem 2.5., 
freqüência de 60 (sessenta) Hertz; 
• As fontes de alimentação deverão ser redundantes por fontes 
internas independentes, com alimentação redundante, de tal 
forma que, em caso de falha de uma das fontes por defeito ou 
por fa lta de alimentação elétrica em um dos 2 (dois) circuitos, o 
equipamento continue a funcionar sem prejuízo das aplicações. 
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2. SERVIDORES CORPORATIVOS 

2.1. SERVIDORES INTEL 

2.1.1. SERVIDORES INTEL TIPO 1 

OBJETIVO 

Banco de Dados de Grande Porte e Correio Eletrônico Corporativo 

Requisito 
1-CPU e 
Performance 

2 -Barramento 

3 -Memória 
C ache 
4-Memória 
RAM 
5-
Controladora e 
Unidade de 
Disco Rígido -
Interno 

6 - Interface de 
VIDE O 
7 -Unidade de 

CD/DVD-RO 
M 

8-
Controladora 
de 110 (por 
equipamento) 

Atributos Ofertados 
• Servidor composto por processadores Intel, com 8 (oito) processadores 
INTEL XEON MP, com clock de 2,0 GHz, sem a formação de Cluster; 

• o equipamento possui performance 119.115 tpm-C, conforme 
especificado no Subitem 2.2.; 

• O equipamento será montado em RACK próprio do fabricante com 42U 
de altura. 

• Barramento do sistema de 400 MHz. 

• 2MB (dois Megabytes) por processador 

• 8GB (oito gigabytes) ECC SDRAM. 

• Capacidade em disco de 72 GB (líquidos) após implementado um 
arranjo em RAID 1 por hardware utilizando discos com tempo médio 
de acesso igual a 4,9 ms e velocidade de rotação de 10.000 RPM. 

• Controladora de discos padrão Ultra 3 I Ultra 160 SCSI, com suporte 
a troca de discos defeituosos sem interrupção no funcionamento do 
equipamento. 

• Controladoras de disco instalada em slot PCI-X . 
• Padrão SVGA, PCI 32 Bits, com 8 Mbytes. 

• 1 (uma) unidade interna, tecnologia IDE, com velocidade de 24X 
CD-ROM. 

• Serão disponibilizadas controladoras FIBER CHANNEL, operando a 
2Gb/s, para acesso à Rede SAN, com disponibilidade para 2 (dois) 
canms; 

• Serão disponibilizadas 3 (três) interfaces de rede padrão Ethernet PCI 
101100/1000 Base-Tem conformidade com os padrões IEEE 802.3ab e 
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802.3u, com possibilidade de gerenciamento SNMP.; L. 

9- Ambiente 
Operacional 

10 -Fonte de 
Alimentação 

• As interfaces de rede conectarão os servidores a Rede do CCD 
utilizando cabeament UTP CAT-6 e conectares RJ-45. 

• Os Servidores INTEL TIPO 1 serão fornecidos com o seguinte 
ambiente operacional para cada equipamento: 

• Microsoft Windows Server 2003 Enterprise Edition, com número 
ilimitado de usuários simultâneos, instalado, licenciado e 
configurado para Rede Corporativa dos Correios; 

• 1 (uma) licença do agente 'Concord SystemEdge', devidamente 
instalado e configurado conforme orientação da equipe técnica dos 
Correios; 

• 1 (uma) licença de software agente de backup compatível com o 
software gerenciador de fitoteca especificado no Subitem 5.13 que 
permita backup LAN FREE, devidamente instalado e configurado 
conforme orientação da equipe técnica dos Correios; 

• Deve ser fornecido, na modalidade de licenciamento por CPU, para 
uso perpétuo, o SGBD MICROSOFT SQL SERVER 2000 
ENTERPRISE EDITION para 7 (sete) servidores INTEL TIPO 1. O 
SGBD será instalado e configurado em Cluster pela ltautec, utilizando 
o recurso de cluster do sistema operacional, de acordo com a 
configuração definida pela ECT . 

• Instalada na configuração máxima do equipamento; 

• Suporte ao recurso de troca sem interrupção 
(HOT-SWAPPABLE/HOT-PLUGGABLE); 

• Possui alimentação elétrica de 220V em cada localidade onde serão 
instalados os equipamentos, conforme subitem 2.5., freqüência de 60 
(sessenta) Hertz; 

• As fontes de alimentação são redundantes por fontes internas 
independentes, com alimentação redundante, de tal forma que, em caso 
de falha de uma das fontes por defeito ou por falta de alimentação elétrica 
em um dos 2 (dois) circuitos, o equipamento continue a funcionar sem 
prejuízo das aplicações. 

, ROS no O:ii20ú~ C. i'~ . 
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2.1.2. SERVIDORES INTEL TIPO 2 

Requisito 

1-CPU e 

OBJETIVO 

Banco de Dados de Médio Porte e Aplicações Corporativas 

Atributos Ofertados 

• Servidor composto por processadores Intel, com no mínimo 4 (quatro) 
processadores INTEL XEON MP, com clock mínimo de 2,0 GHz, sem a 
formação de Cluster; 

Performance • O equipamento deve apresentar performance mínima de 50.000 tpm-C, 
conforme especificado no Subitem 2.2.; 

2-
Barramento 

• O equipamento deve ser montado em RACK próprio do fabricante com, 
no mínimo, 40U de altura. 

• Barramento do sistema de, no mínimo, 400 MHz. 

3-Memória 
Cache • 2MB (dois Megabytes) por processador. 

4-Memória 
RAM • 4GB (quatro gigabytes) ECC SDRAM ou tecnologia superior,instalada. 

5-
Controladora 

e 
Unidade de 

Disco Rígido 
-Interno 

• Capacidade em disco de, no mínimo, 72 GB (líquidos) após 
implementado um arranjo em RAID 1 por hardware utilizando discos 
com tempo médio de acesso menor ou igual a 6 ms e velocidade de 
rotação mínima de 10.000 RPM. 

• Controladora de discos padrão Ultra 3 SCSI ou superior , com 
funcionalidade que permita a troca de discos ou periféricos defeituosos 
sem interrupção no funcionamento do equipamento. 

• São aceitas controladoras de disco instaladas na placa de sistema. 

6 _Interface • Padrão SVGA, PCI 32 Bits ou superior, com 8 Mbytes no mínimo. 

de VIDEO 

7- Unidade 
de 

CD/DVD-R 
OM 
8-

Controladora 
de 110 

• I (uma) unidade interna, tecnologia IDE ou SCSI, com velocidade 
mínima de 24X CD-ROM ou 4X DVD-ROM. 

• Devem ser disponibilizadas controladoras FIBER CHANNEL, operando 
a 2Gb/s, para acesso à Rede SAN, com disponibilidade mínima para 2 
(dois) canais; ' RC~S ~~~-Õ;12Óo:-: . . ;~: ,'.,' ~ 

CPMl I~()F(Rr- · ' <. . , ~ 
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Requisito Atributos Ofertados 
• Devem ser disponibilizadas 2 (duas) interfaces de rede padrão Ethernet 

PCI I 0/ I 00/ I 000 Base-T em conformidade com os padrões IEEE 
(por 802.3ab e 802.3u, com possibilidade de gerenciamento SNMP; 

equipamento) • As interfaces de rede devem conectar os servidores a Rede do CCD 
utilizando cahcamcnto UTP CAT-6 e conectores RJ-45. 

9- Ambiente 
Operacional 

Os Servidores INTEL TIPO 2 devem ser fornecidos com o seguinte 
amhicnte operacional para cada equipamento: 

• Microsoft Windows Server 2003 Enterprise Edition, com número 
ilimitado de usuários simultâneos, instalado, licenciado e configurado 
para Rede Corporativa dos Correios; 

• I (uma) licença do agente 'Concord SystemEdge', devidamente 
instalado e configurado conforme orientação da equipe técnica dos 
Correios; 

• I (uma) licença de software agente de backup compatível com o 
gerenciador de fitoteca especificado no subitem 5.13, devidamente 
instalado e configurado conforme orientação da equipe técnica dos 
Correios. 

• Instalada na configuração máxima do equipamento; 

• Recurso de troca sem interrupção 
(HOT-SWAPPABLE/HOT-PLUGGABLE); 

• Possuirá alimentação elétrica de acordo com a localidade onde instalarão 
os equipamentos, conforme subitem 2.5., freqüência de 60 (sessenta) 

10- Fonte de Hertz; 
Alimentação • As fontes de alimentação devem ser redundantes por fontes internas 

independentes, com alimentação redundante, de tal forma que, em caso 
de falha de uma das fontes por defeito ou por falta de alimentação 
elétrica em um dos 2 (dois) circuitos, o equipamento continue a 
funcionar sem prejuízo das aplicações. 
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2.1.3. SERVIDORES INTEL TIPO 3 

OBJETIVO 

Banco de Dados de Pequeno Porte, Servidores de Aplicação e Serviços de Rede 

Requisito 

1-CPU e 
Performance 

2-
Barramento 

Atributos Ofertados 

• Servidor composto por processadores Intel, com no mínimo 2 (dois) 
processadores INTEL XEON, com clock mínimo de 2,4 GHz; 

• O equipamento deve apresentar performance mínima de 30.000 tpm-C, 
conforme especificado no Subitem 2.2.; 

• O equipamento deve ser montado em RACK próprio do fabricante com, 
no mínimo, 40U de altura. 

• Barramento do sistema de, no mínimo, 533 MHz. 

3 -Memória 
Cache • 512kB por processador. 

4- Memória • 1,5GB (um gigabyte e meio) ECC SDRAM ou tecnologia superior, 
RAM instalada. 

5-
Controladora 

e 
Unidade de 

Disco 
Rígido­
Interno 

• Capacidade em disco de, no mínimo, 72 GB (líquidos) após 
implementado um arranjo em RAID 1 por hardware utilizando discos 
com tempo médio de acesso menor ou igual a 6 ms e velocidade de 
rotação mínima de 10.000 RPM. 

• Controladora de discos padrão Ultra 3 SCSI ou superior , com 
funcionalidade que permita a troca de discos ou periféricos defeituosos 
sem interrupção no funcionamento do equipamento. 

• São aceitas controladoras de disco instaladas na placa de sistema. 

6 _Interface • Padrão SVGA, PCI 32 Bits ou superior, com 8 Mbytes no mínimo. 

de VIDEO 

7- Unidade 
• 1 (uma) unidade interna, tecnologia IDE ou SCSI, com velocidade 

de mínima de 24X CD-ROM ou 4X DVD-ROM. 

CD/DVD-R 
OM 

• Devem ser disponibilizadas 2 (duas) interfaces de rede padrão Ethernet 
PCI 1011 00/l 000 Base-T em conformidade com os padrões IEEE 
802.3ab e 802.3u, com possibilidade de gerenciamento SNMP. ; 

8-
Controladora 

del/O 
(por 

equipamento) 
ROS 11° 03/2C02 · · .. · · . 
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Requisito 

9- Ambiente 
Operacional 

Atributos Ofertados 

• As interfaces de rede devem conectar os servidores a Rede do CCD 
utilizando cabeamento UTP CAT-6 e conectares RJ-45. 

• Os Servidores INTEL TIPO 3 devem ser fornecidos com o seguinte 
ambiente operacional para cada equipamento: 

• Microsoft Windows Server 2003 Standard Edition, com número 
ilimitado de usuários simultâneos, instalado, licenciado e configurado 
para Rede Corporativa dos Correios; 

• 

• 

1 (uma) licença do agente 'Concord SystemEdge', devidamente 
instalado e configurado conforme orientação da equipe técnica dos 
Correios; 

1 (uma) licença de software agente de backup compatível com o 
gerenciador de fitoteca especificado no subitem 5.13, devidamente 
instalado e configurado conforme orientação da equipe técnica dos 
Correios. 

• Instalada na configuração máxima do equipamento; 

• Recurso de troca sem interrupção 
(HOT -SW APP ABLE/HOT -PLUGGABLE); 

• Possuirá alimentação elétrica de acordo com a localidade onde instalarão 
10 - Fonte de os equipamentos, conforme subitem 2.5., freqüência de 60 (sessenta) 
Alimentação Hertz; 

• As fontes de alimentação devem ser redundantes por fontes internas 
independentes, com alimentação redundante, de tal forma que, em caso 
de falha de uma das fontes por defeito ou por falta de alimentação 
elétrica em um dos 2 (dois) circuitos, o equipamento continue a 
funcionar sem prejuízo das aplicações. 

2.2. SERVIDORES RISC 

2.2.1 SERVIDORES RISC TIPO 1 

OBJETIVO 

Banco de Dados e aplicações corporativas. 

Requisito Atributos Ofertados 

1- CPU e 
Servidor composto por 16 processadores RISC Power4+ 1.7GHz que 

performance ' . de 276.740 SPECjbb2000, 
Performance 

apresenta m1mma com 
possibilidade de expansão a 553.480 SPECjbb2000 ---'· ,_ .. ,__. ~""'-- . ., 

• .. .-. ·- .. 
K\,1 ::) r' u,~1t. L \1,· · t_ 1 .. 
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Requisito Atributos Ofertados ~ '..c 

2-Memória 
RAM 

3- Suporte à 
Arquitetura 

4 -Fonte de 
Alimentação 

5-
Controladoras 

e Disco 
Rígido 

6-
Contro I adora 

de 110 

7- Unidade 
de 

CD/DVD-RO 
M 

e Backup 

64 Gbytes, instalada, com possibilidade de expansão para, no mínimo, 512 [-, 
Gbytes, com disponibilidade de recursos para verificação de erro 
SMP- Symetric Multi Processing 

• Estão sendo propostas 2 fontes, número suficiente para suportar a 
operação do equipamento na configuração máxima especificada: 

• As fontes possuem recurso de troca sem interrupção 
(Hot-Swappable/Hot Pluggable) 

• A alimentação elétrica estará disponível de acordo com a tensão da 
localidade onde serão instalados os equipamentos e a freqüência de 
alimentação é de 60 (sessenta) Hertz; 

• As fontes de alimentação são redundantes por fontes internas 
independentes, com alimentação redundante, de tal forma que, em 
caso de falha de uma das fontes por defeito ou por falta de 
alimentação elétrica eum um dos dois (2) circuitos, o equipamento 
continue a funcionar sem prejuízo das aplicações. 

• Estão sendo propostas 16 discos de 36GB, com funcionalidade de troca 
sem interrupção, com tempo médio de acesso menor ou igual a 6ms e 
com velocidade de rotação mínima de 10.000 RPM. 

• Estão sendo propostas 8 controladoras de disco PCI Ultra3 SCSI não 
incorporadas na placa de sistema 

• Estão sendo propostas 16 controladoras Fiber Channel operando a 
2Gb/s, para acesso de alta velocidade a unidades de STORAGE e 
BACKUP. 

• Estão sendo propostas 16 (dezesseis) interfaces de rede padrão Ethernet 
PCI 10110011000 Base-T em conformidade com os padrões IEEE 
802.3ab e 802.3u, com possibilidade de gerenciamento SNMP. · 

• As interfaces de rede irão conectar os servidores a Rede do CCD 
utilizando cabeamento UTP CAT-6 e conectares RJ-45. 

• Está sendo proposta 1 (uma) unidade de CD-ROM e 1 (uma) unidade de 
leitora/gravadora de Fita DAT DDS-4 

• O Servidor possui capacidade de remanejar a unidade de fita e a unidade 
de CD-ROM para qualquer uma das partições implementadas, pela 
simples configuração de software, sem a interrupção das aplicações em 
execução. 

• A unidade de CD-ROM possui velocidade de 32x. 
leitora/gravadora de fita atende ao padrão DDS 4 

A unidade 

• Está prevista a entrega de 10 (dez) fitas novas, padrão DDS 3 e 2 (duas) 
fitas para limpeza para cada unidade leitora/gravqdorade.[itas ... ··-· 

RC~S n° 03i200~: c , \~ 
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Requisito 

8- Ambiente 
Operacional 

Atributos Ofertados 
• Os servidores RISC Tipo 1 estão sendo fornecidos com o seguinte 

ambiente operacional, licenciado para cada uma das 8 (oito) partições 
do equipamento: 

• Sistema operacional AIX 5.2, 64 Bits, instalado e configurado para 
Rede dos Correios, com número ilimitado de usuários simultâneos; 

• Sistema de arquivos JFS (Journaled File System) proposto está 
disponível dentro do sistema operacional AIX 5.2 

• Está sendo proposto o Network Install Manager incluído no sistema 
operacional AIX 5.2. Esta ferramenta permite o backup e restore do 
sistema operacional (IMAGE BACKUP) pela rede TCPIIP 

• Está sendo proposta uma licença do agente "Concord SystemEdge" 
devidamente instalado e configurado conforme orientação da equipe 
técnica dos Correios; 

• Está sendo proposta uma licença de software agente de backup que 
permite backup LAN FREE compatível com o gerenciador de fitoteca 
especificado no subitem 5.13 devidamente instalado e configurado 
conforme orientação da equipe técnica dos Correios. 

• O sistema operacional AIX 5.2 e o servidor p690 (7040-681) são 
produzidos pelo mesmo Fabricante- IBM; 

• Estão sendo fornecidas licenças do compilador C para 6 (seis) 
servidores RISC TIPO 1. A versão fornecida do compilador está 
homologada para o AIX 5.2. As licenças foram dimensionadas 
considerando-se o número de processadores fornecidos em cada 
equipamento. O compilador C é compatível com o padrão ANSI C. 

• Estão sendo fornecidas e instaladas as licenças do software HACMP 
4.5 que permite a criação do ambiente clusterizado entre os 
equipamentos fornecidos. 

• Estão sendo fornecidas 11 (onze) licenças de HACMP (uma por 
máquina), que permitem a formação de 16 clusters por equipamento. 
Essas licenças permitem a criação de até 88 clusters para o ambiente. 
Dessa forma a ECT pode configurar os seguintes ambientes: 

• 14 (quatorze) clusters com 2 (dois) nós para o CCD de Brasília/DF; 
• 6 (seis) clusters com 2 (dois) nós para o CCD de São Paulo/SP 

3. UNIDADE DE BACKUP 

OBJETIVO 

Backup Corporativo 
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• Serão fornecidos 2 (dois) sistemas automatizados de armazenamento 
de dados em cartuchos padrão 'LTO Ultrium 2', incorporando 

1 - Descrição controladora robotizada, gabinete e software de gerenciamento. 

2- Capacidade 
da 

Biblioteca 

Sendo l(um) sistema para o CCD de Brasília-DF e 1 (um) sistema 
para o CCD de São Paulo-SP 

• Para o CCD de Brasília, o equipamento possui capacidade de 
armazenamento e recuperação de dados para a tecnologia'LTO 
ULTRIUM 2' de, com 60 TB (sessenta Terabytes), sem compressão 
(nativo); 

• Para o CCD de São Paulo, o equipamento possui capacidade de 
armazenamento e recuperação de dados para a tecnologia'L TO 
ULTRIUM 2' de, com 40 TB (quarenta Terabytes), sem compressão 
(nativo); 

• Não será considerada para efeito de cálculo da capacidade solicitada 
tecnologia de compactação e/ou compressão. 

3 - Capacidade • dos 
O Cartucho 'LTO Ultrium 2' possui capacidade de 200 GBytes (sem 

compressão). 
Cartuchos 

4-
Compatibilidade 

• O hardware é compatível com o padrão 'LTO Ultrium', permiti a 
leitura de cartuchos, neste padrão, instalados na fitoteca atualmente 
instalada nos Correios ('3583-L72 IBM LTO Ultrium'). 

• Na fitoteca ofertada para o CCD de Brasília possui 300 Slots (60 
5- Quantidade TB/ 200GB) 

de 
SLOTS • Na fitoteca afetada para o CCD de São Paulo possui 200 Slots 

( 40TB/ 200GB) 

6 - Quantidade • Para o CCD de Brasília está sendo fornecido 600 cartuchos (300*2) 
de 

Cartuchos 

7-
THROUGHPUT 

por drive 

• Para o CCD de São Paulo está sendo fornecido 400 cartuchos 
(200*2) 

• Os drives apresentam performance nominal de 35MB/segundo para 
gravação, sem compactação, utilizando cartuchos padrão 'LTO 
Ultrium 2' 
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Requisito 

8- Número de 
DRIVES 

Atributos Ofertados 

• Para o CCD de Brasília, o equipamento possui no 20 (vinte) drives, 
atingindo o THROUGHPUT nominal de 600 (seiscentos) 
MB/segundo, utilizando tecnologia de gravação linear, que permite 
operação simultânea de todos os drives. 

• Para o CCD de São Paulo, o equipamento possui no 12 (Doze) 
drives. atingindo o THROUGHPUT nominal de 360 (Trezentos e 
sessenta) MB/segundo, utilizando tecnologia de gravação linear, que 
permite operação simultânea de todos os drives. 

9- • Fibre Channel, operando a 2 Gbit/sec, entre os servidores e a unidade 
Conectividade de backup. 

10- Recursos 
de Hardware 

11- Retirada 
das Fitas 

12- Recursos 
Necessários 

13 - Recursos 
de 

Software 

• Possui capacidade de manutenção/substituição de cartuchos, sem 
interrupção dos processos de BACKUP ou RESTORE em curso; 

• Possui 1 (uma) porta de Comunicação para diagnóstico. 
• Sistema de leitura de cógido de barras; 
• Os rótulos dos cartuchos- LABEL, deverão seguir padrão definido 

pelaECT. 

• Os equipamentos e Softwares fornecidos permiti a realização da 
cópia dos dados armazenados nos cartuchos em cartuchos novos.; 

• Os equipamentos e softwares fornecidos permite que a 
CONTRATANTE realize a retirada dos cartuchos duplicados sem 
que esta operação interrompa os demais porcessos de BACKUP ou 
RESTORE em curso. 

• O equipamento possui recurso automático para limpeza de todos os 
drives, utilizando processo transparente de operação; 

• Será fornecida l(uma) fita de limpeza para cada drive de 
leitura/gravação. 

• Serão fornecidas e instaladas nos servidores descritos no subitem 
5.15. licenças de software que desempenhe as funções de um 
GERENCIADOR DE FITA E DE BACKUP: 
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Requisito Atributos Ofertados 

• As licenças serão fornecidas considerando-se o número de unidades 
de backup solicitadas e o número total de servidores fornecidos; 

• Os PRODUTOS de backup fornecidos realizam o BACKUP On-Line 
do SGBD ORACLE que será instalado em, pelo menos, 10 (dez) 
partições dos servidores RISC Tipo 01; 

• Os PRODUTOS de backup fornecidos realizam o Backup/Restore da 
base de dados do MS Exchange Server 2000 que será instalado em, 
pelo menos, 8 (oito) Servidores INTEL Tipo OI. 

• O n. de fontes instaladas é suficiente para suportar a operação do 
equipamento na configuração máxima especificada; 

14 -Fonte de 
Alimentação 

Interna 

• Possui alimentação elétrica de acordo com a localidade onde serão 
instalados os equipamentos, conforme subitem 2.5, freqüência de 60 
(sessenta) Hertz; 

• As fontes de alimentação são redundantes por fontes internas 
independentes, com alimentação redundante, de tal forma que, em 
caso de falha de uma das fontes por defeito ou por falta de 
alimentação elétrica em um dos 2 (dois) circuitos, o equipamento 
continue a funcionar sem prejuízo das aplicações; 

• Serão fornecidos 2 (dois) servidores RISC para o CCD de Brasília, 
em alta disponibilidade, para abrigar os softwares gerenciadores das 
fitotecas e os softwares gerenciadores do backup; 

15- Geral 
• Serão fornecidos 2 (dois) servidores RISC para o CCD de São Paulo, 

em alta disponibilidade, para abrigar o software gerenciador da 
fitoteca e o software gerenciador do backup; 

• Os servidores devem estar dimensionados de tal forma que suportem 
o gerenciamento de, no mínimo, 150 clientes de backup, 
individualmente. 

4. RACK PARA EQUIPAMENTOS 

Re uisito 

l­
Estrutura 

Atributos Ofertados 

• Todos os equipamentos fornecidos, que não tenham RACK próprio do 
fabricante, serão instalados em estruturas de RACK, com as seguintes 
características: 

• RACK do tipo fechado, em aço, com 19" de largura e profundidade de 
103cm, para fixação dos dispositivos ofertados; 

• Altura de 42U· · - - · ~~ .. ··- · · -' I )(~n f; •· • , 
• Permite a instalação de todos os equipamentos co )2ft . . ;a "''c?crrão Cil-' 1 9'~ 
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Requisito 

Física 

• 

2-
Estrutura • 
Funcional 

o 
• 

• 
3- Gerais 

o 

Atributos Ofertados 
(dezenove polegadas); 

• Sistema de ventilação através de portas perfuradas; 
• colunas de segundo plano (aproximadamente 10 em); 

. c c' 
( b-'_) 

\U 

• sistema de chave e fechadura; laterais e traseira removíveis; guias de 
roteamento verticais e horizontais (organizadores de cabos). 

Os RACKS serão interligados à rede elétrica através de tomadas tripolares, a 
serem instaladas pela ltautec quando realizar a adequação da estrutura elétrica 
das Salas de Segurança Físicas, conforme subitem 1.3.1. alínea i. do ANEXO 
1-A do Edital; 

A Itautec instalará 32 (trinta e duas) réguas de tomadas no suíte de Racks no 
CCD de Brasília, e outras 27 (vinte e sete), no CCD de São Paulo, 
considerando cada circuito elétrico existente na Sala de Segurança Física, 
com tomadas universais em número suficiente para total de elementos 
instalados no RACK. As réguas possuem pinagem compatível com as 
tomadas dos equipamentos instalados no RACK. 
OBS.: As PDUs deverão ter suas tomadas removidas e substituídas por 
tomadas padrão ABNT. 

A quantidade de RACKS dimesionada pela Itautec é de 8 para o CCD de 
Brasília e 5 para o CCD de São Paulo e deverá ser aprovado pela ECT, 
levando-se em conta a atual distribuição dos equipamentos nas Salas de 
Segurança Física e os critérios de padronização do layout definidos pela ECT. 

São Paulo, 23 de julho de 2003 

~ 
I {ij/7P7 C(_ 

Carmem Lúcia Távora Vieira 
Gerente de Unidade de Negócios 

IBM Brasil- Indústria, Máquina e Serviços Ltda. 
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Figure 1 

Cisco PIX 535 Security 
Appliance 

lhe Cisco PIX® 535 Security Appliance delivers enterprise-class security for enterprise 

and service provider networtts in a high performance, purpose-built appliance. lts 

highly modular three-rack unit (3RU) design supports up to ten 10/100 Fast Ethemet 

interfaces or nine Gigabit Ethemet interfaces as well as redundant power supplies, 

making it an ideal choice for businesses requiring the highest leveis of performance, 

port density, reliability, and investment protection. Part of the wortd-leading Cisco PIX 

Security Appliance Series, the Cisco PIX 535 Security Appliance provides a wide range 

of rich integrated security services, hardware VPN acceleration capabilities, and 

powerful remote management capabilities in a highly scalable, high-performance · · 

solution. 

Enterprise·Ciass Security for 

Large Enterprise and Service 

Provider Networks 

The Cisco PIX 535 Security Appliance 

delivers a multilayered defense for enterprise 

and service provider networks through rich, 

integrated security services including stateful 

inspection firewalling, protocol and 

application inspection, virtual private 

networking (VPN) in-line intrusion 

protection, and rich multimedia and voice 

security in a single device. The 

state-of-the-art Cisco Adaptive Security 

Algorithm (ASA) provides rich stateful 

inspection firewall services, tracking the state 

o f ali authorized network communications 

and preventing unauthorized network 

access. 

Enterprise networks benefit from an 

additionallayer o f security via intelligent, 

"application-aware" security services that 

examine packet streams at Layers 4-7, using 

inspection engines specialized for many of 

today's popular applications. 

Administrators can also easily create custam 

security policies for firewall traffic by using 

the flexible access contrai methods and the 

more than 100 predefined applications, 

services, and protocols that Cisco PIX 

Security Appliances provide. 

Market·Leading Voice-over·IP 

Security Services Protect 

Next-Generation Converged 

Networks 

Cisco PIX Security Appliances provide 

market-leading protection for a wide range 

o f voice-over-IP (VoiP) and multimedia 

standards, allowing businesses to securely 

take adv~ll!,a~g-~ of.~he 1)1any benefits that 

conJe~/~ q~té{Hi2l.!Jl_tJ F amt wideo networks 

deli et;~/)jl tombii'iíóg '\ViPN~i th the rich 
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stateful inspection firewall services that Cisco PIX Security Appliances provide for these converged networking 

standards, businesses can securely extend voice and multimedia services to home office and remote office 

environments for additional cost savings, improved productivity, and competitive advantage. 

Flexible VPN Services Extend Networks Economically to Remote Networks and 

Mobile Users 

Businesses can securely extend their networks across low-cost Internet connections to mobile users, business 

partners, and remote offices worldwide using the full-featured VPN capabilities provided by the Cisco PIX 535 

Security Appliance. Solutions range from standards-based site-to-site VPN leveraging the Internet Key Exchange 

(IKE) and IP security (IPsec) VPN standards. to the innovative Cisco Easy VPN capabilities found in Cisco PIX 

Security Appliances and other Cisco security solutions-such as Cisco lOS® routers and Cisco VPN 3000 Series 

Concentrators. Easy VPN delivers a uniquely scalable, cost-effective;.and easy-to-manage remote-access VPN 

architecture that eliminates the operational costs associated with maintaining remote-device configurations typically 

required by traditional VPN solutions. Cisco PIX Security Appliances encrypt data using 56-bit Data Encryption 

Standard (DES) , 168-bit Triple DES (3DES), or up to 256-bit Advanced Encryption Standard (AES) encryption. 

Certain Cisco PIX 535 Security Appliance models have integrated hardware VPN acceleration capabilities, delivering 

highly scalable. high performance VPN services. 

lntegrated lntrusion Protection Guards Against Popular Internet Threats 

The integrated in-tine intrusion-protection capabilities ofthe Cisco PIX 535 Security Appliance can protect enterprise 

networks from many popular forms o f attacks, including Denial-of-Service (DoS) attacks and malformed packet 

attacks. Using a wealth o f advanced intrusion-protection features. including DNSGuard, FloodGuard, FragGuard, 

Mai!Guard, IPVerify and TCP intercept, in addition to looking for more than 55 different attack "signatures," Cisco 

PIX Security Appliances keep a vigilant watch for attacks, can optionally block them, and can notify administrators 

about them in real time. 

Award-Winning Resiliency Provides Maximum Business Uptime 

Select models ofCisco PIX 535 Security Appliances provide stateful failover capabilities that ensure resilient network 

protection for enterprise network environments. Employing a cost-effective, active-standby, high-availability 

architecture, Cisco PIX Security Appliances that are configured as a failover pair continuously synchronize their 

connection state and device configuration data. Synchronization can take place over a high-speed LAN connection, 

providing another layer o f protection through the ability to geographically separate the failover pai r. In the event o f 

a system or network failure , network sessions are automatically transitioned between appliances, with complete 

transparency to users . 

Robust Remote-Management Solutions Lower Total Cost of Ownership 

The Cisco PIX 535 Security Appliance is a reliable, easy-to-maintain platform that provides a wide variety of 

methods for configuring, monitoring, and troubleshooting. Management solutions range from centralized , 

policy-based management tools to integrated, Web-based management to support for remote monitoring protocols 

such as Simple Network Management Protocol (SNMP) and syslog. 
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Adminimators can easily manage large numbers of remate Cisco PIX Security Appliances using CiscoWorks VPN/ 

Serurit\' Management Solution (VMS) . This suíte consists of numerous modules including Management Center for 

Firrwall~. Auto Update Server Software and Security Monitor. This powerful combination provides a highly scalable, 

nrxt ·grnrra tion . three-tier management solution that includes the following features: 

o Comprehensive configuration and software image management 

o Devi r e hirrarchy with "Smart Rules" -based configuration inheritance 

o C u~lOmizable administrative roles and access privileges 

o Comprehensive enterprise change management and auditing 

o "Tourhle~s" software image management for remate Cisco PIX Security Appliances 

o Support for dynamically addressed appliances 

Additional intrgrated event management and inventory solutions are also available as parto f the CiscoWorks VMS 

nrtwork management suíte . 

Thr integrated Cisco PIX Device Manager provides an intuitive, Web-based management interface for remotely 

configuring. monitoring. and troubleshooting a Cisco PIX 535 Security Appliance-without requiring any software 

(other than a standard Web browser) to be installed on an administrator's computer. A setup wizard is provided for 

easy installation into any network environment. 

Alternatively. through methods including Telnet and Secure Shell (SSH) , or out of band through a console port, 

administrators can remotely configure, monitor, and troubleshoot Cisco PIX Security Appliances using a 

command-line interface (CLI). 

Table 1 Key Product Features and Benefits 

Key Features Benefit 

Enterprise-Ciass Security 

True security appliance Uses a proprietary. hardened operating system that eliminates security risks associated 
with general purpose operating systems 

. Cisco quality and no moving parts provide a highly reliable secur'ity platform 

Stateful inspection Provides perimeter network security to prevent unauthorized network access 
firewall Uses state-of-the-art Cisco ASA for robust stateful inspection firewall services 

Provides flexible access-control capabilities for over 100 predefined applications, 
services and protocols, with the ability to define custem applications and services 

lncludes numerous application-aware inspection engines that secure advanced 
networking protocols such as H.323 Version 4, Session lnitiation Protocol (SIP), Cisco 
Skinny Client Contrai Protocol (SCCP), Real-Time Streaming Protocol (RTSP), Internet 
Locator Service (ILS). and more 

lncludes content filtering for Java and ActiveX applets 

Easy VPN Server Provides remete access VPN concentrator services for a wide variety of Cisco software 
or hardware-based VPN clients 

Pushes VPN policy dynamically to Cisco Easy VPN Remote-enabled so lutions upon 
connection, ensuring the latest corporate security policies are enforced 

. Extends VPN reach into environments using Network Address Translation (NAT) or Port 
Address Translation (PAT). vi a support of Internet Engineering Task Force (IETF) 
UDP-based draft standard for NAT traversal J.~QS n:·~~~i:lc; •. -.~· . . ' 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Site-to-site VPN 

lntrusion protection 

AAA support 

X.509 certificate and 
CRLsupport 

lntegration with leading 
third-party solutions 

• Supports IKE and IPsec VPN standards 

• Ensures data privacy/integrity and strong authentication to remote networks and 
remote users over the Internet 

• Supports 56-bit DES. 168-bit 3DES and up to 256-bit AES data encryption to ensure data 
privacy 

Provides protection from over 55 different types of popular network-based attacks 
ranging from malformed packet attacks to DoS attacks 

• lntegrates with Cisco Network lntrusion Detection System (lOS) sensors for the ability to 
dynamically blocklshun hostile network nodes via the firewall 

lntegrates with popular authentication, authorization, and accounting services via 
TACACS+ and RADIUS suppo[t 

• Provides tight integration with Cisco Secure Access Control Server (ACS) 

• Supports SCEP-based enrollment with leading X.509 solutions from Baltimore, Entrust. 
Microsoft, and VeriSign 

• Supports the broad range of Cisco AVVID (Architecture for Voice, Video and lntegrated 
Data) partner solutions that provide URL filtering, content filtering, virus protection, 
scalable remote management, and more 

Robust Network Services/lntegration 

Virtual LAN 
(VLAN)-based virtual 
interfaces 

Open Shortest Path 
First (OSPF) dynamic 
routing 

DHCP server 

DHCP relay 

NAT/PAT support 

• Provides increased flexibility when defining security policies and eases overall 
integration into switched network environments by supporting the creation of logical 
interfaces based on IEEE 802.1q VLAN tags, and the creation of security policies based 
on these virtual interfaces 

• Supports multi pie virtual interfaces on a single physical interface through VLAN 
trunking 

• Supports multiple VLAN trunks per Cisco PIX Security Appliances 

• Supports up to 24 VLANs on Cisco PIX 535 Security Appliances 

• Provides comprehensive OSPF dynamic routing services using technology based on 
world-renowned Cisco lOS Software 

Offers improved network reliability through fast route convergence and secure, efficient 
route distribution 

• Delivers a secure routing solution in environments using NAT through tight integration 
with Cisco PIX Security Appliance NAT services 

• Supports MDS-based OSPF authentication, in addition to plaintext OSPF authentication, 
to prevent route spoofing and various routing-based DoS attacks 

• Provides route redistribution between OSPF processes, including OSPF. static, and 
connected routes 

• Supports load balancing across equal-cost multipath routes 

Provides DHCP Server services one or more interfaces for devices to obtain IP addresses 
dynamically 

• lncludes extensions for support of Cisco IP Phones and Cisco SoftPhone IP 
telephony solutions 

• Forwards DHCP requests from internai devices to an administrator-specified DHCP 
server, enabling centralized distribution, tracking. anq !!l_i!lnte l}a/l.~ _ _of .. IP.addresses 

• 
Provides rich dynamic/static NAT and PAT capabilitip~ÜS 11° 0:~/t.üllt~ '_. j'.' , 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Rich Management Capabilities 

CiscoWorks VPN/ . Comprehensive management suite for large scale deployments 
Security Management . lntegrates policy management, software maintenance, and security monitoring 
Solution (CiscoWorks 
VMS) 

PIX Device Manager . lntuitive, Web-based GUI enables simple, secure remote management of Cisco PIX 
(PDM) Security Appliances 

Provides wide range of informative, real -time, and historical reports which give criticai 
insight into usage trends, performance baselines. and security events 

Auto Update Provides "touchless" secure remote management of Cisco PIX Security Appliance 
configuration and software images via a unique push/pull management model 

. Next-generation secure XMUHTTPS management interface can be leveraged by Cisco 
and third-party management applications for remote Cisco PIX Security Appliance 
configuration management, inventory, software image management/deployment and 
monitoring . lntegrates seamlessly with Man;'Jgement Center for Firewalls and Auto Update Server 
for robust, scalable remote management of up to 1000 Cisco PIX Security Appliances 
(per management server) 

Cisco PIX CU . Allows customers to use existing PIX CU knowledge for easy installation and 
management without additional training . Accessible through variety óf methods including console port, Telnet and SSH 

Command-level . Enables businesses to create up to 16 customizable administrative roles/profiles for 
authorization accessing Cisco PIX Security Appliances (for example, monitoring only. read-only 

access to configuration, VPN administrator, firewaii/NAT administrator, and so on) 

Leverages either the internai administrator database or outside sources via TACACS+, 
such as Cisco Secure ACS 

SNMP and syslog . Provide remote monitoring and logging capabilities, with integration into Cisco and 
support third-party management applications 

Highly Flexible Expansion Capabilities 

Fast Ethernet and 
Gigabit Ethernet 
expansion options 

Hardware VPN 
acceleration options 

. Supports easy installation of additional network interfaces via four 66-Mhz/64-bit and 5 
33-MHz/32-bit PCI expansion slots 

• Supports expansion cards including single-port Fast Ethernet card, 4-port Fast Ethernet 
card, and single-port Gigabit Ethernet card 

De livers high speed VPN services via support of VPN Acce le rator Card (VAC) and VPN 
Accelerator Card+ (VAC+) 
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License Options 

The Cisco PIX 535 Security Appliance is available in three primary models that provi de different leveis o f interface 

density, failover capabilities, and VPN throughput. 

Restricted Software License 

The Cisco PIX 535 "Restricted" (PIX 535-R) model provides an excellent value for organizations Iooking for robust 

Cisco PIX Security Appliance services with gigabit firewall throughput, high interface density, maximum investment 

protection, and modera te VPN throughput requirements. It includes 512 MB o f RAM and support for up to eight 

10/100 Fast Ethernet or eight Gigabit Ethernet interfaces. 

Unrestricted Software License 

The PIX 535 "Unrestricted" (PIX 535-UR) model extends the capabilities of the family with support for stateful 

failover, additional LAN interfaces, and increased VPN throughput via integrated hardware-based VPN acceleration. 

It includes an integrated VAC or VAC+ hardware VPN accelerator. 1GB of RAM, and support for up to ten 10/100 

Fast Ethernet or nine Gigabit'Ethernet interfaces. The Cisco PIX 535-UR also adds the ability to share state 

information with a hot-standby Cisco PIX Security Appliance for resilient network protection. 

Failover Software License 

The Cisco PIX 535 "Failover" (PIX 535-FO) model is designed for use in conjunction with a PIX 535-UR. providing 

a cost-effective, high-availability solution. It operates in hot-standby mode acting as a complete redundant system 

that maintains current session state information. With the same hardware configuration as the Cisco PIX 535-UR. it 

delivers the ultima te in high availability for a fraction o f the price. 

Performance Summary 

Cleartext throughput: 1. 7 Gbps 

Concurrent connections: 500,000 

168-bit 3DES IPsec VPN throughput: Up to 440 Mbps with VAC+ or 100 Mbps with VAC . 

128-bit AES IPsec VPN throughput: Up to 535 Mbps with VAC+ 

256-bit AES IPsec VPN throughput: Up to 440 Mbps with VAC+ 

Simultaneous VPN tunnels: 2000 

Technical Specifications 

Processar: 1-GHz Intel Pentium III Processar 

Random access memory: 512MB or 1 GB of SDRAM 

Flash memory: 16 MB 

Cache: 256 KB levei 2 at 1-GHz 

System buses: Two 64-bit, 66 MHz PCI, one 32-bit, 33-MHz PCI 

Cisco Systems. Inc. 
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Environmental Operating Ranges 

Operating 

Temperature: -25° to 131 op (-5° to 55°C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 9843 ft (3000 m) 

Shock: 1.14 m/ se c ( 45 in./sec) 112 sine input 

Vibration: 0.41 Grms2 (3-500Hz) random input 

Acoustic Noise: 65 dBa maximum 

Nonoperating 

Temperature: -13° to 158°F (-25° to 70°C) 

Relative Humidity: 5% to 95%, noncondensing 

Altitude: O to 15,000 ft (4570 m) 

Shock: 30 G 

Vibration: 0.41 Grms2 (3-500Hz) random input 

Power 

lnput (per power supply) 

Range Line Voltage: 100V to 240V AC or 48V DC 

Nominal Line Voltage: 100V to 240V AC or 48V DC 

Current: 4-2 Amps 

Frequency: 50 to 60 Hz, single phase 

Power: 220W (dual hot swap power supply capable) 

Output 

Steady State: 135W 

Maximum Peak: 220W 

Maximum Heat Dissipation: 750 BTU/hr, full power usage (220W) 

Physical Specifications 

Dimensions and Weight Specifications 

Form factor : 3 RU, standard 19-in. rack mountable 

Dimensions (H x W x 0) : 5.25 x 17.5 x 18.25 in . (1 3.33 x 44 .45 x 46.36 em)' RQS 11o 031200~ . 

Weight (one power supply) : 321b {14.5 kg) 
1 CP 11 '.~ry?:::; -::: 
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Expansion 

Four 64-bit/66-MHz PCI slots 

Five 32-bit/33-MHz PCI slots 

Six 168-pin DIMM RAM slots, supporting up to 1GB PC133 DRAM 

Interfaces 

Console Port: RS-232 (Rj-45) 9600 baud 

Failover Port: RS-232 (DB-15) 115 Kbps (Cisco specified cable required) 

Two integrated 10/100 Fast Ethernet ports, auto-negotiate (half/full duplex). Rj-45 

Regulatory and Standards Compliance 

Safety 

UL 1950, CSA C22.2 No. 950, EN 60950, IEC 60950, AS/NZS3260, TS001, IEC60825, EN 60825, 21CFR1040 

Electra Magnetic Compatibility (EMC) 

FCC Part 15 (CFR 47) Class A. ICES 003 Class A with UTP, EN55022 Class A with UTP, CISPR 22 Class A with 

UTP, AS/NZ 3548 Class A with UTP, VCCI Class A with UTP. EN55024, EN50082-1 (1997) , CE marking. 

EN55022 Class B with FTP. Cispr 22 Class B with FTP, AS/NZ 3548 Class B with FTP, VCCI Class B with FTP 

Product Ordering lnformation 

PIX-535 PIX 535 chassis only 

PIX-535-R-BUN PIX 535 restricted bundle (chassis, restricted software, 2 10/100 ports, 512MB RAM) 

PIX-535-UR-BUN PIX 535 unrestricted bundle (chassis, unrestricted software, 2 10/100 ports, 1 GB RAM, 
VAC or VAC+) 

PIX-535-FO-BUN PIX 535 failover bundle (chassis, failover software, 2 10/100 ports, 1 GB RAM, VAC 
or VAC+) 

PIX-535-HW= PIX 535 rack mount kit, console cable, failover seria l cable 

PIX-FO= PIX failover serial cable 

PIX-4FE 4-port 10/100 Fast Ethernet PCI expansion card 

PIX-1FE Single-port 10/100 Fast Ethernet PCI expansion card 

PIX-1GE-66 Single·port Gigabit Ethernet 64-bit/66-MHz PCI expansion card, Multimode (SX) 
se connector 

PIX-VPN-ACCEL 3DES IPsec hardware VAC 

PIX-VAC-PLUS 3DES/AES IPsec hardware VAC+ 

PIX-VPN-3DES 168-bit 3DES and up to 256-bit AES encryption softwtíre- liêense '"" '~ 
. . 
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PIX-VPN-JDES= 168-bit 3DES and up to 256-bit AES encryption software license 

PIX -VPN -DES 56-bit DES encryption software license 

PIX-VPN-DES= 56-bit DES encryption software license 

Support Services 

Support ~t·rvicrs are availablr from Cisco and Cisco partners. Cisco SMARTnet service augments customer support 

rP~ourrt'~. anel provides anywhere. anytime access to technical resources (both online and by telephone). the ability 

10 download updated system soflware. and hardware advance replacement. 

Support Ordering lnformation 

CON-SNT-PIX535 SMARTnet 8x5xNBD service for PIX 535 chassis only 

CON-SNT-PIX535R SMARTnet 8x5xNBD service for PIX 535-R bundle 

CON-SNT-PIX535UR SMARTnet 8x5xNBD service for PIX 535-UR bundle 

CON-SNT-PIX535FO SMARTnet 8x5xNBD service for PIX 535-FO bundle 

CON-SNTE-PIX535 SMARTnet 8x5x4 service for PIX 535 chassis only 

CON-SNTE-PIX535R SMARTnet 8x5x4 service for PIX 535-R bundle 

CON-SNTE-PIX535UR SMARTnet 8x5x4 service for PIX 535-UR bundle 

CON-SNTE-PIX535FO SMARTnet 8x5x4 service for PIX 535-FO bundle 

CON-SNTP-PIX535 SMARTnet 24x7x4 service for PIX 535 chassis only 

CON-SNTP-PIX535R SMARTnet 24x7x4 service for PIX 535-R bundle 

CON-SNTP-PIX535UR SMARTnet 24x7x4 service for PIX 535-UR bundle 

CON-SNTP-PIX535FO SMARTnet 24x7x4 service for PIX 535-FO bundle 

CON-S2P-PIX535 SMARTnet 24x7x2 service for PIX 535-R chassis only 

CON-S2P-PIX535R SMARTnet 24x7x2 service for PIX 535-R bundle 

CON-S2P-PIX535UR SMARTnet 24x7x2 service for PIX 535-UR bundle 

CON-S2P-PIX535FO SMARTnet 24x7x2 service for PIX 535-FO bundle 

CON-OS-PIX535 SMARTnet On-Site 8x5xNBD service for PIX 535 chassis only 

CON-OS-PIX535R SMARTnet On-Site 8x5xNBD service for PIX 535-R bundle 

CON-OS-PIX535UR SMARTnet On-Site 8x5xNBD service for PIX 535-UR bundle 

CON-OS-PIX535FO SMARTnet On-Site 8x5xNBD service for PIX 535-FO bundle 

CON-OSE-PIX535 SMARTnet On-Site 8x5x4 service for PIX 535 chassis only 

CON-OSE-PIX535R SMARTnet On-Site 8x5x4 service for PIX 535-R bundle~- • . •oo-.. • 

- ..... ..... ..... ,.. .......... , ... .. ,.... , ... 
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CON-OSE-PIX535FO SMARTnet On-Site 8x5x4 service for PIX 535-FO bundle 

CON-OSP-PIX535 SMARTnet On-Site 24x7x4 service for PIX 535 chassis only 

CON-OSP-PIX535R SMARTnet On-Site 24x7x4 service for PIX 535-R bundle 

CON-OSP-PIX535UR SMARTnet On-Site 24x7x4 service for PIX 535-UR bundle 

CON-OSP-PIX535FO SMARTnet On-Site 24x7x4 service for PIX 535-FO bundle 

Additional lnformation 

For more information, please visit the following links: 

Cisco PIX Security Appliance Series: 

http://www.cisco.com/go/pix 

Cisco PIX Device Manager: 

http://www.cisco.com/warp/public/cc/pd/fw/sqfw500/prodlit/pixd3_ds.pdf 

Cisco Secure ACS: 

http://www.cisco.com/go/acs 

CiscoWorks VMS, Management Center for Firewalls, Auto Update Server Software and Security Monitor: 

Q://www.cisco.com/go/vms 

SAFE Blueprint from Cisco: 

http://www.cisco.com/go/safe 

C>-orate Headquarters 
Systems, Inc. 

West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387} 
Fax: 408 526-4100 

CISCO SYSTEMS -® 
European Headquarters 
Cisco Systems lnternational BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Te!: 31 O 20 357 1000 
Fax: 310203571100 

Americas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems. Inc. 
Capital Tower 
168 Robinson Road 
#22-0 1 to # 29-01 
Singapore 068912 
www.cisco.com 
Te!: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the 

Cisco Web site at www.cisco.com/go/offices 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
Czech Republic • Denmark • Dubai. UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • lndia • lndonesia • lreland 
Israel • Italy • Japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia • Scotland • Singapore • Slovakia • Slovenia • South Africa • Spain • Sweden 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • J Vene-rueta· ··~.Yi'"et·na-m •, Zimbabwe 
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Cisco PIX Firewall Version 6.2 

lhe world-leading Cisco PIX® Firewall Series of purpose-built security appliances 

provides robust, enterprise-class security services, including stateful inspection 

firewalling, virtual private networking (VPN), intrusion protection, and much 

more-in cost-effective, easy-to-deploy solutions. Ranging from compact, 

plug-and-play desktop firewalls for small/home offices to carrier-class gigabit 

firewalls for the most demanding enterprise and service-provider environments, 

Cisco PIX Firewalls provide robust security, performance, and reliability for network 

environments of ali sizes. 

Advanced Firewall Technologies 

Provide Enterprise-Ciass 

Network Security 

Cisco PIX Firewalls deliver a broad range of 

advanced firewall services that protect 

enterprise networks from the threats 

lurking on the Internet and in today's 

network environments. The state-of-the-art 

Cisco Adaptive Security Algorithm (ASA) 

provides rich stateful inspection firewall 

services, tracking the state o f ali authorized 

netwurk communications and preventing 

unauthorized network access. Cisco PIX 

Firewalls deliver an additional layer of 

security through intelligent, 

"application-aware" security services that 

examine packet streams at Layers 4 through 

7, using inspection engines specialized for 

many o f today's popular applications. 

Administrators can easily create custam 

security policies that will be enforced on 

network traffic traversing the firewall by 

leveraging more than 100 pre-defined 

applications, services, and protocols within 

Cisco PIX Firewalls, and the flexible access 

contrai capabilities that Cisco PIX Firewalls 

TACACS+/RADIUS or indirectly via Cisco 

Secure Access Contrai Server (ACS). In 

addition to these services, Cisco PIX 

Firewalls provide extensive logging, URL 

filtering, content filtering, and more in 

concert with Cisco AWID (Architecture for 

Voice, Video and Integrated Data) partner 

solutions. 

Market-Leading Voice-over-IP 

Security Services Protect 

Next-Generation Converged 

Networks 

Cisco PIX Firewalls continue to provide 

market-leading protection for numerous 

voice-over-IP (VoiP) standards and other 

multimedia standards, including H.323, 

Session Initiation Protocol (SIP}, Skinny, 

Real-Time Transport Pro toco! (RTP), 

Real-Time Streaming Protocol (RTSP), and 

Real-Time Transport Contrai Protocol 

(RTCP). This allows businesses to securely 

take advantage o f the many benefits that 

converged data and voice networks 

provide, such as significant total cost of 

ownership (TCO) savings and the 

provide. Access to network resources can competitive advantages and improved 

also be strongly authenticated via the Cisco productivjt)'_gained.thro.ugh th~ power of 

PIX Firewall's seamless integration with fully i gr'ã te·a ~ti\b"f{)(Y}deo · and data 

enterprise databases, either directly using networks~B'y comb1fiirtfVPN with the ri c h 

Ci sco Systems. Inc . ,...
1
,. !t• O 5 O 

Ali contents are Copyright © 1992-2002 Cisco Systems. Inc. Ali rights reserved . Importam Notices al'!d Privacy ~tatement-.---
Page 1 of 10 

3702 
- Dec - - -----·-



o 

~~:-~~~ .. ~. -~---: ... ._ 
~ «!·.;· ~ ... .. 

\ G ,(:-LI. J, 

i-

stateful inspection firewall services that Cisco PIX Firewalls pro)'!..:'- "_.:l.hese tonverged networking standards, 

businesses can easily extend voice and multimedia servicest~'T'~ot;/satellite offices for additional bandwidth and 

cost savings. 

Site•to·Site VPNs Extend Networks Economically to Remote Sites and Business 

Partners 

Using the standards-based site-to-site VPN capabilities within Cisco PIX Firewalls, businesses can securely extend 

their network across low-cost Internet connections to business partners and remote/satellite offices worldwide. Built 

upon the Internet Key Exchange (IKE) and IP Security (IPSec) VPN standards, Cisco PIX Firewalls encrypt data using 

56-bit Data Encryption Standard (DES) or advanced 168-bit Triple DES (3DES) encryption, ensuring that malicious 

individuais cannot see sensitive business data as it safely travels across the Internet. Cisco PIX Firewalls can also 

participate in X.509-based Public Key Infrastructures (PKI) and provide easy, automated certificate enrollment by 

taking advantage o f the Simplified Certificate Enrollment Protocol (SCEP)-another Internet standard Cisco helped 

to pioneer. Certain Cisco PIX Firewall models also provide integrated hardware VPN acceleration, providing up to 

100 Mbps of 3DES throughput and support for up to 2000 IKE security associations. 

Easy VPN Enables Highly Scalable, Easy·to·Manage VPN Deployments 

The innovative Easy VPN capabilities found in Cisco PIX Firewalls and other Cisco solutions-such as Cisco lOS® 

Software-based routers and Cisco VPN 3000 Series Concentrators-deliver a uniquely scalable, cost-effective, and 

easy-to-manage remote-access VPN architecture. Built upon the foundation of dynamic policy distribution and 

effortless provisioning, Easy VPN eliminates the operational costs associated with maintaining remote-device 

configurations typically required by traditional VPN solutions. Easy VPN enables Cisco customers to enjoy the 

numerous benefits that VPNs provide-increased employee productivity by taking advantage of high-speed 

broadband connectivity, and significantly reduced operational costs by eliminating expenses associated with legacy 

dialup architectures-without the problems commonly found with other remote-access VPN solutions. 

Cisco PIX Firewalls provide robust, remote-access VPN concentrator services that enable enterprises to securely 

extend their network to traveling employees, teleworkers, and remote offices for " anytime, anywhere access" to vital 

corporate network resources. Acting as an Easy VPN Server, Cisco PIX Firewalls support the wide range of Cisco 

software- and hardware-based Easy VPN Remote products. By dynamically pushing VPN security policies to Easy 

VPN-enabled users as they connect, Cisco PIX Firewalls ensure that the latest VPN security policy is consistently 

enforced for ali remote-access users. 

Certain models o f Cisco PIX Firewalls can also act as "hardware VPN clients" using the new Easy VPN Remote 

features in Cisco PIX Firewall OS, transparently providing secure access to a corporate network for ali devices 

protected by a Cisco PIX Firewall in a remote network. This dramatically simplifies the initial deployment and 

ongoing management o f VPNs deployed to remo te offices and teleworker environments by eliminating the need to 

install and maintain VPN client software on the individual devices protected by a remote Cisco PIX FirewalL 

Advanced client-side resili ency features ensure maximum VPN uptime by providing automatic failover to backup 

Easy VPN Servers in the event o f a network o r service failure . 
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lntegrated lntrusion Protection Guards from Popular Internet Threats 

The integrated intrusion-protection capabilities in Cisco PIX Firewalls protect today's networks from many popular 

forms of attacks, including Denial-of-Service (DoS) attacks and malformed packet attacks. Using a wealth of 

advanced intrusion-protection features, including DNSGuard, FloodGuard, FragGuard, Mai!Guard, and TCP 

intercept, in addition to looking for more than 55 different attack "signatures," Cisco PIX Firewalls keep a vigilant 

watch for attacks, can optionally block them, and can notify administrators about them in real time. Additionally, 

Cisco PIX Firewalls support virtual packet reassembly, searching for attacks that are hidden over a series of 

fragmented packets. Strong integration with Cisco Intrusion Detection Systems (IDS) sensors enables Cisco PIX 

Firewalls to automatically shun (block) network nades identified as being hostile by Cisco IDS sensors. 

Enterprise-Ciass Resiliency Provides Maximum Business Uptime 

Cisco PIX Firewalls provide award-winning stateful failover capabilities (on select models) that ensure resilient 

network protection for enterprise network environments. Employing a cost-effective, active-standby high-availability 

architecture, Cisco PIX Firewalls configured as a failover pair continuously synchronize connection state information 

and device configuration data between one another. Performing this synchronization over a high-speed LAN 

connection provides the added benefit o f being able to geographically separa te failover pair members, thus providing 

a further Iayer o f protection. In the rare event o f a system or network failure, network sessions are automatically 

transitioned between firewalls seamlessly, and with complete transparency to network users. 

Robust Remote-Management Solutions Lower Total Cost of Ownership 

Cisco PIX Firewalls deliver a wealth o f remote-management methods for configuration, monitoring, and 

troubleshooting. Management solutions range from an integrated, Web-based management application to highly 

scalable multi-firewall management tools to support for remote-monitoring protocols such as Simple Network 

Management Protocol (SNMP) and syslog. Cisco PIX Firewalls additionally provide up to 16 leveis of customizable 

administrative roles, so that enterprises can grant administrators and operations personnel the appropriate levei of 

permissions they need for each firewall they manage (for example, monitoring only, read-only access to the 

configuration, VPN configuration only, firewall configuration only, etc.). Cisco PIX Firewalls now also support Auto 

Update, a revolutionary secure remote-management capability that ensures firewalls configurations and software 

images are kept up-to-date. 

Cisco PIX Device Manager (PDM) , integrated with Cisco PIX Firewalls, provides administrators an intuitive , 

Web-based management interface for remotely configuring and monitoring a single Cisco PIX Firewall, without 

requiring any software (other than a standard Web browser) to be installed on an administrator's computer. 

Administrators can also remotely configure, monitor, and troubleshoot Cisco PIX Firewalls using a command-line 

interface (CLI) through various methods, including Telnet and Secure Shell (SSH) Protocol, or out-of-band via a 

console port. 

Administrators can easily manage a large number of remate Cisco PIX Firewalls using either the new combination 

o f the CiscoWorks Management Center for Cisco PIX Firewalls and Auto Update Server, or Cisco Secure Policy 

Manager (CSPM)-all available within the Cisco VPN Security Management Solution (VMS) network management 

suite. The CiscoWorks Management Center for Cisco PIX Firewalls is a highly scªlable, r:!ext-geqer~tion , three-tier 

management solution for Cisco PIX Firewalls that includes features such as hieç~(\i:B i !fá'l lg!',<flP:P~f!g . o,[. [\lanaged 

firewalls, "Smart Rules " configuration inheritance, customizable administratiJeG-6'1'e· and ~:OÇ:Efs$:priV.iJ.eges, 
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worknow -based enterprise change management, comprehensive support for Cisco PIX Firewall's new Auto Update 

capabilities. and support for dynamically addressed firewalls. Cisco Secure Policy Manager Release 3 .0 is a 

poliry· hasPd centralized management solution for Cisco PIX Firewalls that includes a task-based interface, an 

intrractivP nrrwork topology map . policy wizards, and policy import capabilities. Additional integrated event 

managrmrnt and invenlory solutions are also available as part of the Cisco VMS network management suite. 

New Fe•tures Found in Cisco PIX Firewall Release 6.2 

Cisco PIX Firrwall Release 6.2 provides a wealth of new innovative features, which are detailed below: 

Table 1 New Features and Benefits 

New Fe•tures Benefits 

Enterpnse-Ciass Security 

LAN -based fa1lover . Extends failover functionality and enables geographic separation of Cisco 
PIX Firewalls in a failover pair by allowing failover information to be shared 
over a dedicated LAN connection (instead of a serial cable) between failover 
pairs 

B•d•rectional Network Address . Enhances rich NAT functionality in Cisco PIX Firewalls to support 
Translat1on (NAT) environments with overlapping private address ranges 

Turbo access control lists (ACls) • Provides significantly enhanced performance and deterministic search 
times for ACL processing; especially useful in environments where 
extensive ACLs are deployed 

N2H2 URL filtering . lntegrates with N2H2 SentianTM products-leading Internet filtering 
solutions-to provi de robust employee Web access contrai and monitoring 

Enhanced sma ll-packet . Delivers up to 48 percent more firewall performance for 64- to 512-byte 
performance packets than previous Cisco PIX Firewall OS releases, dueto further 

optimization of small-packet processing 

Management 

Auto Update . Provides highly scalable, secure remate management of PIX Firewalls with 
a unique push/pull management model 

. Next-generation secure XMUHTTPS interface can be leveraged by Cisco 
and third-party management applications for remate firewall configuration 
management, inventory, software image management/dep loyment 
and monitoring . Supports dynamically addressed firewalls in addition to firewalls with static 
IP addresses 

. lntegrates seamlessly with CiscoWorks Management Center for Cisco PIX 
Firewalls and Auto Update Server for robust, scalable remate management 
of up to 1000 PIX Firewalls 

Object grouping Enables administrators to group network objects (such as devices, 
networks, and services) into logical groups to greatly simplify access 
control rule definition and maintenance 

j -~-- ·-· ·-
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Table 1 New Features and Benefits 

New Features 

Command-level authorization 

--- - -- -
I ·~ . ...., ... : :...";. 

-"'Dynamk ""ACLs via Cisco 
Secure ACS 

Network Time Protocol (NTP) 
v3 client 

CPU monitoring via SNMP v2 

Software and configuration 
updates via HTTP and HTIPS 

HTIPS-based CU access 

Packet capture 

Small Office/Home Office 

Easy VPN Remote (hardware 
VPN client) 

PPP over Ethernet (PPPoE) support 

:... -

Benefits 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

. 

Enables businesses to create up to 16 customizable administrative roles and 
profiles for accessing Cisco PIX Firewalls (for example, monitoring only, 
read-only access to configuration, VPN administrator, firewall 
administrator, etc.) 

Uses either the internai Cisco PIX Firewall administrator data base or outside 
sources via TACACS+, such as Cisco Secure ACS 

Supports dynamic downloading and enforcement of ACLs on a per-user 
basis, upon user authentication with the firewall 

Provides convenient method for synchronizing the clock on Cisco PIX 
Firewalls with other devices on a network 

Extends SNMP-based remote·firewall •health monitoring to include the 
ability to monitor CPU utilization 

Adds support for downloading Cisco PIX Firewall OS and Cisco PIX Device 
Manager software, as well as configuration updates via HTIP or HTTPS 

Provides ability to deliver configuration and software updates over 
authenticated, encrypted network connection 

Delivers flexible, secure interface for interactive and easily scriptable access 
to Cisco PIX Firewall CU via standard HTTPS requests 

Gives administrators new, powerful troubleshooting capabilities by 
providing robust packet-capturing facilities on each interface of the firewall 

Supports severa I methods of accessing captured packets, including via the 
console, secure Web access ora file exported to a Trivial File Transfer 
Protocol (TFTP) server 

Enables dramatically simplified VPN rollouts to small office, teleworker, and 
remote/branch-office environments, allowing Cisco PIX 501 , 506, and 506E 
Firewalls to act as hardware VPN clients, and eliminating the provisioning 
complexities of traditional site-to-site VPN deployments 

Downloads VPN policy dynamically from an Easy VPN Server upon 
connection, ensuring the latest corporate security policies are enforced 

Provides robust client-side VPN resiliency with support for up to ten Easy 
VPN servers with automatic failover, in addition to Dead Peer Detection 
(DPD) support 

Enables the network behind a Cisco PIX Firew all to appear as a s ingle u ser 
to the VPN headend when using Easy VPN Remete Client Mode 

Provides site-to-site VPN-Iike functionality without requiring any additional 
provisioning when using Easy VPN Remote Network Extension Mode 

Supports both spl it and non-split tunneling environments 

Provides inte lligent, transparent Domain Name System (DNS) proxy 
capabilities for access to both corporate and public DNS servers 

Ensures compatibility with networks that require PPPoE support, such as 
xDSL and cable modem broadband environments 
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Table 1 New Features and Benefits 

New Features Benefits 

Voice-over-IP (VoiP)/Multimedia 

Multicast support . Supports wide range of multicast applications by introducing support for 
Internet Group Management Protocol (IGMP) v2 and stub multicast routing, 
including NAT and Port Address Translation (PAT) and the ability to build 
access control lists for multicast traffic 

PAT for H.323 and SIP . Extends market-leading VoiP support and enables SIP and H.323 to work in 
PAT environments, typically found in home offices and remote offices 

DHCP server support for Cisco . Simplifies remote Cisco IP Phone deployments by providing Cisco 
IP phones CaiiManager contact information via DHCP options 66 and 150 to Cisco IP 

phones for automated bootstrapping 

Internet Locator Service (ILS) Fixup . Adds support for ILS, a popular directory service used by applications such 
as Microsoft NetMeeting, SiteServer and Active Directory, for registration 
and location of network entities/endpoints 

Technical Specifications 

VPN Client Compatibility 

Cisco PIX Firewalls support a wide variety o f software- and hardware-based VPN clients, including: 

Software IPSec VPN clients Cisco Secure VPN Client Release 1.1 

Cisco VPN 3000 Concentrator Client, Release 2.5 and higher 

Cisco VPN Client for Microsoft Windows, Release 3.0 and higher 

Cisc:;o VPN Client for Linux, Release 3.5 and higher 

Cisco VPN Client for Solaris, Release 3.5 and higher 

Cisco VPN Client for Mac OS X , Release 3.5 and higher 

Hardware IPSec VPN clients Cisco VPN 3002 Hardware Client, Release 3.0 and higher 

Cisco lOS Software Easy VPN Remote, Release 12.2(B)Y J 

Cisco PIX Firewall Easy VPN Remote, Release 6.2 and higher 

Layer 2 Tunneling Protocol Microsoft Windows 2000 
(L2TP)/IPSec VPN clients 

Point-to-Point Tunneling Protocol Microsoft Windows 95 
(PPTP) VPN clients Microsoft Windows 98 

Microsoft Windows NT 4.0 

Microsoft Windows 2000 

I -----:--:_ -- - ~- ~-~'I l 
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Easy VPN Server Compatibility 

Cisco PIX Firewalls can now act as hardware-based VPN clients, taking advantage o f the new Easy VPN Remote 

capabilities in Cisco PIX Firewall OS. The following Easy VPN Server platforms are supported for this 

deployment scenario: 

Cisco lOS Routers Release 12.2(8)T and higher 

Cisco PIX Firewalls Release 6 .0(1) and higher 

Cisco VPN 3000 Concentrators Release 3.1 and higher 

Cisco Site-to-Site VPN Compatibility 

In addition to supporting interoperability with many third-party VPN products, Cisco PIX Firewalls interoperate 

with the following Cisco VPN products for site-to-site VPN connectivity: 

Cisco lOS Routers Release 12.1 (6)T and higher 

Cisco PIX Firewalls Release 5.1(1) and higher 

Cisco VPN 3000 Concentrators Release 2.5.2 and higher 

Cryptographic Standards Supported 

Cisco PIX Firewalls support numerous cryptographic standards and related third-party products and services, 

including the following: 

Asymmetric (public key) encryption algorithms RSA (Rivest, Shamir, Adelman) public/private key pairs, 
512 bits to 2048 bits 

Symmetric encryption algorithms DES: 56 bits 

3DES: 168 bits 

RC4: 40, 56, 64, and 128 bits 

Perfect Forward Secrecy (Diffie-Hellman key Group 1: 768-bits 
negotiation) Group 2: 1024-bits 

Hash algorithms MOS: 128-bits 

SHA-1 : 160-bits 

X.509 certificate authorities Baltimore UniCERT 

Entrust Authority 

Microsoft Windows 2000 Certificate Services 

VeriSign OnSite 

X.509 certificate enrollment protocols SCEP 

Cisco Systems. Inc. 
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System Requirements 

Platforms supported Cisco PIX 501 Firewall 

Cisco PIX 506 Firewall 

Cisco PIX 506E Firewall 

Cisco PIX 515 Firewall 

Cisco PIX 515E Firewall 

Cisco PIX 520 Firewall 

Cisco PIX 525 Firewall 

Cisco PIX 535 Firewall 

RAM, minimum 32MB, except Cisco PIX 501 which requires 16MB 

Flash memory, minimum 16MB, except Cisco PIX 501/506/506E which require 8MB 

Expansion cards supported Single-port 10/100 Fast ,Ethernet card 

Four-port 10/100 Fast Ethernet card 

Single-port Gigabit Ethernet, multimode (SX) SC, card 

VPN Acceleration Card (VAC) 

Product Ordering lnformation 

PIX-SW-UPGRADE= 

Support Services 

Cisco PIX software one-time upgrade for customers without a 
current SMARTnetTM support contract 

Support services are available from Cisco partners as well as from Cisco. The Cisco SMARTnet service augments 

customer support resources. It provides 24x7x 365 access to technical resources (both online and via telephone), the 

ability to download updated system software, and hardware advance replacement. 
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Additional lnformation 

For more information. please visit the following links: 

Cisco PIX Firewall: 

http://www.cisco.com/go/pix 

Cisco PIX Device Manager: 

http://www.cisco.com/warp/public/cc/pd/fw/sqfwSOO/prodlit/pixdm_ds.pdf 

Cisco Secure ACS: 

http://www.cisco.com/go/acs 

Cisco Secure Policy Manager: 

http://www.cisco.com/go/policymanager 

) 

Cisco VPN Security Management Solution (VMS} , CiscoWorks Management Center for Cisco PIX Firewalls and 

Auto Update Server: 

http://www.cisco.com/go/vms 

Cisco SAFE Blueprint: 

http://www.cisco.com/go/safe 

To download the latest Cisco PIX Firewall OS and Cisco PIX Device Manager software (with a valid Cisco.com 

login}. visit: 

http://www.cisco.com/cgi-binltablebuild.pl/pix 
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Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose, CA 95134-1706 
USA 
www.cisco.com 
Te!: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4 100 

CISCO SYSTEMS -® 
Eur:>pean Headquarters 
Cisco Systems International BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
110 I CH Amsterdarn 
The Netherlands 
www-europe.cisco.corn 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose , CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-0 I to # 29-0 I 
Singapore 068912 
www.cisco.com 
Tel: +65 317 7777 
Fax: +65 3 17 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone nurnbers, and fax numbers a re listed on the 

Cisco Web site at www.cisco . com/go/offices 

Argentina • Australia • Aus tri a • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombi a • Costa Rica • Croatia 
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CiscoWorks Management Center 
for Firewalls, Version 1.2 

o 

Figure 1 

CiscoWorks 
Management 
Center for PIX 
Firewalls 

o 

lntroduction 

The CiscoWorks Management Center for 

Firewalls and Auto Update Server Software 

are the functional components, within the 

CiscoWorks VPN/ Security Solution (VMS), 

that provide unprecedented manageability 

for the Cisco Firewall product line. The 

Management Center for Firewalls features 

the "look and feel" o f the Cisco PIX Device 

Manager (PDM) but offers centralized 

management scalability o f up to 1,000 

Cisco Firewalls. 

This management center component of 

CiscoWorks VMS, is an integral part ofthe 

SAFE blueprint, and combines Web-based 

tools for configuring, monitoring, and 

troubleshooting the following: 

• VPNs 

• Firewalls 

• Network intrusion detection systems 

(IDS) 

• Host-based IDS 

CiscoWorks VMS addresses the needs of 

both small- and large-scale VPN and 

security deployments, and enables 

organizations to protect productivity gains 

and reduce operating costs. 

Cisco protects the productivity o f your 

enterprise with an integrated security 

management solution. Unlike pointer 

security products from multiple vendors 

that leave vulnerable gaps with different 

GUis, CiscoWorks VMS provides a 

comprehensive solution that ties separate 

security and VPN technologies in to a single, 

whole secure network. 

New Features 

Management Center for Firewalls version 

1.2 is the follow-on version o f the 

Management Center for PIX Firewalls 

version 1. L This module has been renamed 

to reflect the additional support for the 

Firwall Services Module (FWSM). 

Managment Center for Firewalls version 

1 .2 adds support for the following new 

features: 

• Cisco PIX 6.3 

• Single ckick to deploy configurations 

(No activity and job management) 

• Object g~~- -· _, ... _ . . -·· 
j 

• Dual ~~B r,o 0~/200;: ;: , · 
CPMI ' I~(J'~!.?V ·~::; . 
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• Solaris 

• VLANs 

• Syslog per access-list 

• Single Auto Update Server (AUS) set up for an entire group of Cisco PIX 

• NATO ACL 

• Cut and paste of building blocks 

lntended Use 

1 (~ (/~ 
L-

The Management Center for Firewalls provides SAFE coverage and centralized management o f access rules, Network 

Address Translation (NAT), intrusion detection, and VPN on Cisco Firewalls. 1t supports centralized management 

o f virtually any Cisco Firewall security network including remate access; demilitarized zone (DMZ); small office/ 

home office (SOHO); voice, storage, and wireless networks; Internet security; and management security provider 

scenarios. 

Features and Benefits 

The Management Center for Firewalls provides unique and robust scalability with these industry-first features: 

• Smart Rules hierarchy and inheritance 

• User-defined device and customer groups including nesting 

• Global role-based access (RBAC) with administrative privileges per device and customer groups with CiscoWorks 

products and Cisco Secure Access Contrai Server (ACS) 

• Mandatory and default device settings inheritance 

• Workflow deployment to device, directory or Auto Update Server 

• Look and feel of Cisco PIX Device Manager (PDM) but with scalability to 1,000 Cisco Firewalls 

• Web GUI 

• Integration o f market-Ieading management features from other CiscoWorks products 

• Complete SAFE coverage for centralized management of Cisco PIX and Firewall Services Module including 

access contrai, virtual private networks (VPN), intrusion detection systems (IDS), and authentication, 

authorization, and accounting (AAA) 

• Reduction in total configuration time 

• Reduction in manual configuration errors 

• Automatic update o f remate firewall configurations and operating systems 

• Automatic and periodic verification of remate firewall configurations 

Smart Rules 

Smart Rules is an innovate feature that allows common information, including access rules and settings, to be 

inherited for ali firewalls in a device or customer group. Smart Rules allows a user to define common rules once, 

reducing configuration time and resulting in fewer administrative errors. Furthermore, Smart Rules offers higher 

device scalability. A user can configure a common rule (such as allowing ali HTIP traffic) once, and then apply this 

global rule to ali firewalls. Smart Rules can also be defined on a device or customer group. 

,. __ ... _ ...... 
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Granular Administrative Privileges for Customer/Device Groups 

The CiscoWorks Management Center for Firewalls allows devices to be separated by geography, customer, device 

type, or any other mechanism the user wants. The Management Center for Firewalls supports multiple 

administrators. Administrative privileges can be defined on a device or customer group. Basic administrative 

privileges include the tive roles defined in the CiscoWorks desktop. Administrative privileges can also be defined 

within Cisco Secure Access Contrai Server (ACS) to allow very granular administrative privileges so that a customer 

can view their own firewall configurations but not those o f another customer. 

Globai/Group Device Settings 
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The CiscoWorks Management Center for Firewalls supports an extensive list of device settings including Failover, 

Routing, SNMP, ICMP, AAA, DHCP, TFTP, VPN Client, IDS, and IP Anti-spoofing. Ali of these settings can be 

defined globally and inherited by ali applicable firewalls . Any o f these settings can also be defined on a device or 

customer group for unprecedented scalability. Powerful feature settings, including IDS signatures, can now be defined 

for ali applicable firewalls with just a few mouse clicks. 

Benefits of Cisco PDM, Cisco.com, and CiscoWorks 

Other competitive products simply distribute ali configuration changes to ali devices. Like other CiscoWorks 

products, the Management Center for Firewalls supports flexible configuration deployment to either a device, file 

directory, or Auto Update Server. The Management Center for Firewalls features the "Jook and feel" of the 

single-firewall Cisco PDM. It also offers the usability of Cisco PDM combined with the scalabili ty o f centralized 

management for up to 1,000 Cisco Firewalls. 
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The Management Center for Firewalls incorporates an easy-to-use 

Web GUI and secure configuration and distribution with Secure 

Socket Layer (SSL) and secure digital certificates. The Management 

Center for Firewalls also supports key scalability features from 

CiscoWorks LAN Management Solution (LMS) and Routed WAN 

Management Solution (RWAN) that facilitate LAN and WAN 

deployments ofmore than 20,000 devices. Key CiscoWorks features 

supported by the Management Center for Firewalls include an 

approval flow, device list from CiscoWorks Resource Manager 

Essentials (RME) , rollback, and activity andjob management. 

Device Support 

• The Management Center for Firewalls supports the following 

Cisco Firewall platforms: Cisco PIX 501,506, 506E, 515, 515E, 

525 , 535; and the Cisco Firewall Services Module (FWSM) 

• The Management Center for Firewalls supports versions 6.0, 

6.1 , and 6.2 o f the Cisco PIX Operating System, and FWSM 

versions 1.1 (x) . 

a 

The Management Center for Firewalls will import the configuration 

of existing Cisco Firewall version 6.0 deployments. Th~ (_ t.. 8 
Management Center for Firewalls also features an o)'ft~ufr'çl/ 
conduit to an access list conversion tool that enables "conver\nõ"n o f 

existing access configurations to access lists. 

System Requirements 

The Management Center server software is currently supported on 

Windows 2000 only. For comprehensive hardware and operating 

requirements, see the CiscoWorks VMS Overview at http:// 

www.cisco.com/go/vms. 

Ordering lnformation 

The Management Center for Firewalls is available exclusively as 

part of CiscoWorks VPN/Security Management Solution (VMS). 

For details on ordering, refer to the CiscoWorks VMS Product 

Bulletin at http://www.cisco.com/go/vms. 

For More lnformation 

Please reference http://www.cisco.com/go/vms for more information 

about CiscoWorks VMS, or email ciscoworks@cisco.com. 
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Monitoring Center for Security, Version 1.2 

lntroduction 

The Monitoring Center for Security is a tool 

to capture, store, view, correlate and report 

on events from: 

• Cisco Network IDS 

• Cisco Switch IDS 

• Cisco IDS Network Module for routers 

• Management Center for Cisco Security 

Agents 

• Cisco PIX Firewalls 

• Cisco Firewall Services Modules 

• Cisco lOS Routers 

The Monitoring Center for Security will 

increase the accuracy o f threat detection 

and lower the operational costs for event 

monitoring, and will increase your 

administrator's productivity. The software 

delivers event correlation to identify attacks 

that are not easily recognizable from a 

single event, a flexible notification scheme 

and automated responses to criticai events. 

By taking advantage o f user-defined event 

correlation rules, the operator can: 

• Monitor attacks against specific, 

high visibility hosts (for example, a 

web server). 

• Monitor the traffic for patterns of 

attacks 

o Correlate IDS information from 

multi pie security devices (e.g. , firewalls , 

network IDS, host IDS) 

o Receive early notification of emerging 

threats 

• Trigger an automated response, as a 

corrective action against an attack 

• Reduce the number of false positives 

The Monitoring Center for Security is a 

component ofthe CiscoWorks VPN/ 

Security Management Solution (VMS). 

VMS is an integral part o f the SAFE 

blueprint and combines web-based 

tools for configuring, monitoring and 

troubleshooting: 

• Virtual Private Networks (VPN) 

• Firewalls 

• Network Intrusion Detection 

Systems (IDS) 

• Host-based IDS 

CiscoWorks VMS addresses the needs 

o f both small- and large-scale VPN and 

security deployments by protecting 

productivity gains and reducing operating 

costs fororganizations. 

lntended Use 

The Monitoring Center for Security will 

benefit those organizations experiencing 

information overload, resulting from: 

o Too many security consoles 

• Too many security events to monitor 

• Difficulty in viewing the big security 

picture 

. -~-· .-. ·· ~· ~ --- -~-- -. 
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New Features 

The Monitoring Center for Security includes support for additional event types. The operator can now monitor 

events from the Management Center for Cisco Security Agents, version 4.0 and also monitor events from the Cisco 

Intrusion Detection System (IDS) software version 4.1. The Management Center for Cisco Security Agents 4.0 will 

receive events from agents and then forward these events to the Monitoring Center for Security version 1.2. As a 

result, the Monitoring Center for Security provides a broad, unified view of security messages. 

Support for IDS 4.1 allows the operator to monitor network IDS sensors that communicate using the Remote Data 

Exchange Pro toco! (RDEP) . With the RDEP protocol the operator can subscribe to specific IDS event types and better 

control which events are received. 

Enhancements in the event viewer include performance improvements for event deletions and an addition o f a new 

interface graphing capability. The user can also preserve their preferred column ordering in the event viewer. 

Enhancements for reporting include the ability to save generated reports to the database and to a file for more flexible 

storage options. Furthermore, new summary information has been added to reports to help with analysis. Cisco has 

added more reports for firewalls and Cisco Security Agents·. 

Enhancements in the notification system indu de an increase in the number o f active events rules from 5 to 1 O. Event 

rules help identify criticai events and automate a response so that the operator does not need to monitor a screen 

over long periods. The operator can also import Cisco IDS Sensor configurations from a·remote Management Center 

for IDS Sensors server to save time. 

The Monitoring Center for Security, version 1.1 is now supported on Solaris 8. This software does not have some of 

the features that are available in the Monitoring Center for Security version 1.2, which is available only on Windows 

2000 currently. Examples o f features not supported on the Solaris platform include: 

• No support for events from the Management Center for Cisco Security Agents, version 4.0 

• No support for events from the Cisco IDS Network Module for routers 

• No support for events form IDS version 4.1 (however, IDS 4.0 is supported) 

• No additional reports for firewall and Cisco Security Agents 

• No support for saving the preferences of column ordering in the event viewer 

Features and Benefits 

Comprehensive reporting options for finding information 

• Web-based wizard for creating flexible security reports 

• On-demand and scheduled reports 

• Reports by top incidents. by IP address, by time, by signature, by event. etc. 

• Send notifications o f reports by ema i! 

Web-based event viewer with features to easily loca te attacks 

• Easily "slice and dice" data by moving event field columns and sifting through thousands o f events in seconds. 

The Event Viewer can read both real-time and historical events from the database. 

Cisco Systems. Inc. 
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Figure 1 

Design based on award winning event viewer. 
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Perform event correlation to detect an emerging threat 
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• C reate user-defined rules for establishing relationships between events (correia te by type of event, by time, across 

sensors, across source addresses, etc.). This helps to identify attacks, which may not be apparent from a single 

event. 

• The user can define thresholds and time periods when a rule should be triggered 

• If a rui e is triggered , the use r can be notified via email and fine-tune what information from the suspicious packet 

is forwarded with the email. Alternatively, the user can automatically execute a script as a corrective response. 

Database Management 

• The Monitoring Center for Security provides a relational data base that is used for storage o f event data. Various 

database management functions such as archiving and purging can easily be performed without database 

administration skills within the Monitoring Center for Security using the web interface. 
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Devic_es Supported for Monitoring 

Platform 

Cisco Network lOS sensors 

Cisco Switch lOS (IOSM) sensors 

Cisco lOS Network Module for Cisco Routers 

Cisco PIX Firewall 

Cisco Firewall Services Modules 

Cisco lOS Router for lOS messages (with lOS Firewall toolkit) 

Cisco Security Agents (forwarded by Management Center for 
Cisco Security Agents, version 4.0) 

Cisco lOS Host Console (forwarded by the Cisco lOS Host 
Console, version 2.5) 

System Requirements 

For comprehensive hardware and operating requirements see the 

VMS Overview. 

O ://www.cisco.com/go/vms 

Ordering lnformation 

The Monitoring Center for Security is a featured component of 

CiscoWorks VMS. For ordering details click on the VMS Product 

Bulletin found at: 

Software Version Supported 

lOS 3.0, 3.1, 4.0 and 4.1 

IOSM 3.0(5), 4.0 and 4.1 

lOS 4.1 

Cisco PIX Firewall OS 6.0(x), 6.1(x), 6 .2(x), 6.3.1 

1.1 

12.2x mainline and !ater 

4.0 

2.5 

http://www.cisco.com/go/vms 

For More lnformation 

Please reference http://www.cisco.com/go/vms or email 

ciscoworks@cisco.com 
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Configuring Building Blocks 

Building Blocks allow you to optimize your configuration. Objects such as hosts, 
protocols, or services can be grouped, allowing you to issue a single command to 
every item in the group by using the name of the group. 

The Building Blocks feature is used to associate names that can be used in place 
of corresponding data values in settings and rules. This facilitates ease of 
maintenance. 

For example, an access rule might have a source address of 1.2.3.4. As an 
alternative, you can use building blocks to create a network object named fred -pc 
with the address 1.2.3.4. You can then create an access rule with the source 
address as fred-pc. 

Using Building Blocks, you identify objects that will be used on your network, 
that are configured separately. For example, you can identify the servers used for 
AAA authentication. The protocols used to connect to those servers, however, are 
configured in Settings. This design facilitates network updates, as building blocks 
are defined only once and in one location. 

lmportant Notes About Building Blocks 
• You can edit only those objects defined at the current scope. 

• Building blocks do not have a one-to-one association. 

Usi 
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Configuring Network Objects 
Chapter 6 Configuring Building Blocks 

When an object is selected in the directory tree, ali elements defined at the 
same levei and above are applied. 

If you select an object by name and that name is defined at multiple scopes, 
the version defined nearest the current scope is selected. (See the 
"Configuring Network Objects" section on page 6-2 for examples using 
network objects.) 

Configuring Network Objects 
The Network Objects feature allows you to group a set of network addresses 
represented by an IP network (name, IP address, IP mask). This information 
provides the basic identification information for that network. Firewall MC uses 
the name and IP address-netmask pair to resolve references to the network in the 
source and destination conditions of access rules and in translation rules. 
Firewall MC uses the interface value to apply access and translation rules that 
refer the network to the correct interface. The interface delivers network packets 
to the network, thus enforcing the rules that refer to that network. 

The following examples will help you to better understand how network objects 
can be used. Let's say you want to create the network object Corp Network at the 
Global scope, but different IP addresses will be used depending on the group 
being addressed. As a result, you can use a variable, which allows different values 
to be set for a building block for different devices or groups. The values are 
substituted into the same rule as applied to those different devices and groups 
(Figure 6-1 ). 
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Chapter 6 Configuring Building Blocks 
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Configuring Network Objects 

Figure 6-1 Example 1-Network Ob_ject "Corp Network "Oefined at the Global 
Scope with Variable 

---·------·---··-·-----··---------· 

# r NBme Cortent Voriable 
~ .. .! ... S(XlP!L ... 

1. r any 0 .0.0 .0/0 f ais e Global ·• 

2. r Corp Nalwork any true Global 

To access the Network Object feature, select Configuration>Building Blocks> 
Network Objects. The Network Objects table defaults to the Global scope. You 
complete the wizard to define the network object. When you are returned to the 
Network Objects table, Corp Network is shown in the table. 

If you select the device PIX Firewall using the object selector, then view the 
Network Objects table for that scope, Corp Network is shown as created at the 
Global scope with the variable setting enabled. (The variable is set to true .) Notice 
that the check box is grayed-out, which means you cannot make changes at the 
device levei (Figure 6-2). 
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Chapter 6 Configuring Building Blocks 
Configuring Network Objects 

Figure 6-2 Example 1-Network OJ:!iect "Corp Network" Shown at the 
Device Scope 

Network Objects 

t;. SCOPE: i GioqaU . Cu~~; 8 . )·~~~- : ,·.-d:~~:~_,~;;; _ -~-~·'·' .. . .• 

# r 
1. r 
2. r 

any 

Corp Network 

Contert Varlable 

0.0.0.010 1alse 

!rue 

Scope 

Global~ 

Global 

When you define Corp Network at the PIX Firewall scope, the new network object 
replaces the one defined at the Global scope and assigns an IP address to it 
(Figure 6-3). Corp Network can now be edited at the device scope; it is no longer 
shown as a variable. (The variable is set to fal se.) 
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Configuring Network Objects 

Figure 6-3 Exarnple 1-Network Oeyect "Corp Network" Defined at the 
Device Scope 

Network Objects 

t ~~ '191?~!!.-~ ç\.."t~;t!l ~ ·~ir~'-.. ft---·-~--~-""""~--

' r 
1. r any 

2. r Corp Network 

Cortert 

0 .0 .0.010 

1 0.11.12:13132->Corp ~work 

Varlable Scope 

false 

false 

To create a mandatory access rule at the Global scope, you can use Corp Network 
as the source address. 

If you view the access rules table for the Mandatory Global scope and the Default 
PIX Firewall scope, you will see the same access rule in each table. When the 
configuration file for the PIX Firewall is generated, the access rule uses the 
network object Corp Network and the IP address defined at the device levei. This 
is displayed in the configuration file as 

: acl_rndc_inside_access Access List 

access-list acl_rndc_inside_access perrnit tcp 10.11.12.13 
255.255.255.255 any 

In conclusion, the network object defined at the Global scope using a variable 
must be redefined at the device scope with the same name, which then allows it to 
be used by access rules or translation rules. 

Using Management Center for Firewalls 1.1.2 

. l _ .c; 11-
\v_, 

'-

RQS n° '):V~OO~ '-" ... · 

075 

·: - "Z 7 o 2 
- rooc ~ --· 



.. 

o 

Chapter 6 Configuring Building Blocks 
Configuring Network Objects 

Now consider another example. If you select an object by name and that name is 
defined at multiple scopes, the version defined nearest the current scope is 
selected. For this example, assume a service provider has two customers: 
Customer A and Customer B (Figure 6-4). 

Figure 6-4 Example 2-Network Oeyect Oiagram 

Global 

Customer A 

Internai Network 

Customer 8 

Internai Network 

Corp Network 
(1 0.11.12.13/32) 

Customer 8 > PIX Firewall 

My Network 
"' ;n 

' "' '--------------------------------------- ~ 

Customers A and B have the network object Internai Network defined. 
Customer B uses a device named PIX Firewall. Because PIX Firewall is closer to 
Customer B than Customer A in the navigation tree, the device will use the 
network object Internai Network defined at the Customer B scope. When you view 
the Network Objects table at the device scope, the object name is shown as 
Customer B >Internai Network. 

The Network Object tables used to configure this example are shown in Figure 6-5 
through Figure 6-7 . 
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Configuring Network Objects • 

Figure 6-5 Example 2-Network Ob_ject ''lntemal Network" Delined at the 
Customer B Scope 

Network Objecls 

~ SCOPE: i GIOOeJ ) Customer8,~· ----

# r Neme Conlent Variable Scope 

1 . r any O.O.O.OJO false Global • 

2. r Corp Network ~any true Global 

3. r Hernal Network 10.11 .12.14/32 ~any false Customer 8 

To access the table in Figure 6-5, you select Configuration>Building Blocks > 
Network Objects. Using the object selector, you select Customer B. 
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Configuring Network Objects 

Figure 6-6 Exarnple 2-Network Ol!ject ''Interna/ Network" Shown at the 
Device Scope 

Network Objects 

~' SÇOPE: j Çlbbtl! > ctts<ome!.!? ~ ~;;;L ::·, .. · '""'"~"~"' 

# r Narne eontent Varlable $cope 

1. r ony 0.0.0.010 false Global .. 

2. r Corp Nelwork 10.11 .12.13!32~eorp Netwoik:, false PIXFtrewall 

3. r Internai Network 10.11 .12.14132 ~any false Customer B 

To access the table in. Figure 6-6, you select Configuration>Building Blocks> 
Network Objects. Using the object selector, you select PIX Firewall. 

After you have defined the network object at the device scope, the table displays 
the updated network object Internai Network for the device. 

A third example and a standard use of a network object is to define a network 
object (for example, My Network) at the PIX Firewall levei. The network object 
is then used only at the device scope (Figure 6-7). 
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Step 1 

Step 2 

Configuring Network Objects 

Figure G-7 Exarnple 3-Network Oqect 'My Network" Defíned at the 
Device Scope 

, r Name Cortert Variat>le Scope 

1 . r any 0 .0 .0 .010 f!Oise Glob81 ·• 

2., r CorpNelwork 1.0.11 .12.13132 >Corp Nelwoot false Pf)(fireWtll 

3. r lrternal Networl< 10.11 .12.14!32 >any false Customer B 

4 .. r My Network 10.1'1 .1,2.15132 >any falsê 'PfXF'rewal 

Table 6-1 shows the wizard used to configure network objects with the 
variable enabled . 

Table 6-2 shows the wizard used to configure network objects with the 
variable disabled. 

lãble 6-1 Wizard Used to Add or Edita Network Object {Variable Enabled) 

Wizard Page 

Enter Definition- Allows you to identify a network object. 

Summary-Allows you to verify configuration settings before committing 
settin gs to the database for deployment. 
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Configuring Network Objects 

Step 1 

Step2 

Step3 

Step 4 

Tãble G-2 Wizard Used to Add or Edita Network Object (Vatiable Disabled) 

Wizard Page 

Enter Definition-Allows you to identify a network object. 

Enter IPs-Ailows you to enter an IP address and mask. 

Select Network-Allows you to select available objects. 

Summary-Ailows you to verify configuration settings before committing 
settings to the database for deployment. 

Adding or Editing a Network Object 

Before Vou Begin 

• If workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

• Using the Object Selector, select the scope for the devices to configure. (See 
the "Object Selector" section on page 2-18.) 

Step 1 Select Configuration > Building Blocks > Network Objects. 

Step 2 

Step 3 

Step 4 

The Network Objects page appears. 

Do one of the following: 

• To add a row in the table, click Add . 

The Enter Definition page appears. 

• To edit a row, select the check box for the row in the table, then click Edit. 

The Enter Definition page appears. 

Enter the network entity name to be assigned to network object. 

Enter a comment in the Description field . 

Using Management Center for Firewalls 1.1.2 
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Chapter 6 Configuring Building Blocks 

Step 5 

Step 6 

Step 7 

Step 8 

Configuring Network Objects 

Select the Variable check box to use a value in place of a defined building block. 
For more information, see the online help. 

~ .. 
Note This feature allows different values to be set for a building block for 

different devices or groups; the values are substituted into the same rule 
as applied to those different devices and groups. 

Click Next. 

The Enter IP(s) page appears. 

Enter the network IP address and mask. 

No IP address and mask are needed ifyou planto use only nested network objects. 

Click Next. 

The Select Networks page appears. 

Step 9 Select the available object, then click Select =>. 

The object is moved to the Selected Objects column. 

Step 10 Click Next. 

The network objects summary page appears. 

Step 11 Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 

Deleting a Network Object 

78-,5634-01 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function. (See 
Appendix B, "Understanding User Roles and Permissions.'") 

Step 1 Select Configuration>Building Blocks>Network Objects. 

The Network Objects page appears. 
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Chapter 6 Configuring Building Blocks 
Configuring Service Definitions 

Step 2 

Step3 

Step4 

Select the check box for the row in the table, then click Delete. 

You are prompted to confirm the delete request. 

Click OK. 

As the page refreshes, you are prompted with another popup window if access 
rules or translation rules are affected by the deletion. You will need to review the 
rules tables and make corrections as needed. 

Click OK. 

The row is removed from the table, and the information is removed from the 
assigned firewall device configuration files when they are deployed. (See 
Chapter 9, "Managing Activities and Jobs .") 

Configuring Service Definitions 
The Service Definition feature allows you to create a single access rule that 
controls access to multiple protocols, for example, WWW. 

Table 6-3 shows the wizard used to add or edit service definitions. 

lãble 6-3 Wizard Used to Add or Edit Service Delínitions 

Wizard Page 

Step 1 Specify Name and Select Transport-Allows you to enter service protocol 
information. 

Step 2 Select ICMP Values-Used to define ICMP only. 

Step3 Summary-Allows you to verify configuration settings before committing 
settings to the database for deployment. 

Using Management Center for Firewalls 1.1.Z 
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Configuring Service Definitions • 

Adding or Editing a Service Definition 

78-15634-01 

Before Vou Begin 

If workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

Using the Object Selector, select the scope for the devices to configure. (See 
the ''Object Selector" section on page 2-18.) 

Step 1 Select Configuration>Building Blocks>Service Detinitions. 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

The Service Definitions table appears. 

Do one o f the following: 

• To add a row in the table, click Add. 

The Specify Name and Select Transport page appears. 

• To edit a row, select the check box for the row in the table, then click Edit. 

The Specify Name and Select Transport page appears. 

Enter the name of the service. 

Enter an optional comment in the Description field. 

Select the transpor! protocol from the list box, then click Next. 

~~ 
Note Only IP requires an IP protocol number. 

Do one of the following: 

• If you selected ICMP as the transport protocol, the select ICMP Values page 
appears. To select the ICMP values, go to Step 7. 

• If you selected TCP or UDP as the transport protocol, the Select TCP/UDP 
Values page appears. To select the TCP/UDP values, go to Step 8. 

• If you selected IP as the transport protocol, enter the IP protocol number, then 
click Next. 

The service descriptions summary page appears. Go to Step 9. 
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Chapter 6 Configuring Building Blocks 
Configuring Service Definitions 

Step 7 

Step8 

Step9 

Do the following: 

a. Select the type of message from the list box. 

b. Click Next. 

The service descriptions summary page appears. Go to Step 9. 

If you selected TCP or UDP as the transport protocol: 

The Select TCP/UDP Values page appears. 

a. Enter the destination port or port range. Values are 0-65,535 . 

b. Enter the source port or port range. Values are 0-65,535. 

c. Click Next. 

The service descriptions summary page appears. Go to Step 9. 

If you selected IP as the transport protocol: 

a. Enter the IP protocol number, then click Next. 

The service descriptions summary page appears. 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 

Deleting a Service Definition 

Step 1 

Step2 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function. (See 
Appendix B, "Understanding User Roles and Permissions .") 

Select Configuration > Building Blocks > Service Descriptions. 

The Service Descriptions page appears. 

Select the check box for the row in the table, then click Delete. 

You are prompted to confirm the delete request. 
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Chapter 6 Configuring Building Blocks 

Step 3 

Step4 

Configuring Service Groups 

Click OK. 

As the page refreshes, you are prompted with another popup window if access 
rules or translation rules are affected by the deletion. You will need to review the 
rules tables and make corrections as needed. 

Click OK. 

The row is removed from the table, and the information is removed from the 
assigned firewall device configuration files when they are deployed. (See 
Chapter 9, "Managing Activities and Jobs.") 

Configuring Service Groups 

Step 1 

Step2 

Step3 

The Service Definitions feature allows you to create a single access rule that 
contrais access to multi pie services, for example, you can write a rule that permits 
traffic for Telnet and HTTP in a single rule. 

Table 6-4 shows the wizard used to add or edit service groups. 

lãble 6-4 Wizard Used to Add or Edit Service Groups 

Wizard Page 

Add Name and Description-Allows you to define a service group. 

Select Service-Allows you to identify the services used for the defined 
service group. 

Summary-Allows you to verify configuration settings before committing 
settings to the database for deployment. 

Adding or Editing a Service Group 

78-15634-01 

Before Vou Begin 

• If workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

• Using the Object Selector, select the scope for the devices to configure. (See 
the "Object Selector" section on page 2-18.) 
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Configuring Service Groups 

~ .. 
Note 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step 6 

Step 7 

Step 8 

Some elements in the main table might be grayed out. This is because they are 
defined at a higher scope and cannot be edited from this levei. 

Select Configuration > Building Blocks > Service Groups. 

The Service Groups page appears. 

Do one of the following: 

To add a new row in the table, click Add. 

The Add Name and Description page appears. 

To edit a row, select the check box for the row in the table, then click Edit. 

The Add Name and Description page appears. 

Enter the service group name. 

Enter an optional comment in the Description field . 

Click Next. 

The Select Services page appears. 

Select the available object, then click Select =>. 

The object is moved to the Selected Objects column. 

Click Next. 

The service groups summary page appears . 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 
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Configuring AAA Server Groups 

Deleting a Service Group 

Step 1 

Step2 

Step 3 

Step 4 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function. (See 
Appendix B, "Understanding User Roles and Permissions.") 

Select Configuration > Building Blocks > Service Groups. 

The Service Groups table appears. 

Select the check box for the row in the table, then click Delete. 

You are prompted to confirm the delete request. 

Click OK. 

As the page refreshes, you are prompted with another popup window if access 
rules or translation rules are affected by the deletion. You will need to review the 
rules tables and make corrections as needed. 

Click OK. 

The row is removed from the table, and the information is removed from the 
assigned firewall device configuration files when they are deployed. (See 
Chapter 9, "Managing Activities and Jobs.") 

Configuring AAA Server Groups 

78-15634-01 

Firewall MC lets you define separate groups ofTACACS+ or RADIUS servers for 
specifying different types of traffic, for example, a TACACS+ server for inbound 
traffic and another for outbound traffic, or outbound HTTP traffic authenticated 
by a TACACS+ server and inbound traffic authenticated by RADIUS. 

AAA server groups use tags, which are used to direct different types of traffic to 
each authentication server. lf the first authentication server in the list fails , the 
AAA subsystem fails over to the next server in the tag group . You can have up to 
14 tag groups, and each group can have up to 14 AAA servers, totaling up to 
196 AAA servers. 
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Configuring AAA Server Groups 

~ .. 
Note 

Step 1 

Step2 

Step 3 

Configuring an AAA server group is a two-tier process. First, you create an AAA 
server group. Second, you define AAA servers within that group. You have the 
option of inserting an AAA server while you are creating an AAA server group. 

In Firewall MC, the Group LOCAL protocol local scoped from Global entry 
represents the AAA group, named LOCAL, that exists by default on 
PIX Firewalls running version 6.2 or !ater. The default group cannot be modified 
or disabled. This group is used for administrative authentication and talks directly 
to the PIX Firewall instead of a separate AAA server. LOCAL specifies to use the 
PIX Firewalllocal user database for local command authorization. The LOCAL 
group is displayed in the configuration file as 
aaa-server LOCAL protocol local. 

To set LOCAL for AAA Authentication, select Configuration > Settings > 
AAA Admin Authentication. 

Table 6-5 shows the wizard used to create an AAA server group and insert an 
AAA server. 

lãble 6-5 Wizard Used to Create, lnsert, or Edit an AAA Server Group 

Wizard Page 

Select Group Name-Allows you to define a new AAA server group. 

Define Server-Allows you to assign a server to the AAA server group. 

Summary-Allows you to verify configuration settings before committing 
settings to the database for deployment. 
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Configuring AAA Server Groups • 

Creating or Editing an AAA Server Group 

78-15634-01 

Note While you are creating an AAA server group, you can insert an AAA server. 

Note 

Step 1 

Step Z 

Step 3 

Step 4 

Before Vou Begin 

I f workflow is enabled, select an activity. (See the "Understanding Activity 
Actions anJ States" section on page 9-6.) 

Using the Object Selector, select the scope for the devices to configure. (See 
the "'Object Selector" section on page 2-18.) 

The following procedure assumes you are defining a server group and identifying 
a server within that group. 

Select Configuration > Building Blocks > AAA Serve r Group. 

The AAA Server Group page appears. 

Do one of the following: 

To add a server group in the table, click Create. 

The Select Group Name page appears. 

To add a server to a group in the table, select the check box for the row in the 
table after which you want to new row inserted, then click Insert. 

The Define Server page appears . 

To edita group, select the check box for the row in the table, then click Edit. 

The Select Group Name page appears. 

To edita server, select the check box for the row in the table, then click Edit. 

The Define Server page appears . 

Enter the AAA server group name. Spaces are not permitted. A maximum of 
14 server groups is permitted. 

Click the Radius or TACACS protocol radio button to identify the authentication 
protocol used for the server group. 
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• Configuring AAA Server Groups 

Step 5 

Step6 

Step 7 

Step 8 

Step9 

Step 10 

Step 11 

Click Next. 

The Define Server page appears. 

Select the interface from the list box. 

Enter the IP address. 

Enter the server key. For more information, see the online help. 

Verify the timeout value. Default is 5 seconds. 

Click Next. 

The AAA server group summary page appears. 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 

Deleting an AAA Server Group or Element 

Step 1 

Step 2 

Step3 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function. (See 
Appendix B, "Understanding User Roles and Permissions.") 

Select Configuration>Building Blocks>AAA Server Group. 

The AAA Server Group page appears. 

Select the check box for the row in the table, then click Delete. 

You are prompted to confirm the delete request. 

Click OK. 

As the page refreshes, you are prompted with another popup window i f access 
rules or translation rules are affected by the deletion . You will need to review the 
rules tables and make corrections as needed. 
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Chapter 6 Configuring Building Blocks 

Step 4 

Configuring Address T ranslation Pools 

Click OK. 

The row is removed from the table, and the information is removed from thc;>:: . 
assigned firewall device configuration files when they are deployed. (See - · ::::-~··...;:- · - ­
Chapter 9, "Managing Activities and Jobs.") 

Configuring Address T ranslation PQR~S .-_ . 
..a .... ~ ... ~ .=-: .. ';'" :... ~ -

78-15634-01 

Step 1 

Step2 

Step3 

The Addres~ Translation Pools feature allows you to create global address pools 
used in dynamic NAT rules . 

Configuring address translation pools is a two-tier process. First, you create a 
pooL Second, you define the elements within that pooL You have the option of 
defining the elements while you are creating an address translation·pooL 

Table 6-6 shows the wizard used to create an address translation pool and insert a 
pool element in a single procedure. 

lãble G-G Wizard Used to Create or Edit an Address úanslation Pool and 
Pool Element 

Wizard Page 

Enter Pool Name-Allows you to define an address pooL 

Define Element-AIIows you to assign IP addresses and masks to the 
address pooL 

Summary-Allows you to verify configuration settings before committing 
settings to the database for deployment. 
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Configuring Address Translation Pools 

Creating or Editing an Address T ranslation Pool 

~ .. 
Note While you are creating an address translation pool, you can insert an address pool 

elernent as part of the procedure. 

~ .. 
Note 

Step 1 

Step 2 

Step 3 

Before Vou Begin 

• lf workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

• Using the Object Selector, select the scope for the devices to configure. (See 
the "Object Selector" section on page 2-18.) 

The following procedure assumes you are defining an address translation pool and 
identifying a range of pool values within that pool group. 

Select Configuration > Building Blocks > Address Translation Pools. 

The Address Translation Pool page appears. 

Do one of the following: 

• To add a pool group to the table, click Create. 

The Enter Pool Name page appears . 

• To add a pool elernent to the table, select the check box for the row in the table 
after which you want to new row inserted, then click Insert . 

The Enter Pool Element page appears. 

• To edit a pool, select the check box for the row in the table, then click Edit. 

The Enter Pool Narne page appears . 

• To edit a pool range, select the check box for the row in the table, then 
click Edit. 

The Enter Pool Elernent page appears. 

Enter the pool narne to identify the address translation pool, for exarnple, 
externai addresses. 
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Chapter 6 Configuring Building Blocks 

Step4 

Step 5 

Step6 

Step 7 

Step 8 

Step9 

Click Next. 

The Enter Pool Element page appears. 

Select the interface from the list box. 

Configuring Address T ranslation Pools 

To use the interface address as the closing PAT address, select the PAT check box. 

Enter address ranges and masks . For more information, see the online help. 

Click Next. 

The address translation pool summary page appears. 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 

Note Settings enabled during the configuration process are displayed as true in 
the wizard summary page. 

Deleting an Address Translation Pool or Element 

Step 1 

Step 2 

Step 3 

78-15634-01 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function. (See 
Appendix B, "Understanding User Roles and Permissions.") 

Select Configuration > Building Blocks > Address Translation Pools. 

The Address Translation Pool page appears . 

Select the check box for the row in the table, then click Detete. 

You are prompted to confirm the delete request. 

Click OK. 

As the page refreshes, you are prompted with another popup window if access 
rules or translation rules are affected by the deletion . You will need to review the 
rules tables and make corrections as needed. 
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Chapter 6 Configuring Building Blocks 
• Configuring Address Translation Pools 

Step4 Ciick OK. 

The row is removed from the tabie, and the information is removed from the 
assigned firewall device configuration files when they are deployed . (See 
Chapter 9, "Managing Activities and Jobs.") 
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Chapter 2 Resource Manager Essentials Applications 

lnventory • 

Table 2-1.1 lnventory Manager Tasks (continued) 

Task 
1
Purpose Action 

Create and \ lt"\\ !Crcate a customizeJ report that gathers ali or Select Resource Manager 
inventory l <~ny nf this infmmation about specified Essentials > Administration > 
custam repllrh . 'lk\ ices : l nventory > Custam Reports. 

. JP address To view a previously-created report, 

I . User field select Resource Manager 

I . Essentials > lnventory > Custam 
RAM size Reports. 

o 
I . Flash size 

. Port count 
I 
I . Hardware version 
I 

I • Card type 
I . Serial number 

. SAA (Service Assurance Agent) 
information 

Define filters for Define filters that determine what data is Select Resource Manager 
change reports. displayed in your inventory change reports. Essentials > Administration > 

Inventory > Inventory Change Filter. 

Schedu le Schedu le polling and collection to update Select Resource Manager 
inventory your network inventory. Essentials > Admini stration > 
collect ion. Inventory > Schedule Collection. 

Update Run inventory collection as a one-time event Select Resource Manager 
inventory for specific devices . Essentials > Administrati on > 
collection . lnventory > Update Inventory. 

o Schedule device Schedule periodic polling of managed Select Resource Manager 
polling. devices. Essentials > Administration > 

Since the poller uses fewer network 
l nventory > Inventory Poller. 

resources, you should schedule inventory 
poli ing to run more frequent ly than 
inventory collection . 

Run an Determine what inventory changes were Select Resource Manager 
inventory made in the last 24 hours. Essentials > 24-Hour Reports > 
24-hour report. Inventory Change Report. 
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Chapter 2 Resource Manager Essentials Applications 
lnventory 

lãble 2-13 lnventory Manager lãsks (continued) 

Task Purpose Action 

View a hardware View user-specified hardware information Select Resource Manager 
report. for each device. Essentials > Inventory > Hardware 

Report. 

View a software View user-specified software information for Select Resource Manager 
report. each device. Essentials > lnventory > Software 

Report. 

View View detailed hardware, software, chassis, Select Resource Manager 
information and interface information for multiple Essentials > Inventory > Detailed 
about devices. devices. Device Report. 

View a device View which managed devices are compliant Select Resource Manager 
Y2K to the year 2000. Compliance is determined Essentials > lnventory > Year 2000 
compliance by device type and software version. Report. 
report. 

View device View a bar chart of the distribution of ali Select Resource Manager 
information managed devices among the recognized Essentials > Inventory >Hardware 
within device device classes. Summary Graph. 
classes. 

View the View a bar chart of the distribution of the Select Resource Manager 
software major and minor software versions running Essentials > lnventory > Software 
versions in each on your selected devices in each device Version Graph. 
device class. class. 

View device View a bar chart showing the distribution of Select Resource Manager 
information in your selected devices in each device class. Essentials > lnventory > Chassis 
each device Summary Graph. 
class. 

View a summary View the total number of selected devices Select Resource Manager 
of chassis slots. and the number of devices with free slots for Essentials > Inventory >Chassis Slot 

each device class that supports capacity Summary. 
planning. 

View the chassis View the total slots , available slots, location , Select Resource Manager 
slot details. and userfield information for each device. Essentials > Inventory >Chassis Slot 

Details. 
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Chapter 2 Resource Manager Essentials Applications 

lnventory 

lãble 2-13 lnventory Manager lãsks (continued) 

Task Purpose Action 

View details on Check the switch multiservice ports, which Select Resource Manager 
multiservice support voice traffic, to make sure the power Essentials > lnventory > 
ports. supply is adequate for the number of MultiService Port Details. 

multiservice modules installed in each 
switch. 

Verify Ensure that the database used to store the Select Resource Manager 
community community strings and passwords remains Essentials > Administration > 
strings, synchronized with the actual devices. lnventory > Check Device Attributes. 
usernames, and Detect errors made when devices were added 
passwords. or imported. 

View attribute View the results o f updated device attributes. Select Resource Manager 
check results. Essentials > Administration > 

Inventory > View Check Results. 

View historical View ali historical data associated with Select Resource Manager 
data. scheduled inventory collection. Essentials > Inventory > Scan 

1t shows the last run, duration, devices History. 

scanned, and average scan time. 
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Chapter 2 Resource Manager Essentials Applications 
Job Approval 

Job Approval 
Software Management and Configuration Management tasks allow you to set up 
approval checkpoints before you run a job that will change a configuration or 
update the software image on a device. This can help increase the security on your 
network, by forcing these types of high-impact jobs to be approved before they 
are scheduled or executed. Moreover, other CiscoWorks applications can also take 
advantage of this feature (for example, ACL Manager). 

Job Approval is used by other applications to ensure that ajob be approved before 
it can run. Job Approval sends job requests via e-mail to the users on the approver 
list of a job. If none of the approvers approves the job by its scheduled run time, 
or i f an approver rejects the job, the job is moved to the rejected state and will not 
run . 

When Job Approval is enabled, applications that use it require that the user do the 
following for each job that is scheduled: 

Assign one or more approver lists to the job 

Schedule the job to run in the future , rather than immediately 

Job Approval Process 

The job approval process requires that you first create an approver list; a list of 
CiscoWorks user accounts that must approve the job before it can be run . Users 
must have the role of approver to be included in an approver list. 

After you have created at least one approver list, you can enable the job approval 
feature for Software Management, Configuration Management, or both. See 
Figure 2-15. 
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Chapter 2 Resource Manager Essentials Applications 

Job Approval 

Figure 2-15 Job Approval Workflow 
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The user must have the user role of system administrator or network administrator 
to perform this task. You must create at least one approver list before you can 
enable job approval. Only users who have been assigned the approver role, will 
be displayed in the list of valid user accounts for approval. 

For Software Management, you can also be specific as to the types of jobs that 
require approval (new image distribution, undo image distribution, retry image 
distribution). 
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Job Approval 
Chapter 2 Resource Manager Essentials Applications 

During scheduling of a job that requires job approval, the user will be queried to 
select an approver list. When scheduling is complete (the job must be scheduled 
for the future and not for immediate execution), an e-mail will be sent to ali users 
on the approver list and the job will be placed in the job execution queue with a 
wait for approval status. The job will not run until at least one user on the approval 
list has accepted it . If anyone rejects the job, or if no one accepts the job by its 
scheduled time, the job will not run . The URL to this task is included in the 
e-ma i!. 

The approver can only accept or reject the job and cannot change any of the 
operational parameters of the job. Ali approvers on the list and the creator of the 
job will receive e-mail notification when the job is either accepted or rejected. 

Table 2-14 shows the tasks that can be accomplished with the Job Approval 
application. 

Table 2-14 .lob Approval lãsks 

Task Purpose Action 

Approve or Approve or reject a job for which you are Select Resource Manager Essentials > 
reject jobs. an approver. Administration > Job Approval > 

Approve or Reject Jobs. 

Set up Job Enable or disable the option. Select Resource Manager Essentials > 
Approval. Administration > Job Approval > Edit 

Preferences. 

Create an Create a new approver list. Select Resource Manager Essentials > 
approver list. Administration > Job Approval > Create 

Approver List. 

Edit an Edit an existing approver list. Select Resource Manager Essentials > 
approver Iist. Administration > Job Approval > Edit 

Approver List. 

Enable jobs Enable ali imported Essentials jobs. Select Resource Manager Essentials > 
Administration > Job Approval > Enable 
Jobs. 

For information on how to perform the Job Approval tasks, see the online help . 
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Chapter 2 Rt.>source Manager Essentials Applications 

Software Management • 

Software Management 
The Software Management application automates the steps associated with 
upgrade planning. scheduling, downloading software images, and monitorin g 
your network . 

New Features of Software Management 

78-14810-01 

The Software Management application has the following new features : 

With the remote staging and distribution feature you can .select a software 
image, store it temporarily on a device, and then distribute the staged image 
to the devices that require an upgrade, in your network (Resource Manager 
Essentials > Software Management > Remote Staging). 

After the device is successfully upgraded, the stored image on the remate 
stage device is deleted automatically, if delete and squeeze operations are 
supported by the device. 

The remate staging feature is useful when the Resource Manager Essentials 
server and the devices (including the remote stage device you have chosen) 
are distributed across a WAN. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager essentials > Software Management > Remote Staging). 

With the image-centric distribution feature , you can now select a software 
image and use it to perform an image upgrade on homogenous devices in your 
network (Resource Manager Essentials > Software Management > 
Distribution > Distribute by Images) . 

For detail s, see the Essentials online help . 
(In the left navigation pane of the Essentials online help, select Resource 
Manager essentials > Software Management > Distribution > 
Distributing by lmages) . 
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Chapter 2 Resource Manager Essentials Applications 
Software Management 

Benefits of Software Management 

The Software Management application provides tools making it easier to store 
backup copies of ali Cisco software images running on network devices. It also 
helps you to store any additional software images that you may wish to maintain, 
and to plan and execute software image upgrades to multiple devices on the 
network at the same time. 

It gives you tlexibility in upgrading devices with software images. You can either 
select a set of devices and perform an image upgrade, or select a software image 
and select a set of devices on which to perform the upgrade. You can even select 
one of your devices as a remote stage to temporarily store a software image. 

It can analyze devices against software image requirements to determine device 
compatibility and make recommendations before performing a software upgrade. 

The Software Management application can also download and Iist applicable 
images from Cisco.com, while recommending an image for the device upgrade. 
You should select the Cisco.com filters in Administration preferences, to avail this 
benefit. 

lf any errors occur during a software image upgrade, Software Management will 
allow you to roll back to the previous version. Optionally, for added security and 
change-management control, software images will not be downloaded unless 
approved by specifically assigned users . Software Management reports also aiiow 
you to track ali software upgrades and monitor known bugs in the software 
versions running on your network. 

Software Management Functional Flow 

Software images must be imported into Essentials to be maintained in the 
Software Image Library. Images can initially be imported to the Essentials 
Software Library from ali managed Cisco devices on the network to create a 
baseline backup copy of ali software images running on your network. 

Images can also be imported from Cisco.com or the local machine to be used for 
software image upgrades. See Figure 2-16 . 
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Chapter 2 Resource Manager Essentials Applications 

Software Management 

Figure 2-TG SoFtware Managernent Functional F!ow 
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After images are imported into the Software Image Library, the Software 
Management application can be configured to automatically poli devices on the 
network and produce a report of images running on devices that are not stored in 
the Essentials database. This ensures that for disaster recovery purposes, there is 
a backup of ali software images running on the network in the software library at 
ali times. 

Any image that is stored in the Software Image Library can be used to perform a 
software upgrade. Each step of the process is recorded in the distribution, so if 
there is a failure, the network administrator will know the reasons for the failure . 
Software Manager maintains a log of ali software upgrades, to make it easy to 
identify and track when software modifications are made to devices. 

In addition , whenever a change is made to the software image on a device, a 
change record is sent to the Change Audit application, which collects and 
organizes ali changes to network devices . 

Software Management can also be configured to periodically check Cisco. com for 
known software bugs, and produce a report to show ali bugs that affect devices on 
your network. 
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Chapter 2 Resource Manager Essentials Applications 

Software Management 

Figure 2-17 Software Management Workflow 
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The image depicts the Software Management worktlow and associated tasks 
within Essentials (see Figure 2-17): 

Device requirements must be verified to ensure that Essentials will be able to 
access the devices to retrieve and upgrade software images. 

Perform setup tasks to begin using Software Management. Setup tasks 
include setting preferences that will be used for ali Software Management 
import and upgrade jobs, creating any approver lists that will be used to 
approve software jobs, and scheduling jobs to periodically synchronize the 
software library with network devices and check Cisco.com for knciwn 
software bugs . 

When Software Manager is set up, software and bug reports can be used to 
help identify when software upgrades might be needed . 

I f a software upgrade is required , Software Management features can be used 
to analyze whether or not devices can accommodate the new image, and to 
actually distribute the new images to devices on the network. 

In addition, ongoing maintenance should be performed to ensure that a copy 
of every image running on the network is stored in the Essentials Software 
Library, and to remove images no longer needed from the Software Library. 
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Chapter 2 Resource Manager Essentials Applicat ions 

Software Management 

Table 2-15 shows the tasks you can accomplish with the Software Management 
application. 

lãble 2-15 Software Managernent lãsks 

Task 

Set up your 
Software 
Management 
preferences. 

Add images to 
the library. 

Browse the 
library. 

Search the 
library. 

78-14810-01 

Purpose Action 

Specify information such as history page Select Resource Manager Essentials > 
size, the directory where images are Administration > Software 
stored, the pathname of the Management > Edit Preferences. 
user-suppl ied script to run before and 
after each device software upgrade. 

Specify i f the images on Cisco.com 
should also be included during image 
recommendation of the device, and also 
specify the Cisco.com filters so that only 
those images that match the filter cri teria 
are selected . 

lmport images from ali Software Select Resource Manager Essentials > 
Management supported devices in your Software Management > Library > Add 
network into the Software Image Images . 
Library. 

Download images from Cisco.com into 
the Software Image Library. 

Add images from a fi le system to the 
Software Image Library. 

Generate a report of ali the images in the Select Resource Manager Essentials > 
Software Image Library. Software Management > Library > 

You can also delete images from the Browse Images. 

image library and edit image attributes . 

Generate a report of a subset of images Select Resource Manager Essentials > 
in the Software Image Library, based on Software Management > Library > 
detail s such as , device type, image type, Search for Images. 
and version . 

You can also delete images from the 
image library and edit image attributes. 
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Chapter 2 Resource Manager Essentia ls Applications 
Software Management 

lãble 2-15 SoFtware Management lãsks (continued) 

Task Purpose Action 

View a Generate a synchronization report to Select Resource Manager Essentials > 
synchronization determine which Software Software Management > Library > 
report. Management-supported devices are Synchronization Report. 

running software images not in the 
Software Image Library. 

Schedule a Specify the date, time, and frequency of Select Resource Manager Essentials > 
synchronization a synchronization job. Administration > Software 
job. Cancel a scheduled synchronization job. Management > Schedule 

Synchronization Job. 

Create approver Specify who can approve the various Select Resource Manager Essentials > 
lists . tasks necessary during a software Administration > Job Approval > Create 

upgrade. Approver List. 

Edit or delete Edit and delete the Iist specifying who Select Resource Manager Essentials > 
approver lists. can approve tasks during a software Administration >Job Approval > Edit 

upgrade. Approver List. 

Schedule image Select devices and schedule software Select Resource Manager Essentials > 
upgrade jobs. image upgrades to those devices. Software Management > Distribution > 

Distribute by Devices. 

Select a software image and use it to Select Resource Manager Essentials > 
perform an image upgrade on the Software Management > Distribution > 
suitable devices in your network. Distribute by Images. 

Select a software image and use one of Select Resource Manager Essentials > 
your devices as a remote stage to Software Management > Remote 
temporarily stage the image. Then Staging > Remote Staging and 
upgrade suitable devices in your network Distribution. 

o with this staged image. 

Undo the upgrade and roll back to the Select Resource Manager Essentials > 
previous image, after you have Software Management > Job 
scheduled and completed upgrading the Management > Browse Jobs . 
image. 

Plan an upgrade Determine the impact to and Select Resource Manager Essentials > 
from Cisco.com. prerequisites for a new software Software Management > Distribution > 

deployment using images that reside in CCO Upgrade Analysis. 
Cisco.com. 
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Chapter 2 Resource Manager Essentia ls Appl ications 

Software Management • 

Tãble 2-15 Soltw1re Managernent Tãsks (continued) 

Task Purpose Action 

Plan an upgrade I Determine the impact to and Select Resource Manager Essentials > 
from the lihrary prerequisites for a new software Software Management > Distribution > 

deployment usi ng images in your Library Upgrade Analysis. 
software library. 

Review Rc\'iew, or remove scheduled jobs. Select Resource Manager Essen ti als > 
scheduled johs or lf the job is in the pendi ng state, you can Software Management > Job 
undo an upgrade. modify the schedu le time . Management > Browse Jobs. 

You can also retry fai led jobs and undo 
wmpleted image upgrade jobs. 

View View a report of device upgrade results Select Resource Manager Essentials > 
consolidated job for selected jobs. Software Management > Job 
information. Management > Consolidated Job Report. 

View recent Generate a report summarizing the most Select Resource Manager Essentials > 
software upgrade recent device software upgrade results 24-Hour Reports > Software Upgrade 
results. stored in the history database. Report. 

Mail or copy log Mai l or copy log fi les i f req uested to do Select Resource Manager Essentials > 
files. so by Cisco Support after you report Software Management > Job 

abnormal Software Management Management > Mail or Copy Log Fi le. 
behavior. 

Delete unnecessary log files after 
mailing or copying them . 

Browse history. Generate a summary of device software Select Resource Manager Essentials > 
upgrades stored in the history database. Software Management > History > 

Browse History. 

(_) 
Search history by Generate a summary of software Select Resource Manager Essentials > 
device . upgrades for se lected devices. Software Management >History > 

Search History by Device. 

Search history by Generate a summary of software Select Resource Manager Essentials > 
use r. upgrades performed by a particular user. Software Management > History > 

Search History by User. 
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Chapter 2 Resource Manager Essentials Applications 

Syslog Analysis 

Table 2-15 Software Managernent Tasks (continued) 

Task Purpose Action 

Browse bugs. Compare images running on Software Select Resource Manager Essentials > 
Management supported devices in your Software Management > Bug Reports > 
network with the images on Cisco .com Browse Bugs. 
and report catastrophic and severe bugs 
specific to your network. 

ldentify devices running deferred 
software images . 

Schedule a Specify the date, time, and freq uency .of . Select Resource Manager Essentials > 
Browse Bugs a Browse Bugs job. Administration > Software 
job. Cancel a scheduled Browse Bugs job. Management > Schedule Browse 

Bugs Job. 

Browse bugs by Generate a summary of software image Select Resource Manager Essentials > 
device. bugs for a group of devices. Software Management > Bug Report > 

Browse Bugs by Device. 

Locate devices Search for known bugs that could affect Select Resource Manager Essentials > 
by bugs. the devices on your network. Software Management > Bug Report > 

Locate Devices by Bugs. 

Update upgrade Update the source for upgrade Select Resource Manager Essentials > 
information . knowledge base files. The source can be Administration > Software 

either Cisco.com or a local file. Management > Update Upgrade Info. 

Syslog Analysis 
The Syslog Analysis application lets you centrally log and track system error 
messages from Cisco devices. Use logged error message data to analyze router 
and network performance. You can store a maximum of I million messages for up 
to 14 days. 

Before you can use Syslog Analysis , you must configure your devices to forward 
messages either to the Essentials server directly or to a system on which you have 
installed a Syslog Analyzer Collector (SAC) . 
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Chapter 2 Resource Manager Essentials Applications 

Syslog Analysis 

The collector filters and forwards the messages to the Essentials server. For more 
information on configuring network devices for Syslog Analysis, and for 
installing a remate SAC, see the online help. 

New Features of Syslog Analysis 

78-14810-01 

The Syslog Analysis application has the following new features: 

You can now store syslog messages in the database for a maximum of 14 
days, including today (Resource Manager Essentials > Administration > 
Syslog Analysis > Change Storage Options). 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Syslog Analysis > Administrative Procedures > 
Changing Storage Options) 

• You can back up the purged syslog me5sages at a location that you have 
specified (Resource Manager Essentials > Administration > Syslog 
Analysis > Change Storage Options). The messages will be stored in the 
CSV format. 

If you choose to back up the purged messages, you will also be allowed to 
select the size of the backup file. You can also specify the email addresses, 
for receiving an email notification, after the backup file crosses the size limit 
that you have specified. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Syslog Analysis > Administrative Procedures > 
Changing Storage Options) 

• The Remate Syslog Analyzer Collector (RSAC) now avoids restart, by 
sensing the reboot of its specified server. 

When the server goes down, the RSAC goes into the polling mode and 
re-connects automatically when its specified server restarts. When the server 
is down RSAC sends the messages to a locallog file . The default location for 
this log fileis the RSAC installed directory. 

For details, see the Essentials online help. 
(In the Ieft navigation pane of the Essentials online help, select Resource 
Manager Essentials > Syslog Analysis > Administrative Procedures > 
Remote Syslog Analyzer Collector (RSAC)). 
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Chapter 2 Resource Manager Essentials Applications 
Syslog Analysis 

Syslog Analysis Functional Flow 

To use the Syslog Analysis features, devices must be configured to forward syslog 
messages to the Essentials server. When devices are configured correctly, ali 
syslog messages will be forwarded to the Essentials server or a remote SAC. 

These messages are stored on the server and are periodically read by the Syslog 
Analyzer process (approximately every 30 seconds). The Syslog Analyzer reads 
and processes the messages in the Syslog file, applies any filters that have been 
defined, and writes remaining messages to the Essentials Syslog message 
database. Ali syslog messages that can be read, and that are not filtered out, will 
be written to the Essentials Syslog database. The database is then used to produce 
Syslog reports and initiate user-defined scripts. 

To reduce the .load on the network and the CiscoWorks Server, SACs can be 
configured on remote workstations to collect and periodically forward syslog 
messages to the Essentials server. Any filters that have been defined on the 
Essentials server will be synchronized on SACs during scheduled updates . See 
Figure 2-18. 
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Chapter 2 Resource Manager Essentials Applications 

Figure 2-18 Syslog Analysis Functional Flow 
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Syslog Analysis on Windows 

78-14810-01 

Since system message logging is not part of the Windows operating system, 
CiscoWorks adds a logging service-CMF Syslog Service, when it is installed on 
Windows systems. Ali system messages are stored in the Syslog.Iog file under the 
ciscoworksllog directory on the server. The Syslog Analyzer then reads this file 
to populate the syslog database. See Figure 2-19. 
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Syslog Analysis 

Syslog Analysis Workflow 

Figure 2-19 Syslog Analysis WorkDow 
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The above chart depicts the Syslog Analysis workflow and associated tasks within 
Essentials. Syslog Analysis will automatically store any supported syslog 
messages that are forwarded from devices . You must ensure that devices are 
configured to forward messages to the Essentials server ora remate SAC. 

After the devices are configured properly, you can view Syslog reports at any 
time. You are required to perform Syslog Analysis setup tasks only i f you want to 
filter out specific syslog messages, change how long syslog messages are stored, 
display syslog messages in a custam URL, group syslog in a custam report, or 
execute a user-defined script when specified syslog messages are detected. 

Syslog Vs. Change Audit 

Many actions that trigger change audit records will also trigger generation of 
syslog messages. Change Audit complements syslog message logging by 
providing additional details about some changes, tracking changes for devices, 
and providing multiple ways to organize and view changes to network devices. 
See Figure 2-20. 
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Syslog Analysis • 

Figure 2-20 Syslog Analysis Vs. Change Audit WorkRow 
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Changes in the network, such as a configuration change or the upload of a new 
Cisco lOS software image, can result in a device triggering a syslog message . 

Some of these syslog messages in turn cause the inventory or the configuration 
management applications to poli the device and update the Essentials data 
appropriately. These applications will also log a record with the change audit 
application . 

Besides, i f the inventory or the configuration management applications 
independently detect changes to the network, they will poli the device, update the 
Essentials data, and log a change audit record. 

For example, when a device sends a syslog message about a change in device 
configuration, this is passed on to Configuration Management, which determines 
the exact nature of the change. It retrieves the new configuration file, and then 
writes a change record into the Change Audit log. 
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Table 2-16 shows the tasks you can accomplish with the Syslog Analysis 
application. 

lãble2-16 SyslogAnalysis lãsks 

Task Purpose Action 

Set up data Configure how long to store data, the Select Resource Manager Essentials > 
storage maximum number of messages to store, Administration > Syslog Analysis > 
options. and the message source. Change Storage Options. 

You should restart daemon manager and 
CMF Syslog Service (CRM Logger) for 
the Message Source changes to take 
effect. 

If you want to back up the purged data, 
you can specify the back up details- the 
backup directory, backup file size, email 
address for notification when the backed 
up file exceeds the specified size, etc. 

Define custom Create new reports and select the message Select Resource Manager Essentials > 
reports. types to be included in each report. Administration > Syslog Analysis > 

Modify the standard reports provided Define Custom Reports. 

with Essentials 

Delete reports that you no Jonger use . 

You can also enable 24-hour reporting. 

Define Add and modify command-line Select Resource Manager Essentials > 
automated instructions to be executed automatically Administration > Syslog Analysis > 
actions. whenever Syslog Analyzer receives a Define Automated Action. 

specific message type. 

Modify existing actions and delete 
actions you no longer use. 

You can also enable or disable actions. 

Define Exclude messages you do not want Select Resource Manager Essentials > 
message filters. reported. Administration > Syslog Analysis > 

Enable or disable fi ltering . Define Message Filter. 

Modify or delete filters . 
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Syslog Analysis 

lãble 2-16 Syslog Analysis lãsks (continued) 

Task Purpose Action 

View status. View the status of your Syslog Collector. Select Resource Manager Essentials > 

You can view the status of the local and Administration > Syslog Analysis > 

ali the remote collectors that have been Syslog Collector Status. 

configured to use the Essentials server as 
the forwarding server. 

Change your Link your message reports to a Select Resource Manager Essentials > 
URL. customized web page. You can do this Administration > Syslog Analysis > 

only i f you know basic CGI Change User URL. 
programming. 

Generate a Generate summaries of messages about Select Resource Manager Essentials > 
severity levei selected devices sorted by severity levei. Syslog Analysis > Severi ty Levei 
summary. Summary. 

Generate a Generate a system message report for a Select Resource Manager Essentials > 
standard device ora set of devices . Syslog Analysis > Standard Reports. 
report. You can generate the report for the 

current date, or for any date in the 
previous week, or for ali dates. You can 
include ali the messages, or choose the 
severity levei or alert type for which the 
report should be generated. 

Generate a Generate a full custom syslog report. You Select Resource Manager Essentials > 
custom report. can select a report from the custom syslog Syslog Analysis > Custom Reports . 

reports that are defined in Administration. 

Generate a summary custom syslog Select Resource Manager Essentials > 
report. You can see a summary of the Syslog Analysis > Custom Report 
various reports . Summary. 

Generate a Generate a syslog information report on Select Resource Manager Essentials > 
report for ali unmanaged devices in your network. Syslog Analysis > Unexpected Device 
unmanaged Report. 
devices . 
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Syslog Analysis 

lãble 2-16 Syslog Analysis lãsks (continued) 

Task Purpose 

Generate a Capture syslog messages that are 
report for generated from MCS servers running WF 
workflow application . 
devices . 

Generate a Generate a report for the past 24 hours. 
24-hour syslog The report can be a custom report created 
report. by a system administrator or a default 

report. 
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Select Resource Manager Essentials > 
Syslog Analysis > WorkFlow Report. 

Select Resource Manager Essentials > 
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Configuration Management 

For more details about: 

Enabling the job password policy, see the Essentials online help. (In the left 
navigation pane of the Essentials online help, select Resource Manager 
Essentials > Configuration Management > Configuration Management 
Administration > 
Password Policy for NetConfig, Config Editor and NetShow Jobs). 

• Job password for Config Editor jobs, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Config Editor > 
Config Editor Tasks > Configuring Job Properties). 

Usage Scenarios when the job password is configured on devices, see the 
Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Usage Scenarios When Job Password is Configured on Devices). 

Multi pie Selection of Jobs for Deletion 

You can now select more than one job ata time, for deletion from the Job Browser. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Config Editor > Config Editor Tasks > 
Working with Files > Displaying the Job Status). 

Separate Protocol Ordering for Configuration Download and Fetch Operations 

78-14810-01 

For Config Editor jobs, you can now use your preferred transport protocols, 
separately, for downloading configurations, and for fetching configurations. 

For example, you can use Telnet to download configuration to the device, and 
TFTP to fetch the configuration, thus improving the overall performance of 
Config Editor. 

For downloading the configurations, the protocols used are Telnet and SSH. 

The default order is, 

Telnet 

SSH (Secure Shell) 
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Configuration Management 

For fetching the configurations, the protocols used are Telnet, TFTP, SSH, and 
rcp. The default order is, 

• TFTP (Trivial File Transport Protocol) 

• Telnet 

rcp (remote copy protocol) 

SSH (Secure Shell) 

You can change the transport protocol order for both downloading and fetching 
the configurations. 

You can select the fallback option for these protocols. lf you select this option, 
and the first preferred protocol fails , the next protocol in the list is used for 
configuration download or fetch operations. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs). 

Support for lnteractive Commands 

lnteractive commands can be edited using Config Editor. 

For example, you can enter an interactive command in the Enter CLI Commands 
area, using the following syntax: 

CLI Command<R>command response I <R>command response 2 

Benefits of Config Editor 

Config Editor allows you to edit and download configuration files to devices using 
a GUI instead of the command Iine interface (CLI). Use Config Editor to edit 
individual device configurations within Essentials and then download them back 
to a device . A copy of the updated configuration will automatically be stored in 
the Configuration Archive. 
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Note 

78-14810-01 

Configuration Management • 

When a configuration file is opened with Config Editor, the fileis Iocked so that 
other users will not be able to make changes at the same time. While the fileis 
locked, it is mainlained in aprivate archive available only to the user who checked 
it out. I f other uscrs attempt to open the file to edit it, they will be notified that the 
fileis already L·hecked out and they can open only a read only copy. The file will 
remain locked until it is downloaded to the device or manually unlocked within 
Config Editor. See Figure 2-11. 

Figure 2-11 Confíg Editor Functional Flow 
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Many applications rely on access to configuration file within the Configuration 
Archive (NetConfig, ACL Manager). Hence, you must ensure that ali file s have 
been unlocked before exiting Config Editor. 
Select Resource Manager Essentials > Configuration Management > Config 
Editor> Tools > List Checked Out Files before exiting Config Editor to get a 
list of files that have to be checked in. 
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Chapter 2 Resource Manager Essentials Applications 
Configuration Management 

Table 2-1 O shows the tasks you can accomplish with the Config Editor option. 

lãble 2-10 Confíg Editor lãsks 

Task Purpose Action 

Edit Check out a file from the archive, and edit Select Resource Manager Essentials > 
configuration it. Configuration Management > Config 
files from the Editor> File > Open. 
archives. 

Schedule Define and schedule a download job. Select Resource Manager Essentials > 
download jobs. Configuration Management > Config 

Editor> File > Download. 

Print Print a configuration file. Select Resource Manager Essentials > 
configuration Configuration Management > Config 
files. Editor> File > Print. 

Configure job Configure a default policy for job Select Resource Manager Essentials > 
policies. properties that applies to ali future jobs. Configuration Management > Config 

You can also specify if the property can Editor> Edit > Set Job Policies. 
be configured by other users. 

Set up editing Set up your editing preferences. Select Resource Manager Essentials > 
preferences. Config Editor remembers your preferred Configuration Management > Config 

mode even across different invocations of Editor> Edit > Preferences. 

the application. After you open a file in a 
specific mode, you can view it only in that 
mode until you unlock it. 

View changes. View the changes to the checked out file. Select Resource Manager Essentials > 
Essentials compares the current file with Configuration Management > Config 
the checked out version . Editor> Tools > Show Changes Made. 

Compare Compare the current file with any version Select Resource Manager Essentials > 
versions of the in the Configuration Archive. Configuration Management > Config 
configuration Editor> Tools > Compare. 
files. 

Enter comment Enter comment !ines while editing a Select Resource Manager Essentials > 
!ines. configuration file. Configuration Management > Config 

Editor > Tools > Insert Comment Line. 
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Contract Connection 

lãble 2-10 Confíg Editor lãsks {continued) 

Task Purpose Action 

List checked View a list of files checked out by ali Select Resource Manager Essentials > 
out files. users . Configuration Management > Config 

Editor> Tools > List Checked Out Fi les . 

Browse and Browse the Config Editor jobs that are 1. Select Resource Manager 
edit Config registered on the system and edit them as Essentials > Configuration 
Editor jobs . necessary. Management > Config Editor> 

Tools > Job Browser. 

2. Select a job record. 

3. Click Edit Job, Copy Job, Remove 
Job, Stop Job, or Job Details. 

View job View detailed information about a 1. Select Resource Manager 
details. registered Config Editor job. You can also Essentials > Configuration 

edit a job from its detailed view. Management > Config Editor> 
Tools > Job Browser. 

2. Select a job record. 

3. Click Job Details. 

4. Click Edit Job, Copy Job, Remove 
Job, Stop Job, or Print Job. 

Contract Connection 

78-14810-01 

Contract Connection lets you verify which of your Cisco lOS devices are covered 
by a service contract, and when they will expire. Contract Connection uses 
Inventory Manager, Cisco Connection Online (Cisco.com) and Contract Agent, 
Cisco's internai tracking service, to provide the status of your service coverage. 

To view contract status, however, you must have login privileges to the Cisco.com 
web site and a Cisco.com profile that enables access to the Contract Agent . 

User Guide for Resource Manager Essent ia ls 

o n:v~onE: . ~ ... · · 

JO 1 2 1 ---

2 l Do _-3:7 O 2 
~ =- ---~-- ._ .. 

I G .tJ'-1 ; 
J-



o 

o 
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Data Extracting Engine (DEE) 

Contract Connection Workflow 

Contract Connection checks the devices in your Essentials lnventory against 
devices logged in the Cisco Contract Agent and displays a summary. You can also 
view a detailed report on the contract status, which shows when the contract was 
initiated and when it will expire. 

Three different serial numbers can be associated with a device. This determines 
how Contract Connection works: 

Shipment serial number-The number tagged on the device when it is 
shipped from Cisco. Also the number logged in the Cisco Contract Agent. 

Managed serial number-The number stored in the Essentials lnventory 
database. It is entered or retrieved from the device when a device is added or 
imported into the database. 

Electronic serial number-The number stored in the device MIB . It can be set 
or modified through the command line interface (CLI) on the device. 

For Contract Connection to work properly and display contract details, the 
managed serial number in the Essentials lnventory must match the shipment serial 
number logged with the Cisco Contract Agent. If these numbers do not match, 
select Resource Manager Essentials > Administration > lnventory > Change 
Device Attributes, to edit the serial numbers. 

Table 2-11 shows the task you can accomplish with the Contract Connection 
appl ication. 

lãble 2-11 Contract Connection lãsk 

Task 

Check the 
status of a 
contract. 

Purpose Action 

Check which of your Cisco lOS managed Select Resource Manager Essentials > 
devices are covered by a service contract Contract Connection > Check Contract 
and review contract details. Status. 

Data Extracting Engine (DEE) 
Data Extracting Engine (DEE) is a tool that enables you to extract detailed device 
inventory and running configuration information in XML format from the 
Essentials server. See Figure 2-12 . 
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Chapter 2 Resource Manager Essentials Applications 

Data Extracting Engine (DEE) 

Figure 2-12 Data Extracting Engine Functional Flow 

& Pa"ecCLI 

Using DEE, you can extract data, in the following ways: 

Through a command line utility 

Through a servlet utility, which can be accessed by any client script through 
HTTP or HTTPS. 

Benefits of Data Extracting Engine 

78-14810-01 

DEE has the following benefits. You can: 

Generate inventory data in the XML format. 
DEE has servlet access and command line utilities that can generate inventory 
data for devices managed by the Essentials server. 

Generate configuration data in XML format. 
DEE uses existing Configuration Archive APis and generates latest 
configuration data from the Configuration Archive in XML format. 
Elements in the XML file are created at the configlet levei in the current 
Configuration Archive. Predefined rules that currently exist in the 
Configuration Archive are used to get the configlets data. The exported data 
contains the entire running configuration data. 
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Archive XML Data. 
By default, the data generated through CLI is archived at the following 
location: 

For Inventory, 

PX_DATADIR/archive/cwexportltimestampinventory.xmJ 

For Config, 

PX_DATADIR/archive/cwexportltimestampconfig.xmJ 

Where PX_DATADIR is the NMSROOT/fi!es directory, and NMSROOT is the 
Essentials installed directory. 

You can also specify a directory to store the output. This application does not 
have a feature to automatically delete the files created in the archive. You 
should manually delete the files when necessary. While generating data 
through the servlet, the output will be displayed in the client terminal. 

Generate and download inventory and configuration data in XML format 
using the servlet. 
You have to upload a payload XML file, which contains the cwexport 
command options and CiscoWorks user credentials. You have to write your 
own script to invoke the servlet with a payload of this XML file and the 
servlet returns the exported file in XML format, if the credentials are correct 
and options are valid. 
For details of payload XML file , see the DEE online help. 

1-----

Device Navigator 
Device Navigator lets you access a device that has a Hypertext Transfer Protocol 
(HTTP) server enabled, directly from a Web Browser. You can select a device and 
go to the device home page to perform some operations typically performed by 
Telnet and CU. You must have the appropriate permissions to access these 
features. 

Ali Cisco routers and access servers with Cisco lOS 11.0(6) or !ater have an 
embedded HTTP server that allows you to access the device from a Web Browser. 

From the device web page, you can view the configuration and connectivity 
information, and even modify the device configuration. 
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Device Navigator • 

The Devicc N<J\·igator allows you to connect to the HTTP server on a device 
Jirectly from Essentials. 

In order to utilize this feature, the HTTP server must be enabled on the device . 
TTP server i~ XO. 

To enable the Hn·p server, use the following Cisco lOS global configuration 
command: 

router(config)# ip http server 

To change the default port used to access the device Web page, use the following 
Flobal configuration command: 

router(config)# ip http port number 

Table 2-13 shows the tasks you can accomplish with the Device Navigator 
application . 

lãble 2-12 Oevice Navigator lãsks 

Task Purpose 

Browse Device Allows you to access a device that has a 
Hypertext Transfer Protocol (HTTP) server 
enabled, directly from a Web Browser. 

Configure Enables you to configure a fallback port. 
Fallback Port . Typically, the HTTP server for a device is 

configured to run on port 80. However, you 
can configure it to run on any port. 

Benefits of Device Navigator 

With the Device Navigator you can : 

Browse Devices 

Configure a Fallback Port 

Action 

Select Management Connection > 
Device Navigator > Browse Devices. 

Select Management Connection > 
Device Navigator > 
Configure Fallback Port. 
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Browse Devices 

Chapter 2 Resource Manager Essentials Applications 

When the HTTP server is enabled on a device, you can use the Device Navigator 
to display the device home page in Essentials: 

1. Select Management Connection > Device Navigator > Browse Device 
from the CiscoWorks desktop. 

2. Select the required device, and click Next. 

The Device Login dialog box appears. 

3. Enter the enable password to access the device and click OK. You do not need 
to enter a username. 

The home page for the device appears. 

The device home page provides links to the following configuration and 
connectivity information: 

Telnet 

Show Interfaces 

Show Diagnostic log 

Monitor the router 

Connectivity test 

Show Tech Support 

Opens a telnet sessions 

Displays command output 

Displays show logging command output 

Provides drill-down menus to execute configuration 
commands 

Pings the device 

Displays the command output 

There are also links to additional resources and Cisco tech support information at 
the bottom of the Web page. 

Configure a Fallback Port 

Typically the HTTP server for a device is configured to run on Port 80. However 
you can configure the HTTP server to run on any port, in case Port 80 is used by 
another service. 

When browsing the device, the Device Navigator will attempt to connect to Port 
80 first. 
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lnventory 

lnventory 

If this fails, Device Navigator attempts to connect to the fallback port, i fone has 
been configured in Essentials . 

To select a fallback port for Device Navigator, select Management Connection 
> Device Navigator >Configure Fallback Port from the CiscoWorks desktop. 

Networks are a mix of heterogeneous and geographically dispersed systems. 
Tracking of hardware and software assets in such an environment is very criticai. 
Inventory details are essential as a basic requirement for ali network management 
applications. 

Having ali the information about ali of your devices in a central place, makes it 
easier to locate necessary information, resolve problems quickly, and provide 
detailed information to interested parties. 

New Features of lnventory 

78-14810-01 

The Inventory application has the following new features: 

• The length of the user fields (Resource Manager Essentials > 
Administration > lnventory > Add Device) has been increased to contain 
128 characters. You can now use these fields to enter specific notes about the 
device. For example, you can enter information about the device, such as, its 
location, the contact person for the device, the asset tag of the device, etc. 

You can customize the labels for the user fields (Resource Manager 
Essentials > Administration > lnventory > Add Device) by editing the 
mapping.properties file. 

The mapping.properties file is in NMSROOT!htdocs. 

The changes that you make to these field labels are retlected in the : 

- Inventory reports (In the Custom Reports, Hardware Reports, Software 
Reports , Chassis Slot Details Reports and MultiService Port Details 
Reports). 

- GUI (In the GUI for Add Devices, Change Device Attributes, and in the 
Custom Reports search criteria field selection GUI). 
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For example, in the mapping.properties file, you can change the user fields to 
show meaningful names in the reports and in the GUI, as follows : 

- User Field l = Purchase Date 

User Field 2 = Price 

- User Field 3 = Vendor 

- User Field 4 = Contract Details 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Inventory > Add, Import, and Detete Devices > Adding 
Devices. In this topic, Step 2 of Procedure, click the link, "device access, user, 
and serial number". 

Benefits of lnventory Management 

As a network administrator, you need to be able to quickly troubleshoot problems 
on the network, identify when network capacity is being reached, and provide 
information to management on the number and types of devices being used on the 
network. lf the network goes down, one of the first things you will need to know 
is what devices are running on the network. 

Most Essentials tasks are performed against a set of devices. Hence, information 
about a particular device must be available in the Essentials database. Inventory 
Manager is used to specify which devices to manage. 

Since Essentials takes advantage of many different management services to 
collect device information (for example, SNMP, TFTP, Telnet), each device 
placed into the Essentials database (lnventory) must include the necessary 
parameters (device attributes) for various management services (community 
strings, passwords). When this information is included in the Essentials Inventory, 
the device is considered to be managed by Essentials, and data collection from the 
device takes place. 

Therefore, nothing happens in Essentials until the devices and their attributes are 
included in the inventory. lnventory Manager is the starting point for ali Essentials 
applications. 
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lnventory 

When devices are added to Essentials, Inventory Manager (and other applications 
within Essentials) proceed to contact the device and collect necessary information 
to be stored in the database. Inventory Management can now be configured to 
automatically poli devices on the network to look for any changes. 

If any changes are detected in hardware or software components, the inventory 
database will be updated and a change audit record will be created to inform the 
network manager of the change, and to document the event. This helps to ensure 
that the information displayed in the Inventory reports reflects the current state of 
network devices. 

The lnventory application lets you: 

Import devices from databases or files. 

• Export device information to files. 

Add, delete, change, and list devices in your network inventory. 

Delete devices listed in a CSV file 

Poli, update and schedule collection on devices to update your network 
inventory. 

Display reports and graphs of your hardware and software inventory and 
create Inventory custom reports. 

Check and change device attributes. 

Display a Year 2000 compliance report. 

Change system-wide configuration for SNMP, SMTP, proxy and rcp settings. 

Allow other network management systems to manipulate Essentials devices. 

lnventory Management Functional Flow 

78-14810-01 

To use Essentials at its full potential, the device attributes of the devices in the 
network must be included in the Inventory. Essentials does not auto-discover 
devices on the network. Devices must be manually added or imported into the 
lnventory database before information can be displayed in reports. 

To simplify the process of populating the lnventory database, device information 
can be imported from a supported network management system, such as HP 
Open View, or from a formatted text file . Essentials canais o import the device data 
directly from Campus Manager Topology Services, which can auto-discover 
devices. For detailed information, see V ser Cuide for Campus Manager. 
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Chapter Z Resource Manager Essentials Applications 
lnventory 

Figure 2-13 lnventory Management Functional Flow 
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You can use the various tasks in the lnventory Manager to populate the database, 
start tracking any changes to the inventory, and produce inventory reports. 
The database or inventory population is also the starting point for using other 
Essentials applications. See Figure 2-13. 
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Chapter 2 R~rce Manager Essentials Applications 

lnventory • 

Figure 2-14 lnventory Managernent Wor*Row 
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Figure 2-14 depicts the Inventory Management workflow and Essentials tasks: 

Verify device requirements to ensure that Essentials is able to communicate 
with the devices. 

Add or import device information into the Essentials database. An extremely 
important part of this step is associating device attributes with the imported 
or added devices . These attributes include the device community strings and 
appropriate passwords. These are required parameters for many of the 
management services (for example SNMP, Telnet) used by the various 
Essentials applications. 

Schedule periodic polling of devices to track changes, and keep the database 
up-to-date. 

Create device views to facilitate running of reports against numerous 
associated devices at one time. 

Note The network administrator should perform ongoing maintenance, such as deleting 
devices that are no longer on the network, and checking device attributes to ensure 
that login and Telnet authentication information is correct in the Inventory 
database. 
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Chapter 2 Resource Manager Essentials Applications 
lnventory 

Table 2-13 shows the tasks you can accomplish with the lnventory application. 

Table 2-13 lnventory Manager lãsks 

Task Purpose Action 

List managed Determine whether a particular device is Select Resource Manager 
devices . managed by displaying devices that have Essentials > Administration > 

inventory data. Inventory > List Devices. 

Add devices . Add devices individually by specifying basic Select Resource Manager 
device information for each. Essentials > Administration > 

Q 
lnventory > Add Devices. 

lmport devices Import devices in bulk from a comma Select Resource Manager 
from a file . separated values (CSV) file or a data Essentials > Administration > 

integration file (DIF) instead of adding them Inventory > Import from File. 
individually. 

Import device lmport devi c e data from a supported network Select Resource Manager 
data from a local management system (NMS) database Essentials > Administration > 
host. residing on the local host. Inventory > lmport from Local NMS . 

Device import supports these NMS 
databases : 

. HP OpenView (Solaris, and Windows 
only) 

. Cisco WAN Manager (Solaris only) 

. Tivoli NetView (Solaris, and Windows 
only) 
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Chapter 2 Resource Manager Essentials Applications 
lnventory 

lãble 2-13 lnventory Manager lãsks (continued) 

Task Purpose Action 

Import device Import device data from a supported NMS Select Resource Manager 
data from a database residing on a remote host. Essentials > Administration > 
remote host. Device import supports these NMS Inventory > Import from Remote 

data bases: NMS . 

. CiscoWorks for Switched Internetworks 
(CWSI) 

. HP OpenView 

. Cisco WAN Manager (Solaris only) 

. Tivoli NetView (running on remote 
Solaris hosts only) 

Proxy lmport devices from AutoUpdate Server Select Resource Manager 
Management Essentials > Administration > 

Inventory > Proxy Management. 

Check status of Determine whether a device import was Select Resource Manager 
import from successful and rectify the import i f the Essentials > Administration > 
local host, device remains unmanaged. Inventory > Import Status. 
remote host, or 
file . 

Delete managed Delete managed devices, inc luding ali the Select Resource Manager 
devices. related device information, that you no Essentials > Administration > 

longer track. Inventory > Delete Devices. 

Delete devices Delete a group of devices from a comma Select Resource Manager 
from a file . separated values (CSV) file instead of Essentials > Administration > 

Q 
deleting them individually. Inventory > Delete from File . 

View status of View the status of deleted devices and see Select Resource Manager 
deleted devices. which ones are in a suspended state. Essentials > Admin istration > 

lnventory > Delete Device Status . 
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Chapter 2 Resource Manager Essentials Applications 

lnventory 

Table 2-13 lnventory Manager 7ásks (continued) 

Task Purpose 

Change device Change these device attributes on selected 
attributes. devices: 

. SNMP read and write community 
strings 

. Telnet passwords 

. TACACS usernames and passwords 

. Enable TACACS usernames and 
passwords 

. Enable secret passwords 

. Local usernames and passwords 

. User fields 

. Device serial numbers 

Export devices Export your device and device access 
to a file . information to an output fi le in CSV or DIF 

format. 

Exporting Data AVVID Solution Analysis Tool provides a 
for AVVID Tool feature that allows you to export data from 

the Essentials inventory database. This 
option allows you to export the data in the 
format required by AVVID Solution 
Analysis Tool for analysis. 

User Guide for Resource Manager Essentials 

Action 

Select Resource Manager 
Essentials > Administration > 
lnventory > Change Device 
Attributes. 

Select Resource Manager 
Essentials > Administration > 
Inventory > Export to File. 

Select Resource Manager 
Essentials > Administration > 
Inventory > Export Data for AVVID 
To oi. 
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Resource Manager Essentials 
Applications 

This chapter lists ali the Essentials applications and the tasks that can be 
accomplished with each of these applications. The applications are: 

• Device Views 

• Availability 

• Change Audit 

• Configuration Management 

• Contract Connection 

• Case Management 

• Data Extracting Engine (DEE) 

• Device Navigator 

• Inventory 

• Job Approval 

• Software Management 

• Syslog Analysis 
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• Device Views 
Chapter 2 Resource Manager Essentials Applications 

Device Views 

'· 

Essentials pruvides device views-logical groupings that are used to specify a 
device or group uf devices . You can define views to group selected devices into 
lngical groups . Device views allow you to quickly view reports on ali devices of 
a certain type. or with specific characteristics, such as ali Catalyst switches or ali 
devices that you are responsible for. 

Since almost every Essentials task requires the set of devices to be executed 
against. views provide a convenient way to create groups of devices . For example, 
before you can display an Inventory report, you must select the devices to be 
included in the report. Views can speed up the selection (instead of running the 
report for one device ata time). 

Note Essentials graphical user interface (GUI) performance may be affected i f the 
number of devices in the selected view is too large. You should avoid setting 
ali devices views when the number of devices in the inventory is large. You can 
use system views or create custom views to keep the number of devices in a view 
from growing too large. 

Creating a view using the Device Views application enables you to run reports for 
specific devices based on common attributes or user-defined characteristics. 

Types of Views 

Three categories of device views are available : 

System Views-Predefined and available immediately after you install 
Essentials . System views include most major classes of Cisco devices . For 
example ali Catalyst switches, ali Cisco 7000 Series routers, and ali 
SwitchProbes . 

Custom Views-Defined by users and, when created, are available for use by 
anyone with the appropriate access to the server. 

PrivateViews-Defined by users , but are available only to the user. 
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Chapter Z Resource Manager Essentials Applications 

Figure2-1 

redefined 

Device Views 

Two different types of views can be created within custom or private views: 

Dynamic Views 

Static Views 

Dynamic views are Iogical groups based on device attributes, such as device class 
or software version. The devices in a dynamic view can change based on the 
attri bute value of devices in the Inventory. An example of a dynamic view is all 
devices with Cisco IOS Version 12.0. Any device that currently has this attribute 
would be included in the device view. Ali system views are dynamic. 

Static views are logical groups based on user-defined characteristics. Static views 
include any devices that you add to the view. The members of the group do not 
change unless you manually add or remove devices. Use static views when you do 
not want the membership to change automatically. See Figure 2-1 . 
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Chapter 2 Resource Manager Essentials Applications 
Setting Oevice Credentials 

Table 2-1 shows the tasks that you can accomplish with the Device Views 
application. 

Table 2-1 Device Views lãsks 

Task Purpose Action 

Add static Create views to monitor a specific group Select Resource Manager Essentials > 
views. of devices in your network inventory. Administration > Device Views > Add 

Static Views. 

Add dynamic Create views to monitor devices with Select Resource Manager Essentials > 
views. common attributes, such as device type. · Administration > Device Views > Add 

Note Any new, managed device added Dynamic Views. 

to inventory that fits the listed 
attributes, is automatically 
incorporated into the dynamic 
view. 

Change static Modify static views. Select Resource Manager Essentials > 
views. Administration > Device Views > Change 

Static Views. 

Delete views. Delete any views you have created. Select Resource Manager Essentials > 
Administration > Device Views > Delete 
Views. 

Browse Determine which devices belong to the Select Resource Manager Essentials > 
dynamic views. dynamic views. Administration > Device Views> Browse 

Dynamic Views. 

Browse device Determine which views a device belongs Select Resource Manager Essentials > 
membership. to. Administration > Device Views > Browse 

Device Membership. 

Setting Device Credentials 
It is important to configure the device credentials correctly on every Cisco device 
that you will manage and monitor using Essentials. 

Table 2-2 lists ali the applications and the device credentials required for proper 
functioning of the applications. 

User Guide for Resource Essentials 

·o 1 3 9 I --- / 
N2- ~-Doe 3 7 O 2 l 

I 
--~~ .. --.1 



Chapter 2 Resource Manager Essentials Applications 

lãble 2-2 Applications and the Device Credentials 

Application Telnet Password Enable Password SNMP Read Only 

NetConfig Required Required Required 

NetShow Required Required Required 

Config Editor Required Required Required 

ChangeAudit Not required Not required Required 

Configuration Required Required Required 
Management 
(Telnet) 

Configuration Not required Not required Required 
Management 
(TFTP) 

Device Views Not required Not required Required 

lnventory Not required 1 Not required2 Required 

SWIM Required4 Required5 Required 

Syslog Not required Not required Required 

Availability Required Required Required 

Case Required Not required Required 
Management 

Contract Required Not required Required 
Connection 

I. lnventory requires Telnet password to perform the check device attributes operation. 

2. lnventory requires enable password to perform the check device attributes operation. 

3. Inventory requires SNMP Read/Write string to perform the check device attributes operation. 

4 . Required in case o f few devices . 

5. Required in case of few devices . 

User Guide for Resource 

78-14810-01 

Setting Device Credentials 

SNMP Read I Write 

Required if 
configuration fetch 
is through TFTP 

Not required 

Required if 
configuration fetch 
is through TFTP 

Not required 

Not required 

Required 

Not required 

Not required3 

Required 

Not required 

Not required 

Not required 

Not required 
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Chapter Z Resource Manager Essentials Applications 
System Conliguration 

System Configuration 
System Configuration lets you configure system-wide information on the 
CiscoWorks server. In this way, you can centrally Jocate information that is used 
by more than one Essentials application. 

~ .. 
Note Network administrators should perform these tasks with care. If errors occur, 

users may not be able to Jog in. 

Table 2-3 shows the tasks that you can accomplish with System Configuration . 

Table 2-3 System Conlíguration Tasks 

Task Purpose Action 

Set up a proxy Enable applications to connect to Select Resource Manager Essentials > 
URL. Cisco.com. Administration > System Configuration, 

If the server access to the outside world is then select the Proxy tab. 

controlled through a proxy server, this 
must be configured. 

Define SNMP Specifies the timeout value and the Select Resource Manager Essentials > 
timeouts and number of retries while querying devices Administration > System Configuration, 
retries. for inventory collection . then select the SNMP tab. 

Define the Define your Simple Mail Transfer Select Resource Manager Essentials > 
SMTP server Protocol (SMTP) server in Essentials to Administration > System Configuration, 
name. use e-mail, to automatically notify then select the SMTP tab. 

network administrators when certain 
tasks and jobs are completed. 

Define rcp Specify the username to authenticate rcp Select Resource Manager Essentials > 
usernames . transfers between the devices and the Administration > System Configuration, 

server for remote operations . then select the rcp tab. 
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Chapter 2 Resource Manager Essentials Applications 

Availability 

Availability 
The Availability application Jets you monitor the reachability and response time 
of your network devices. You can view the availability of a selected group of 
devices, a summary of interface status, reports of reloads (reboots) and 
unreachable devices, and protocol distribution graphs. 

Benefits of Availability 

If you experience connectivity problems trying to reach certain resources or 
services on the network, one of the first things you must check is the status of a 
device. If a device is unreachable, you will want to find out when it was last 
operational and whether any abnormal reloads have occurred. This can be the first 
step in troubleshooting the exact Jocation of the fault. Availability helps you track 
the reachability of devices on your network. 

The Availability application periodically polls selected devices to determine 
device reachability, interface status, and response times. Availability reports 
display the status of devices, show devices that are offline for more than three 
hours, and summarize the percentage of Layer 3 protocol traffic forwarded on 
each Layer 3 device. 

The Reloads Report shows the cause of the past five reloads for a device and 
includes a link to the Cisco.com Cisco Output Interpreter to help troubleshoot any 
device failures . Availability provides reports to quickly assess the status of 
selected devices on the network. Information can be tracked for ali devices on the 
network, or only criticai devices to reduce the load on the network and the 
network management system. 

Availability Functional flow 

78-14810-01 

Before device availability information will be stored in Essentials, you must 
select the specific device views that needs to be monitored for Availability. When 
devices are selected to be included in Availability polling, Essentials will poli the 
devices according to the schedule set by the network administrator (only one 
schedule for ali views) . Devices will be polled for reachability, response time, 
interface status, reload, and protocol information . 
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Chapter 2 Resource Manager Essentials Applications 

Thi s information will be updated in the Availability database after each scheduled 
poli. and can be viewed by displaying Availability Reports. Historical information 
on reachability and response times is also stored in the Essentials database and 
can be displayed in trend graphs under Availability Monitor. See Figure 2-2 . 

Figure 2-2 AtMil.tbility Functional Flow 
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Figure 2-3 depicts the Availability workflow and associated tasks within 
Essentials : 

In arder to retrieve Availability information from devices, each device must 
be in the Essentials lnventory with the proper SNMP read community string 
attribute . 

Polling options must be set, including selecting which device views are going 
to be polled for availability information. When devices are selected, 
availability information can be viewed in any of the Availability Reports 
within Essentials. Information is automatically purged according to the 
options you se t, so no ongoing maintenance is required. 
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Chapter 2 Resource Manager Essentials Applications 

Availability 

Figure 2-.1 Availability Workflow 

Verify Device 
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Table 2-4 shows the tasks you can accomplish with the Availability application . 

. lãble 2-4 Availability Manager lãsks , -' .. ·· ·. · .. . 

Task Purpose Action 

Set polling Select views to be monitored. You must Select Resource Manager Essentials > 
views and do this before you can monitor device Administration > Availability > Change 
options. availability. Polling Options. 

If your system performance is degraded 
by availability polling, you can add more 
system resources, poli fewer devices, or 
poli less frequently. 

Change polling Select default Availability polling option Select Resource Manager Essentials > 
options. values or to select new values from the Administration > Availability > Change 

drop-down list boxes. Polling Options. 

The polling options you set, apply to ali 
Availability views. 

View the View device status for ali views set for Select Resource Manager Essentials > 
Reachability availability monitoring. The dashboard Availability > Reachability Dashboard. 
Dashboard. continuously reports : 

. Ali views being polled and the 
number of devices in each view. 

. Device names of ali devices in each 
view and the time they last 
responded. 

Monitor device Continuously monitor selected devices Select Resource Manager Essentials > 
availability. and access interface availability details . Availability > Availability Monitor. 
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Availability 

lãble 2-4 Availability Manager lãsks {continued) 

Task Purpose Action 

View the Display the most recent reloads (up to 5) Select Resource Manager Essentials > 
Reloads report. for selected devices. The report shows the Availability > Reloads Report. 

reason for each reload and when it To view reloads that occurred only within 
occurred . the past 24 hours, select Resource 

Manager Essentials > 24-Hour Reports > 
Reloads Report. 

View the Cisco Decode and analyze the device's stack Select Resource Manager Essentials > 
Output dump, to enable troubleshooting of Availability > Reloads Report. 
Interpreter devices that reload unexpectedly. In the generated report, click on the 
Analysis. An unexpected reload is any reload that is reload reason. 

neither initiated by you nora result of a You may be prompted to enter your 
power-on. Cisco.com (CCO) username and 
The Reloads report applies only to routers password. 
running Cisco lOS Release 10.2 or !ater See the Cisco home page to have your 
and is available only for the most recent Cisco.com (CCO) profile updated or 
reload. changed, or, after you log in, use the 

Cisco.com Profile button to update your 
Cisco.com profile. 

View the Generate a report ofmanaged devices that Select Resource Manager Essentials > 
Offline Device have not responded to polling for more Availability > Offline Device Report. 
report. than a specified period of time (3, 6, 12, To view only devices that have been off 

24, 48, or 72 hours) . Iine for the past 24 hours, select Resource 
Manager Essentials > 24-Hour Reports > 
Oftline Device Report. 

View the View the distribution of IP, AppleTalk, Select Resource Manager Essentials > 
Pro toco! IPX, DECnet, VINES, and XNS packets Availability > Protocol Distribution 
Distribution for selected devices in a bar or pie chart. Graph. 
graph. This report shows the Layer 3 protocol 

packet types that are forwarded by the 
devices. 
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Case Management 

Case Management 
You can use Case Management to open and track a case for network problems that 
require assistance from Cisco Technical Assistance Centre. Case Management 
can collect criticai network information, such as protocol, interface, and 
configuration data from Essentials and send to Cisco.com. 

When you open a case, you can designate specific Telnet command data (if 
applicable) and SNMP inventory values to be collected from selected devices. 
Case Management will attach this information to the case description and forward 
it to Cisco.com, which can reduce the time it takes a Cisco representative to help 
resolve the problem. 

Inquiries to Cisco TAC are categorized according to the urgency ofthe issue. New 
cases are automatically set to Priority levei 3 (P3). If your case requires higher 
priority handling, you must contact the Cisco TAC or your sales engineer to 
request that the priority be raised. For more information on priority categories, see 
"Obtaining Technical Assistance" section on page -xvii. 

Table 2-5 shows the tasks you can accomplish with the Case Management 
application . 

láble 2-5 Case Managernent lásks 

Task Purpose Action 

Open a case Open a case to Cisco.com through the Select Management Connection > Case 
and attach CiscoWorks desktop Management > Open Case. 
network device 
statistics. 

View status of View the history and status of your case Select Management Connection > Case 
cases and and update description of problems. Management > Query or Update Case. 
update 
description. 
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Chapter 2 Resource Manager Essentials Applications 
Change Audit 

Change Audit 
The Change Audit application lets you track and report network changes. It 
provides the capability for other Essentials applications to log change information 
to a central repository called the Change Audit log. 

New Features in Change Audit 

You can now delete change audit records that are older than a specified number of 
days . 
For example, if you specify 15 days, change audit records that are over 15 days 
old (including today) will be deleted (Resource Manager Essentials > 
Administration > Change Audit > Delete Change History). 

Change Audit Functional flow 

Change Audit tracks ali changes discovered by the Inventory Manager, Software 
Manager, and Configuration Manager. Every time one of these applications 
detects a change, it sends a change record to the Change Audit Service, with 
details of who, when, and what type of change occurred. See Figure 2-4. 

Inventory changes include any changes to device information stored in the 
Inventory database, such as chassis, interfaces, and system information . Software 
Management changes include upgrades to new software image versions. 
Configuration Management changes include all changes made to configuration 
files on devices. This includes changes made outside ofEssentials tasks, detected 
by the Configuration Archive process, as well as changes made using Essentials 
functionality-NetConfig or Config Editor. 

Inventory changes can be filtered to limit the types of changes that are stored in 
the Change Audit database. For example, you might not want to track every time 
the port status on a switch changes because users have shut down their computers 
connected to the switch . Software and configuration management changes cannot 
be fi I tered . 

You can view change records or search for specific change records to determine 
who made a change or when a change was made. Change reports can also be time 
based to quickly report on changes that have, or have not, occurred during 
specified time periods-possibly detecting unauthorized change activity. 
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Chapter 2 Resource Manager Essentials Applications 
Change Audit 

The Change Audit Service application can also be configured to forward change 
records, in the forro of SNMP traps to remate servers, allowing you to monitor 
and view changes from a remate network-management station that has 
event-collection capabilities, such as HP OpenView. 

Figure 2-4 Change Audit Functional Flow 

nventory 
mana er 

nventory database 

So t are 
mana er 

So t are up rades 

on i uration 
mana er 

on i uration are ive 
et on i 
on i editor 

78-14810-01 

Remote server 

~ 
Essentials 

I 
~ponsloutput 

D 
Summary detail 

~ceco.U' 
By user 
By application 
By time period 
By device 
Exceptions summary 

User Guide for Resource Manager Essentials 

i ; u."' ~ n- .~ •, ' ·' ~~ · . c~l 
• .. ~ .._J.,_li,.~V • j I 

1 ~ l' • > i ' · ' (, 1, .. ,-o ry::· 
v n vll · , . )! • ·-· 

1 4 8 ls t\ l0 _ _ _ _ 



o 

Change Audit 

.· ·, 
. (.. .. . ....,.r:; :;_c _ . ..) ··--

Chapter 2 Resource Manager Essentials Applications 

Figure 2-5 Change Audit Wom Flow 
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Figure 2-5 depicts the Change Audit workflow and associated tasks within 
Essentials. Change Audit automatically stores any change records sent from the 
Inventory Manager, Software Manager, and Configuration Manager applications. 
After these applications are set up, you can view change records at any time . 

You need to perform Change Audit setup tasks only i f you want to filter out 
specific lnventory changes, forward change records to a remote server, or report 
on changes during specific time periods every week. Change records are stored in 
the Essentials database until they are removed. Therefore, ongoing maintenance 
is required to delete old records from the database. 

Table 2-6 shows the tasks that you can accomplish with the Change Audit 
application. 
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Chapter Z Resource Manager Essentials Appl ications 

lãble 2-6 Change Audit lãsks 

Task Purpose 

View Change View the two log tables: Change 
Audit Iogs. Audit summary and Change Audit 

details. 

Delete records Delete or schedule deletion of change 
from the log. records from the Change Audit log. 

Convert change Convert some or ali change 
records to notifications into SNMP Vl traps and 
SNMP traps . send them to a destination you 

configure . 

Define an Specify a period of time when no 
exceptions network changes should occur. 
period. 

Set up filtering Define one or more filter fields to 
options. filter report data. 

View changes Generate a report on changes that 
in an exception occurred in the network during a 
period. defined exception . 

View ali Generate a report that enables you to 
change view changed data in the Change 
records. Audit log. 

a View a Generate a summary of changes 
summary of made in the past 24 hours from 
changes made Change Audit log data. 
in the last 
24-hours. 

78-14810-01 

Change Audit 

Action 

Select Resource Manager Essentials > 
24-Hour Reports > Change Audit Report. 

O r 

Select any report from Resource Manager 
Essentials > Change Audit. 

Select Resource Manager Essentials > 
. . Administration > Change Audit > Delete 

Change History. 

Select Resource Manager Essentials > 
Administration > Change Audit > Administer 
Trap Generator. 

Select Resource Manager Essentials > 
Administration > Change Audit >Define 
Exceptions Summary. 

Select Resource Manager Essentials > 
Change Audit > Search Change Audit. 

Select Resource Manager Essentials > 
Change Audit > Exceptions Summary. 

Select Resource Manager Essentials > 
Change Audit > Ali Changes. 

Select Resource Manager Essentials > 
24-Hour Reports > Change Audit Report. 
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Chapter 2 Resource Manager Essentials Applications 
Configuration Management 

Configuration Management 
The Configuration Management application stores the current, and a 
user-specified number of previous versions, of the configuration files for ali 
supported Cisco devices maintained in the Inventory. It automatically tracks 
changes to configuration files and updates the database if a change is made. 

New Features of Configuration Management 

The Configuration Management application has the following new features, that 
allow you to: 

• Enable Job Password Policy for NetConfig, NetShow, and Config Editor Jobs 

• Specify the Transport Protocol Order for NetConfig, Config Editor, and 
Network Show Jobs 

• Quick Configuration Download from Configuration Archive 

• Archive and Restare VLAN Configuration Files 

For more details of the new features , see Configuration Management, in the 
Essentials online help. 

Enable Job Password Policy for NetConfig, NetShow, and Config Editor Jobs 

Essentials stores passwords in the database. While the job is run, the password is 
retrieved from the database for each of the selected devices. For example, if the 
TACACS server is managing the devices, the passwords in the TACACS server 
and the passwords in the Essentials database should be synchronized (with every 
password change). 

You now have the option of entering a username and password for running a 
specific NetConfig, Network Show, or Config Editor job. If you enter a username 
and password, NetConfig, Network Show or Config Editor applications use thi s 
username and password to connect to the device, instead of taking these 
credentials from the Essentials database. 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals . In such instances, the passwords may be changed every 60-90 seconds. 
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Chapter 2 Resource Manager Essentials Applications 

Configuration Management 

To use this option of entering a username and password for running a specific job, 
you should enable the job password policy for NetConfig, Network Show, or 
Config Editor jobs using the Password Policy tab of the Configuration Job Setup 
dialog box, in the Configuration Management application. To invoke the 
Configuration Job Setup dialog box, select Resource Manager Essentials > 
Administration > Configuration Management > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable. 

lf you do not enable the job password policy, then the NetConfig, Network Show, 
or Config Editor applications take the device credentials from the Essentials 
database to connect to the device. 

For details about: 

Enabling the job password policy, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Password Policy for NetConfig, Config Editor and NetShow Jobs). 

Usage Scenarios when the job password is configured on devices, see the 
Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Usage Scenarios When Job Password is Configured on Devices). 

Specify the Transport Protocol Order for NetConfig, Config Editor, and Network 
Show Jobs 

78-14810-01 

Essentials now provides you with the option of separately specifying the transport 
protocol order for the download operations of NetConfig, Config Editor and 
Network Show jobs, and for the fetch operations of NetConfig and Config Editor 
jobs. 

You can use the Transport Protocol tab of the Configuration Management 
application (Resource Manager Essentials > Configuration Management > 
Administration > Configuration Job Setup) to specify the transport protocol 
order. 

This option allows you to use your preferred protocols for downloading or 
fetching configurations. 
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Chapter 2 Resource Manager Essentials Applications 

Configuration Management 

For example, you can use Telnet to download configuration to the device, and 
TFTP to fetch the configuration, thereby improving the overall performance of 
NetConfig. 

You can select the fallback option for these protocols. If you select this option, 
and the first preferred protocol fails, the next protocol in the list is used for 
configuration download or fetch operations, and so on. 

For details, see the Essentials online help. 
(In the Jeft navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs) . 

Quick Configuration Download from Configuration Archive 

You can now create a job to immediately download a selected version of the 
running configuration, to a device from the Configuration Archive (Resource 
Manager Essentials > Configuration Management > Search Archive by 
Device or Resource Manager Essentials > Configuration Management > 
Search Archive by Pattern). 

This method of download is useful when you know the version of the running 
configuration that has to be downloaded to the device. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Making a Quick Download of a Device 
Configuration). 

Archive and Restore VLAN Configuration Files 

For ali Cisco devices that support VLAN configuration such as Catalyst lOS 
switches, Essentials creates a version of the VLAN configuration file (vlan .dat) 
for each version of the running configuration file of a device. That is, the running 
configuration and the vlan configuration files are archived in pairs . 

You can download the vlan configuration file to the device, using the Command 
Line Interface. 
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Chapter 2 Resource Manager Essentials Applications 

Configuration Management 

You can view the status of the archived VLAN files using the VLAN 
Configuration tab of the Configuration Archive Status Summary window 
(Resource Manager Essentials > Administration > Configuration 
Management > Archive Status). 

This table details the scenarios under which VLAN configuration is fetched. 

VLAN Config 
Scenarios Fetched/Not Fetched 

On adding a device to lnventory Fetched 

On using the Update Archive option from GUI Fetched 

On receiving a Config Change syslog event Fetched 

Scheduled Config Polling Fetched 

Scheduled Config Collection Fetched 

Using the command cwconfig get from CLI Fetched 

Sync Config Archive Before Execution Policy of Fetched 
NetConfig/Config editor. 

Config Fetch following download of commands through Not fetched 
NetConfig/Config Editor/Quick Config Restore 
/cwconfig command 

(In the Ieft navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Checking VLAN Configuration Archive 
Status.) 

Benefits of Configuration Management 

78-14810-01 

One of the most difficult but important things to manage on network devices, is 
the device configuration. Often a change to the device configuration leads to 
network performance issues and faults. The device configuration is the key to how 
a device operates on the network and traffic is passed . 
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Chapter Z Resource Manager Essentials Applications 
Configuration Management 

As the network ó.H.Iministrator, you need to be able to control and track changes to 
uevice configurations to minimize errors and assist in troubleshooting problems. 
This can be very difficult if severa! different users are making changes to the 
uevice configurations. It can also become very repetitive and time-consuming. 
Configuration Management can help simplify and automate these tasks. 

Configuration Management gives you easy access to the configuration files for ali 
tilc-based or Cisco JOS -based Catalyst switches, FastSwitches, Cisco routers, 
Content Service Switches (CSS) and Content Engine (CE) devices in Essentials. 

Configuration files are collected and stored in the Configuration Archive for ali 
the devices supported by the Configuration Management application . (For the list 
of supported devices, on Cisco.com select Products and Services > Network 
Management CiscoWorks > CiscoWorks Resource Manager Essentials > 
Technical Details > Device Support Tables.) 
When you change the configuration, an event is sent to the archive which 
automatically collects the latest configuration. 

Before you can use the Configuration Archive, you must make sure you have 
completed ali the necessary setup tasks. For information on these tasks, see: 

Installation and Setup Guide for Resource Manager Essentials on Solaris. 

Installation and Setup Guide for Resource Manager Essentials on Windows. 

Configuration Management Functional Flow 

After you add or import devices into your inventory, the configuration files for 
each supported device are collected and stored in the Configuration Archive . 
When you change the configuration, an alert is sent to the archive which 
automatically collects the latest configuration information. In addition, a change 
record is sent to the Change Audit application, which collects and organizes ali 
changes to network devices . This allows you to view ali configuration changes 
made over any period of time or by any specific user. See Figure 2-6 
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Chapter 2 Resource Manager Essentials Applications 

Figure 2-6 Conlíguration Management Functional Flow 
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Chapter 2 Resource Manager Essentials Applications 

Configuration Management 

Figure2-7 
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Figure 2-7 depicts Configuration Management workflow and associated tasks : 

Verify device requirements to ensure that Essentials is able to communicate 
with the devices. 

Create approver lists, i f specific users are going to be required to approve 
configuration updates before they are executed and set Configuration Archive 
preferences (update schedule, number of copies to retain , and so on), and 
After the Configuration Archive is set up, it can be used to view device 
configurations and identify and plan necessary changes. Then, the NetConfig 
or Config Editor applications can be used to actually execute and confirm the 
changes. 

As ongoing maintenance, the Configuration Sync report should be checked 
daily to ensure that ali running and startup configurations on devices match . 
In addition, the network administrator can use Network Show Commands and 
Custom reports to troubleshoot problems and gather information as needed . 
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Chapter 2 Resource Manager Essentials Applications 

Configuration Management 

Configuration Archive 

78-14810-01 

The Configuration Archive maintains a history of configuration files for ali 
managed devices on the network. The network administrator can specify how long 
files should be kept in the archive, how many versions should be maintained in the 
archive, and how often devices on the network should be polled for changes. In 
addition, there are multiple ways to detect changes on devices and trigger an 
update to the Configuration Archive. 

For example, specific syslog messages sent from the device can indicate that a 
change has occurred and can trigger the Configuration Archive to retrieve the new 
configuration. The Configuration Archive can also be scheduled to poli ali devices 
at a specific time each week. 

Figure 2-8 Conlíguration Archive Functional Flow 
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Chapter 2 Resource Manager Essentials Applications 
Configuration Management 

NetConfig, Config Editor, and Network Show Commands 

Two additional applications, NetConfig and Config Editor, are available to edit 
configuration files. The NetConfig application allows you to save sets of 
commands and execute those commands on multiple devices at the same time. 

The Config Editor application can be used to edit any device configuration that is 
stored in the Configuration Archive, and then download the new configuration to 
the device. The new configuration is stored in the Configuration Archive and will 
also trigger a change record to be sent to Change Audit. Additional Configuration 
reports specific to active virtual private network (VPN) devices are also available. 

The NetConfig application provides a set of wizard-based templates that can be 
used to update the device configuration on multiple devices ali at once. The 
devices must already be managed by Essentials. The new configuration will be 
stored in the archive for each device changed, and associated change records will 
be created. 

The Network Show Command application accesses network devices in real time 
to display output for common show commands. This can help in troubleshooting 
by allowing you to display interface statistics, routing tables, and system 
information for selected devices . 
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Chapter 2 Resource Manager Essentials Appl ications 

Configuration Management 

Table 2-7 shows the archive-specific tasks you can accomplish with the 
Configuration Management application, 

Table 2-7 Configuration Management Archive-Specific lãsks 

Task Purpose Action 

Search for Search for configuration files based on Select Resource Manager Essentials > 
configuration device name or text pattern_ Configuration > Management > Search 
files_ Archive by Device_ 

o r 

Select Resource Manager Essentials > 
Configuration Management > Search 
Archive by Pattern_ 

Create, run, Create and run custom reports that gather Select Resource Manager Essentials > 
modify, and device configuration files from the Configuration Management > Custom 
delete custam archive for specified devices_ Reports_ 
reports _ You can also modify and delete custam 

reports. 

Compare Compare configuration files of two Select Resource Manager Essentials > 
device devices or two versions of a single file_ Configuration Management > Compare 
configuration Compare the starting and current Configurations. 
files, 

configurations of a device. 

Compare the current and the most 
recently archived configurations of a 
device. 

Find Determine whether a device's startup and Select Resource Manager Essentials > 
out-of-sync running configurations are synchronized_ Configuration Management > 
configurations. The two configurations might differ if Startup/Running Out of Sync Report 

you change a device configuration after o r 
the device is booted. 

Select Resource Manager Essentials > 
24 Hour Reports > Configuration Sync 
Report. 
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Chapter 2 Resource Manager Essentials Applications 

• Configurahon Management 

lãble 2-7 Conlígurlltion Managernent Archive-Specilíc lãsks (continued) 

Task IPurpose Action 

Move the Move the Configuration Archive to a new Select Resource Manager Essentials > 
Configuration location . Administration > Configuration 
Archive . Management >General Setup, then select 

the Archive Setup tab. 

Specify cri teria Specify when to purge configurations Select Resource Manager Essentials > 
for purging thc from the archive. You can specify two Administration > Configuration 
archive. cri teria: Management >General Setup, then select 

o . Age. Configurations older than the the Archive Setup ta~. 

specified age are purged. 

. Maximum number of versions. The 
oldest configuration is purged when 
the maximum number is reached. 

You can also choose not to purge labelled 
files. 

Modify Modify how and when the Configuration Select Resource Manager Essentials > 
Configuration Archive retrieves configurations. Administration > Configuration 
Archive Management >General Setup, then select 
retrieval. the Change Probe Setup tab. 

Change the Change the order of the transport Select Resource Manager Essentials > 
transport protocols the Configuration Archive uses Administration > Configuration 
protocol order to download configurations from devices Management >General Setup, then select 
used by the to the archive. the Transpor! Setup tab. 
Configuration The default order is: 
Archive. . TFTP (Trivial File Transpor! 

Protocol) 

. Telnet 

. SSH 

. rcp (Remote Copy Protocol) 
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Chapter 2 Resource Manager Essentials Applications 

Configuration Management 

lãble 2-7 Configuration Managernent Archive-Specific lãsks (continued) 

Task Purpose Action 

Update the Update the archive manually i f you make Select Resource Manager Essentials > 
Configuration a significant change to a device Configuration Management > Update 
Archive. configuration and want the archive to Archive. 

retlect the changes. 

The Configuration Archive retrieves 
configurations at 12.30 a.m. every Friday 
by default. It also listens to Syslog 

o messages and fetches the configuration. 

Check the Check archive status for the latest attempt Select Resource Manager Essentials > 
archive status. to archive a device configuration (running Administration > Configuration 

or startup). Management > Archive Status. 

Configure Select configuration files from different Select Resource Manager Essentials > 
labels. managed devices, group them, and label Administration > Configuration 

them as a set. Management > Label Configuration. 

You can also view, modify, and remove 
configuration labels. 

Use the Access the Configuration Archive to This command cannot be entered from 
cwconfig update, export, and import configurations the desktop; use the command line. 
command at on devices and in the archive. 
the command For more information about the command 
line. syntax and parameters, see the cwconfig 

man page on UNIX systems, by entering: 

man -M /opt/CSCOpx/man cwconfig 

Locate the Access the Configuration Archive The shadow directories cannot be 

o Configuration shadow directory, which is an image of accessed from the desktop. 
Archive the most recent configurations gathered . On Solaris, as root or casuser, enter: 
shadow by the Configuration Archive. 

/var/adm/CSCOpx/files/archive/ 
directory. 

shadow 

. On Windows, as admin, enter: 
NMSROOT\files\archive\shadow 
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Chapter Z Resource Manager Essentials Applications 
Configuration Management 

NetConfig Option 

Using the NetConfig option, which runs as a separate application in its own 
window, you can make configuration changes to your managed network devices. 

New Features of NetConfig 

Job Password Option 

NetConfig application has the following new features: 

Job Password Option 

Job Retry Option 

Multiple Selection of Jobs for Deletion 

Separate Protocol Ordering for Configuration Download and Fetch 
Operations 

Support for New Templates 

Support for System- Defined Templates to Configure IPSec and SSH on 
Devices 

Support for Interactive and Multiline Commands 

For more details of the new features, see the section, NetConfig, in the Essentials 
online help. 

Essentials stores passwords in the database. While the job is run , the password is 
retrieved from the database for each of the selected devices. For example, i f the 
TACACS server is managing the devices, the passwords in the TACACS server 
and the passwords in the Essentials database should be synchronized (with every 
password change) . 

You now have the option of entering a username and password for running a 
specific job. If you enter a username and password, NetConfig uses this username 
and password to connect to the device, instead of taking these credenti als from the 
Essentials database. 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals. In such instances, the passwords may be changed every 60-90 seconds . 
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Chapter 2 Resource Manager Essentials Applications 

Job Retry Option 

78-14810-01 

Configuration Management 

To use this option of entering a username and password for running a specific job, 
you should enable the job password policy for NetConfigjobs using the Password 
Policy tab of the Configuration Job Setup dialog box, in the Configuration 
Management application. To invoke the Configuration Job Setup dialog box , 
select Resource Manager Essentials > Administration > 
Configuration Management > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable. 

If you do not enable the job password policy, then NetConfig takes the device 
credentials from the Essentials database to connect to the device. 

For details about: 

Enabling the job password policy, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource· Manager Essentials > NetConfig > NetConfig Administration > 
Password Policy for NetConfig Jobs). 

Usage Scenarios when job password is configured on devices, see the 
Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Configuration Management > Configuration 
Management Administration > Usage Scenarios When Job Password is 
Configured on Devices). 

• The NetConfig usage scenario, see the topic, "Performing a NetConfig Job 
with the Job Password Policy Enabled", in this User Guide. 

You now have the retry option for failed NetConfig jobs. When you retry ajob, it 
runs the job on the failed devices, and retains the job ID of the failed job. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig > 
Browsing and Editing NetConfig Jobs > Browsing and Editing Jobs.) 
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Chapter 2 Resource Manager Essentials Applications 
Configuration Management 

Multi pie Selection of Jobs for Deletion 

You can now select more than one job ata time, for deletion from the Job Browser. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig > 
Browsing and Editing NetConfig Jobs > Browsing and Editing Jobs.) 

Separate Protocol Ordering for Configuration Download and Fetch Operations 

Earlier, the NetConfig application used Telnet to download configuration diffs to 
the device, and same session was used to fetch the entire configuration from the 
device. If the configurations are large (for example, ACLs) this adversely affected 
the overall performance of NetConfig. 

For NetConfig jobs, you can now set the transport protocol order separately, for 
downloading configurations, and for fetching configurations. 

This option allows you to use your preferred protocols for downloading and 
fetching the configuration. For example, you can use Telnet to download 
configuration to the device, and TFTP to fetch the configuration, thus improving 
the overall performance of NetConfig. 

For downloading the configurations, the protocols used are Telnet and SSH. 

The default order is, 

Telnet 

SSH (Secure Shell) 

For fetching the configurations, the protocols used are Telnet, TFTP, SSH, and 
rcp. The default order is, 

TFTP (Trivial File Transport Protocol) 

• Telnet 

rcp (remote copy protocol) 

SSH (Secure Shell) 

You can change the transport protocol order for both downl oadin g and fetchin g 
the configurations . 

You can select the fallback option for these protocols . lf you select this option, 
and the first preferred protocol fail s, the next protocol in the list is used for 
configuration download or fetch operations, and so on. 
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Configuration Management 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs) . 

Support for New T emplates 

78-14810-01 

Resource Manager Essentials now supports eleven new templates, that can be 
used through the NetConfig application. They are: 

lOS Templates. (These are global lOS templates. They can be applied to one or 
more lOS device at a time.) 

• SNMP Security 

• SNMP Traps Management 

IOS-Interface-specific Templates. (These can be applied to only one lOS device 
ata time.) 

• IGMP 

• Interface IP Address 

Cable Templates (These are global templates. They can be applied to one or more 
Cable-CMTS devices ata time.) 

• Cable N+l Redundancy 

• Cable Spectrum Management 

Cable Interface-specific Templates. (These can be applied to only one 
Cable-CMTS device at a time.) 

• Cable BPI/BPI+ 

• Cable DHCP-GiAddr and Helper 

• Cable DownStream 

• Cable Interface Bundling 

• Cable Upstream 

For details , see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig >Configuration Templates). 
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• Configurallon Management 

Support for System- Defined T emplates to Configure IPSec and SSH on Devices 

Essentials now supports system-defined templates for configuring IPSec and SSH 
on devices: 

Use the SSH system-defined template to configure SSH on devices . 

Use the Internet Key Exchange (IKE), Transform, Crypto Map 
system-defined templates to configure IPSec on devices. 

ror details. see the Essentials online help. 
(In the left navigation pane o f the Essentials online help, select 
Rcsource Manager Essentials > NetConfig >Configuration Templates). 

Support for lnteractive and Multiline Commands 

~ .. 
Note 

You can now specify interactive and multi-line commands in user defined 
tcmplates. 

For example, as a part of user-defined templates in NetConfig, you can do the 
following: 

Enter an interactive command in the Enter CLI Commands area, using the 
following syntax: 

CLI Command<R>command response 1 <R>command response 2 

Enter a multi-line command, using the following syntax: 

<MLTCMD> banner login "Welcome to 

CiscoWorks Resource Manager 

Essentials - you are using 

multiline commands" </MLTCMD> 

The tags, <R>, <MLTCMD> and <IMLTCMD>, are case sensitive and should 
always be uppercase. 
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Configuration Management 

Support for interactive and multi-line commands is not available through the 
NetConfig CLI. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig >Defining and Scheduling a 
NetConfig Job > 
Handling Interactive Commands in NetConfig and Config Editor Jobs and 
Handling Multi-line Commands) . 

Benefits of Netconfig 

The NetConfig application provides you with wizard-based templates to simplify 
and reduce the time it takes to make global changes to network devices . These 
templates can be used to execute one or more configuration commands on 
multiple devices at the same time . 

For example, i f you want to change passwords on a regular basis to increase 
security on devices, you can use the appropriate password template to update 
passwords on ali devices at once. A copy of all updated configurations will be 
automatically stored in the Configuration Archive. See Figure 2-9. 

Figure 2-9 NetConfíg Functional Flow 
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Chapter 2 Resource Manager Essentials Applications 
Configuration Management 

ih 
Caution 

NetConfig uses configuration templates to create the configuration commands run 
on devices when a NetConfig job runs. There are three types of configuration 
templates : 

System-defined-Provided with NetConfig, these templates simplify the 
creation of common configuration commands. 

User-defined-Created by system administrators, these templates can contain 
any configuration commands . 

Adhoc-Allows you to add any configuration commands to a NetConfig job 
while you are defining it. 

NetConfig does not verify the commands entered in the user-defined and adhoc 
templates. These commands are executed on devices exactly as they appear in the 
template. If you enter incorrect configuration commands, you could misconfigure 
or disable the devices on which the job runs. 

By default, only network administrators have access to configuration templates. 
Network administrators can assign template access privileges to the other system 
users. When you define or edita job, the configuration templates to which you 
have access privileges, appear in the job definition wizard. 
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Chapter 2 Resource Manager Essentials Applicat ions 

Configuration Management 

Table 2-8 shows the tasks that can be accomplished with the NetConfig option . 

lãble 2-8 NetConfíg lãsks 

Task Purpose Action 

Define and Define a NetConfig job to make device 1. Select Resource Manager Essentials > 
schedule a configuration changes, and schedule it Configuration Management > 
NetConfig job. to run . NetConfig > Jobs > New Job. 

o r 

Click the New Job button. 

2. Complete the job definition wizard. 

Browse and Browse the NetConfig jobs that are 1. Select Resource Manager Essentials > 
edit NetConfig registered on the system and edit them Configuration Management > 
jobs. as necessary. NetConfig > Jobs > Job Browser. 

o r 

Click the Job Browser button. 

2. Select a job record. 

3. Click Edit Job, Copy Job, Remove Job, 
Stop Job, or Job Details. 

View View detailed information about a 1. Select Resource Manager Essentials > 
NetConfig job registered NetConfig job. You can also Configuration Management > 
details. edit a job from its detai led view. NetConfig > Jobs > Job Browser. 

o r 

Cl ick the Job Browser button. 

2. Select a job record. 

a 3. Click Job Details. 

4. Click Edit Job, Copy Job, Remove Job, 
Stop Job, Retry Job (for fai led jobs), or 
Print. 
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láble 2-8 NetConfig lãsks (continued} 

Task Purpose Action 

Launch Launch Essentials if it is not already Select Resource Manager Essentials > 
Essentials. running. Configuration Management > 

NetConfig >Tools > Launch RME. 

o r 

Click the Launch RME button. 

Create and edit Create and edit configuration templates Select Resource Manager Essentials > 
user-defined that can contain any configuration Configuration Management > 

() configuration commands. NetConfig >Admin> Create/Edit User 
templates. Templates. 

Assign Assign access privileges to the Select Resource Manager Essentials > 
configuration system-defined and user templates on Configuration Management > NetConfig > 
template access the system. Admin > Assign Template Users . 
privileges to 
users. 

Set default Set the default policies for NetConfig Select Resource Manager Essentials > 
template jobs that are defined. Configuration Management > NetConfig > 
policies. Admin > Set Template Policies. 

View online View the online help for information Select Resource Manager Essentials > 
help for the about the task you are performing. Configuration Management > NetConfig > 
task you are Help > Context-Sensitive Help. 
performing. o r 

Click the Help button . 

Use the Define and schedule NetConfig jobs Enter the NetConfig command at the 
NetConfig from the command line. command line with the appropriate syntax . 
command to For more information, see the online help 
make batch 
confi guration 

and the netconfig man page . 

changes. To view the man page, add the path 
install_dir/CSCOpx/ mantothe 
MANPATH variable . 
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Network Show Commands Option 

As a network administrators you must be familiar with show commands used on 
Cisco routers and switches. Network show commands representa set of read-only 
commands that you can run on routers, Catalyst switches, Content Engine, 
Content Service Switches, FastSwitchs and PIX devices. These commands 
display configuration or status information. You can run Network Show 
commands from the GUI or from the command line interface. 

New Features in Network Show 

Job Password Option 

78-14810-01 

Network Show has the following new features: 

• Job Password Option 

• Multiple Selection of Jobs for Deletion 

• Protocol Ordering for Running Network Show Commands 

For more details of the new features, see NetConfig, in the Essentials online help. 

Essentials stores passwords in the database. While the job is run, the password is 
retrieved from the data base for each of the selected devices. 
For example, i f the TACACS server is managing the devices, the passwords in the 
TACACS server and the passwords in the Essentials database should be 
synchronized (with every password change). 

You now have the option of entering a username and password for running a 
specific job. If you enter a username and password, Network Show uses this 
username and password to connect to the device, instead of taking these 
credentials from the Essentials database. 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals. In such instances, the passwords may be changed every 60-90 seconds . 

User Guide for Resource Manager Essentials 
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To use this option of entering a username and password for running a specific job, 
you shouiJ enablc the job password policy for Network Show jobs using the 
Password Policy tab of the Configuration Job Setup dialog box, in the 
Configuration Management application. To invoke the Configuration Job Setup 
Jialog box. select Resource Manager Essentials > Administration > 
Configuration 1\lanagement > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable. 

I f you do not enablc the job password policy, then Network Show takes the device 
credentials from the Essentials database to connect to the device. 

ror more details about : 

Enabling the job password policy, see the Essentials online help. (In the left 
navigation pane of the Essentials online help, select Resource Manager 
Essentials > Configuration Management > Configuration Management 
Administration > 
Password Policy for NetConfig, Config Editor and NetShow Jobs) . 

Job password for Network Show jobs, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Network Show > 
Network Show Batch Reports > Network Show Batch Reports Tasks > 
Scheduling a Report). 

Usage Scenarios when the job password is configured on devices, see the 
Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Usage Scenarios When Job Password is Configured on Devices). 

Multiple Selection of Jobs for Deletion 

You can now select more than one job ata time, for deletion from the J ob Browser. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Network Show > 
Network Show Batch Reports > Network Show Batch Reports Tasks > 
Browsing Jobs). 
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Configuration Management 

Protocol Ordering for Running Network Show Commands 

You can now set the transport protocol order for running network show commands 
on devices . 

For running the commands, the protocols used are Telnet and SSH. The default 
order is, 

Telnet 

SSH (Secure Shell) 

This option allows you to use your preferred protocol order for running network 
show commands on devices. If you select the fallback option for these protocols 
and the first preferred protocol fails, the next protocol in the list is used for 
running the show commands, and so on. 

For details , see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs). 

Benefits of Network Show Commands 

78-14810-01 

As an Essentials user, you can execute Show commands against many devices and 
view the results from Essentials, using the Network Show Commands application . 

This application can be used to display Show command output for multiple 
devices in two modes: 

Immediate execution-Run the selected set of Show commands for the 
selected devices immediately. 

Batch mode-Schedule a set of Show commands to be run against a selected 
set of devices . 

You can use the Network Show tasks to organize and save one or more related 
Show commands into logical groups, called command sets. These command sets 
can then be applied to devices whenever specific configuration or status 
information is needed . You specify which commands you want to group together 
and run the commands on one or many devices . The output is displayed in a 
browser window. 
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Chapter 2 Resource Manager Essentials Applications 
Configuration Management 

Ali users have access to the following predefined command sets, which ship with 
Essentials. Some of the most common Show commands used in monitoring and 
troubleshooting a network are: 

show interface info 

show IP routing info 

show protocol in f o 

show switch VLAN in f o 

show system in f o 

show system performance 

Show Interfaces Rate-Limit In f o 

Show Cable QoS Profile In f o 

Show Cable Modulation-Profile 

Show Cable Hop Info 

Show Cable Tech In f o 

Show HCCP details In f o 

Show IGMP Info 

Show SNMP Users and Groups In f o 

Show Cable Spectrum In f o 

Show Cable Modem Info 

For details of ali the available Show commands, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Network Show > The Basics > List of 
Network Show Commands). 

In order to display output for other Show commands within Essentials, you must 
first define the command set, and then assign users to be able to access the 
command set. 
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Essentials ships with a set of default network command sets, which you cannot 
editor delete. See Figure 2-10. 

Figure 2-10 Network Show Cornrnands Functional Flow 
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Table 2-9 shows the tasks you can accomplish with the Network Show Commands 
option . 

Table 2-9 Network Show Cornrnands lãsks 

Task Purpose Action 

Create a Create, edit, and delete a logical group of Select Resource Manager Essentials > 
network show custom commands for a user or a set of Administration > Configuration 
command set. users. Management > Network Show > Define 

Command Set. 

Assign users to Specify which user or set o f users can run Select Resource Manager Essentials > 
the network network show commands . Administration > Configuration 
show command Management > Network Show > Assign 
set. Users . 

Execute a Run network show commands on one or Select Resource Manager Essentials > 
network show more devices . Configuration Management > Network 
command set Show Commands > Immediate 
immediately. Execution . 

Define a batch Create a batch report containing Select Resource Manager Essentials > 
report. command sets and remote console Configuration Management > Network 

commands that can be run on a set of Show Commands > Batch Reports > 
devices to generate a report. Define Reports . 

You can also modify or delete existing 
reports . 

Schedule a Schedule reports in batches and generate Select Resource Manager Essentials > 
batch report. these batch reports at a specified time . Configuration Management > Network 

Show Commands > Batch Reports > 
Schedule Reports . 

View report View the output of a batch report. Select Resource Manager Essentials > 
output. Configuration Management > Network 

Show Commands > Batch Reports > View 
Report Output. 
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lãble 2-9 Network Show Commands lãsks (continued) 

Task Purpose Action 

Browse Browse the network show jobs that are 1. Select Resource Manager 
network show registered on the system and view job Essentials > Configuration 
jobs. details . Management > Network Show 

You can also edit or delete jobs. Commands > Batch Reports > Job 
Browser. 

2. Select a job record. 

3. Click Edit Job, Stop Job, Remove 
Job, Copy Job, or Job Details. 

Setjob Each network show job has properties Select Resource Manager Essentials > 
policies. that define how the job runs. You can Configuration Management > Network 

configure a default policy for these Show Commands > Batch Reports > Set 
properties that apply to all future jobs. Job Policies. 

Use the Define and execute command sets Enter the cwconfig netshow command at 
cwconfig command sets to be run against a set of the command line. 
netshow devices . For more information, see the online help 
command. and the cwconfig netshow man page. 

Use the Define and schedule reports, comprising Enter the cwconfig netshow batch 
cwconfig multiple network show command sets to command at the command line. 
netshow batch be run against a set of devices. For more information, see the online help 
command. and the cwconfig netshowbatch man 

page. 

Config Editor Option 

78-14810-01 

You can edit configuration files stored in the Configuration Archive and download 
files to devices, using the Config Editor option. This option runs as a separate 
application in its own window. 

Use r Guide for Resource Manager Essentials 

POS 11° 03/200~ ,- 1'' 

CP~11 f~(. 1
r 1 '"- .. 

L . 



o 

• Configuration Management 
Chapter 2 Resource Manager Essentials Applications 

New Features of Config Editor 

Job Password Option 

Config Editor ha~ the following new features: 

Job Pass'' orJ Option 

Multiplc Sckction of Jobs for Deletion 

Separate Protocol Ordering for Configuration Download and Fetch 
Operations 

Support for lnteractive Commands 

For more details. see the Essentials online help. 

Essentials stores passwords in the data base. While the job is run, the password is 
retrieved from the database for each of the selected devices. 
For example, i f the TACACS server is managing the devices, the passwords in the 
TACACS server and the passwords in the Essentials database should be 
synchronized (with every password change). 

You now have the option of entering a username and password for running a 
specific job. If you enter a username and password, Config Editor uses this 
username and password to connect to the device, instead of taking these 
credentials from the Essentials database. 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals . In such instances, the passwords may be changed every 60-90 seconds . 

To use this option of entering a username and password for running a specific job, 
you should enable the job password policy for Config Editor jobs using the 
Password Policy tab of the Configuration Job Setup dialog box, in the 
Configuration Management application. To invoke the Configuration Job Setup 
dialog box, select Resource Manager Essentials > Administration > 
Configuration Management > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable. 

If you do not enable the job password policy, then Config Editor takes the device 
credentials from the Essentials database to connect to the device . 
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aaa accounting 

( ~yntax Description 

78-13849-01 

Enable, disable, or view LOCAL, TACACS+, or RADIUS user accounting (on a server designated by 
the aaa-server command). (Configuration mode.) 

Configure with the command ... Remove with the command ... 

aaa accounting include I exclude 
acctg_service inbound I outbound I 
if_name local_ip local_maskforeign_ip 

foreign_mask group_tag 

no aaa accounting include I exclude 
authen...,.service inbound I outbound I 
if_name group_tag 

clear aaa [accounting include I exclude 
authen_service inbound I outbound I 
if_name group_tag] 

aaa accounting match acl_name inbound I 
outbound I if_name group_tag 

no aaa accounting match acl_name 
inbound I outbound I if_name 
group_tag 

Show command options Show command output 

show aaa 

accounting 

acctg_service 

foreign_ip 

Displays the AAA authentication configuration. 

Enable or disable accounting services with authentication server. Use of this 
command requires that you previously used the aaa-server command to designate 
an authentication server. 

The accounting service. Accounting is provided for ali services or you can limit it 
to one or more services. Possible values are any, ftp, http, telnet, or protocol/port. 
Use any to provide accounting for ali TCP services. To provide accounting for 
UDP services, use the protocollport form. 

For protocol/port, the TCP protocol appears as 6, the UDP protocol appears as 17, 
and so on, and port is the TCP or UDP destination port. A port value of O (zero) 
means ali ports . For protocols other than TCP and UDP, the port is not applicable 
and should not be used. 

The IP address of the hosts you want to access the local_ip address. Use O to mean 
ali hosts . 
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--------------------------------------------------------------------------------~~~ foreign_mask Network mask of foreign_ip . Always specify a specific mask value. Use O i f the 

exclude 

group_tag 

if_name 

include 

inbound 

local_ip 

local_mask 

IP address is O. Use 255.255.255.255 for a host. 

Create an exception to a previously stated rule by excluding the specified service 
from authentication, authorization, or accounting to the specified host. The exclude 
parameter improves the former except option by allowing the user to specify a port 
to exclude to a specific host or hosts. 

The AAA server group tag defined by the aaa-server command. To use the local 
PIX Firewall user authentication database, enter LOCAL for this parameter. 

Interface name from which users require authentication. Use if_name in 
combination with the local_ip address and theforeign_ip address to determine 
where access is sought and from whom. The local_ip address is always on the 
highest security levei interface andforeign_ip is always on the lowest. 

Create a new rule with the specified service to include. 

Authenticate or authorize inbound connections. Inbound means the connection 
originates on the outside interface and is being directed to the inside interface. 

The IP address of the host or network of hosts that you want to be authenticated or 
authorized. You can set this address to O to mean ali hosts and to let the 
authentication server decide which hosts are authenticated. 

Networ~ mask of local_ip . Always specify a specific mask value. Use O if the IP 
address is O. Use 255 .255.255.255 for a host. 

match acl_name Specify an access-list command statement name. 

outbound Authenticate or authorize outbound connections. Outbound means the connection 
originates on the inside and is being directed to the outside interface. 

User accounting services keep a record of which network services a user has accessed. These records are 
also kept on the designated AAA server. Accounting information is only sent to the active server in a 
server group. 

Use the aaa accounting command with the aaa authentication and aaa authorization commands. 

The include and exclude options are not backward compatible with previous PIX Firewall versions . If 
you downgrade to an earlier version, the aaa command statements will be removed from your 
configuration. 

Traffic that is not specified by an include statement is not processed. 

For outbound connections, first use the nat command to determine which IP addresses can access the 
PIX Firewall. For inbound connections, first use the static and access-list command statements to 
determine which inside IP addresses can be accessed through the PIX Firewall from the outside network. 

If you want to allow connections to come from any host, code the local IP address and netmask as 
0.0.0.0 0.0.0.0, orO O. The same convention applies to the foreign host IP address and netmask; 0.0.0.0 
0.0.0.0 means any foreign host. 

Tip The help aaa command displays the syntax and usage for the aaa authentication, aaa authorization, 
aaa accounting, and aaa proxy-limit commands in summary form . 
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Examples 

C...)Related Commands 

aaa authentication 

The default PIX Firewall configuration provides the following aaa-server protocols: 

aaa-server TACACS+ protocol tacacs+ 
aaa-server RADIUS protocol radius 
aaa-server LOCAL protocol local 

The following example uses the default protocol TACACS+ with the aaa commands: 

aaa-server TACACS+ (inside) host 10.1.1.10 thekey timeout 20 
aaa authentication include any outbound O O O O TACACS+ 
aaa authorization include any outbound O O O O 
aaa accounting include any outbound O O O O TACACS+ 
aaa authentication serial console TACACS+ 

This example specifies that the authentication server with the IP address I 0.1.1.1 O resides on the inside 
interface and is in the default TACACS+ server group. The next three command statements specify that 
any users starting outbound connections to any foreign host will be authenticated using TACACS+, that 
the users who are successfully authenticated are authorized to use any service, and that ali outbound 
connection information will be logged in the accounting database. The last command statement specifies 
that access to the PIX Firewall unit's serial console requires authentication from the TACACS+ server. 

• aaa authorization 

auth-prompt 

service 

• ssh 

telnet 

virtual 

aaa authentication 

78·13849·01 

Enable, disable, or view LOCAL, TACACS+, o r RADIUS user authentication ( on a server designated by 
the aaa-server command). Additionally, the aaa authentication command has been modified to 
support PDM authentication . (Configuration mode.) 

Configure with the command ... 

aaa authentication include I exclude 
authen_service inbound I outbound I 
if_name local_ip local_mask foreign_ip 

foreign_mask group_tag 

aaa authentication match acl_name 
inbound I outbound I if_name 
group_tag 

aaa authentication [serial I enable I telnet I 
ssh I http] console group_tag 

Remove with the command ... 

no aaa authentication [include I exclude 
authen_service inbound I outbound I 
if_name local_ip local_mask foreign _ip 

foreign_mask group_tag] 

clear aaa [authentication include I exclude 
authen_service inbound I outbound I 
if_name local_ip local_mask foreign_ip 

foreign_mask group_tag] 

no aaa authentication match acl_name 
inbound I outbound I if_name 
group_tag 

no aaa authentication [serial I enable I 
telnet I ssh I http] console group_tag 

Cisco PIX Firewall 
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aaa authentication 

Show command options 

show aaa 

Syntax Description authen_service 

o 
authentication 

console 

exclude C) 
enable 

foreign_ip 

foreign_mask 

group_tag 

Cisco PIX Firewall Command Reference 

Chapter 3 A through B Commands 

Show command output 

Displays the AAA authentication configuration. 

The application with which a user is accessing a network. Use any, ftp, 
http, or telnet. The any value enables accounting or authentication for ali 
TCP services . To have users prompted for authentication credentials, they 
must use FTP, HTTP, or Telnet. (HTTP is the Web and only applies to web 
browsers that can prompt for a username and password.) 

If the authentication or authorization server is authenticating services other 
than FTP, HTTP, or Telnet, using any will not permit those services to 
authenticate in the firewall. The firewall only knows how to communicate 
with FTP, HTTP, and Telnet for authentication and authorization. 

Only set this parameter to a service other than any if the authentication or 
authorization server is set the same way. Unless you want to temporarily 
restrict access to a specific service, setting a service in this command can 
increase system administration work and may cause ali connections to fail 
i f the authentication or authorization server is authenticating one service 
and you set this command to another. 

Enable or disable user authentication, prompt user for username and 
password, and verify information with authentication server. 

When used with the console option, enables or disables authentication 
service for access to the PIX Firewall console over Telnet or from the 
Console connector on the PIX Firewall unit. 

Use of the aaa authentication command requires that you previously used 
the aaa-server command to designate an authentication server. 

The aaa authentication command supports HTTP authentication. The 
PIX Firewall requires authentication verification of the HTTP server 
through the aaa authentication http console command before PDM can 
access the PIX Firewall. 

Specify that access to the PIX Firewall console require authentication and 
optionally, log configuration changes to a syslog server. The maximum 
password length for accessing the console is 16 characters . 

Access verification for the PIX Firewall unit's privilege mode. 

Create an exception to a previously stated rule by excluding the specified 
service from authentication, authorization, or accounting to the specified 
host. The exclude parameter improves the former except option by allowing 
the user to specify a port to exclude to a specific host or hosts. 

The IP address of the hosts you want to access the local_ip address . Use O 
to mean ali hosts. 

Network mask of foreign_ip . Always specify a specific mask v alue. Use O i f 
the IP address is O. Use 255 .255.255.255 for a host. 

The AAA server group tag defined by the aaa-server command. To use the 
local PIX Firewall user authentication database, enter LOCAL for this 
param e ter. 
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http 

i(_ rw m c 

inbound 

inrlude 

/oca/_1(1 

loctJI_mask 

match t~cl_name 

outbound 

serial 

ssh 

telnel 

aaa authentication • 

Access verification for the HTTP (Hypertext Transfer Protocol) access to 
the PIX Firewall (via PDM). The maximum username prompt for HTTP 
authentication is 30 characters. The maximum password length is 15 
characters. 

The interface name from which to authenticate users. 

Authenticate or authorize inbound connections. Inbound means the 
connection originates on the outside interface and is being directed to the 
inside interface. 

Create a new rule with the specified service to include. 

The IP address of the host or network of hosts that you want to be 
authenticated or authorized. You can set this address to O to mean ali hosts 
and to let the authentication server decide which hosts are authenticated. 

Network mask of local_ip. Always specify a specific mask value. Use O if 
the IP address is O. Use 255.255.255.255 for a host. 

Specify an access-list command statement name. 

Authenticate or authorize outbound connections. Outbound means the 
connection originates on the inside arid is being directed to the outside 
interface. 

Access verification for the PIX Firewall unit's serial console. 

Access verification for the SSH access to the PIX Firewall console. 

Access verification for the Telnet access to the PIX Firewall console. 

!f an aaa authentication http console group_tag command statement is not defined, you can gain access 
to the PlX Firewall (via PDM) with no username and the PIX Firewall enable password (set with the 
password command). If the aaa commands are defined but the HTTP authentication requests a time out, 
which implies the AAA servers may be down or not available, you can gain access to the PIX Firewall 
using the username pix and the enable password. By default, the enable password is not set. 

PIX Firewall supports authentication usernames up to 127 characters and passwords of up to 
63 characters. A password or username may not contain an "@" character as part of the password or 
username string, with a few exceptions. 

The help aaa command displays the syntax and usage for the aaa authentication, aaa authorization, 
aaa accounting, and aaa proxy-limit commands in summary form. 

To use the aaa authentication command, you must first designate an authentication server with the 
aaa-server command. Also, for each IP address, one aaa authentication command is permitted for 
inbound connections and one for outbound connections. 

Use the if_name, local_ip, andforeign_ip variables to define where access is sought and from whom. 
The address for local_ip is always on the highest security levei interface andforeign_ip is always on the 
lowest. 

The aaa authentication command is not intended to mandate your security policy. The authentication 
servers determine whether a user can or cannot access the system, what services can be accessed, and 
what IP addresses the user can access. The PIX Firewall interacts with FTP, H'(TP. (Web access) , and 
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Telnet to display the credentials prompts for logging in to the network or logging in to exit the network. 
You can specify that only a single service be authenticated, but this must agree with the authentication 
server to ensure that both the firewall and server agree. 

The include and exclude options are not backward compatible with previous PIX Firewall versions. If 
you downgrade to an earlier version, these aaa authentication command statements will be removed 
from your configuration. 

The aaa authentication console Command 

The aaa authentication serial console command allows you to require authentication verification to 
access the PIX Firewall unit's serial console. The serial console options also logs to a syslog server 
changes made to the configuration from the serial console. 

Authenticated access to the PIX Firewall console h as different types o f prompts depending on the option 
you choose with the aaa authentication [serial! enable I telnet I ssh] console command. While the 
enable and ssh options allow three tries before stopping with an access denied message, both the serial 
and telnet options cause the user to be prompted continually until successfully logging in. The serial 
option requests a username and password before the first command line prompt on the serial console 
connection . The telnet option forces you to specify a username and password before the first command 
line prompt of a Telnet console connection. The enable ·option requests a username and password before­
accessing privileged mode for serial, Telnet, or SSH connections. The ssh option requests a username 
and password before the first command line prompt on the SSH console connection. The ssh option 
allows a maximum of three authentication attempts. 

Telnet access to the PIX Firewall console is available from any internai interface, and from the outside 
interface with IPSec configured, and requires previous use of the telnet command. SSH access to the 
PIX Firewall console is also available from any interface without IPSec configured, and requires 
previous use of the ssh command. 

The new ssh option specifies the group of AAA servers to be used for SSH user authentication. The 
authentication protocol and AAA server IP addresses are defined with the aaa-server command 
statement. 

Similar to the Telnet model, if an aaa authentication ssh console group_tag command statement is not 
defined, you can gain access to the PIX Firewall console with the username pix and with the 
PIX Firewall Telnet password (set with the passwd command) . If the aaa command is defined but the 
SSH authentication requests timeouts, which implies the AAA servers may be down or not available, 
you can gain access to the PIX Firewall using username pix and the enable password (set with the enable 
password command) . By default, the Telnet password is cisco and the enable password is not set. 

If the console login request times out, you can gain access to the PIX Firewall from the serial console 
by entering the pix username and the enable password. 

Enabling Authentication 

The aaa authentication command enables or disables the following AAA (authentication, 
authorization, and accounting) features : 

User authentication services provided by a TACACS+ or RADIUS server are first designated with 
the aaa authorization command. A user starting a connection via FTP, Telnet, or over the World 
Wide Web is prompted for their username and password. If the username and password are verified 
by the designated TACACS+ or RADIUS authentication server, the PIX Firewall unit will allow 
further traffic between the authentication server and the connection to interact independently 
through the PIX Firewall unit's "cut-through proxy" feature. 

Administrative authentication services providing access to the PIX Firewall unit's console via 
Telnet, SSH, or the serial console. Telnet access requires previous use of the telnet command. SSH 
access requires previous use of the ssh command. R .,:, ; " :'3/,.UO: C,\, 
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The prompts users see requesting AAA credentials differ between the three services that can access'tJí'e 
PIX Firewall for authentication: Telnet, FTP, and HTTP (Web): 

Telnet users see a prompt generated by the PIX Firewall that you can change with the auth-prompt 
command. The PIX Firewall permits a user up to four chances to log in and then i f the username or 
password still fails, the PIX Firewall drops the connection. 

FTP users receive a prompt from the FTP program. If a user enters an incorrect password, the 
connection is dropped immediately. If the username or password on the authentication database 
differs from the username or password on the remote host to which you are using FTP to access, 
enter the username and password in these formats: 

authentication_user_name@remote_system_user_name 
authentication_password@remote_system_password 

If you daisy-chain PIX Firewall units, Telnet authentication works in the same way as a single unit, 
but FTP and HTTP authentication have additional complexity for users because they have to enter 
each password and username with an additional at ( @) character and password or username for each 
daisy-chained system. Users can exceed the 63-character password limit depending on how many 
units are daisy-chained and password length. 

Some FTP graphical user interfaces (GUis) do not display challenge values. 

HTTP users see a pop-up window generated by the browser itself. If a user enters an incorrect 
password, the user is reprompted. When the web server and the authentication server are on different 
hosts, use the virtual command to get the correct authentication behavior. 

Authenticated access to the PIX Firewall console h as different types o f prompts depending on the option 
you choose with the aaa authentication console command: 

enable option-Allows three tries before stopping with "Access denied." The enable option 
requests a username and password before accessing privileged mode for serial or Telnet 
connections. 

serial option-Causes the user to be prompted continually until successfully logging in. The serial 
option requests a username and password before the first command line prompt on the serial console 
connection. 

ssh option-Allows three tries before stopping with "Rejected by Server." The ssh option requests 
a username and password before the first command line prompt appears . 

telnet option-Causes the user to be prompted continually until successfully logging in. The telnet 
option forces you to specify a username and password before the first command line prompt of a 
Telnet console connection . 

You can specify an interface name with the aaa authentication command. In previous versions, i f you 
specified aaa authentication include any outbound O O server, PIX Firewall only authenticated 
outbound connections and not those to the perimeter interface. PIX Firewall now authenticates any 
outbound connection to the outside as well as to hosts on the perimeter interface . To preserve the 
behavior of previous versions, use these commands to enable authentication and to disable 
authentication from the inside to the perimeter interface: 

aaa authentication include any outbound O O server 
aaa authentication exclude outbound perim_net peri m_mask ser ver 

When a host is configured for authentication, all users on the host must use a web browser or Telnet first 
before performing any other networking activity, such as accessing mail ora news reader. The reason for 
this is that users must first establish their authentication credentials and programs such as mail agents 
and newsreaders do not have authentication challenge prompts. 
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The PIX Firewall only accepts 7-bit characters during authentication. After authentication, the client and 
server can negotiate for 8 bits i f required. During authentication, the PIX Firewall only negotiates 
Go-Ahead, Echo, and NVT (network virtual terminal). 

HTTP Authentication 

When using HTTP authentication to a si te running Microsoft IIS that has "Basic text authentication" or 
"NT Challenge" enabled, users may be denied access from the Microsoft IIS server. This occurs beca use 
the browser appends the string : "Authorization: Basic=Uuhjksdkfhk==" to the HTTP GET commands. 
This string contains the PIX Firewall authentication credentials. 

Windows NT Microsoft IIS servers respond to the credentials and assume that a Windows NT user is 
trying to access privileged pages on the server. Unless the PIX Firewall username password 
combination is exactly the same as a valid Windows NT username and password combination on the 
Microsoft IIS server, the HTTP GET command is denied. 

To solve this problem, PIX Firewall provides the virtual http command, which redirects the browser's 
initial connection to another IP address, authenticates the user, then redirects the browser back to the 
URL which the user originally requested. 

Once authenticated, a user never has to reauthenticate no matter how low the PIX Firewall uauth timeout 
· · . is set. This is because the browser caches the "Authorization: Basic=Uuhjksdkfhk==" string in every 

subsequent connection to that particular site. This can only be cleared when the user exits ali instances 
of Netscape Navigator or Internet Explorer and restarts. Flushing the cache is of no use. 

As longas the user repeatedly browses the Internet, the browser resends the "Authorization: 
Basic=Uuhjksdkfhk==" string to transparently reauthenticate the user. 

Multimedia applications such as CU-SeeMe, Intel Internet Phone, MeetingPoint, and MS Netmeeting 
silently start the HTTP service before an H.323 session is established from the inside to the outside. 

Network browsers such as Netscape Navigator do not present a challenge value during authentication; 
therefore, only password authentication can be used from a network browser. 

To avoid interfering with these applications, do not enter blanket outgoing aaa command statements for 
ali challenged ports such as using the any option. Be selective with which ports and addresses you use 
to challenge HTTP, and when to set user authentication timeouts to a higher timeout value. If interfered 
with, the multimedia programs may fail on the PC and may even crash the PC after establishing outgoing 
sessions from the inside. 

TA CA CS+ and RADIUS servers 

Up to 196 TACACS+ or RADIUS servers are permitted (up to 14 servers in each of the up to 14 server 
groups- set with the aaa-server command). When a user logs in, the servers are accessed one at a time 
starting with the first server you specify in the configuration, until a server responds. 

The PIX Firewall permits only one authentication type per network. For example, i fone network 
connects through the PIX Firewall using TACACS+ for authentication, another network connecting 
through the PIX Firewall can authenticate with RADIUS, but one network cannot authenticate with both 
TACACS+ and RADIUS. 

For the TACACS+ server, i f you do not specify a key to the aaa-server command, no encryption occurs. 

The PIX Firewall displays the same timeout message for both RADIUS and TACACS+. The message 
"aaa server host machine not responding" displays when either of the following occurs: 

The AAA server system is down. 

The AAA server system is up , but the service is not running. ;-.' () :'; ·'' 03/2ClL . t . 
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Previously, TACACS+ differentiated between the two preceding states and provided two different i­
timeout messages, while RADIUS did not differentiate between the two states and provided one timeout 
message. 

match acl_name Option Usage 

The syntax for this command is as follows: 

aaa authentication I authorization I accounting match acl_name inbound I outbound I 
interface_name group_tag 

An example follows: 

show access-list 
access-list mylist permit tcp 10.0.0.0 255.255.255.0 172.23.2.0 255.255.255.0 (hitcnt=O) 
access - list yourlist permit tcp any any (hitcnt=O) 
show aaa 
aaa authentication match my1ist outbound TACACS+ 

Similar to IPSec, the keyword permit means "yes" and deny means "no." Therefore, the following 
command, 

aaa authentication match yourlist outbound tacacs 

is equal to this command: 

aaa authentication include any outbound 0.0.0.0 0.0.0.0 0.0.0.0 0.0.0.0 tacacs 

The aaa command statement list is order dependent between access-Iist command statements. If the 
following command is entered: 

aaa authentication match yourlist outbound tacacs 

after this command: 

aaa authentication match mylist outbound TACACS+ 

PIX Firewall tries to finda match in the mylist access-Iist command statement group before it tries to 
find a match in the yourlist access-Iist command statement group. 

Old aaa command configuration and functionality stays the same and is not converted to the access-Iist 
format. Hybrid configurations; that is, old configurations combined with the new access-list 
configuration are not recommended. 

The following example shows use of the aaa authentication command: 

pixfirewall(config) aaa authentication telnet console radius 
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The following example lists the new include and exclude options: 

aaa authentication include any outbound 172.31.0.0 255.255.0.0 0.0.0.0 0.0.0.0 tacacs+ 
aaa authentication exclude telnet outbound 172.31.38.0 255.255.255.0 0.0.0.0 0.0.0.0 
tacacs+ 

The following examples demonstrate ways to use the if_name parameter. The PIX Firewall has an inside 
network of 192.168.1 .0, an outside network of 209.165.201.0 (subnet mask 255.255.255.224), anda 
perimeter network of 209.165.202.128 (subnet mask 255.255.255.224). 

This example enables authentication for connections originated from the inside network to the outside 
network: 

aaa authentication inc1ude any outbound 192.168.1.0 255.255.255.0 209.165.201.0 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated from the inside network to the perimeter 
network: 

aaa authentication inc1ude any outbound 192.168.1.0 255.255.255.0 209.165.202.128 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated fmm the outside network to the inside 
network: 

aaa authentication inc1ude any inbound 192.168.1.0 255.255.255.0 209.165.201 . 0 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated from the outside network to the 
perimeter network: 

aaa authentication inc1ude any inbound 209.165.201.0 255.255.255.224 209.165.202.128 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated from the perimeter network to the 
outside network: 

aaa authentication inc1ude any outbound 209.165.202.128 255.255.255.224 209.165.201.0 
255.255.255.224 tacacs+ 

This example specifies that IP addresses 1 0.0.0 .1 through 1 0.0.0.254 can originate outbound connections 
and then enables user authentication so that those addresses must enter user credentials to exit the 
PIX Firewall. In this example, the first aaa authentication command permits authentication on FTP, 
HTTP, or Telnet depending on what the authentication server handles. The second aaa authentication 
command lets host 1 0.0.0.42 start outbound connections without being authenticated. This example uses 
the default authentication group tacacs+. 

nat (inside) 1 10.0.0.0 255.255.255.0 
aaa authentication include any outbound O O tacacs+ 
aaa authentication exc1ude outbound 10.0.0.42 255.255.255.255 tacacs+ any 

This example permits inbound access to any IP address in the range of209.165.201.1 through 
209 .165 .201.30 indicated by the 209.165.201.0 network address (subnet mask 255.255.255.224). Ali 
services are permitted by the access-Iist command, and the aaa authentication command permits 
authentication on FTP, HTTP, or Telnet depending on what the authentication server handles. The 
authentication server is at IP address 1 0.16.1.20 on the inside interface. 

aaa-server Authin protoco1 tacacs+ 
aaa-server Authin (inside) host 10.16.1.20 thisisakey timeout 20 
static (inside,outside) 209.165.201.0 10 . 16.1.0 netmask 255.255.255 . 224 
access-1ist ac1_ out permit tcp 10.16.1.0 255.255.255 . 0 209.165.201.0 255~ 255.255.224 
access-group acl_out in interface outside 
aaa authentication inc1ude any inbound O O Authin 
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Related Commands aaa authorization 

auth-prompt 

ssh 

telnet 

'irtual 

aaa authorization 
Enahle or disable LOCAL ar TACACS+ user authorization services. (Configuration mode.) 

78-13849-01 

Confi~:ure with the command ... 

aaa authorization command {LOCAL I 
tacacs_server _rag} 

aaa authorization include I exclude 
author _service inbound I outbound I 
if_nanze local_ip local_nzask foreign_ip 

foreign_mask 

aaa authorization match acl_name 
inbound I outbound I if_name 
group_tag 

Show command options 

show aaa 

Remove with the command ... 

no aaa authorization command {LOCAL I 
tacacs_server _tag} 

no aaa authorization [include I exclude 
author _service inbound I outbound I 
if_name local_ip local_mask foreign~ip 

foreign_mask] 

clear aaa [authorization [include I exclude 
author _service inbound I outbound I 
if_name local_ip local_mask foreign_ip 

foreign_mask]] 

no aaa authorization match acl_name 
inbound I outbound I if_name 
group_tag 

Show command output 

Displays the AAA authentication configuration. 
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Syntax Description authorization Enable or disable TACACS+ user authorization for services (PIX Firewall does not 
support RADIUS authorization). The authentication server determines what 
services the user is authorized to access. 

() 

( ) 

author _service The services which require authorization. Use any, ftp, http, telnet, or 
protocol/port. Use any to provide authorization for ali TCP services. To provide 
authorization for UDP services, use the protocol/port form. 

foreign_ip 

f o r e ign_mask 

exclude 

group_tag 

if_name 

include 

Services not specified are authorized implicitly. Services specified in the aaa 
authentication command do not affect the services which require authorization. 

For protocol/port: 

• protocol-the protocol (6 for TCP, 17 for UDP, I for ICMP, and so on). 

• port-the TCP or UDP destination port, or port range. The port can also be the 
ICMP type; that is, 8 for ICMP echo or ping. A port value of O (zero) means 
ali ports. Port ranges only applies to the TCP and UDP protocols, not to ICMP. 
For protocols other than TCP, UDP, and ICMP the port ís not applicable and 
should not be used. An example port specification follows . 

aaa authorization include udp/53-1024 inside O O O O 

This example enables authorization for DNS lookups to the inside interface for ali 
clients, and authorizes access to any other services that have ports in the range of 
53 to 1024. 

Note Specifying a port range may produce unexpected results at the 
authorization server. PIX Firewall sends the port range to the server as a 
string with the expectation that the server will parse it out into specific 
ports. Not ali servers do this. In addition, you may want users to be 
authorized on specific services, which will not occur if a range is accepted. 

The IP address of the hosts you want to access the local_ip address. Use O to mean 
ali hosts. 

Network mask of foreign_ip. Always specify a specific mask value. Use O i f the 
IP address is O. Use 255.255.255.255 for a host. 

Create an exception to a previously stated rule by excluding the specified service 
from authentication, authorization, or accounting to the specified host. The exclude 
parameter improves the former except option by allowing the user to specify a port 
to exclude to a specific host or hosts. 

Specifies the AAA server. Enter LOCAL for the group tag value for local AAA 
services such as local command authorization using privilege leveis, or use the 
AAA server group tag as defined by the aaa-server command. 

Interface name from which users require authentication . Use if_name in 
combination with the local_ip address and the foreign_ip address to determine 
where access is sought and from whom. The local_ip address is always on the 
highest security levei interface andforeign_ip is always on the lowest. 

Create a new rule with the specified service to include. 
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inbound 

LOCAL 

local_ip 

local_mask 

aaa authorization • 

Authenticate or authorize inbound connections. lnbound means the connection /-1 

originates on the outside interface and is being directed to the inside interface. 

Specifies to use the PIX Firewall local user database for local command 
authorization (using privilege leveis). 

The IP address of the host or network of hosts that you want to be authenticated or 
authorized. You can set this address to O to mean ali hosts and to let the 
authentication server decide which hosts are authenticated. 

Network mask of local_ip. Always specify a specific mask value. Use O if the IP 
address is O. Use 255.255.255.255 for a host. 

match acl_name Specify an access-list command statement name. 

outbound 

tacacs_server 
_tag 

Authenticate or authorize outbound connections. Outbound means the connection 
originates on the inside and is being directed to the outside interface. 

Specifies to use a TACACS user authentication server. 

l~sage Guidelines Except for its use with command authorization, the aaa authorization command requires previous 
configuration with the aaa authentication command; however, use ofthe aaa authentication command 
does not require use of an aaa authorization command. 

(~ 
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Currently, the aaa authorization command is supported for use with LOCAL and TACACS+ servers but 
not with RADIUS servers. 

Tip The help aaa command displays the syntax and usage for the aaa authentication, aaa authorization, 
aaa accounting, and aaa proxy-limit commands in summary form. 

~ .. 

For each IP address, one aaa authorization command is permitted. If you want to authorize more than 
one service with aaa authorization, use the any parameter for the service type. 

If the first attempt at authorization fails and a second attempt causes a timeout, use the 
service resetinbound command to reset the client that failed the authorization so that it will not 
retransmit any connections. An example authorization timeout message in Telnet follows. 

Unable to connect to remote host: Connection timed out 

User authorization services control which network services a user can access. After a user is 
authenticated, attempts to access restricted services cause the PIX Firewall unit to verify the access 
permissions of the user with the designated AAA server. 

The include and exclude options are not backward compatible with previous PIX Firewall versions. If 
you downgrade to an earlier version , the aaa command statements will be removed from your 
configuration . 

Note RADIUS authorization is supported for use with access-list command statements and for use in 
configuring a RADIUS server with an acl=acl_name vendor-specific identifier. Refer to the access-list 
command page for more information. Also see the aaa-server radius-authport commands . 

If the AAA console login request times out, you can gain access to the PIX Firewall from the serial 
console by entering the pix username and the enable password . 

1'93 
Cisco PIX Firewall Reference 



• aaa authorization 

Examples 

o 

Related Commands 

Chapter 3 A through B Commands 

The default PIX Firewall configuration provides the following aaa-server protocols: 

a a a - serv er TACACS + protocol tacacs+ 
aaa - server RADIUS protocol radius 
aaa-server LOCAL protocol local 

The following example uses the default protocol TACACS+ with the aaa commands: 

aaa-server TACACS+ (inside) host 10.1.1 . 10 thekey timeout 20 
aaa authentication inc1ude any outbound O O O O TACACS+ 
aaa authorization include any outbound O O O O 
aaa accounting include any outbound O O O O TACACS+ 
aaa authentication serial console TACACS+ 

This example specifies that the authentication server with the IP address 10.1.1.10 resides on the inside 
interface and is in the default TACACS+ server group. The next three command statements specify that 
any users starting outbound connections to any foreign host will be authenticated using TACACS+, that 
the users who are successfully authenticated are authorized to use any service, and that all outbound 
connection information will be logged in the accounting database. The last command statement specifies 
that access to the PIX Firewall unit's serial console requires authentication from the TACACS+ server. 

The following example enables authorization for DNS lookups from the outside interface: 

aaa authorization include udp/53 inbound 0.0.0.0 0.0.0.0 

The following example enables authorization ofiCMP echo-reply packets arriving at the inside interface 
from inside hosts: 

aaa authorization include 1/0 outbound 0.0.0.0 0.0.0.0 

This means that users will not be able to ping externai hosts if they have not been authenticated using 
Telnet, HTTP, or FTP. 

The following example enables authorization for ICMP echoes (pings) only that arrive at the inside 
interface from an inside host: 

aaa authorization include 1/8 outbound 0.0.0.0 0.0.0.0 

aaa authorization 

auth-prompt 

service 

ssh 

telnet 

virtual 
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aaa proxy-limit 
Specifies the number of concurrent proxy connections allowed per user. (Configuration mode.) 

Configure with the command ... 

aaa proxy-Iimit proxy_limit I disable 

Show command options 

show aaa proxy-limit 

Remove with the command •.. 

no aaa-server group_tag (if_name) host 
serve r _ip key timeout seconds 

clear aaa-server [group_tag] 

Show command output 

Displays the number of outstanding authentication 
requests allowed, or indicates that the proxy limit 
is disabled if disabled. 

l..}syntax Description _d_is_a_b_l_e _______ D_is_a_b_le_s_t_h_e_p_r_o_x_y_l_im_it_. --------------------

Usage Guidelines 

Examples 

o 

78-13849-01 

group_tag Specifies the AAA server. Enter LOCAL for the group tag value for local 
AAA services such as local command authorization using privilege leveis, 
or use the AAA server group tag as defined by the aaa-server command. 

proxy_limit Specifies the number of concurrent proxy connections allowed per user, 
from I to 128. (The default value is 3.) 

The aaa proxy-limit command enables you to manually configure the uauth session limit by setting the 
maximum number of concurrent proxy connections allowed per user. By default, this value is set to 3. 
If a source address is a proxy server, consider excluding this IP address from authentication or increasing 
the number of allowable outstanding AAA requests. 

The following example shows how to set and display the maximum number of outstanding 
authentication requests allowed: 

pixdoc515(config)# aaa proxy-limit 6 
pixdoc515(config)# show aaa proxy-limit 
aaa proxy-limit 6 
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aaa-server 
Specify an AAA server. (Configuration mode.) 

Configure with the command ... 

aaa-server group_tag (if_name) host 
serve r _ip key timeout seconds 

aaa-server group_tag protocol 
auth__protocol 

aaa-server radius-acctport port 

aaa-server radius-authport port 

debug radius session 

show aaa-server 

Show command options 

show aaa-server 

Chapter 3 A through B Commands 
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Remove with the command ••. 

no aaa-server group_tag (if_name) host 
serve r _ip key timeout seconds 

clear aaa-server [group_tag] 

N/A 

N/ A 

N/ A 

N/ A 

N/ A 

Show command output 

Displays AAA server configuration. 

( , ~ · 
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Syntax Description aaa-server Specifies an AAA server or up to 14 groups of servers with a maximum of 
14 servers each. Certain types of AAA services can be directed to different 
servers. Services can also be set up to fail over to multip1e servers. 

() 

• •r• 

aaa-server 
radius-acctport 

aaa-server 
radius-authport 

debug radius session 

group_tag 

host serve r _ip 

if_name 

key 

no aaa-server 

Cisco PIX Firewall Command Reference 

Sets the port number o f the RADIUS server which the PIX Firewall unit will 
use for accounting functions. The defau1t port number used for RADIUS 
accounting is 1646. 

Sets the port number ofthe RADIUS server which the PIX Firewall will use 
for authentication functions. The default port number used for RADIUS 
authentication is 1645. 

Captures RADIUS session information and attributes for sent and received 
RADIUS packets. 

An alphanumeric string which is the name of the server group. Use the 
group_tag in the aaa command to associate aaa authentication and aaa 
accounting command statements to an AAA server. Up to 14 server groups 
are permitted. However, LOCAL cannot used with aaa-server command 
because LOCAL is predefined by the PIX FirewaiL 

The IP address o f the TACACS+ or RADIUS server. 

The interface name on which the server resides . 

A case-sensitive, alphanumeric keyword of up to 127 characters that is the 
same va1ue as the key on the TACACS+ server. Any characters entered past 
127 are ignored . The key is used between the client and server for 
encrypting data between them. The key must be the same on both the client 
and server systems. Spaces are not permitted in the key, but other special 
characters are. 

Unbinds an AAA server from and interface or host. 
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porr 

aaa-server 

Specifies the destination TCP/UDP port number of the remote RADIUS /... ~ 

server host to which you wish to assign authentication or accounting 
functions for the PIX Firewall. 

These port pairs are listed as assigned to authentication and accounting 
services on RADIUS servers: 

1645 (authentication), 1646 (accounting) - default for PIX Firewall 

1812 (authentication), 1813 (accounting) - alternate 

You can view these and other commonly used port number assignments 
online at the following website: 

http://www.iana.org/assignments/port-numbers 

See "Ports" in Chapter 2, "Using PIX Firewall Commands" for additional 
information. 

protocol auth__protocol The type of AAA server, either tacacs+ or radius. 

timt>out scconds The timeout interval for the request. This is the time after which the 
PIX Firewall gives up on the request to the primary AAA server. If there is 
a standby AAA server, the PIX Firewall will send the request to the backup 
server. The retransmit timeout is currently set to 1 O seconds and is not user 
configurable. 

The aaa-server command lets you specify AAA server groups. PIX Firewall lets you define separate 
groups of TACACS+ or RADIUS servers for specifying different types of traffic; such as, a TACACS+ 
server for inbound traffic and another for outbound traffic . Another use is where ali outbound HTTP 
traffic will be authenticated by a TACACS+ server, and ali inbound traffic will use RADIUS. 

AAA serve r groups are defined by a tag name that directs different types of traffic to each authentication 
server. I f the first authentication server in the list fails, the AAA subsystem fails over to the next server 
in the tag group. You can have up to 14 tag groups and each group can have up to 14 AAA servers for a 
total of up to 196 AAA servers. 

lf your RADIUS server uses ports 1812 for authentication and 1813 for accounting, you are required to 
reconfigure the PIX Firewall to use ports 1812 and 1813. 

!f accounting is in effect, the accounting information goes only to the active server. 

!f you are upgrading from a previous version of PIX Firewall and have aaa command statements in your 
configuration, using the default server groups lets you maintain backward compatibility with the aaa 
command statements in your configuration. 

Usagc Notes 

I. The aaa command references the tag group. This is a global setting that takes effect when the 
RADIUS service is started. 

2. The previous server type option at the end of the aaa authentication and aaa accounting 
commands has been replaced with the aaa-server group tag. Backward compatibility with previous 
versions is maintained by the inclusion of two default protocols for TACACS+ and RADIUS . 

3. Changing authorization and accounting port settings is possible. By default, PIX Firewalllistens for 
RADIUS on ports 1645 and 1646. If your RADIUS server uses ports 1812 and 1813, you may also 
reconfigure it to use ports 1812 and 1813 with the aaa-server radius-authport and aaa-server 
radius-acctport commands . 

Cisco PIX Firewali'Command Re'ference • 
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Defaults 
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4. Newer RADIUS servers may use the port numbers I8I2 and I8I3 as defined in RFC 2138 and t/. . .- c{i 
RFC 2I39. If your serve r uses ports other than I645 and I646, then you shouid define ports using '-' 
the aaa-server radius-authport and aaa-server radius-acctport commands prior to starting the 
RADIUS service with the aaa-server command. 

By default, the PIX Firewall listens for RADIUS on ports 1645 for authentication and 1646 for 
accounting. (The default ports are I645 for authentication and I646 for accounting as defined in 
RFC 2058.) 

The default configuration provides the following aaa-server protocols : 

aaa-server TACACS+ protocol tacacs+ 
aaa-server RADIUS protocol radius 
aaa-server LOCAL protocol local 

The following example uses the default protocol TACACS+ with the aaa commands: 

aaa-server TACACS+ (inside) host 10 . 1.1.10 thekey timeout ~O 
aaa authentication include any outbound O O O O TACACS+ 
aaa authorization include any outbound O O O O 
aaa accounting include any outbound O O O O TACACS+ 
aaa authentication serial console TACACS+ 

This example specifies that the authentication server with the IP address 1 O.l.I . I O resides on the in si de 
interface and is in the default TACACS+ server group. The next three command statements specify that 
any users starting outbound connections to any foreign host will be authenticated using TACACS+, that 
the users who are successfully authenticated are authorized to use any service, and that ali outbound 
connection information will be logged in the accounting database. The last command statement specifies 
that access to the PIX Firewall unit's serial console requires authentication from the TACACS+ server. 

This example creates the AuthOut and Authln server groups for RADIUS authentication and specifies 
that servers IO.O.I.40, I O.O.I.4I, and I O. l.I.2 on the inside interface provi de authentication. The servers 
in the Authln group authenticate inbound connections, the AuthOut group authenticates outbound 
connections. 

aaa-server Authin protocol radius 
aaa-server Authin (inside) host 10.0.1.40 ab timeout 20 
aaa-server Authin (inside) host 10.0.1.41 abc timeout 4 
aaa-server AuthOUt protocol radius 
aaa-server AuthOUt (inside) host 10.1.1.2 abc123 timeout 15 
aaa authentication include any inbound O O O O Authin 
aaa authentication include any outbound O O O O AuthOUt 

The following example lists the commands that can be used to establish an Xauth crypto map : 

ip address inside 10.0.0.1 255.255.255.0 
ip address outside 168.20.1.5 255.255.255.0 
ip local pool dealer 10.1.2.1-10.1.2.254 
nat (inside) O access-list 80 
aaa-server TACACS+ host 10.0.0.2 secret123 
crypto ipsec transform-set pc esp-des esp-md5-hmac 
crypto dynamic-map cisco 4 set transform-set pc 
crypto map partner-map 20 ipsec-isakmp dynamic cisco 
crypto map partner-map client configuration address initiate 
crypto map partner-map client authentication TACACS+ 
crypto map partner-map interface outside 
isakmp key ciscol234 address 0.0.0.0 netmask 0.0.0.0 
isakmp client configuration address-pool local dealer outside 
isakmp policy 8 authentication pre-share 
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Related Commands 

access-group • 

isakmp policy 8 encryption des 
isakmp policy 8 hash mdS 
isakmp policy 8 group 1 
isakmp policy 8 lifetime 86400 

The aaa-server command is used with the crypto map command to establish an authentication 
association so that VPN clients are authenticated when they access the PIX FirewalL 

crypto ipsec 

isakmp 

I ~C{ 
(:: .-..... 
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access-group 

o 
Binds the access list to an interface. (Configuration mode.) 

Configure with the command ... 

access-group acl_ID in interface 
interface _na me 

Show command options 

show access-group [acl_ID] 

Remove· with ·the•command •.. 

no access-group acl_ID in interface 
interface _name 

clear access-group [acl_ID] 

Show command output 

Displays the current access list bound to the 
interfaces. 

Syntax Description acl_ID The name associated with a given access list 
~~--~----------~-------------------------------------------------------in interface Filter inbound packets at the given interface. 

interface_name The name of the network interface . 

( ")Usage Guidelines The access-group command binds an access list to an interface. The access list is applied to traffic 
inbound to an interface. If you enter the permit option in an access-list command statement, the 

78-13849-01 

PIX Firewall continues to process the packet lf you enter the deny option in an access-list command 
statement, PIX Firewall discards the packet and generates the following syslog message. 

%PIX - 4- 1 0601 9: IP packet from source_a ddr to destination_addr, pro t ocol protocol received 
from inte rface interface_name deny by access - group acl_ID 

Always use the access-list command with the access-group command. 

Note The use of access-group command overrides the conduit and outbound command 
statements for the specified interface_name. 

The no access-group command unbinds the acl_ID from the interface interface_r:.ame. 

The show access-group command displays the current access li st bound to th'e'(interf<(a~,s:: : ,~!=-
"11 ~, IJ -~ 
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Examples 

access-list 
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The clear access-group command removes ali entries from an access list indexed by acl_ID. If acl_ID i.._. 

is not specified, ali access-list command statements are removed from the configuration. 

The following example shows use of the access-group command: 

static (inside,outside) 209.165.201.3 10.1.1.3 
access-list acl_out per.mit tcp any host 209.165.201.3 eq 80 
access-group acl_out in interface outside 

The static command statement provides a global address of209.165.201.3 for the web server at 10.1.1.3. 
The access-list command statement lets any host access the global address using port 80. The 
access-group command specifies that the access-list command statement applies to traffic entering the 
outside interface. 

o , .... ,, , . . ,._Create an access list, or use downloadableaccess list&. (Downloadable access J.ists are supported .for, 
RADIUS servers only). (Configuration mode.) 

. ;"• ' 

o 

Configure with the command ... 

access-list [acl_ID] compiled 

access-list acl_ID { deny I permit} icmp 
{ source_addr llocal_addr} 
(source_mask llocal_mask) 
{ destination_addr I remote_addr} 
{ destination_mask I remote_mask} 
icmp_type 

access-Iist id { deny I permit} icmp 
{source_addr llocal_addr) 
{ source_mask llocal_mask} I 
object-group network_obj_grp_id 
{ destination_addr I remote_addr} 
{ destination_mask I remote_mask) I 
object-group network_obj_grp_id 
[icmp_type I object-group 
icmp_type_obj_grp_id] 

access-Iist acl_I D { deny I permit) protocol 
{ source_addr llocal_addr) 
(source_mask llocal_mask)[operator 
port [port] { destination_addr I 
remote_addr) { destination_mask I 
remote_mask) [operator port [port] 

• Cisco PIX Firewall Command Reference 

Remove with the command •.• 

no access-list [acl_ID] compiled 

no access-list [acl_ID { deny I permit) icmp 
{ source_addr llocal_addr) 
{ source_mask llocal_mask) 
{ destination_addr I remote_addr) 
{ destination_mask I remote_mask} 
icmp_type] 

no access-list id { deny I permit) { icmp 
{ source_addr llocal_addr) 
{ source_mask llocal_mask} I 
object-group network_obj_grp_id 
{ destination_addr I remote_addr} 
{ destination_mask I remote_mask) I 
object-group network_obj_grp_id 
[icmp_type I object-group 
icmp_type_obj_grp_id]) 

no access-list acl_ID [ { deny I permit) 
protocol {source_addr llocal_addr) 
{source_mask llocal_mask) [operator 
port [port] { destination_addr I 
remote_addr} { destination_mask I 
remote_mask} [operator port [port]] 

""(' '·-. ·- ' ......... -
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Configure with the command ... 

access-Iist id { deny I permit} {protocoll 
object-group protocol_obj_grp_id 
{ source_addr llocal_addr} 
{ source_mask llocal_mask} I 
object-group network_obj_grp_id 
[operator port [port] I object-group 
service_obj_grp_id] { destination_addr I 
remote_addr} { destination_mask I 
remote_mask} I object-group 
network_obj_grp_id [operator port 
[port] I object-group 
service_obj_grp_id]} 

debug access-Iist ali I standard I turbo 

N/ A 

N/ A 

Show command options 

show access-list [[acl_ID] source_addr] 

access-list • 

Remove with the command ... 

no access-Iist id { deny I permit} {protocoll 
object-group protocol_obj_grp_id 
{ source_addr llocal_addr} 
{source_mask llocal_mask} I 
object-group network_obj_grp_id 
[operator port [port] I object-group 
service_obj_grp_id] {destination_addr I 
remote_addr} { destination_mask I 
remote_mask} I object-group 
network_obj_grp_id [operator port 
[port] I object-group 
service_obj_grp_id]} 

no debug access-list ali I standard I turbo 

clear access-Iist [acl_ID] 

clear access-list acl_ID counters 

Show command output 

Displays the access-list command statements in 
the configuration, the bit count of the number of 
times each element has been matched during an 
access-list command search, and whether or not 
the list is configured for TurboACL. 

The source_addr option filters the show output so 
that only those access-list elements that match the 
source IP address ( or with any as source IP 
address) are displayed. 

Syntax Description acl_ID Name of an access list. You can use either a name or number. 

o 

78-13849-01 

----~------------------------------------------------------------------~--

compiled When used in conjunction with the access-Iist command, this turns on TurboACL 

debug 

unless the no qualifier is used, in which case the command no access-list acl_ID 
compiled turns off TurboACL for that access list. 

To use TurboACL globally, enter the access-list compiled command and to 
globally turn off TurboACL, enter the no access-list compiled command. 

After TurboACL has been globally configured, individual access lists or groups can 
have TurboACL enabled or disabled using individual [no] access-list acl_ID 
compiled commands. 

TurboACL is compiled only i f the number of access list elements is greater than or 
equal to 19. 

Outputs access list debugging information to the console. 
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deny 
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When used with the access-group command, the deny option does not allow a i--
packet to traverse the PIX FirewalL By default, PIX Firewall denies ali inbound or 
outbound packets unless you specifically permit access. 

When used with a crypto map command statement, deny does not select a packet 
for IPSec protection. The deny option prevents traffic from being protected by 
IPSec in the context of that particular crypto map entry. In other words, it does not 
allow the policy as specified in the crypto map command statements to be applied 
to this traffic. 

destination_addr IP address of the network or host to which the packet is being sent. Specify a 
destination_addr when the access-list command statement is used in conjunction 
with an access-group command statement, or with the aaa match access-list 
command and the aaa authorization command. For inbound and outbound 
connections, destination_addr is the address before NAT has been performed. 

destination_mask Netmask bits (mask) to be applied to destination_addr, if the destination address is 
a network mask. 

icmp_type 

local_addr 

local_mask 

object-group 

obj_grp_id 

For non-IPSec use only, permit or deny access to ICMP message types. Refer to 
Table 3-1 for a list of message types. Omit this option to mean ali ICMP types. 

ICMP message types are not supported for use with IPSec; that is when the 
access-list command is used in conjunction with the crypto map command, the 
icmp_type is ignored. 

Address of the network or host local to the PIX FirewalL Specify a local_addr 
when the access-list command statement is used in conjunction with a crypto 
access-list command statement, a nat O access-list command statement, or a 
vpngroup split-tunnel command statement. The local_addr is the address after 
NAT has been performed. 

Netmask bits (mask) to be applied to local_addr, if the local address is a network 
mask. 

Specifies an object group. Refer to the object-group command for information on 
how to configure object groups. 

An existing object group. 

202 
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opera to r 

o 

permit 

o 
port 

prorocol 
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access-Iist 

The operat~r compares th.e source IP address (sip) or destination IP address (dip) }._.. 
ports. Poss1ble operands mclude lt for less than, gt for greater than, eq for equal, 
neq for not equal, and range for an inclusive range. Use the access-Iist command 
the without an operator and port to indicate ali ports by default. 

For example, 

acceaa-list acl_out permit tcp any host 209.165.201.1 

Use eq anda port to permit or deny access to just that port. For example, use eq ftp 
to permit or deny access only to FTP. 

accesa-list acl_out deny tcp any host 209.165.201.1 eq ftp 

Use lt and a port to permit or deny access to ali ports less than the port you specify. 
for example, use lt 2025 to permit or deny access to the well known ports (I to 
I 024 ). 

acceaa-liat acl_dmz1 permit tcp any host 192.168.1.1 lt 1025 

Use gt and a port to permit or deny access to ali ports greater than the port you 
specify. For example, use gt 42 to permit or deny ports 43 to 65535. 

acceaa-list acl_dmz1 deny udp any hoat 192.168.1.2 gt 42 

Use neq anda port to permit or deny access to every port except the ports that you 
specify. For example, use neq 10 to permit or deny ports l-9 and 11 to 65535. 

accesa-liat acl_dmz1 deny tcp any host 192.168.1.3 neq 10 

Use range and a port range to permit or deny access to only those ports named in 
the range. For example, use range 10 1024 to permit or deny access only to ports 
lO through 1024. Ali other ports are unaffected. The use o f port ranges can 
dramatically increase the number of IPSec tunnels . For example, i f a port range of 
5000 to 65535 is specified for a highly dynamic protocol, up to 60,535 tunnels can 
be created. 

When used with the access-group command, the permit option selects a packet to 
traverse the PIX Firewall. By default, PIX Firewall denies ali inbound or outbound 
packets unless you specifically permit access. 

When used with a crypto map command statement, permit selects a packet for 
IPSec protection . The permit option causes ali IP traffic that matches the specified 
conditions to be protected by IPSec using the policy described by the corresponding 
crypto map command statements. 

Services you permit or deny access to. Specify services by the port that handles it, 
such as smtp for port 25, www for port 80, and so on. You can specify ports by 
either a literal name ora number in the range of O to 65535. 

You can view valid port numbers online at the following website: 

http://www.iana.org/assignments/port-numbers 

See "Ports" in Chapter 2, "Using PIX Firewall Commands" for a list of valid port 
literal names in port ranges ; for example, ftp h323. You can also specify numbers . 

Name or number of an IP protocol. It can be one of the keywords icmp, ip, tcp, or 
udp, or an integer in the range 1 to 254 representing an IP protocol number. To 
match any Internet protocol, including ICMP, TCP, and UDP, use the keyword ip . 
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------~----~~--~~----~~--~--~~~--~~~~----=-~~---~ source_addr Address of the network or host from which the packet is being sent. Use this field 

source_mask 

remote_addr 

remote_mask 

when an access-Iist command statement is used in conjunction with an 
access-group command statement, or with the aaa match access-Iist command 
and the aaa authorization command. 

Netmask bits (mask) to be applied to source_addr, if the source address is for a 
network mask. 

IP address of the network or host remote to the PIX Firewall. Specify a 
remote_addr when the access-Iist command statement is used in conjunction with 
a crypto access-Iist command statement, a nat O access-list command statement, 
or a vpdn group split-tunnel command statement. 

Netmask bits (mask) to be applied to remote_addr, if the remote address is a 
network mask. 

Usage Guidelines The access-list command lets you specify i f an IP address is permitted or denied access to a port or 
protocol. In this document, one or more access-Iist command statements with the same access list name 
are referred to as an "access list." Access lists associated with IPSec are known as "crypto access lists ." o 

o 

~. 

By default, ali access-Iist commands have an implicit deny unless you explicitly specify permit. In 
other words, by default, ali access in an access list is denied unless you explicitly grant access using a 
permit statement. 

Note Do not use the string "multicastACL" following the name of a PIX Firewall interface in an access-list 
name because this is a reserved keyword used by PIX Device Manager (PDM). 

Additionally, you can use the object-group command to group access lists like any other network object. 

Use the following guidelines for specifying a source, local, or destination address: 

Use a 32-bit quantity in four-part, dotted-decimal format. 

Use the keyword any as an abbreviation for an address and mask of 0.0.0.0 0 .0.0.0. This keyword 
is normally not recommended for use with IPSec. 

Use host address as an abbreviation for a mask of 255.255 .255 .255. 

Use the following guidelines for specifying a network mask: 

Do not specify a mask i f the address is for a host; i f the destination address is for a host, use the host 
parameter before the address . 

For example : 

access-list acl_grp permit tcp any host 192.168.1.1 

If the address is a network address , specify the mask as a 32-bit quantity in four-part , dotted-decimal 
format. Place zeros in the bit positions you want to ignore. 

Remember that you specify a network mask differently than with the Cisco lOS software access-list 
command. With PIX Firewall , use 255 .0.0.0 for a Class A address, 255 .255 .0.0 for a Class B 
address, and 255 .255.255.0 for a Class C address . If you are using a subnetted network address , use 
the appropriate network mask. 

For example: 

access-list acl_grp permit tcp any 209.165.201.0 255.255.255.224 

Cisco PIX Firewall Command Reference 
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If appropriate, after you have defined an access list, bind it to an interface using the access-group ' 
command. For IPSec use, bind it with a crypto ipsec command statement. In addition, you can bind '~ 
access list with the RADIUS authorization feature (described in the next section). 

The access-Iist command supports the sunrpc service. 

The show access-Iist command lists the access-Iist command statements in the configuration and the hit 
count of the number of times each element has been matched during an access-Iist command search. 
Additionally, it displays the number of access list statements in the access list and indicates whether or 
not the list is configured for TurboACL. (If the list has less than eighteeen access contrai entries then it 
is marked to be turbo-configured but is not actually configured for TurboACL until there are 19 or more 
entries.) 

The clear access-Iist command removes ali access-Iist command statements from the configuration or, 
i f specified, access lists by their acl_ID. The clear access-list acl_ID counters command clears the hit 
count for the specified access list. 

The no access-Iist command removes an access-list command from the configuration. If you remove ali 
the access-list command statements in an access list, the no access-Iist command also removes the 
corresponding access-group command from the configuration. 

The aaa, crypto map, and icmp commands make use of the access-Iist command 
statements. 

RADIUS Authorization 

PIX Firewall allows a RADIUS server to send user group attributes to the PIX Firewall in the RADIUS 
authentication response message. Additionally, the PIX Firewall allows downloadable access lists from 
the RADIUS server. For example, you can configure an access list on a Cisco Secure ACS server and 
download it to the PIX Firewall during RADIUS authorization. 

After the PIX Firewall authenticates a user, it can then use the CiscoSecure acl attribute returned by the 
authentication server to identify an access list for a given user group. To maintain consistency, 
PIX Firewall also provides the same functionality for TACACS+. 

To restrict users in a department to three servers and deny everything else, the access-list command 
statements are as follows: 

access-list eng permit ip any serverl 255.255.255.255 
access-list eng permit ip any server2 255.255.255.255 
access-list eng permit ip any serverJ 255.255.255.255 
access-list eng deny ip any any 

In this example, the vendar specific attribute string in the CiscoSecure configuration has been set to 
acl=eng. Use this field in the CiscoSecure configuration to identify the access-list identification name. 
The PIX Firewall gets the acl=acl_ID from CiscoSecure and extracts the ACL number from the attribute 
string, which it places in a user's uauth entry. When a user tries to open a connection, PIX Firewall checks 
the access list in the user' s uauth entry, and depending on the permit or deny status of the access Iist mate h, 
permits or denies the connection. When a connection is denied, PIX Firewall generates a corresponding 
syslog message. If there is no match, then the implicit rule isto deny. 

Because the source IP of a given user can vary depending on where they are logging in from, set the source 
address in the access-list command statement to any, and the destination address to identify which network 
services the user is permitted or denied access to. If you want to specify that only users logging in from a 
given subnet may use the specified services, specify the subnet instead of using any. 
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to bind the statements to an interface. 

There is not a radius option to the aaa authorization command. 

Configure the access list specified in Attribute 11 to specify a per-user access list name. Otherwise, 
remove Attribute 11 from the aaa RADIUS server configuration if no access list is intended for user 
authentication. If the access Iist is not configured on the PIX Firewall when the user attempts to Iogin, 
the login will fail. 

For more information on how to use RADIUS server authorization, refer to the Cisco PIX Firewall and 
VPN Configuration Cuide, version 6.2 or higher. 

TurboACL 

On the PIX Firewall, TurboACL is turned on globally with the cornrnand access-Iist compiled (and 
turned off globally by the command no access-list compiled). 

The PIX Firewall default mode is TurboACL off (no access-list compiled), and TurboACL is active only 
on access Iists with 19 or more entries. 

The minimum amount of Flash memory required to run TurboACL is 2.1 MB. If memory allocation 
fails , the TurboACL Iookup tables will not be generated. 

Note Use TurboACL only on PIX Firewall platforms that have 16MB or more of Flash memory. 
Consequently, TurboACL is not supported on PIX 501 because it has 8MB of Flash memory. 

IfTurboACL is configured, some access controllist or access controllist group rnodifications can trigger 
regeneration of the TurboACL internai configuration. Depending on the extent of TurboACL 
configuration(s), this could noticeably consume CPU resources . Consequently, we recommend 
modifying turbo-complied access lists during non-peak systern usage hours . 

For more information on how to use TurboACL, refer to the Cisco PIX Firewall and VPN Configuration 
Cuide , version 6.2 or higher. 

Usage Notes 

I. The clear access-Iist command automatically unbinds an access list from a crypto map command 
or interface. The unbinding of an access list from a crypto map command can lead to a condition 
that discards ali packets because the crypto map command statements referencing the access list 
are incomplete. To correct the condition, either define other access-list command statements to 
complete the crypto map command statements or remove the crypto map command statements that 
pertain to the access-Iist command statement. Refer to the crypto map command for more 
information . 

2. Access contrai lists that are dynamically updated on the PIX Firewall by an AAA server can only 
be shown using the show access-Iist command. The write command does not save or display these 
updated lists. 

3. The access-list command operates on a first match basis . 

4. If you specify an access-list command statement and bind it to an interface with the access-group 
command statement, by default, ali traffic inbound to that interface is denied. You rnust explicitly 
permit traffic . Note that "inbound" in this context means traffic passing through the interface, rather 
than the more typical PIX Firewall usage of inbound meaning traffic passing from a IQwer security 
levei interface to a higher security levei interface. t 1 ,·i , ' ;·1 ),í'C:/; . · ,, ' 
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access-Iist • 

-·\(c, Lt 'SZ:: 
S. Always permit access first and then deny access afterward. If the host entries match, then use a~---' 

permit statement, otherwise use the default deny statement. You only need to specify additional 
deny statements if you need to deny specific hosts and permit everyone else. 

6. You can view security leveis for interfaces with the show nameif command. 

7. The ICMP message type (icmp_type) option is ignored in IPSec applications because the message 
type cannot be negotiated with ISAKMP. 

8. Only one access list can be bound to an interface using the access-group command. 

9. lfyou specify the permit option in the access list, the PIX Firewall continues to process the packet. 
I f you specify the deny option in the access list, PIX Firewall discards the packet and generates the 
following syslog message. 

%PIX-4-106019: IP packet from source_addr to destination_addr, protocol protocol 
received from interface interface_name deny by access-group acl_ID 

The access-Iist command uses the same syntax as the Cisco lOS software access-Iist command 
except that PIX Firewall uses a subnet mask, whereas Cisco lOS software uses a wildcard mask. (In 
Cisco lOS software, the mask in this example would be specified with the 0.0.0.255 value .) For 
example, in the Cisco lOS software access-Iist command, a subnet mask of 0.0.0.255 would be 
specified as 255.255.255.0 in the PIX Firewall access-Iist command. 

10. We recommend that you do not use the access-Iist command with the conduit and outbound 
commands. While using these commands together will work, the way in which these commands 
operate may cause debugging issues because the conduit and outbound commands operate from 
one interface to another whereas the access-Iist command used with the access-group command 
applies only to a single interface. lf these commands must be used together, PIX Firewall evaluates 
the access-list command before checking the conduit and outbound commands. 

11. Refer to the Chapter 3, "Managing Network Access and Use" in the Cisco PIX Firewall and VPN 
Configuration Cuide for a detailed description about using the access-list command to provide 
server access and to restrict outbound user access. 

12. Refer to the aaa-server radius-acctport and aaa-server radius-authport commands to verify or 
change port settings. 

ICMP Message Types 

For non-IPSec use only, if you prefer more selective ICMP access, you can specify a single ICMP 
message type as the last option in this command. Table 3-1 lists possible ICMP types values. 

Table 3-1 JCMP Type Literais 

ICMPType Literal 

o echo-reply 

3 unreachable 

4 source-quench 

5 redirect 

6 a! ternate-address 

8 echo 

9 router-advertisement 

10 router-solici tation 

11 time-exceeded 
I "\ , · "\ '"> f ·~- ' 
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Table 3-1 JCMP Type Literais (continued) 

ICMPType Literal 

12 parameter-problem 

13 timestamp-reply 

14 timestamp-request 

15 information-request 

16 information-reply 

17 mask-request 

18 mask-reply 

31 conversion-error 

32 mobile-redirect 

If you specify an ICMP message type for use with IPSec, PIX Firewall ignores it. 

For example: 

access-list 10 permit icmp any any echo-reply 

IPSec is enabled such that a crypto map command references the acl_ID for this access-list command, 
then the echo-repy ICMP message type is ignored. 

Using the access-Iist Command with IPSec 

If an access list is bound to an interface with the access-group command, the access list selects which 
traffic can traverse the PIX Firewall. When bound to a crypto map command statement, the access list 
selects which IP traffic IPSec protects and which traffic IPSec does not protect. For example, access lists 
can be created to protect ali IP traffic between Subnet X and Subnet Y or traffic between Host A and 
Host B. More information is available in the crypto map command section of this guide. 

The access lists themselves are not specific to IPSec. It is the crypto map command statement referring 
to the specific access list that defines whether IPSec processing is applied to the traffic matching a permit 
in the access list. 

Crypto access lists associated with the IPSec crypto map command statement have these primary 
functions: 

Select outbound traffic to be protected by IPSec (permit = protect). 

lndicate the data tlow to be protected by the new security associations (specified by a single permit 
entry) when initiating negotiations for IPSec security associations. 

Process inbound traffic to filter out and discard traffic that IPSec protects. 

Determine whether or not to accept requests for IPSec security associations on behalf of the 
requested data tlows when processing IKE negotiation from the IPSec peer. (Negotiation is only 
done for crypto map command statements with the ipsec-isakmp option .) For a peer's initiated 
IPSec negotiation to be accepted, it must specify a data tlow that is permitted by a crypto access list 
associated with an ipsec-isakmp crypto map entry. 

You can associate a crypto access list with an interface by defining the corresponding crypto map 
command statement and applying the crypto map set to an interface. Different access lists must be used 
in different entries of the same crypto map set. However, both inbound and outbound traffic will be 

,, ' o ;l:J.r.: r 
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evaluated against the same "outbound" IPSec access list. Therefore, the access list's criteria are appliedL 
in thc forward direction to traffic exiting your PIX Firewall and the reverse direction to traffic entering 
your PlX Firewall. 

lf you want certain traftic to receive one combination of IPSec protection (for example, authentication 
only l and other traffic to receive a different combination of IPSec protection (for example, both 
authcntication and cncryption), you need to create two different crypto access lists to define the two 
d1ffcrent types of traffic. These different access lists are then used in different crypto map entries that 
~recify different IPSec policies. 

Wc rccommend that you configure "mirror image" crypto access lists for use by IPSec and that you avoid 
u~1n~ the any keyword. See the Cisco PIX Firewall and VPN Configuration Cuide for more information. 

!f }ou configure multiple statements for a given crypto access list, in general, the first permit statement 
matchcd. will be the statcment used to determine the scope of the IPSec security association. That is, the 
I PSec ~ccurity association will be set up to protect traffic that meets the cri teria o f the matched statement 
only. La ter. i f traffic matches a different permit statement o f the crypto access list, a new, separa te IPSec 
sccurity association will be negotiated to protect traffic matching the newly matched access list 
command statement. 

Some ~ervices sue h as rTP require two access-list command statements, one for port I O and another for 
port 21. to properly encrypt FTP traffic. 

The fnllowing example creates a numbered access list that specifies a Class C subnet for the source and 
a Class C subnet for the destination of IP packets. Because the access-list command is referenced in the 
crypto map command statement, PIX Firewall encrypts ali IP traffic that is exchanged between the 
source and destination subnets. 

acceas-list 101 permit ip 172.21.3.0 255.255.0.0 172.22.2.0 255.255.0.0 
access-group 101 in interface outside 
crypto map mymap 10 match address 101 

The next example only Jets an ICMP message type of echo-reply be permitted in to the outside interface: 

access-list acl_out permit icmp any any echo-reply 
access-group acl_out interface outside 

activation-key 

78-13849-01 

Updates the activation key on your PIX Firewall and checks the activation key running on your 
PIX Firewall against the activation key stored in the Flash memory of the PIX Firewall. 
(Configuration mode.) 

Configure with the command ... 

activation-key activation-key-four-tuple 

Show command options 

show activation-key 

Remove with the command ... 

N/ A 

Show command output 

Displays the results of checking the activation key 
running on the PIX Firewall against the activation 
key stored in the Flash memory of the 

PIX Firewall. ·' '" 
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Syntax Description activation-key Updates the PIX Firewall activation key unless there is a mismatch /-

activation-key-four-tuple 

between the Flash memory and running PIX Firewall software 
versions. 

A four-element hexidecimal string with one space between each 
element. 

For example: 

Oxe02888da Ox4ba7bed6 Oxflc123ae Oxffd8624e 

(The leading Ox specfier is optional; ali values are assumed to be 
hexadecimal.) 

Usage Guidelines Use the activation-key activation-key-four-tuple command to change the activation key on your 
PIX Firewall. 

o 

& 
Caution Use only an activation key valid for your PIX Firewall software version and platform or your system may 

not reload after rebooting. 

The activation-key activation-key-four-tuple command output indicates the status of the activation key 
as follows: 

If the PIX Firewall Flash memory software image version is the same as the running PIX Firewall 
software version, and the PIX Firewall Flash memory activation key is the same as the running 
PIX Firewall software activation key, then the activation-key command output reads as follows: 

The flash activation key has been modified. 
The flash activation key is now the SAME as the running key. 

If the PIX Firewall Flash memory image version is the same as the running PIX Firewall software, 
and the PIX Firewall Flash memory activation key is different from the running PIX Firewall 
activation key, then the activation-key command output reads as follows: 

The flash activation key has been modified. 
The flash activation key is now DIFFERENT from the running key. 
The flash activation key will be used when the unit is reloaded. 

If the PIX Firewall Flash memory image version is not the same as the running PIX Firewall 
software, then the activation-key command output reads as follows: 

The flash image is DIFFERENT from the running image. 
The two images must be the same in order to modify the flash activat ion key. 

If the PIX Firewall Flash memory image version is the same as the running PIX Firewall software, 
and the entered activation key is not valid, then the activation-key command output reads as 
follows: 

ERROR: The requested key was not saved because it is n ot valid for this system. 

If the PIX Firewall Flash memory activation key is the same as the entered activation key, then the 
activation-key command output reads as follows: 

The flash activation key has not been modified. 
The requested key is the SAME as the f lash act i vat i on key. 
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activation-key 

The show activation-key command output indicates the status of the activation key as follows: ( Ci 

• If the activation key in the PIX Firewall Flash memory is the same as the activation key runAi~g o 
the PIX Firewall, then the show activation-key output reads as follows: L-

The flash activation key is the SAME as the running key. 

If the activation key in the PIX Firewall Flash memory is the different from the activation key 
running on the PIX Firewall, then the show activation-key output reads as follows: 

The flash activation key is DIFFERENT from the running key. 
The flash activation key takes effect after the next reload. 

If the PIX Firewall Flash memory software image version is not the same as the running 
PIX Firewall software image, then the show activation-key output reads as follows : 

The flash image is DIFFERENT from the running image. 
The two images must be the same in arder to examine the flash activation key. 

Usage Notes 

1. The PIX Firewall must be rebooted for a new activation key to be enabled. 

2. lf the PIX Firewall software image is being upgraded to ahigher version and the activation key is 
being updated at the same time, we recommend that you first install the software image upgrade an< 
reboot the PIX Firewall unit, and then update the activation key in the new image and reboot the uni 
again. 

3. lf you are downgrading to a lower PIX Firewall s.oftware version, we recommend that you ensure 
that the activation key running on your system is not intended for a higher version before installinJ 
the lower version software image. lf this is the case, you must first change the activation key to on' 
that is compatible with the the lower version before installing and rebooting. Otherwise, your 
system may refuse to reload after installation of the new software image. 

The following example shows sample out from the show activation-key command: 

pixfirewalll(config)# show activation-key 
Serial Number: 480221353 (0xlc9f98a9) 

Running Activation Key: Ox36df4255 Ox246dc5fc Ox39d2ec4d Ox09f6288f 
Licensed Features: 
Failover : Enabled 
VPN-DES: Enabled 
VPN-3DES : Enabled 
Maximum Interfaces: 6 
Cut-through Proxy: Enabled 
Guar ds: Enabled 
URL-filtering: 
Inside Hosts: 
Throughput: 
IKE peers: 

Enabled 
Un limi ted 
Unlimited 
Unlimited 

The flash activation key is the SAME as the running key. 
pixfirewall(config)# 

"'\, I ~ - ' ,-
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Administer overlapping addresses with dual NAT. (Configuration mode.) 

Configure with the command ... 

alias [(if_name)] dnat_ip foreign_ip 
[netmask] 

Show command options 

show alias 

Remove with the command ... 

no alias [[(if_name)] dnat_ip foreign_ip 
[netmask]] 

clear alias 

Show command output 

Displays the alias command statements in the 
configuration. 

dnat_ip An IP address on the internai network that provides an alternate IP address for the 
externai address that is the same as an address on the internai network. 

foreign_ip IP address on the externai network that has the same address as a host on the internai 
network. 

if_name The internai network interface name in which the foreign_ip overlaps. 

netmask Network mask applied to both IP addresses. Use 255.255.255.255 for host masks. 

. I 

\ \::J 

The alias command translates one address into another. Use this command to prevent conflicts when you 
have IP addresses on a network that are the same as those on the Internet or another intranet. You can 
also use this command to do address translation on a destination address. For example, i f a host sends a 
packet to 209.165.201.1, you can use the alias command to redirect traffic to another address, such as, 
209 .165.201.30. 

For DNS fixup to work properly, proxy-arp has to be disabled. If you are using the alias command for 
DNS fixup, disable proxy-arp with the following command after the alias command has been executed: 

sysopt noproxyarp internal_interface 

If the alias command is used with the sysopt ipsec pl-compatible command, a static route command 
statement must be added for each IP address specified in the alias command statement. There must be 
an A (address) record in the DNS zone file for the "dnat" address in the alias command. 

Use the no alias command to disable a previous set alias command statement. Use the show alias 
command to display alias command statements in the configuration. Use the clear alias command to 
remove ali alias commands from the configuration. After changing or removing an alias command 
statement, use the clear xlate command. 

The alias command changes the default behavior of the PIX Firewall in three ways: 

When receiving a packet coming in through the interface identified by if_name, destined for the 
address identified by dnat_ip, PIX Firewall sends it to the address identified by foreign_ip. 
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L 
When receiving a DNS A response, containing the address identified by foreign_ip, coming from 
lower security interface, and destined for the host behind the inteface identified by if_name, 
PIX Firewall changes foreign_ip in the reply to dnat_ip. This can be turned off by using the 
command sysopt nodnsalias inbound. 

When receiving a DNS A response, containing the address identified by dnat_ip, coming from a 
DNS server behind the interface, if_name, and destined for a host behind the lower security 
interface, PIX Firewall changes dnat_ip address to foreign_ip. This can be turned off using the 
command sysopt nodnsalias outbound. 

The alias command is applied on a per-interface basis, while the sysopt nodnsalias changes the 
behaviour for ali interfaces. Also, note that addresses in the zone transfers made across the PIX Firewal 
are not changed. 

You can specify a net alias by using network addresses for the foreign_ip and dnat_ip IP addresses. F o 
example, the alias 192.168.201.0 209.165.201.0 255.255.255.224 command creates aliases for each 11 
address between 209.165.201.1 and 209.165.201.30. 

ActiveX blocking does not occur when users access an IP address referenced by the alias 
command. ActiveX blocking is set with the filter activex command. 

Usage Notes 

To access an alias dnat_ip address with static and access-list command statements, specify the 
dnat_ip address in the access-list command statement as the address from which traffic is permitte1 
from. The following example illustrates this note. 

alias (inside) 192.168.201.1 209.165.201.1 255.255.255.255 
static (inside,outside) 209.165.201.1 192.168.201.1 netmask 255.255.255.255 
access-list acl_out permit tcp host 192.168.201.1 host 209.165.201.1 eq ftp-data 
access-group acl_out in interface outside 

An alias is specified with the inside address 192.168.201.1 mapping to the foreign address 
209.165.201.1. 

You can use the sysopt nodnsalias command to disab1e inbound embedded DNS A record fixups 
according to aliases that apply to the A record address and outbound replies. 

In the following example, the inside network contains the IP address 209.165.201.29, which on the 
Internet belongs to example.com. When inside clients try to access example.com, the packets do not gc 
to the PIX Firewall because the client assumes 209.165.201.29 is on the local inside network. 

To correct this, use the alias command as follows: 

alias (inside) 192.168.201.0 209.165.201.0 255.255.255.224 

show alias 
a lias 19 2 .16 8 . 201.0 209.165 . 201.0 255 . 255 . 255 . 224 

When the inside network client 209.165 .201.2 connects to example.com, the DNS response from an 
externai DNS server to the internai client's query would be altered by the PIX Firewall to be 
192. I 68 .201.29 . lf the PIX Firewall uses 209.165.200.225 through 209.165.200.254 as the global poo 
IP addresses , the packet goes to the PIX Firewall with SRC=209.165.201.2 and DST=192.168 .201.29. 
The PIX Firewall translates the address to SRC=209.165.200.254 and DST=209.165.201.29 on the 
outside . 
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In the next example, a web server is on the inside at I O.I.I.1I and a static command statement was J_.; 
created for it at 209.I65.201.11. The source hostis on the outside with address 209.I65.201.7. A DNS 
server on the outside has a record for www.example.com as follows: 

www.example.com. IN A 209.165.201.11 

The period at the end of the www.example.com. domain name must be included. 

The alias command follows: 

alias 10.1.1.11 209.165.201.11 255.255.255.255 

PIX Firewall doctors the nameserver replies to I O.I.I.I1 for inside clients to directly connect to the web 
server. 

The static command statement is as follows: 

static (inside,outside) 209.165.201.11 10.1.1.11 

The access-list command statement you would expect to use follows: 

access-list acl_ grp permit tcp host 209.165.201.7 host 209.165.201.11 eq telnet 

But with the alias command, use this command: 

access-list acl_grp permit tcp host 209.165.201.11 eq telnet host 209.165.201.7 

You can test the DNS entry for the host with the following UNIX nslookup command: 

nslookup -type=any www.example.com 

Change or view the ARP cache, and set the timeout value. (Configuration mode.) 

Configure with the command... Remove with the command ••. 

arp if_name ip_address mac_address [alias] no arp if_name ip_address 

arp timeout seconds 

Show command options 

show arp [if_name] [ip_address 
mac_address alias] 

show arp timeout 

clear arp 

no arp timeout 

Show command output 

Displays the entries in the ARP table . 

Displays the current timeout value. 

Syntax Description alias Make this entry permanent. Alias entries do not time out and are automatically stored 
in the configuration when you use the write command to store the configuration. 

if_name The internai or externai interface name specified by the nameif command. 

ip_address Host IP address for the ARP table entry. 

mac_address Hardware MAC address for the ARP table entry; for example, 00e0.1 e4e.3d8b. 

seconds Duration that an ARP entry can exist in the ARP table before being cleared. 
/( _(\ f'l-" I· , - • 
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The arp command adds an entry to the PIX Firewall ARP cache. ARP is a low-level TCP/IP prqt?S.ol\ ' 
that resolves a node's physical address from its IP address through an ARP request asking the\~dê\with 
a particular IP address to send back its physical address. The presence of entries in the ARP cache)/ 
indicates that the PIX Firewall has network connectivity. The clear arp command clears the ARP table 
hut not the alias (permanent) entries. Use the no arp command to remove these entries. The show arp 
command lists the entries in the ARP table . 

Note Y"u can use the sysopt noproxyarp command to disable proxy-arps on an interface . 

u,c thc a rp command to add an entry for new hosts you add on your network or when you swap an 
cx 1-.tin ~ host for another. J\lternatively, you can wait for the duration specified with the arp timeout 
commanJ to expire and the ARP table rebuilds itself automatically with the new host information. 

Thc no arp timeout command sets the timer to its default value. The show arp timeout command 
di-.pl ay-. the current timeout value. 

O Defaults The arp timcout command sets the düration that an ARP entry can stay in the PIX Firewall ARP table 
bcforc ex piring. The timer is known as the ARP persistence timer. The default value is 14,400 seconds 
(-l hours ). 

() 

Examples The following examples illustrate use of the arp and arp timeout commands: 

arp inside 192.168.0.42 00e0.1e4e.2a7c 
a rp outside 192 . 168.0.43 00e0.1e4e.3d8b alias 
s how arp 

ou tside 192 . 16 8.0. 43 00 e 0 . l e 4 e . 3d8b alias 
i nside 192. 168. 0 .42 00e0.1e4e. 2a7c 

clear arp inside 192.168 . 0.42 

arp timeout 42 
show arp timeout 
arp timeout 42 seconds 

no arp timeout 
show arp timeout 
arp timeout 1440 0 seconds 

auth-prompt 

78-13849-01 

Change the AAA challenge text for through the firewall user sess ions. (Configurati on mode .) 

Configure with the command ... 

auth-prompt [accept I reject I prompt] 
string 

Remove with the command ..• 

no auth-prompt [accept I reject I prompt] 
string 

clear auth-prompt 

" p; ·: ~ r 
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-------------------------------------.------------------------------------+r ~ \ 
Show command options Show command output 

show auth-prompt Displays the AAA challenge text. 

Syntax Description accept If a user authentication via Telnet is accepted, display the prompt string. 

Usage Guidelines 

o 

Examples 

~ .. 
Note 

----------------------------------------------------------------------------------prompt The AAA challenge prompt string follows this keyword. This keyword is optional for 
backward compatibility. 

reject If a use r authentication via Telnet is rejected, display the prompt string. 

string A string of up to 235 alphanumeric characters or 31 words, 1imited by whichever 
maximum is first reached. Special characters should not be used; however, spaces and 
punctuation characters are permitted. Entering a question mark or pressing the Enter 
key ends the string . (The question mark appears in the string.) 

The auth-prompt command lets you change the AAA challenge text for HTTP, FTP, and Telnet access 
through the firewall requiring user authentication from TACACS or RADIUS servers. This text is 
primarily for cosmetic purposes and displays above the username and password prompts that users view 
when logging in . If the user authentication occurs from Te1net, you can use the accept and reject options 
to display different status prompts to indicate that the authentication attempt is accepted or rejected by 
the AAA server. 

Following is the authentication sequence showing when each auth-prompt string is displayed: 

1. A user initiates a telnet session from the inside interface through the firewall to the outside 
interface. 

2. The user receives the auth-prompt challenge text, followed by the username prompt. 

3. The user enters the AAA username/password username and password, or in the formats 
aaa_user@outside_user and aaa_pass@outside_pass. 

4. The firewall sends the aaa_user/aaa_pass to the TACACS or RADIUS AAA server. 

5. If the AAA server authenticates the user, the firewall displays the auth-prompt accept text to the 
user, otherwise the reject challenge text is displayed. Authentication of http and ftp sessions 
displays only the challenge text at the prompt. The accept and reject text are not displayed. 

If you do not use this command, FTP users view FTP authentication, HTTP users view 
HTTP Au t hentication, and challenge text does not appear for Telnet access . 

Microsoft Internet Explorer only displays up to 37 characters in an authentication prompt. 
Netscape Navigator displays up to 120 characters, and Telnet and FTP display up to 235 
characters in an authentication prompt. 

The following example shows how to set the authentication prompt and how users view the prompt: 

auth-prompt XYZ Company Firewall Access 

After this string is added to the configuration, users view the following: 

Exarnple.corn Cornpany Firewall Acce ss 
User Narne: 
Password: I ,JI ·, 

!--/ : ~ .... , ' '\ - ...... -
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j' Chapter3 A through B Commands 

The prompt keyword can be included or omitted. 

For example: 

auth-prompt prompt Hello Therel 

This command statement is the same as the following: 

auth-prompt Hello There! 

auto-update I 

auto-update 

o 

Specifies how often to poli an Auto Update Server. (Configuration mode.) 

Configure with the command ..• 

auto-update device-id hardware-serial I 
hostname I ipaddress [if_nam e] I 
mac-address [if_name] I string text 

auto-update poll-period poll_period 
[retry_count [retry_period]] 

auto-update server url [verify_certificate] 

auto-update timeout period 

Show command options 

show auto-update 

Remove with the command .•. 

no auto-update device-id hardware-serial I 
hostname I ipaddress [if_name] I 
mac-address [ if_name] I string text 

no auto-update poll_period poll-period 
[retry_count [retry_period]] 

clear auto-update 

no auto-update serve r url [v e rify _certificate] 

clear auto-update 

no auto-update timeout period 

clear auto-update 

Show command output 

Displays the Auto Update Server, poli time, and 
timeout period. 

Syntax Description device-id The device ID of the PIX Firewall. 
(} _h_a_r_d,..w-a-re ___ s_e_n-·a_I __ S_p_e_c.,..ifi:::-e-s-to-u-se-th,...e_h_a-rd_w_a-re-s-er...,i-a.,..J-n-u-m-b-e-r-o-f.,.....,th-e---.,.P..,..IX...,..,..F,...i,...r-ew-a..,..ll-t-o-u-n-,,....q-u-e...,..Jy---

hostname 

if_name 

ipaddress 

mac-address 

period 

78-13849-01 

identify the firewall. 

Specifies to use the host name of the PIX Firewall to uniquely identify the 
firewall. 

Specifies the interface to use (with its corresponding IP or MAC address) to 
uniquely identify the PIX Firewall. 

Specifies to use the IP address o f the specified PIX Firewall interface to uniquely 
identify the firewall. 

Specifies to use the MAC address of the specified PIX Firewall interface to 
uniquely identify the firewall. 

Specifies how long to attempt to contact the Auto Update Server, after the last 
successful contact, before stopping ali traffic passing through the PIX Firewall. 

•· 
,'\ ·" 
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Usage Guidelines 

o 

Examples 

Chapter 3 A through B Commands 

/.._ 
\(:~ 

--~--~----~~~~--~~~--~----~~----~~~~--~--~--~~ 
poll_period Specifies how often, in minutes, to poli an Auto Update Server. The default is 

retry_count 

retry_period 

text 

url 

verify _certificare 

720 minutes (12 hours). 

Specifies how many times to try reconnecting to the Auto Update Server i f the 
first attempt fails. The default is O. 

Specifies how long to wait, in minutes, between connection attempts. The 
default is 5 minutes and the valid range of values is from 1 to 35791. 

Specifies the text string to uniquely identify the PIX Firewall to the Auto Update 
Serve r. 

Specifies the location of the Auto Update Server using the following syntax: 
http[s]:[[user:password@] location [:port ]] I pathname 

See the copy command for variable descriptions. 

Specifies to verify the certificate returned by the Auto Update Server. 

The clear auto-update command removes the entire auto-update configuration. 

The auto-update poll-period command specifies how often to poli the Auto Update Server for 
configuration or software image updates. The no auto-update poll-period command resets the poli 
period to the default. 

The auto-update server command specifies the URL of the Auto Update Server. Only one server can 
be configured. The no auto-update server command disables poliing for auto-update updates (by 
terminating the auto-update daemon) . 

The auto-update timeout command is used to stop ali new connections to the PIX Firewali if the 
Auto Update Server has not been contacted for period minutes. This can be used to ensure that the 
PIX Firewall has the most recent image and configuration. 

The show auto-update command displays the Auto Update Server, poli time, and timeout period . The 
following is sample output from the command: 

Server: https:pix:********@172.23.58.115:1742/management.cgi?l276 (verify) 
Poll period: 720, retry count: 2, retry period: 5 
Timeout : none 

ocommands 
There are no commands that start with the letter B in PIX Firewali software version 6.2 . 

... f " ·- ' • ·:, 
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Using and Configuring PIX Object Groups 

Introduction 
Before Y ou Begin 

Conventions 
Prerequisites 
Components Used 
Network Diagram 

Using Object Groups 
Configuring Object Groups 

ICMP-Type Configuration 
Network Configuration 
Protocol Configuration 
Service Configuration 
Object-Group Nesting Configuration 

Verify 
Related Information 

lntroduction 

This document discusses object groups, a feature introduced in PIX code version 6.2. Object grouping allows 
objects such as IP hosts or networks, protocols, ports, and Internet Control Message Protocol (ICMP) types to 
be collected into object groups. Once configured, an object group can then be used with the standard conduit 
or access-list PIX commands to reference ali objects within that group. This will reduce the configuration 
size. 

Before Vou Begin 

Conventions 

For more information on document conventions, see the Cisco Technical Tips Conventions. 

Prerequisites 

There are no specific prerequisites for this document. 

Components Used 

The information in this document is based on the software and hardware versions below. 

• Cisco PIX Software Release 6.2(2) 
• Cisco 515 PIX Firewall (any PIX model will work with these configurations) 

The information presented in this document was created from devices in a specific lab environment. AII of the 
devices used in this document started with a cleared (default) configuration. If you are working in a live 
network, ensure that you understand the potential impact of any command before using it. 

·.11 
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Network Diagram 

10.1.1.0/24 

! FTP tt--- -1 

10.1.1.14 
ISP / 

/ 

PIX 

myFTPserver 

Using Object Groups 

When using an object group within a command, the lceyword object:....group must be used before the group · · 
name, as shown in the following exampleo 

access-list 100 permit object-group protocols object-group 
remetes object-group locals object-group services 

In this example, protocols, remates, locais, and services are previously defined object group nameso Object 
groups can also be nested, where one object group can be included as a subset of another object groupo 

The command set is shown below o 

object-group grp_id 
object-group description description_text 
group-object object_grp_name 

object-group icmp-type grp_id 
icmp-object icmp_type 

object-group network grp_id 
network-object host host_addr 
network-object net_addr netmask 

object-group protocol grp_id 
protocol-object protocol 

object-group service grp_id {tcpfudpftcp-udp} 
port-object eq service 
port-object range begin_service end_service 

Configuring Object Groups 

I C MP-Type Configuration 

The ICMP-type object group is used to specify specific ICMP types for use on) y'"'\Çith 1t MP: áccess contrai 
..-. - ft1 ...... , ' ' ' -

lists (ACLs) and conduitso A fulllisting of ICMP types can be found in the PIX co mand reference for the 

Cisco - Using and Configuring PIX Object Groups 
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object-group command. 

(config)# object-group icmp-type icmp-allowed 
(config-icmp-type)# icmp-object echo 
(config-icmp-type)# icmp-object time-exceeded 
(config-icmp-type)# exit 

(config)# access-list 100 permit icmp any any object-group icmp-allowed 

Network Configuration 

\L L~ (.:; 
i-

The network object group is used to specify host IP addresses or subnet ranges to be defined in an ACL or 
conduit. Host IP addresses are prefixed with the keyword host, and can be either an IP address or a hostname 
already defined with the name command. This object group can be used as either the source or destination in 
the associated ACL/conduit. 

(config) # names 
(config)# name 10.1.1.10 myFTPserver 

(config)# object-group network Etp_servers 

(config-network)# network-object host 10.1.1.14 
(config-network)# network-object host myFTPserver 

(config-network)# network-object 10.1.1.32 255.255.255.224 
(config-network)# exit 

(config)# access-list 101 permit ip any object-group ftp_servers 

If this list consists only of FTP servers, the following specific example applies. 

(config)# access-list 101 permit tcp any object-group ftp_servers eq ftp 

Protocol Configuration 

The protocol object group is used to specify a protocol(s) to be defined in an ACL or conduit. This object 
group can be used as the protocol type only in the associated ACL or conduit. Note that the allowed protocols 
for this object group are only the standard PIX protocol names allowed in an access-list or conduit 
command, such as Transmission Contrai Protocol (TCP), User Datagram Protocol (UDP), Generic Routing 
Encapsulation (GRE), Enhanced Interior Gateway Routing Protocol (EIGRP), Encapsulating Security Payload 
(ESP), Authentication Header (AH), and so on. Protocols that sit on top of TCP or UDP cannot be specified 
with a protocol object group. Instead, these protocols will use an object group, as shown in the following 
example. 

(config) # object-group protocol proto_grp_l 

(config-protocol)# protocol-object udp 
(c onfig-pro tocol)# protocol-object tcp 
(c onfig-pro tocol)# protocol-object esp 
(config-protocol)# exit 

(config) # access-list 102 permit object-group proto_grp_l any any 

'~'···' n
1 
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Service Configuration 

The service object group is used to specify specific or ranges of TCP and/or UDP ports to be defined in an 
ACL or conduit. This object group can be used as either the source port(s) or destination port(s) in the 
associated ACL/conduit, as shown in the following example. 

\
' L 
l " 

(config)# object-group service allowed_prots tcp 
(config-service)# port-object eq ftp 
(config-service)# port-object range 2020 2021 
(config-service)# exit 

(config)# object-group service high_ports tcp-udp 
(config-service)# port-object range 1024 65535 
(config-service)# exit 

(config)# access-list 103 permit tcp any object-group 
high_ports any object-group allowed_prots 

Object-Group Nesting Configuration 

Only object groups of the same type can be nested within another. For example; you cannot nest a 
protocol-type object group within a network-type object-group. 

To nest a group within a group, issue the group-object subcommand. In the following example, you could 
use the all_hosts group in an ACL or conduit to specify ali four hosts. Or, you could use either host_grp_l or 
host_grp_2 to specify only the two hosts within each group. 

(config)# object-group network host_grp_l 

(config-network)# network-object host 10.1.1.10 
(config-network)# network-object host 10.1.1.14 
(config-network)# exit 

(config)# object-group network host_grp_2 

(config-network)# network-object host 172.16.10.1 
(config-ne twork)# network-object host 172.16.10.2 
(c onfig-network)# exit 

(config)# object-group network all_hosts 

(confi g-ne t work)# group-object host_ grp_1 

(config -ne twork) # group-object host_grp_2 

(confi g-networ k ) # exit 

Verify 

This section provides information you can use to confirm your configuration is working properly . 

Certain show commands are supported by the Output Interpreter Tool ( registered customers onJ y) , which allows 
you to view an analysis of show command output. 

• show object- group - Shows the currently defined ACLs. 

225 
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• show access-list <acl> - Shows the ACL and the associated bit counter for each line. This command 

shows the expanded ACL entries for each object group defined. 

----------------------------------------------------------------~~-t 
Related lnformation 

• Documentation for PIX Firewall 
• PIX Command Reference 
• PIX Support Page 
• Requests for Comments (RFCs) 
• Technical Support - Cisco Systems 
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Cisco Catalyst 6500 Series Switch 

Figure 1 

Cisco Catalyst 6500 
Series Chassis 

lhe Catalyst 6500 Series sets the new standard for IP communications and 

application delivery in enterprise campus and service provider networks by 

maximizing user productivity and enhancing operational control while providing 

unprecedented investment protection. As Cisco's premier intelligent multilayer 

modular switch, the Catalyst® 6500 Series delivers secure, converged services, 

end-to-end, from the wiring closet to the core, to the data center, to the WAN edge. 

Ideal for enterprises and service providers 

seeking to reduce their total cost of 

ownership, the Cisco Catalyst 6500 Series 

delivers scalable performance and port 

density across a range o f chassis 

configurations and LAN/WAN/MAN 

interfaces. Available in 3-, 6-, 9-, and 

13-slot chassis, Cisco Catalyst 6500 Series 

switches feature an unparalleled range of 

integrated services modules, including 

multigigabit network security, content 

switching, telephony, and network 

analysis modules. 

By taking advantage of a forward-thinking 

architecture that uses a common set of 

modules and operating system software 

across ali Cisco Catalyst 6500 Series 

chassis, the Catalyst 6500 Series delivers a 

high levei of operational consistency that 

optimizes IT infrastructure usage and 

enhances return on investment. From 

48-port to 576-port 10/100/1000 Ethernet 

wiring closets to hundreds-of-Mpps 

network cores supporting up to 192 1-Gbps 

o r 32 1 0-Gbps trunks, the Cisco Catalyst 

6500 Series provides an optimal platform 

that maximizes network uptime with 

stateful failover capability between 

redundant routing and forwarding engines. 

With numerous industry-firsts and 

industry-leading features to its credit, the 

Catalyst 6500 Series supports three 

generations o f modules that continue to 

demonstrate the Catalyst 6500 value and 

Cisco's commitment to innovation. Cisco 's 

new generation o f Catalyst 6500 Series 

modules and Supervisor Engine 720 

incorporate 11 new Cisco-developed 

application specific integrated circuits 

(ASICs)-extending Cisco's leadership in 

networking while providing unparalleled 

investment protection. 

228 
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Cisco Catalyst 6500 Series Benefits 

The Cisco Catalyst 6500 Series provides market-leading services, performance, port densities, and availability with 

investment protection for enterprise and service provider markets. These include: 

• Maximum network uptime--With platform, power supply, supervisor engine, switch fabric , and integrated 

network services redundancy provides one- to three-second stateful failover and delivers application and services 

continuity in a converged network environment, minimizing disruption of mission-critical data and services 

• Comprehensive network security-Integrates proven, multigigabit Cisco security solutions, including intrusion 

detection, firewall, VPN. and SSL into existing networks 

• Scalable performance--Provides up to 400 Mpps performance with distributed forwarding architecture 

• Forward- Thinking architecture with investment protectíon-Supports three generations o f interchangeable, 

hot-swappable modules in the same chassis, optimizing IT infrastructure usage, maximizing return on 

investment, and reducing total cost o f ownership 

• Operational consistency-Features 3-, 6-, 9-, and 13-slot chassis configurations sharing a common set of 

modules, Cisco lOS Software, Cisco Catalyst Operating System Software, and network management tools that 

can be deployed anywhere in the network 

• Unparalleled services integration and flexibility-Integrates advanced services such as security and content with 

converged networks, provides the widest range o f interfaces and densities, from 10/100 and 10/100/1000 

Ethernet to 10 Gigabit and from DSO to OC-48, and performs in any deployment end to end 

Operational Consistency in End-to-End Cisco Catalyst 6500 Series Deployments 

• Features 3-, 6-, 9-. and 13-slot chassis configurations that share a common set ofmodules, software, and network 

management tools 

• Deploys anywhere in the network-from the wiring closet to the core, to the data center, to the WAN edge 

• Shares WAN port adapters with Cisco 7xxx router Series for reduced sparing and training costs 

• Offers choice o f Cisco lOS Software and Cisco Catalyst Operating System Software supported on ali supervisor 

engines, providing smooth migration from Cisco Catalyst 5000 Series and Cisco 7500 Series deployments 

Maximum Network Uptime and Network Resiliency 

• Provides packet-loss protection and the fastest recovery from network disruption 

• Features fast, one- to three-second stateful failover between redundant supervisor engines 

• Offers optional , redundant high-performance Cisco Catalyst 6500 Series Supervisor Engine 720, passive 

backplane, multimodule Cisco EtherChannel® technology, IEEE 802.3ad link aggregation, IEEE 802.1s/w, and 

Hot Standby Router Protocol/Virtual Router Redundancy Protocol (HSRPNRRP) high-availability features 

lntegrated High-performance Security and Network Management 

Integrated gigabit-per-secOnd services modules, deployed where externai devices would not be feasible , simplify 

network management and reduce total cost o f ownership. These include: 

• Gigabit firewall-provides access protection 

• High-performance intrusion detection system (IDS)- provides intrusion detection protection 

• Gigabit Network Analysis Module-provides a more manageable infrastructure and full Remate Monitoring 

(RMON) support 

• High-performance SSL-provides high-performance, secure e-co mmerce traffic ~errni!)(\ÜO,Il~jt;'~(''· ~~ , 

• Gigabit VPN and standards-based IP Security (IPSec)-support Iower cost Internei"' ; ~ ·intracàíi:\p'u'sc'on_tlections 
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Content-and Application-Aware Layers 2 Through 7 Switching Services 

• Integrated content switching module (CSM) brings high-performance, feature-rich server and firewallload 

balancing to the Cisco Catalyst 6500 Series, ensuring a safer and more manageable infrastructure with 

unprecedented control 

• Integrated multigigabit SSL acceleration combined with CSM provides a high-performance e-commerce solution 

• lntegrated multigigabit firewall and CSM provide a secure, high-performance, data-center solution 

• Software features such as Network Based Application Recognition (NBAR) enhance network management and 

contrai o f bandwidth utilization 

Scalable Performance 

• Delivers the industry's highest LAN switch performance, 400 Mpps, using the distributed Cisco Express 

Forwarding dCEF720 platform 

• Supports a mix of Cisco Express Forwarding (CEF) implementations and switch fabric speeds for optimal wiring 

closet, core, data center, and WAN edge deployments, as well as service provider networks 

Rich layer 3 Services 

• Multiprotocol Layer 3 routing supports traditional network requirements and provides a smooth transition 

mechanism in the enterprise 

• Provides hardware support for enterprise-class and service-provider-scale routing tables 

• Provides 1Pv6 support in hardware (using Supervisor Engine 720) with an unparalleled high-performance suite 

o f services 

• Provides hardware support for large enterprise-class and service-provider-scale routing tables 

• Provides MPLS support in hardware to enable VPN services within the enterprise and facilitate smooth 

integration with new high-speed service provider core infrastructures and Metro Ethernet deployments 

Enhanced Data Voice, and Video Services 

• Provides integrated IP communications throughout ali Cisco Catalyst 6500 Series platforms 

• Provides 10/100 and 10/100/1000 line cards, field upgradable with inline power using a daughter card and 

offering future support for IEEE 802.3af to protect today's investments 

• Provides dense T1/E1 and foreign Exchange Station (FXS) voice-over-IP (VoiP) gateway interfaces for public 

switched telephone network (PSTN) access and traditional phone, fax, and private branch exchange (PBX) 

connections 

• Supports high-performance IP multicast vídeo and audio applications 

• Provides integrated management necessary to effectively deploy a scalable enterprise-converged network 

Highest Levei of Interface Flexibility, Scalability, and Density 

• Provides the port densities and interface choices that large mission-critical wiring closets , enterprise core, 

and distribution networks require 

• Supports up to 576 voice 10110011000 Gigabit-over-copper ports with inline p~wer per system 

Provides up to 192 Gigabit Ethernet ports o '~ ( I' ~ I ; ' 
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• Features the industry's first 1 O Gigabit Ethernet, Channelized OC-48 dense OC-3 Packet over Synchronous 

Optical Network (SONET) (PoS) 

• Provides investment protection by using Cisco 7xxx Series port adapters on the Cisco Catalyst 6500 Series 

FlexWAN Line Card, supporting Tl/E1 through OC-48 WAN interfaces 

• Chassis sizes range from 3-slot (Cisco Catalyst 6503 Switch) to 13-slot (Cisco Catalyst 6513 Switch) 

High-Speed WAN Interfaces 

• Provides high-speed WAN, ATM, and SONET interfaces compatible with other core routers 

• Provides single-device management for WAN aggregation and for campus and metro connectivity 

Maximum lnvestment Protection 

• Highly flexible modular architecture supports multiple generations of modules that are fully interoperable with 

each other in the same chassis 

• Upgradable supervisor engines can add Layer 3 routing or forwarding capabilities over time 

• Cisco lOS Software and Cisco Catalyst Operating System Software are supported across ali supervisor engines 

• Field-upgradable inline power for 10/100 Mbps and 10110011000 Mbps Ethernet modules for "pay as you go" 

IP telephony and wireless computing 

• A steady stream o f new services modules adds to the deployment options 

• lncludes Cisco Catalyst 6500 Series network security, content switching, and voice capabilities 

• Future modules will increase performance, port density, and include additional services 

Ideal for Metro Ethernet WAN Services 

• 802.1Q and 802.1Q tunneling (QinQ) providing point-to-point and multipoint Ethernet services 

• EoMPLS in MPLS backbones for superior network scaling providing virtual LAN (VLAN) translation capability 

• Layer 2 and Layer 3 QoS enables tiered Ethernet service offerings through rate limiting and traffic shaping 

• Superior high-availability features include enhanced Spanning Tree Protocol, IEEE 802.1s, IEEE 802.1 w, and 

Cisco EtherChannel IEEE 802.3ad link aggregation 

Table 1 Catalyst 6500 Series at a Glance 

Feature Catalyst 6500 Series 

System Feature 

Chassis Configurations 3-slot 

6-slot 

9-slot 

9 vertical slots 

13-slot 

Backplane Bandwidth 32Gbps shared bus 

256Gbps switch fabric 

720Gbps switch fabric 

L3 Forwarding Performance Supervisor 1 MSFC: 15 Mpps 

Supervisor 2 MSFC: up to 210 Mp[>S 

Supervisor 720: up to 400 MPP,S ) ' )"' ~if: r: 1".)/,_d ,; . (,~ , 
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Table 1 Catalyst 6500 Series at a Glance 

Feature Catalyst 6500 Series 

Operating System Catalyst OS (CatOS) 

Cisco lOS 

CatOS/IOS Hybrid Configuration 

Redundant Supervisors Yes, with stateful failover 

Redundant Components Power supplies (1+1) 

Switch fabric (1 + 1) 

Replaceable clock 

Replaceable fan tray 

High Availability Features Gateway Load Balancing Protocol 

> Hot Standby Router Protocol 

Multimodule EtherChannel 

Rapid Spanning Tree 

Multiple Spanning Tree 

Per VLAN Rapid Spanning Tree 

Rapid Convergence L3 Protocols 

Maximum System Port Densities 

10/100/1000 Ethernet 576 ports, ali support lnline Power 

10/100 Fast Ethernet 576 ports, ali support lnline Power 

100-Base-FX 288 ports 

Gigabit Ethernet (GBIC) 194 ports (2 ports provided on supervisor engine) 

10 Gigabit Ethernet (XENPAK) 32 ports 

lntegrated WAN Modules 

FlexWAN (DSO to OC-3) 12 modules with 24 port adapters 

OC-3 POS ports 192 

OC-12 POS ports 48 

OC-12 ATM ports 24 

OC-48 POS/DPT ports 24 

PSTN Int erfaces 

Digital T1/E1 Trunk ports 216 

FXS Interfaces 864 

Advanced Services Modules Gigabit Firew all 

Gigabit VPN 

High Performance lntrusion Detection 

Gigabit Content Switching Module 

Hi_gh Performance SSL TjJf,~~~ } ior, ,~;~·( ~ ":. 
") 

G1gab1t Content Serv1ces Gate~ay . J 
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Deployment Scenarios 

I 
~ 

ThP Ci~ro Catalyst 6500 Series delivers secure converged services for campus, Internet service provider (ISP) , metro 

edge. anel rr~l'a rch and grid computing networks. 

• Campu.~ nNworks-Features I 01100 and 10/100/1000 autosensing modules that provi de inline power for the 

\\ iring rlosl'!. along with robust high availability, security, and manageability features; world-class networking 

~oftwarr : high-performanrr Gigabit and 10 Gigabit interface modules; and network management for the 

di ~tributio n and core 

figun 2 

Dcptovm!'nt ~ ' ' ' 411105 for Cat a ty~t 6500 Senes Switches in Campus Networks 

233 
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• [ISP network-Provides robust high-availability, security, and manageability features; world-class networking 

software; high-performance Gigabit and 10 Gigabit interface modules; and network management for the most 

demanding service provider networking environments requiring Multiprotocol Label Switching (MPLS) , 

Multicast. IP Version 6 (1Pv6) . an extensive set o f WAN interfaces, and hierarchical traffic shaping. 

Figure 3 

Deployment Scenarios for Ca talyst 6500 Series Switches in ISP Networks 

' --
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• Metro edge---Features edge-. distribution-. and core-Iayer interfaces for point-to-point and multipoint Ethernet 

services for metro and inter-metro network deployments with the following features: 

- High-performance 10-Gigabit Ethernet uplinks 

- 802.1 Q tunneling 

- Ethernet over MPLS (EoMPLS) 

- Layer 2 and Layer 3 QoS 

- Network Equipment Building Standards (NEBS) compliance 

- Security. high availability. and manageability 

Figure 4 

Deployment Scenarios for Catalyst 6500 Series Switches in Metro Edge 

I' 
'-' I 
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• Grid computing network-Provides high-speed optical interface modules and world-class software required to 

handle high-volume traffic and build and manage large-scale networks 

Figure 5 

Deployment Scenarios for Ca talyst 6500 Seri es Switches in Grid Computing Network 
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System Overview 

Modular Architecture 

The Cisco Catalyst 6500 Series is a modular system that can grow as customer requirements expand and technology 

evolves. aliowing customers to upgrade and reconfigure systems by adding new modules, replacing existing modules, 

and adding and redeploying systems. Throughout the Cisco Catalyst 6500 Series, modules are: 

o Configurabl~Separately, simplifying the addition of new services 

o Interoperabl~In the same chassis, providing flexible design options 

o Interchangeabl~Among Cisco Catalyst 6500 Series systems, simplifying sparing and network expansion 

o Hot-swappabl~Without requiring a chassis to be powered off, providing fast upgrade and repair 

o Upgradabl~As newer modules come along, providing investment protection 

Cisco Catalyst 6500 Series Hardware-Forwarding Architectures 

Cisco Catalyst 6500 Series modules use one o f three forwarding technologies, each having a different architecture 

with different characteristics and capabilities: 

o Cisco Express Forwarding (CEF}-Scaling to 30 Mpps, this technology uses a central CEF Cisco Express 

Forwarding engine located on the supervisor engine's policy feature card (PFC) daughter and CEF forwarding 

tables located on the supervisor engine. The supervisor engine makes ali forwarding decisions for ali interface 

modules centrally. For more information see How Cisco Express Forwarding Works. 

o Accelerated Cisco Express Forwarding (aCEF)-Suited for high-performance enterprise environments, this 

technology uses the aCEF engine and aCEF tables located on the interface module, along with the central CEF 

engine located on the supervisor engine's PFC daughter card and central CEF forwarding tables located on the 

supervisor engine. The interface module makes high-volume forwarding decisions Iocaliy, and the supervisor 

engine makes the rest o f the forwarding decisions centraliy. For more information see How Accelerated Cisco 

Express Forwarding (aCEF) Works. 

o Distributed Cisco Express Forwarding (dCEF) -Suited for the most demanding environments, this technology 

uses the dCEF engine located on the interface module's distributed forwarding card (DFC) daughter card and the 

dCEF table, a local copy ofthe supervisor engine's central CEF table located on the interface module's DFC. The 

interface module makes ali the forwarding decisions localiy, and provides maximum performance and scalability. 

For more information see How Distributed Cisco Express Forwarding (dCEF) Works 

Cisco Catalyst 6500 Series Switching Architectures 

Cisco developed the following switching architectures for Cisco Catalyst 6500 modules to allow platforms to scale 

in any deployment: 

o 32-Gbps bus- Ailowing access to a central shared bus 

o 256-Gbps switch fabric-Located on the switch fabric module (SFM) 

o 720 Gbps switch fabric-Located on Cisco Catalyst 6500 Series Supervisor Engine 720 

. '11,'' 
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Cisco Catalyst 6500 Series Modules 

Cisco Catalyst 6500 Series interfacecmodules support the following forwarding technology and switch fabric 

combinations: 

"--/ 

• Classic Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

the 32-Gbps switching bus only, and forward packets at up to 15 Mpps 

• CEF256 Interface Modules-Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

both the 256-Gbps fabric located on the supervisor engine with a single 8-Gbps full-duplex fabric connection and 

the 32-Gbps switching bus, and forward packets at up to 30 Mpps 

• dCEF256 Interface Modules-Use the distributed CEF engine on the DFC (Iocated on the interface module), 

connect to a 256-Gbps fabric Iocated on the supervisor engine or a Switch Fabric Module with 16-Gbps 

full-duplex fabric connections, and forward packets at up to 21 O Mpps 

• aCEF720 Interface Modules-Use the accelerated CEF engine on the DFC3 (located on the interface module), 

connect to the 720-Gbps fabric located on the supervisor engine with 40-Gbps full-duplex fabric connections, 

and forward packets at up to 400 Mpps, peak performance 

• dCEF720 Interface Modules-Use the distributed CEF engine on the DFC3 (Iocated on the interface module), 

connect to the 720-Gbps fabric located on the supervisor engine with dual 20-Gbps full-duplex fabric 

connections, and forward packets at up to 400 Mpps, sustained performance 

Note: Ali Performance numbers refer to 1Pv4 forwarding. 

Cisco Catalyst 6500 Series Module Types 

In the Cisco Catalyst 6500 Series architecture, special-purpose modules perform separate tasks-allowing the feature 

set to evolve quickly and allowing customers to add new features and enhanced performance by adding new modules. 

The Cisco Catalyst 6500 Series features the following types of special-purpose modules: 

• Supervisor engines-Perform the contrai functions and make the forwarding decisions for packets routed to other 

networks 

• Ethernet interface modules-Provide IEEE-standard receive and forwarding interfaces and forward packets 

within the defined network 

• WAN interface modules- Provide the receive and forwarding interface at the WAN edge 

• Services modules-Support multigigabit security, application-aware Layer 4 through 7 content switching. 

network management, and voice gateway services to traditional phones, fax machines, PBXs, and the PSTN 

• Switch Fabric Modules (SFMs)-Pass network traffic from interface module to the supervisor engine or to 

another interface 

Cisco Catalyst 6500 Series Supervisor Engines 

The supervisor engines for the Cisco Catalyst 6500 Series support different forwarding technologies and achieve 

different forwarding r ates , depending on the configuration o f the supervisor engine and the capability o f a particular 

interface module . 

Supervisor engines can be configured with optional factory-installed daughter cards- a Policy Feature Card (PFC) 

providing hardware-based Layer-2 forwarding, and a Multilayer Switch Feature Card (IV,l,SFC ) rPr9vidi)1g Layer•3 
' \ '' I l3J)~, " · I 
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A suprrvi~or engine performs wntrol operations centrally on processors that run either Cisco lOS Software or Cise< 

Ca t a l ~·~ t O pt>rating System Software while special-purpose application-specific integrated circuits (ASICs) perform 

bridging anel routing (based on Cisco Express Forwarding), QoS marking and policing. and access contrai. The sam 

AS I C~ arr u ~rd on the DFCs. da ughter cards that can be installed on certain interface modules to distribute 

forwa rdi ng in a decentralized fashion to achieve system forwarding rates of up to 400 Mpps (Table 2) . 

For addit iona l information about the following Cisco Catalyst 6500 Series supervisor engines visit: 

h 11 p./ 1\\ ' '\\ .r i ~ro .co m/e n/US!prod ucts/hw/switches/ps708/products_data_sheets_list.html 

• C i~ro Ca talyst 6500 Series Supervisor Engine 720 Data Sheet 

• C i~ro Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

Table 2 C1 sco Catalyst 6500 Supervisor Engines 

Featurw Supervisor Engine 1 Supervisor Engine Z Supervisor Engine 720 

Solution a nd mari<et Wiring closet Enterprise distribution, Enterprise core and data 
core, and WAN edge; center; service provider 
service provider WAN and metro; wireless; national 
Internet edge research networks; grid 

computing 

Fabnc: arc:hitectures Centralized forwarding Centralized CEF-engine Centralized CEF-engine 
supported only-engine located on located on supervisor located on Supervisor 

supervisor engine's PFCx engine's PFCx daughter Engine 720's PFC3 

daughter card card; daughter card; 

Distributed CEF-engine Distributed CEF-engine 
located on interface located on interface 

module's DFC daughter module's DFC3 daughter 

card card; 

Accelerated CEF-engine 
located on interface 
module's ASICs 

Fabric: c:onnec:tions 32-Gbps shared bus 16 Gbps per slot; 40 Gbps per slot; 
connection to modules Dual-fabric connection to Dual-fabric connection to 

modules at 8 Gbps full modules at 20 Gbps full 
duplex per channel duplex per channel 

Performance 15 Mpps 210 Mpps Sustained 400 Mpps-
maximum (Mpps) dCEF720 

Peak 400 Mpps- aCEF720 

DFC modules Not supported DFC DFC3 

RQS r~ 0312005- CN -
C Pr~í CORREIOS 
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Table 2 Cisco Catalyst 6500 Supervisor Engines 

Feature Supervisor Engine 1 Supervisor Engine 2 Supervisor Engine 720 

Route processor On MSFC2 daughter card 
(optional) 

On MSFC2 daughter card 
(optional) 

MSFC3 integrated 

PFC modules PFC daughter card 
(optional) 

PFC2 integrated PFC3 integrated 

Ethernet Interface Modules 

Cisco Catalyst 6500 Series Ethernet interface modules, designed for wiring closet, distribution and core, and data 

center applications, as well as service provi der and Metro Ethernet environments, use one o f the following types o 

Ethernet interfaces: 

• 10/100 Mbps o ver copper and 10/100/1000 Mbps Ethernet over copper-For wiring closets providing 101100-

and 10/100/1000-Mbps performance with auto-negotiation and inline power for voice; up to 48 ports/module; 

includes Classic and CEF256 interface modules. 

• 100 Mbps o ver fiber-For secure wiring closets and long-haul router and switch interconnects; up to 24 ports pe1 

module; includes Classic and CEF256 interface modules. 

• 1 Gbps-For distribution and core layers and for data centers providing 1-Gbps performance in a 48-port 

module; includes Classic CEF256, and dCEF256 interface modules. 

• 10 Gbps-For distribution and core layers providing 10-Gbps performance in 1-port or 2-port module; include! 

CEF256, aCEF720, and dCEF720 interface modules. 

For more information, visit: 

http://www.cisco.com/en/US/products/hw/switches/ps708/products_data_sheets_list.html 

WAN Interface Modules 

The Cisco Catalyst 6500 Series and Cisco 7600 Series support several WAN interfaces using two technologies: 

• FlexWAN module--Accepts up to two plug-in port adapters that provide numerous WAN/MAN protocols and 

features 

• Optical Services Module (OSM)-A dedicated line card that provides several interfaces, including OC-3/STM-1 , 

OC-12/STM-4. OC-48/STM-16, Channelized T3 , Channelized OC-12/STM-4 PoS, Gigabit Ethernet, OC-12/ 

STM-4 ATM. and OC-48/STM-16 Dynamic Packet Transport (DPT) 

FlexWAN Module 

The FlexWAN module fits inside Cisco Catalyst 6500 Series and Cisco 7600 Series systems and uses Cisco 7200 and 

7500 Series port adapters for a wide range of WAN/MAN protocols, including Frame Relay, ATM, PoS, 

Point-to-Point Protocol (PPP). and High-Level Data Link Control (HDLC) . Additionally, the FlexWAN module 

provides media options such as clear channel and Channelized T1/E1 , T3/E3, High-Speed Service Interface (HSSI). 

OC-3 PoS , and ATM. 

• For information about the Cisco Catalyst 6500 Series and Cisco 7600 Series FlexWAN Module, visit: 

h ttp :/ /www. cisco . co m/ en/US/ produ cts/hw /rou ters/ps3 68/prod ucts_ data_sheet09186a 008009 2 3 b f html 

Cisco Systems. Inc . 
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Optical Services Modules 

OSMs are line cards that provide high-speed WAN connectivity with onboard network processors for 

distributed-line-rate IP service applications. For more information about OSMs, see the following data sheets: 

• Cisco 7600 Series 4-, 8-, and 16-Port OC-3c/STM-1 PoS/SDH OSM: 

http :/ /www. cisco.com/en/US/products/hw /routers/ps368/prod ucts_ data_sheet09186a008009 2 24 9. html 

• Cisco 7600 Series 4-Port Gigabit Ethernet OSM: 

http :/ /www. cisco .com/en/US/prod ucts/hw /routers/ps3 68/prod ucts_ data_sheet09186a008009 2 23d. html 

• Cisco 7600 Series 1-Port Channelized OC-12/STM-4 to DS3/E3 OSM: 

http :/ /www. cisco. co m/en/US/products/hw/routers/ps3 68/products_ data_sheet09 186a008009 2 250. html 

• Cisco 7600 Series 1-Port OC-48c/STM-16 PoS/SDH/OSM: 

http :/ /www. cisco. com/en/US/products/hw /routers/ps368/prod ucts_ data_sheet09186a008009 2 2 41 . htm I 

• Cisco 7600 Series 2- and 4-Port OC-12c/STM-4 PoS/SE>H.OSMc·• ··"' -,,: • ·.·~ :: ,:. :: ·., ·• 

h ttp :/ /www.cisco .com/en/US/produ cts/hw /routers/ps368/prod ucts_ d ata_sheet09186a008009 2 2 3e. html 

• Cisco 7600 Series 2-Port ATM OSM: 

http :/ /www.cisco. com/en/US/products/hw /routers/ps368/products_data_sheet09186a0080088 7 6f. html 

• Cisco 7600 Series 2-Port OC-48cll-Port OC-48c DPT OSM: 

http :/ /www. cisco .com/en/US/prod ucts/hw/routers/ps3 68/products_ data_sheet09186a0080088 77 4. html 

Layer 4 Through 7 Services Modules 

The Cisco Catalyst 6500 Series offers an extensive set of services modules for Layer 4 through 7 applications, 

including content services, network monitoring, security, and telephony. 

Content Services Modules 

• Content Servíces Gateway (CSG)- Enables differentiated billing, user balance enforcement, and activity tracking 

for customer billing systems. For more information, visit: http://mobiletraining.cisco.com/csg/CSGe_ds_02ll.pdf 

• Content Swítchíng Module (CSM)-Integrates advanced content switching into the Cisco Catalyst 6500 Series to 

provide high-performance, high-availability load balancing of caches, firewalls, Web servers, and other network 

devices. For more information. visit: 

http :/ /www. cisco. co m/en/US/products/hw /modules/ps2706/products_ da ta_sheet09186a 00800887 f3 . h tml 

Network Monitoring 

• Network Analysís Module (NAM 1 and 2)-Provides application-level visibility into the network infrastructure 

for real-time traffic analysis, performance monitoring. and troubleshooting; performs traffic monitoring with 

embedded Web-based traffic analyzer. For more information, visit: 

http :/ /www.cisco .co m/ en/US/p rod u cts/hw /mod u les/ps 2 70 6/produ cts_da ta_sheetO 9186a 00800a2c89 . html 

Security Services Modules 

• Fírewall Servíces Module (FWSM)-The FWSM allows any port in the chassis to operate as a firewall port and 

integrates stateful firewall security inside the network infrastructure. For more information, visit: 

h ttp :/ /www. cisco. co m/ en/US/prod u cts/h w /mod u les/ps2 706/products_ da ta_sh eetO 9 186a 0080 O c 4 f e 7. h tml 

Intrusíon Detectíon System Module (IDSM and IDSM-2)-Takes traffic from the switch backplane at wire speed, 

integrating IDS functions directly into the switch. For more information , visit: 

http ://www.cisco.com/en/US/products/hw/mod u les/ps2706/products_data_sh eet09 fff6àoo8ód9 2B~- i. htm I 
j.J''!;' ' .., - '·; •. 
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• IPSec VPN Module (IVSM)-Provides infrastructure-integrated IPSec VPN services capable of 1.9-Gbps Triple 

Data Encryption Standard (3DES) performance, 8000 active tunnels, and up to 60 tunnels per second. For more 

information, visit: 

h tt p :/ /www. cisco .com/ en/US/p rod ucts/hw/ mod ules/ps2 706/products_ data_sheet09 186a 00800c4 fe2 .h tml 

• SSL Services Module (SSM)-Offloads processor-intensive tasks related to securing traffic with SSL accelerating 

the performance and increasing the security of Web-enabled applications. For more information, visit: 

http :1 /www. cisco .co m/en/US/products/hw /mod u les/ps2 706/products_ da ta_sheet09186a 00800c4 fe9. html 

Telephony Services Modules 

• Communications Media Module (CMM)-Provides flexible, high-density T1 and E1 gateways, allowing 

organizations to connect their existing time-division multiplexing (TDM) networks to their IP communications 

networks, and providing connectivity to the PSTN. For more information, visit: 

http://www.cisco.com/en/US/products/hw/modules/ps3115/products_data_sheet09 186a00800e9c 1 f.html 

Switch Fabric Modules 

Designed to support distributed forwarding for interface modules that have distributed forwarding capability, the 

Cisco Catalyst 6500 Series SFM or SFM2, in combination with the Cisco Catalyst 6500 Series Supervisor Engine 

2-MSFC2 and DFCs on interface modules, increases available system bandwidth from 32 to 256 Gbps. The SFM/ 

SFM2 supports the Cisco Catalyst 6500 CEF256 and dCEF256 interface modules. 

Designed to support new interface modules with 720 Gbps forwarding capabilities, the Supervisor Engine 720's 

onboard switch fabric increases available bandwidth to 720 Gbps and enables packet forwarding rates up to 400 

Mpps. By using auto-sensing and auto-negotiation, the Supervisor 720 switch fabric is fully interoperable with the 

8- and 16-Gbps switch fabric interconnections used by the CEF256 and dCEF256 interface modules. When a 

CEF256 or dCEF256 interface module is detected, the switch fabric will automatically connect those modules by 

offering 8-16 Gbps o f bandwidth to each module, as applicable. 

How Cisco Express Forwarding Works 

Cisco Express Forwarding (CEF) is a Layer 3 technology that provides increased forwarding .scalability and 

performance to handle many short-duration traffic flows common in today's enterprise and service provider 

networks. To meet the needs o f environments handling large amounts o f short-flow, Web-based, or highly interactive 

types o f traffic, CEF forwards ali packets in hardware, and maintains its forwarding r ate completely independent o f 

the number of flows going though the switch. 

On the Cisco Catalyst 6500 Series, the CEF Layer 3 forwarding engine is located centrally on the supervisor engine 's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking, QoS 

policing and marking, and NetFiow statistics gathering. 

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols , the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in its CEF tables-the only 

information it requires to make the Layer 3 forwarding decisions- relying on the routing protocols to do route 

selection. By performing a simple CEF table lookup, the switch forwards packets at wire-rate, independent o f the 

number o f flows transiting the switch. 
,, 

Cisco Systems. Inc. -
10 

2 4 2 
Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privae;- Statement. --- ·-­

Page 15 of 32 

2 ~ _ ê 'Z 7 o 2 
-~.:me v 



o 

() 

CEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Accelerated Cisco Express Forwarding (aCEF) Works 

Accelerated Cisco Express Forwarding (aCEF) technology uses two forwarding engines working together in a 

master-slave relationship to accelerate high-rate traffic flows through the switch-a central CEF engine located on 

the Supervisor Engine 720's PFC3 and a scaled-down distributed aCEF engine located on the interface module. 

The central PFC3 makes the initial forwarding decision, with the aCEF engine storing the result and making 

subsequent packet-forwarding decisions locally. aCEF forwarding works like this: 

• As in standard CEF forwarding , the central PFC3 is loaded with the necessary CEF information before any user 

traffic arrives at the switch. 

• As traffic arrives on an aCEF720 interface module, the aCEF engine inspects the packet, and finding that no 

specific packet forwarding information exists, consults the central PFC3. 

• The PFC3 makes a hardware-based forwarding decision for this packet (including Layer 2, Layer 3, ACLs, 

and QoS). 

• The aCEF engine stores the forwarding decision results and makes forwarding decisions locally for subsequent 

packets based on packet-flow history. 

• The aCEF engine handles hardware-based Layer 2 and Layer 3 forwarding, ACLs, QoS marking, and NetFlow. 

• The central PFC3 processes any forwarding decisions that the interface module's aCEF engine cannot handle. 

aCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 and aCEF720 (WS-X67xx) 

class modules. 

How Dist ributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding (dCEF) , forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate of ali forwarding engines working together. 

l \ 1, f"·' ~l..-~r ~/'r:. 
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Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric, without involving the supervisor engine. With the DFC, eacll 

interface module has a dedicated forwarding engine complete with the full forwarding tables. dCEF forwarding 

works like this: 

• As in standard CEF forwarding, the central PFC3 Iocated on the supervisor engine and the DFC engines Iocated 

on the interface modules are loaded with the same CEF information derived from the forwarding table before 

any user traffic arrives at the switch. 

• As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table (including Layer 2, Layer 3, ACLs, and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

• The dCEF engine handles ali hardware-based forwarding for traffic on that module, including Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFlow. 

• Because the DFCs make ali the switching decisions Iocally, the supervisor engine is freed from ali forwarding 

responsibilities and can perform other software-based functions, including routing, management, and network 

services. 

Figure 6 

Distributed Cisco Express Forwarding Packet Flow 
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·Ali Local Ports and DFC See Frame 
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or Other Line Card Destination 
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Packet is Queued, QoS Applied and Packet Exits Line Card 

1
~-~-

Line 
Card 

MSFC H as CEF-Based 
Contrai Plane 

1. MSFC Delivers 
Forwarding Table to 
Ali DFC-Enabled 
Modules 
Eliminates Supervisor 
Engine from 
Forwarding Path (incl. 
card to card traffic) 
Enables Local 
lntelligent Switching, 
Supporting Network 
Services (security, 
QoS, etc.) 

4. SFM Receives Packet, Examines Tag, 
Makes Switching Decision 
Determines Outgoing Port on Line Card and 
Switches Packet to Specified Line Card 

dCEF-based forwarding requirements : Requires a Cisco Catalyst Supervisor Engine 720 for the dCEF720 interface 

module; requires either a Catalyst Supervisor Engine 720 ora Catalyst Supervisor Engine 2-MSFC2 and a SFM for 

the dCEF256 interface module. r ' (.,,; ,,o ·ry; ,, -~ 
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Ci sco lOS Software and Catalyst Operating System Software I 

1. _..1 

Cisro Ca talyst 6500 Series switches offer two operating modes of software. the Cisco Catalyst Operating System 

Soft wa rr with optional Cisro lOS Software on the MSFC, and Cisco lOS Software for the supervisor engines. Eacl 

opPrat ing rn odr can be drployed at different hierarchies ofthe network, depending on the network's requirements 

Thr~e ~oftwa rr solutions for thr Cisco Catalyst 6500 Series switches provide full Layer 2 through 4 switching and 

routing funct ions at high pr rformances. 

Toda \ . r it her o f these operating modes can be deployed in an entire network environment. o r the operating modes 

can va rv ' ' ithin an environmr nt to meet different requirements. One operating mode is nota replacement for anothet 

but h rPromrnended for varying feature requirements. 

• Ci~ro lOS Software for the Cisco Catalyst 6500 Series 

• Ch ro Ca talyst Operating System Software with optional Cisco IOS Software on the MSFC 

Cisco lOS Software for the Cisco Catalyst 6500 Series 

Ci~ro lOS Soft ware for the Cisco Catalyst 6500 Series supervisor engines requires the MSFC on the supervisor 

enginr . lt provides integrated multilayer functions in a single image and is optimized for core, distribution, Internei 

acress. and dat a center deployments. Cisco lOS Software combined with the performance ofthe Cisco Catalyst650( 

Series offers the necessary fratures for a high-performance Layer 3-enabled deployment, including support for a 

distribut t>d architecture with the ability to scale the switch to 400 Mpps throughput. Additionally, Cisco lOS 

Soft wa re provides operational ease of use by offering a single image and configuration file to be deployed across thf 

Cisco Catalyst 6500 Series switches. 

Cisco Catalyst Operating System Software with Optional Cisco lOS Software on the MSFC 

Cisco Catalyst Operating System Software is the premier software for the wiring closet on Cisco Catalyst 6500 Serie! 

switches offering high-performance Layer 2 forwarding. It is optimized to deliver the high availability, enhanced 

security. and integrated inline power support necessary for mission-critical wiring closet deployments. Cisco Catalyst 

Operating System Software can also be extended to the distribution and core layers of the network when coupled 

with Cisco lOS Software on the MSFC, providing robust and advanced Layer 3 and Layer 4 fun ctions . This operatin~ 

mo de is often referred to as " hybrid mode." See Table 3 for software and hardware deployment options . 

. ,:--~ n 1 'l3/~ _ ... {·.--: . 
P~ 1 ~ ·:r~ ·. -
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Table 3 Software and Hardware Deployment Options 

Network Distributionl 
Performance Wiring Closet Data Center Core WAN Edge 

Highest-performance Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
Cisco lOS Software Supervisor Engine Supervisor Engine Supervisor Engine Supervisor Engine 
end-to-end 2-MSFC2; CEF256 720; dCEF720 and 720; dCEF720 2-MSFC2; dCEF720 

interface modules aCEF720 interface interface modules and aCEF720 
modules interface modules 

Higher-performance Cisco Catalyst Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
mixed operating Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
system Software; 2-MSFC2; dCEF256 720; dCEF720 and 2-MSFC2; dCEF256 

Supervisor Engine and CEF256 interface aCEF720 interface and,CEF256 
2-PFC2; CEF256 and modules modules interface modules 
Classic interface 
modules 

High-performance Cisco Catalyst Hybrid mode; Hybrid mode; Hybrid mode; 
Cisco Catalyst Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
Operating System Software; 2-MSFC2; CEF256 2-MSFC2; dCEF720 2-MSFC2; CEF256 
Software end-to-end Supervisor Engine and Classic interface Series and aCEF720 and Classic interface 

1-2GE; CEF256 and modules interface modules modules 
Classic interface 
modules 

Cisco lOS Software and Cisco Catalyst Operating System Software Shared Features 

Ali Cisco Catalyst 6500 Series supervisor engines, including the new Supervisor Engine 720, take advantage o f thf 

industry-leading software and management capabilities ofthe Cisco Catalyst 6500 Series. Customers can apply thei 

knowledge of Cisco Catalyst Operating System Software, Cisco IOS Software, CiscoWorks, and other graphical am 

Web-based network management tools without the need to learn a new command-line interface (CLI) or 

management system. 

· .!I 
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Cisco Catalyst 6500 Series Chassis 

Cisco Catalyst 6500 Series chassis can be deployed in the wiring closet, the distribution and core layers, the data 

center. and the WAN edge, providing the power and features required for end-to-end deployment for the enterprise 

campus, the ISP network, metro , and research computing networks. 

Chassis Applications 

The Cisco Catalyst 6500 Series provides a selection of chassis, including 3-, 6-, 9-. and 13-slot models with slots 

arranged horizontally anda 9-slot model with slots arranged vertically, with front-to-back airflow. Typical 

applications for Cisco Catalyst 6500 Series chassis include: 

• 3-slot chassis- Low-density, wiring-closet chassis sharing interface modules and supervisor engines with larger 

chassis for common sparing; low-density, high-performance specialized services modules chassis for network 

security and management; low-density, high-end.chassis providing connectivity to the WAN edge 

• 6- and 9-slot chassis-Traditional chassis for the wiring closet, distribution and core, data center. and WAN edge 

• 13-slot chassís-Highest-capacity chassis for Ethernet connectivity, with slots to spare for services modules 

providing network security and management 

Chassis Configuration 

Ali Cisco Catalyst 6500 Series chassis are NEBS Level-3 compliant and use common power supplies. The 6- and 

9-slot chassis require a lOOOW or 1300W power supply and the 13-slot chassis requires a 2500W or 4000W power 

supply. The 3-slot chassis requires a 950W power supply. When ordering a Cisco Catalyst 6500 Series switch, use 

the online Cisco Dynamic Configuration Tool to assist you in selecting the chassis, power supplies, power cables, and 

fan trays that will meet your requirements. The tool is available at: 

http://www.cisco.com/appcontent/apollo/configureHomeGuest.html 

Power 

Ali Cisco Catalyst 6500 chassis hold up to two load-sharing, fault-tolerant, hot-swappable AC or DC power supplies. 

Only one supply is required to operate a fully loaded chassis. If a second supply is installed, it operates in a 

load-sharing capacity. The power supplies are hot-swappable-a failed power supply can be removed without 

powering off the system. 

Cisco Catalyst 6500 Series switch power supplies are available in five power ratings: 

• 950W AC input (Cisco Catalyst 6503 chassis) 

• lOOOW AC input 

• 1300W AC and DC input 

• 2500W AC and DC input 

• 4000W AC input 

Table 4 outlines the power requirements and heat dissipation for the three different models of power supplies 

available for the Cisco Catalyst 6500 Series switch. 

r<r S '1 '1 ~~~~u~~ ~ .. 
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Table 4 Power Supply VAC and VDC requirements 

Power Supply AC lnput Voltage/Current 

950W 100 to 240 VAC ( '0% for full range); 15 A 

1000W 100 to 240 VAC ( '0% for full range); 
12 A@ 100 VAC, 6 A@ 240 VAC 

1300W 100 to 240 VAC ( U% for full range); 
17.25 A@ 100 VAC, 8 A@ 200 VAC 

2500W 100 to 120 VAC, 200 to 240 VAC ( U% for full range); 
16 A maximum at 200 VAC at 2500 W output; 
16 A maximum at 100 VAC at 1300 W output 

4000W 100 to 240 VAC ( '0% for full range); 23 A 

Fan Trays 

DC lnput Voltage/Current 

-48 VDC to -60 VDC eontinuous; 
38 A @ -48 VDC, 30 A @ -60 VDC 

Not supported 

-48 voe to -60 voe eontinuous; 
38 A @ -48 VDC, 30 A @ -60 VDC 

-48 voe to -60 voe eontinuous; 

I&. q L {L 

/ .. _.r 

80 A @ -40.5 VOC, 70 A @ -48 VOC, 
55 A@ -60VOe 

Not supported 

Chassis that have a Supervisor Engine 720 installed require a high-speed fan tray. See Table 5 for part number 

information. 

Table 5 Catalyst 6500 Chassis Fan Tray Part Numbers 

Normal Speed Fan- High Speed Fan-
Catalyst 6500 Chassis Fan Tray Part Number Fan Tray Part Number 

6503 FAN-M00-3 FAN-M00-3-HSH 

6506 WS-C6K-6SLOT-FAN WS-e6K-6SLOT-FAN2 

6509 WS-C6K-6S LOT-FAN WS-C6K-9SLOT-FAN2 

6509-NEB WS-C6509-NEB-FAN WS-C6509-NEB-FAN2 

6509-NEB-A N/ A F AN-MOD-09( =) 

6513 WS-C6K-13SLOT-FAN WS-C6K-13SLOT-FAN2 

Dimensions 

Table 6 provides Catalyst 6500 Series chassis dimensions. 

Table 6 Catalyst 6500 Series Chassis Dimensions 

Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst 
Dimension 6503 6506 6509 6509·NEB 6513 

H x W x D (in.) 

H x W x D (em) 

7 X 17.37 X 

21.75 in . 

17.8 X 44 .1 X 

55.2 em 

20.1 X 17.2 X 

18.1 in. 

51.1 X 43 .7 X 

46.0 em 

Cisco Systems, Inc. 

25.2 X 17.2 X 

18.1 in. 

64.0 X 43.7 X 

46.0 em 

33.3 X 17.2 X 

18.1 in . 

84 .6 X 43.7 X 

46 .0 em 

'J-' ,' ~( 

33.3 X 17.3 X 

18.1 in . 

84 .6 X 43 .7 X 

46 .0 em 
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Table 6 Catalyst 6500 Series Chassis Dimensions 

Weight 

, I ( ·; -.:i, *'J 
i\~ .-. 

/'-" 

Table 7 provides the weight information for empty and fully configured Catalyst 6500 Series chassis. 

Table 7 Catalyst 6500 Series Chassis Weights 

Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst Cisco Catalyst 
Weight 6503 6506 6509 6509-NEB 6513 

Chassis only (lb) 27 45 55 55 98 

Fully configured (lb) 83 115 135 135 240 

Chassis only (kg) 12 20 25 25 45 

Fully configured (kg) 38 52 61 61 109 

Cisco Systems. Inc. 
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Ordering lnformation 

Table 8 provides part number information for Catalyst 6500 Series chassis 

Table 8 Catalyst 6500 Series Chassis Part Numbers 

Part Number Chassis 

WS-C6503 Cisco Catalyst 6503 chassis (three slots) 

WS-C6506 Cisco Catalyst 6506 chassis (six slots) 

WS-C6509 Cisco Catalyst 6509 chassis (nine slots) 

WS-C6509-NEB Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots) 

WS-C6509-NEB-A Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots)-enhanced 

o WS-C6513 Cisco Catalyst 6513 Chassis (13 slots) 

Environmental Conditions 

Table 9 provides environmental information for Catalyst 6500 Series Chassis. 

Table 9 Catalyst 6500 Series Chassis Environmental Conditions 

Parameter Performance Range 

Operating temperature 32 to 104 F (O to 40 C) 

Storage temperature -4 to 149 F (-20 to 65 C) 

Relative humidity 10 to 90%, noncondensing 

Operating altitude 3000 meters 

Mean time between failure (MTBF) 7 years for system configuration 

(~ 

r! C~~ ".1 0-:.r;_r:-('l~ . ~.,1 
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Regulatory Compliance 

Safety 

• Ul. 1950 

• El\: 60950 

• CSA C22.2 no. 950 

• IEC ü0950 

• ASINZA 3260 

• 21 CFR 1040 

• EN 60825 -1 

• !EC 60825 -1 

C) • TS 001 

EMC 

• FCC (CFR 47, Part 15) Class A 

• VCCI 

• CE Marking 

• EN 55022 

• EN 55024 

• CISPR 22 

• AS/NZS 3548 

• NEBS Levei 3 (GR-1089-CORE, GR-63-CORE) 

• ETSI ETS-300386-2 

(~ 
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Specifications 

Table 1 O provides an overview o f Catalyst 6500 Series switches specifications, additional information can be found 

in software release notes. 

Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

IEEE Compliance 

802.1 802.1d Bridging 

802.1p, q VLAN tagging 

802.1s Per-VLAN Group Spanning Tree Protocol 

802.1w Rapid Spanning Tree Protocol 

802.1x 

802.1 802.3 10BASE-T. 10BASE-FL 

802.3ad Link aggregation 

802.3ab 1000BASE-T 

802.3ae 10 Gigabit Ethernet 

802.3u 100BASE-TX, 100BASE-FX 

802.3x Flow control 

802.3z 1000BASE-SX, 1000BASE-LX 

RFC Compliance 

ATM 1483, 2584 Protocol encapsulation over ATM AAL-5 

ATM permanent virtual circuit (PVC) to 802.1q tagging 

BGP4 1269 Definitions of Managed Objects for the Border Gateway Protocol 
(Version 3) 

1745 Border Gateway Protocoi/Open Shortest Path First (BGP/OSPF) 
interactions 

1771 BGPv4 

1965 BGP4 autonomous system confederations 

1966 BGP4 route reflection 

1997 Communities attribute 

2385 Transmission Contrai Protocol (TCP) MOS authentication for BGP 

2439 Route flap dampening 

2796 Route reflection 

2842 Capabilities advertisement 

Genera l routing protocols 768 User Datagram Protocol (UDP) 

783 Trivial File Transfer Protocol (TFTP) ') 

' ~ n • ~ " ,, l ' \ •: , _,,; ,; -· 791 IP l ( .i=- '.~i ~ ("~ - ' .· . 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

792 Internet Control Message Protocol (ICMP) 

793 TCP 

826 Address Resolution Protocol (ARP) 

854 Telnet 

894 IP over Ethernet 

903 Reverse Address Resolution Protocol (RARP) 

906 TFTP Bootstrap 

951, 1542 BootP. BootP extensions 

1027 Proxy ARP 

1122 Host requirements 

1256 ICMP Router Discovery Protocol (IRDP) 1Pv4 router discovery 

1519 Classless interdomain routing (CIDR) 

1541 Dynamic Host Contrai Protocol (DHCP) 

1591 Domain Name System (DNS) client 

1619 PPP over SONET 

1662 PPP HDLC-Iike framing 

1812 1Pv4 

2131 BootP/DHCP 

2338 VRRP 

lnternetwork Packet Exchange Routing lnformation Protocol/ 
Service Advertising Protocol (IPX RIP/SAP) 

Software-controlled redundam ports 

IP multicast 1112 Internet Group Management Protocol (IGMP) 

1122 Host extensions, Distance Vector Multicast Routing Protocol 
(DVMRP) 

2236 IGMP v1, v2, v3 

IGMP v1 , v2, v3 Snooping 

2283 Multicast Border Gateway Protocol (MBGP) 

2362 Protocol-lndependent Multicast (PIM)-SM 

DVMRP v3-07 

Multicast Source Discovery Protocol (MSDP) 

PIM-Dense Mode (PIM-DM) v1 
rY. \ ,10 rpf:•. r ,.. 

' 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

PIM-DM v2 

Bidirectional PIM (Supervisor Engine 720 only) 

lntermediate system to 1195 TCP 
lntermediate system (IS-IS) 

1377 ppp 

2763 Dynamic host name exchange 

2966 Domain-wide prefixes 

LSP tunnels 2211 Controlled load network element service 

2702 Traffic engineering over MPLS 

MPLS 2547 MPLS VPN 

2961 Resource Reservation Protocol (RSVP) refresh 

3031 MPLS architecture 

3032 MPLS label stack encoding 

3036 Label Oistribution Protocol (LDP) 

OSPF 1583 OSPF v2 

1587 OSPF NSSA 

1745 OSPF interactions 

1765 OSPF database overflow 

1850 OSPF v2 Management lnformation Base (MIB). traps 

1997 Communities and attributes 

2154 OSPF digital signatures, MD5 

2178 OSPF v2 (superceded by RFC 2328) 

2328 OSPF v2 

2370 OSPF opaque link-state advertisement (LSA) option 

2385 TCP M5 

2439 Route flap damping 

2842 Capabilities advertisement 

2918 Route refresh capability 

RIP 1058 RIP v1 

1723 RIP v2 

-,.c 
2453 RIP v2 

1)\ · "' 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number 

Miscellaneous protocols 1866 

2030 

2068 

Denial of service (DoS) protection 2267 

Network management 782 

783 

854 

951 

1155 

1156 

1157 

1212 

1213 

1215 

1256 

1285 

1354 

1493 

1516 

1573 

1643 

1650 

Description 

HTML 

Simple Network Time Protocol (SNTP) Version 4 

for 1Pv4, 1Pv6 and OSI 

HTTP 

Network lngress Filtering 

ACLs: wire-speed 

ICMP and IP-option control 

IP broa~cast forwarding control 

Rate limiting using ACLs 

Unicast Reverse Path Forwarding (RPF) 

( ' 1-
\l_, ·\ 

1-

Server load balancing with Layer 3 and Layer 4 protection 

SYN attack protection 

Session control 

VLAN Trunking Protocol (VTP) 

TFTP 

Telnet 

BOOTP 

Structure of M anagement lnformation (SMiv1) 

TCP/IP MIB 

Simple Network Management Protocol (SNMP)v1 

MIB definitions 

SNMP MIB 11 

SNMP traps 

ICMP router discovery 

Station managem ent (SMT) 7.3 

IP forwarding table MIB 

Bridge MIB 

Ethernet repeater MIB 

Interface table MIB 

Ethernet MIB 

Ether- like MIB ----, 
~·f l l 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

1657 BGPv4 MIB 

1724 R1Pv2 MIB 

1757 RMON MIB 

1850 OSPFv2 MIB 

1901, 1907 SNMPv2c 

1908 SNMPv1/v2 coexistence 

2021 RMON2 probes 

.J 2037 ENTITY"MIB , , I ! .,f ; 

2096 IP forwarding 

2233 Interface MIB 

2613 RMON analysis for switched networks (SMON) MIB 

2668 802.3 media attachment unit (MAU) MIB 

2787 VRRP MIB 

2925 Ping/Traceroute/NS Lookup MIB 

Sampled Netflow 

9991ocal messages 

BSD Syslog with multiple servers 

Configuration logging 

CISCO-CDP-MIB 

CISCO-COPS-CLIENT-MIB 

( ) Cisco Discovery Protocol 

CISCO-ENTITY-FRU-CONTROL-MIB 

CISCO-PAGP-MIB 

CISCO-STACK-MIB 

CISCO-STP-Extensions-MIB 

Cisco Traffic Director Software 

CISCO-UDLDP-MIB 

CiscoView 

CISCO-VLAN -Br idge-MIB 

Cisco VLAN Director Softw are 

CISCO-VLAN-M em bershi p-MIB , .. (.,.') .,,, '11('[,' ~ ,.• 
.,1)~~· .... , ... ·- . ·-- . .. 
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Table 10 Catalyst 6500 Ser ies Specifications 

Specific.tion Number Description 

CISCO-VTP-MIB 

Cisco Workgroup MIB 

SPAN and Remete SPAN (RSPAN) 

Hot Standby Routing Protocol (HSRP) 

HC-RMON 

HTMUHTTP management 

NetFiow v1 export 

RMON HP Open View 

SMON-MIB 

Standard Cisco lOS Software security capabilities: passwords and 
TACACS+ 

Telnet client 

Telnet management 

Text-based CU 

Web-based GUI Management Tools (CiscoWorks) 

Sccunty 1492 Terminal Access Controller Access Control System Plus 
(TACACS+) 

2138 Remete Authentication Dial-ln User Service (RADIUS) 
authentication 

ACLs for Layers 2, 3, 4, and 7 

Access profiles on ali routing protocols 

Access profiles on ali management methods 

Media Access Control (MAC) address security/lockdown 

Network Address Translation (NAT) 

Network login (including DHCP/RADIU S integ ratio n) 

RADIUS accounting 

RADIUS per-command authentication 

Secure Copy Pro tocol (secure fil e transfer) 

_ _ Cisco Systems. Inc. . . · -1• 'v 2 5 6 
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Technical Support Services 

Whether your company is a Iarge organization, a commercial business, ora service provider, Cisco is committed te 

maximizing the return on your network investment. Cisco offers a portfolio o f technical support services to help 

ensure that your Cisco products operate efficiently. remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization offers the following features, providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations. not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources o f your technical staff to increase productivity 

• Complements remate technical support with onsite hardware replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnetTM support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information. visit: 

http://www.cisco.com/en/US/products/svcs/ps3034/serv_category_home.html 

Additional Cisco Catalyst 6500 Series lnformation 

For additional information about the following data sheets that describe Cisco Catalyst 6500 Series, supervisor 

engines, interface modules, SFM, and services modules, visit: 

http://www.cisco.com/en/US/products/hw/switches/ps708/products_data_sheets_Iist.html 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series 10 Gigabit Ethernet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module (NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module Data Sheet 

• Cisco Catalyst 6500 Series IPSec VPN Services Module Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet -.. ""!~,/ ' r""'~t 
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800 553-NETS (6387) 
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CISCO SYSTEMS 
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Tel: 31 O 20 357 1000 
Fax: 310203571100 
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Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose. CA 95134-1706 
USA 
www.cisco.com 
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-0 1 
Singapore 068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 
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Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on lhe 

Cisco Web site at www.cisco.com/go/offices 

Argentina • Australia • Austria • Belgium • Brazil • Bulgaria • Canada • Chile • China PRC • Colombia • Costa Rica • Croatia 
Czech Republic • Denmark • Dubai, UAE • Finland • France • Germany • Greece • Hong Kong SAR • Hungary • India • lndonesia • Ireland 
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CiscoWorks VPN/Security Management 

Solution (VMS) 2.1 Deployment Guide 

lntroduction 

The Challenge 

One o f the challenges o f network 

management is the ability to have a solution 

that is flexible and can adapt to the 

changing needs o f a network. While it 

makes sense to have applications that 

provide basic network management 

functionality regar.dless o f function, the · 

network environment must also be 

considered. In this case, it makes more sense 

to have a focused set o f tools for 

management. For example, a tool that 

focuses on managing Quality o f Service 

(QoS) leveis is not necessarily (and most 

likely not) going to be very good at 

managing a server farm topology. 

Growth and Enhancements 

in Network Security 

If we look at the network as a strategic asset 

to the enterprise, network management 

clearly becomes an important factor in the 

success o f the company. When we consider 

the evolution of business applications 

running across the traditional data network 

including e-commerce, business-to-business 

transactions. voice over IP (VoiP). the need 

to provide secure network connections 

grows. As a result. we have witnessed a 

proliferation in virtual private networks 

(VPNs) and an enhanced awareness of 

network security, setting the stage for 

reliable security management. 

Cisco Systems. Inc. 

Paper Objective 

The purpose o f this paper is to provi de 

guidance on how to effectively deploy 

CiscoWorks VPN/Security Management 

Solution (VMS). Covered topics include: 

server, instélllation, and operating system 

requirements; reference topology; metrics 

to monitor; and device configuration 

considerations. This is intended to 

supplement the CiscoWorks VMS Quick 

Start Guide and User Manual. We address 

such questions as: Which products are 

included and what are they used for? How 

many servers will be needed? What devices 

can be managed with this application? By 

answering these questions, we can provide 

some basic best practices for managing 

specific Cisco security technology. 

What lt Does Not Do 

This paper does not replace User Guides 

(and other product documentation). It 

does not go into comprehensive detail 

about the various features or capabilities 

o f the products . 

lntended Audience 

This paper is intended for audiences who 

are already familiar with network security, 

VPNs, firewalls , and intrusion detection. 

The audience should already have a basic 

understanding of these concepts and tools; 

our goal is to show how best to deploy 

CiscoWorks VMS in a production 

environment. 
{ ) l 0 1~1: ' ' 
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High·level Overview of CiscoWorks VMS 2.1 

What Does lt Do? 

The CiscoWorks VMS solution is a set of integrated tools that provide a comprehensive solution for VPN and 

security management. CiscoWorks VMS features are positioned for configuring, monitoring, and troubleshooting 

enterprise VPNs, firewalls, and network- and host-based intrusion detection systems (IDS). VMS provides key 

features to assist customers in the deployment, monitoring, and management o f their security-specific hardware. It 

also provides the operational management support, software distribution, configuration archive, change-audit, and 

syslog management for different elements of a Cisco security infrastructure. VMS provides a scalable solution that 

addresses the needs o f small- and large-scale VPN and security deployments. 

CiscoWorks VMS 2.1 Components 

The CiscoWorks VPN/Security Management Solution (CiscoWorks VMS) consists of installable software ( ) 

components for flexible deployment options. Table llists the different CiscoWorks VMS modules and their bãe 
usages. 

Table 1 CiscoWorks VMS 2.1 Modules 

VMS Module Usage 

Auto Update Server Permits configurations to be pulled from update server 

CO-One/CiscoView Provides graphical device management 

Cisco lOS Host Sensor and Console · Configures host-based lOS to protect criticai servers 

Cisco Secure Policy Manager Configures Cisco PIX Firewall, Cisco lOS Software firewall, and VPN 

Common services Provides a set of common software and services for the Management 
Centers 

Management Center for lOS Sensor Configures network-based lOS 

Management Center for PIX Firewalls Configures PIX Firewalls 

Management Center for VPN routers Configured VPN routers ·~ 
Monitoring Center for Security Monitors network and host-based lOS events, lOS and PIX syslog 

Resource Manager essentials Provides operational management, such as software distribution, 
audit, syslog analysis 

VPN Monitor Monitors IPSec-based site-to-site and remote access VPN 

These components can be classified into three distinct categories: Core asset management applications, monitoring 

applications , and security configuration applications. This section details some of the basic features associated with 

each product . 

Cisco System s. Inc. 
Ali contents are Copyrighl © 1992-2002 Cisco Systems. Inc. Ali rights reserved . lmportant Notices and Pr ivacy Statemenl. 

Page 2 o f 34 



'I) 

c • 

L· 

Core Asset Management Applications 

CD-One (CiscoView) 

CD-One software provides the Common Management Foundation (CMF) for CiscoWorks. This includes basic 

components on the management server such as the web server, common database, polling engine, and so forth: In 

many deployments, this is the first CD to be installed from CiscoWorks VMS since it is the prerequisite for other 

applications . In addition to the CMF. CD-One provides the web-based CiscoView application. CiscoView provides 

graphical browser-based access to real-time devices status and simple network management protocol (SNMP) 

configuration capabilities. 

CiscoWorks Resource Manager Essentials 

CiscoWorks Resource Manager Essentials (RME) provides the basic network management tools for day-to-day 

network management, including inventory, configuration, change audit, and syslog. RME also provides additional 

VPN management capabilities. Network administrators can now produce device configuration, software image, and 

syslog reports specific for VPN environments. 

Security Monitoring Applications 

CiscoWorks VPN Monitor 

CiscoWorks VPN Monitor allows users to monitor the status oftheir VPN devices and tunnels. This application 

collects, stores, and reports statistics for VPN-capable devices, including Cisco VPN routers, and the Cisco VPN 

3000 Series Concentrator. The VPN Monitor supports the two major classes ofVPNs (site-to-site and remate access) 

as well as multiple tunneling protocols, including Layer 2 Tunneling Protocol, Point-to-Point Tunneling Protocol 

(PPTP). and IP security (IPsec) . 

CiscoWorks Monitoring Center for Security 

The CiscoWorks Monitoring Center for Security, or Security Monitor, monitors IDS events from various Cisco 

devices . These include network IDS sensor appliances. Cisco Catalyst® 6000 IDS modules, Cisco lOS® Software IDS 

syslog messages, Cisco PIX® Firewall syslog messages, and Cisco host IDS events. 

Security Configuration Applications 

CiscoWorks Common Services Software 

CiscoWorks Common Services Software includes basic components ofthe management server such as the Web server. 

common database, polling engine, and so forth. In many deployments, this is the first CD to be installed because it 

is the prerequisite for the Management Center tools in the CiscoWorks VMS bundle. 

CiscoWorks Management Center for VPN Routers 

CiscoWorks Management Center for VPN Routers (Router MC) is a VPN configuration and deployment tool for 

Cisco VPN routers with Cisco lOS Software. Router MC is a Web-based application installed on top of 

Common Services. 
·~ ' ~ 
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CiscoWorks Management Center for PIX Firewalls 

Management Center for PIX Firewalls (PIX MC) is a complete firewall and access rule policy configuration tool for 

Cisco PIX Firewalls. You can configure new Firewalls and import configurations from existing firewalls. PIX MC 

also provides a powerful tool for controlling changes made to your network, showing configuration and status 

changes. PIX MC is a Web-based application installed on top of CiscoWorks Common Services. 

CiscoWorks Auto Update Server 

The CiscoWorks Auto Update Server (AUS) is used to store and upgrade device configuration files and software 

images. Cisco PIX Firewall devices periodically contact the AUS to request configuration and software updates. In 

this way, PIX Firewall devices are actively kept up to date. AUS is a Web-based application installed on top of 

CiscoWorks Common Services. (J 
CiscoWorks Management Center for IDS Sensors • 

CiscoWorks Management Center for IDS sensors (IDS MC) is an IDS configuration and deployment tool for Cis 

IDS sensor appliances and Cisco IDS Modules. IDS MC is a web-based application installed on top of Common 

Services. 

Cisco IDS Host Sensor 

Working as a complementary technology to IDS MC and Security Monitor, the Cisco Host Intrusion Detection 

System (HIDS) application protects criticai servers and hosts by integrating with the operating system. By 

intercepting system calls to the kernel, Cisco HIDS software can protect the users' hosts by identifying attacks and 

preventing access to resources and unauthorized transactions. 

Cisco Secure Policy Manager 

Cisco Secure Policy Manager (CSPM) is a policy-based application that allows network and security administrators 

to define and deploy perimeter security policies on mixed Cisco PIX Firewalls and Cisco lOS routers with the firewall 

feature set. CSPM also facilitates the deployment o f site-to-site, mixed-environment VPN topologies. 

Reference Topology ) 
In arder to describe how best to deploy the CiscoWorks VMS. we will use a reference network topology that she 
the different aspects o f VPN and network security (Figure 1). While obviously not identical to most customer 

environments, it does serve to provide a holistic view of a secure network. The intent is that by providing this 

reference, readers will be able to select the different components that best represent their topology and hence, 

understand how best to deplày CiscoWorks VMS in their environment. 

Cisco Systems. Inc. 
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Figure 1 

Reference Security Topology 
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a. Enterprise Gateway: This is a Cisco lOS router with the firewall feature set. The main purpose o f this device is to 

perform the gateway routing and the basic frontline firewall functionality. 

b. Cisco PIX Firewall: The Cisco PIX Firewall provides the comprehensive firewall functionality for this enterprise 

network. By strategically placing these devices at network access points, the corporate network resources are 

protected as a result o f this firewall. 

c. Cisco 800, 1700, 2600, 3600, 7100 or 7200 Series routers: Cisco routers act as site-to-site VPN termination points. 

In a hub-and-spoke VPN topology, the high-end VPN routers act as hubs, and the small- to medium-sized routers 

act as spokes . 

d. Cisco VPN 3000 Series Concentrator: The VPN 3000 Series Concentrator is designed to provide scalable remate 

access VPN termination. In this topology the concentrator terminates VPN connections with a variety o f remate 

access environments. VPN client software, and tunneling protocols (IPSec , L2TP. PPTP) . 

e. Cisco VPN remote-access client software: This software allows remate access users to connect to the corporate 

network via VPNs. 

f. Cisco IDS Network Sensor: This device sits on a network segment and passively " listens " to the traffic, inspecting 

it against a database of common attack signatures. lt forwards IDS event information to the monitoring station. 

g. Cisco host-based IDS agents: Software that sits on criticai network servers that protect individual hosts from 

intrusion and attacks. Events are forwarded to a central monitoring console. 

h. Network Management Subnet: This subnet represents a dedicated network segment for the network managem~nt 

servers. The components o f CiscoWorks VMS will reside in this subnet to manage the different pieCÍ~s. :of'the , , 
infrastru cture. f~~ . ' '., - ·~, 
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i. Demilitarized zone (DMZ) Servers: This subnet represents a dedicated network segment for publicly accessible 

network servers. Generally, this includes e-mail, Web, File Transfer Protocol (FTP) servers, and in our case will 

include the Auto Update Server. 

Within ou r reference topologies, we will be focusing on severa) pieces of the infrastructure that CiscoWorks VMS 

manages. That is not to say that the network management applications within VMS cannot manage other pieces 

(such as Cisco Catalyst switches) , but these are the components that should be the focal point ofVMS. These 

components include: 

Enterprise HQ 

This includes the network management servers, internai firewalls , VPN termination points (both hub routers and 

VPN concentrators). and IDS sensors. Access to the DMZ portion o f the network will be controlled by inter( j­

firewalls and also have publicly accessible servers. 

Remote Access Sites . • 

The remate access sites in our topology contain the remate Cisco PIX Firewalls, remate lOS VPN routers, and remate 

VPN clients. These pieces o f the infrastructure are responsible for VPN termination and firewall access policy at the 

remate site. 

Software Requirements for CiscoWorks VMS 

CiscoWorks VMS is composed of a series of tools that reside on a network management server (ar servers). This 

section covers the prerequisite software needed in arder to install and run the components within VMS. Primarily, 

this refers to operating system (OS) support. For almost every application in the VMS bundle , the supported OS is 

Windows 2000 Professional or Server. This is summarized in Table 2. 

Table 2 Supported OS for CiscoWorks VMS Modules 

Resource Manager Essentials X X 

VPN Monitor X X 

Common Services X 

Management Center for PIX Firewa ll s X 

Auto Update Server X 

Management Center for VPN routers X 

Management Center for lOS Sensor X 

Monitoring Center for Security X 

Cisco lOS Host Sensor and Console x, 

Cisco Secure Policy Manager X 

1. Windows NT 4.0 Server. Enterpri se Server (SP4 or I ater). Windows 2000 Advanced Server 

Cisco Systems, Inc. 
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To run thc· Ci,ro\\'orks VMS romponents on a Windows 2000 system, the following requirements must be 

comickn·d 

• Wimlcm' 2000 (Servire PcH"k 2 or later) 

• IE 5 .5 '11'2 or !ater 

• ODBC I>m Pr Manager 3.51 O or la ter 

• NTF~ 1-ilt· ~v~tem 

• Do not in~tall VMS on a srrver that is a: 

- Prunan domain controllrr 

- B.1rkup domain controllrr 

- 1 c·rminill ~rrver 

Mitigating Threats 

Now that Wl' have the basic hardware and software requirements, we must consider how to configure the servers 

themsPives to 1-w ready for management. As a general security axiom, to secure hosts, pay careful attention to each 

o f thr romponents within the systems. Keep ali systems up to date with the Iatest patches, fixes. and so forth. In the 

particular rase o f VMS, it is importam to have the Iatest Windows 2000 patches and hot-fixes for security. Following 

is a detaiiPd checklist of items to make sure the Windows 2000 server is ready to be used as a management server: 

• lnstall the operating system on its own partition 

• Use strong passwords 

• Avoid creating network shares 

• Disablr urmecessary accounts 

• Secure the Registry 

• Apply ali hot-fixes and security patches 

• Disable unused and unneeded services (ata minimum, Windows requires the following services to run: DNS 

Client. Event Log, Plug & Play, Protected Storage, and Security Accounts Manager. Do not install IIS.) 

• Disable ali network protocols except Internet Protocol (TCP/IP) 

• Monitor the security o f your system regularly 

• Limit physical access to your server 

• Do not instai! remate access or administration tools on the server 

• Periodically run a vírus scanning application on the server 

Hardware Considerations for CiscoWorks VMS 

Along with the software requirements , be aware o f the hardware requirements for the CiscoWorks VMS bundle. 

Then the inherent challenge is deciding how best to deploy the different applications in the solution. Since there are 

eleven installable software applications, there are numerous combinations in which to deploy them. 

r-, o 
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<v . .J Platform and Specs 

The following server system requirements are specified in the VMS bundle documentation: 

• Pentium III lGHz CPU 

• 1GB RAM 

• 2GB virtual memory 

• 9 GB free hard disk space 

These are minimum requirements, and consideration should be given to the difference in recommended system 

specifications based upon different sized networks and configurations. For example, consider three different sized 

configurations: small, medium, and large. The first thing to think about is scalability. In other words, how many 

• 

devices equate to a small , medium, and large configuration? f_) 
Scaling 

Each application within CiscoWorks VMS has a different scalability metric. Table 3 provides the theoretical 

maximum for each o f the applications. 

Table 3 Theoretical Scale Limits for CiscoWorks VMS Applications 

CiscoWorks VMS Module Scalability Metric (tested up to 1) 

IDSMC 300 IDS sensors 

Security Monitor 500 events/sec2 

PIXMC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices 

e 

RME 5000 devices inventory, 1000 devices availability 

-~ VPN Monitor 30 devices on dashboard (hard limit) 

Cisco lOS Host Console 300 host agents 

1. The theoretical sca le limits define what the tools have been tested up to. The numbers are stated as a guideline to guarantee reasonable performance and user 
experience. Although possible. it is not recommended to exceed these metrics. 
2. lf lhe volume of security events exceeds 500/second for extended periods of time. it is recommended that users considera monitoring product from a 
partner -vendo r that can handle higher event volumes. 

These are not software-imposed limits, but rather the scale limitations based on testing maximums. For example, if 

a user wants to add device number 1001 to Router MC, the software will allow it . However, from a support 

standpoint , we do not recommend doing this . 

Also note that the specifications for the minimum recommended hardware system for CiscoWorks VMS are based 

on testing and performance statistics for ONE (not ali) o f the applications in the bundle. For example, i f you are 

using IDS M C to manage 300 sensors (the theoreti cal maximum) , we do NOT recommend using a ny other 

appli cations on that server. If you plan to heavily use more than one application within VMS, it is highly 

recommended to put them on separate servers. 
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The following tables list some o f the more resource-intensive applications within the bundle , and configuration is 

broken down into small , medium, and large configuration metrics in Tables 4-6, respectively. 

Table 4 Small Configuration Metrics (reflects restricted CiscoWorks VMS license model) 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 20 IDS sensors 

Security Monitor 200 events/sec 

PIXMC 20 PIX Firewalls 

AUS 20 PIX Firewalls 

Router MC 20 VPN routers 

CSPM 20 devices 

Table 5 Medi um Configuration Metrics (This configuration represents the majority of the CiscoWorks VMS 
customer base): 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 100 IDS sensors 

Security Monitor 300 events/sec 

PIXMC 100 PIX Firewalls 

AUS 100 PIX Firewalls 

Router MC 100 VPN routers 

CSPM 50 devices 

Table 6 Large Configuration (Reflects the theoretical maximum scalability metrics.) 

CiscoWorks VMS Module Scalability Metric (up to) 

lOS MC 300 lOS sensors 

Security Monitor 500 events/sec 

PIX MC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices 

)'J f.;: 
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Server Sizing 

Basrd ontht·'~' fan ors. a closer examination ofthe recommended server sizing for each configuration is now possible. 

It is impo rt dfll to note that thr~r spt>rifirations are minimum requirements for individual applications andare 

frequl'ntl\ t>Xff'f.'tll'd in many deployments. The general rule ofthumb here is, ifit is necessary to choose one metric 

that will h.n·t• thl' greatest affect on performance, then increase the amount of RAM. It is also important to pay 

attent ion to thr ~rale limits o f earh application. I f you are approaching some o f those theoreticallimits. it might be 

a good idra to inrrease the horsepowrr ofyour VMS server(s). For example, it is not out ofthe question to see a P4 

2.2GH z Cl'l ' with 4 GB of RAM running VMS applications. For a general guideline, please see Table 7. 

Table 7 Server Recommendations for CiscoWorks VMS Configurations 

Virtual memory 2GB 3GB 4GB 

Hard d15k space 9GB 20GB 40GB 

Server Deployment Rules of Thumb 

In terms of application compatibility, there are severa! rules to follow: 

• CD-One. RME. and VPN Monitor MUST reside on the same server. 

• R ou ter MC . IDS MC, Security Monitor, PIX MC, and AUS must be installed on top of Common Services. 

However. since more than one instance of Common Services can be installed , these can still be deployed across 

diffrrent servers . 

• CD-One MUST be installed before Common Services. 

Given these conditions, CiscoWorks VMS can have extremely flexible deployments. Ali of the components can be 

installed and run on a single server. On the other side ofthe spectrum, each ofthese components can be install 

its own individual server. This extremeis not practical and deployment will generally depend on a number offacta 

including the foll owing four : W 

1. Which applications do you actually need? 

Although VMS provides a rich, comprehensive management solution, it is possible (and perhaps even probable) that 

users will not need every single tool. The first question that should be asked is: Which applications do I actually need? 

Once thi s has been determined , users can choose to instai! only the modules that are needed. Figure 2 shows a table 

that prov ides the installation arder based upon the different management options provided they are insta lled on a 

single server. 

Cisco System s, Inc. 
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Figure 2 

CiscoWorks VMS Module lnstallation Matrix 

Legend 

Manage PIX Firewall 

Manage IDS Sensor 

\bL\JJ 
L 

Management Options lnstallation Order 

(1) CD-One, (2) RME, (3) VPN Monitor, (4) Common Services, (5) Router MC 

I (1) Common Services, (2) PIX MC, (3) AUS 

(1) Common Services, (2) IDS MC, (3) Security Monitor 

(1) CD-One, (2) RME, (3) VPN Monitor, (4) Common Services, (5) Router MC, 
(6) PIX MC, (7) AUS 

(1) CD-One, (2) RME. (3) VPN Monitor, (4) Common Services, (5) Router MC. 
(6) IDS MC, (7) Security Monitor 

(1) Common Services, (2) PIX MC, (3) AUS, (4) IDS MC, (5) Security Monitor 

(1) CD-One. (2) RME. (3) VPN Monitor, (4) Common Services, (5) Router MC, 
(6) PJX MC, (7) AUS, (8) IDS MC, (9) Security Monitor 

Note: This table provides basic guidelines. Obviously, not ali the combinations and tools within VMS are 

covered-just those with installation arder dependencies. 

• Installation Option 1: For VPN management. it is the monitoring component that is covered by CD-One. RME. 

and VPN Monitor. I f monitoring is not necessary, these modules do not need to be installed. 

• Installation Option 2: For PIX management, AUS is only necessary in arder to take advantage o f the auto-update 

feature for PIX configuration and software deployment. 

'·' .. ... 
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2. How many devices will each application manage? 

If one o f the applications being used is approaching its theoretical scale limits, it is a good idea to dedica te a server 

to that application. For obvious reasons of resource allocation and task distribution, it is best not to have other 

applications using valuable CPU resources when trying to manage a large number o f devices. 

For example, if an instance o f PIX MC is installed that is managing 800 PIX Firewalls, and the user is also trying to 

roll out a hub and spoke VPN deployment across 600 router spokes, it is probably a good idea to break these 

applications apart onto dedicated servers. 

3. How many administrators will me using these applications? 

In some multi-administrator environments, it makes sense to explore different deployment options for VMS. Beca use 

there are so many applications involved, and they each have a very distinct purpose, it is possible that there v, e 

different security administrators using different applications. In this case, it is probably better to split these · • 

applications onto dedicated servers. This way, if one application is busy with a resource-intensive task such as 

generating configuration files, the second application will not suffer any degradation in performance. 

4. What types of cost restrictions exist in terms of server procurement? 

Does the organization using CiscoWorks VMS have (or have the ability to get) multiple servers? In some cases, there 

may only be enough budget to allocate to one server. Ifthis is the case, then it is always better to shoot for a high-end 

server that exceeds the minimum system requirements. This allows room for growth, as well as improved 

performance. 

More is Better 

The bottom line is, if at ali possible, use multi pie servers and split the applications across them as they make sense. 

Generally, for better scalability, resource allocation, task distribution, and room for growth , more is better as long 

as it doesn 't become cumbersome and unmanageable. Also keep in mind that ifyou decide to combine multiple 

applications onto a single server, you will need to pay special attention to the hardware requirements of each 

application and adjust accordingly. 

The following figure and section breaks down some basic deployment options and provides some general guidL s 

covering most customer scenarios (Figure 3) . Note that these are simply recommendations, and do not necessa. 

indicate that CiscoWorks VMS must be deployed in this manner. 
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Figure 3 

Server Deployment Options 

Single Server 

• CD-One 
•RME 
• VPN Monitor 
• Common Services 
• PIX MC 
•AUS 
• VPN Router MC 
•lOS MC 
• Securíty Monítor 
•lOS Host Console 
•CSPM 

Option 1: Single Server Deployment 

Server 1 (Monitoring) 

• CD-One 
•RME 
• VPN Monitor 
• Common Services 
• Security Monitor 

Server 2 (Configuration) 

• CD-One (optional) 
• RME (optional) 
• Common Setvices 
•PIXMC 
• Auto Upd~te 

1 
• VPN Router MC 
•IOSMC 
• IDS Host Console 
•CSPM 

Server 1 (Monitoring) 

• CD-One 
•RME 
• VPN Monitor 
• Common Services 
• Security Monitor 

Server 2 (Configuration) 

• CD-One (optional) 
• RME (optional) 
• Common Services 
•PIX MC 
• VPN Router MC 
•IOSMC 
• lOS Host Console 
•CSPM 

Server 3 (Auto Upclate) 
• Common Services 
• Auto Update 

For small-scale security environments with a single network security administrator, a single server deployment is 

recommended . This has the benefit of being low cost to the organization and guarantees ease of administration. 

Option 2: 2 Servers: Configuration and Monitoring 

This deployment option breaks down the VMS applications across function . One server is dedicated for monitoring 

and the second server is dedicated for configuration. 

Server 1: Configuration 

This security management server is designed to combine ali of the CiscoWorks VMS applications that assist in 

configuration. Whether the infrastructure is VPN Router, PIX Firewall, IDS Sensor, or Host IDS Agent, this server's 

primary function will be configuration . The relevant applications are: 

• Common Services 

• PIX MC 

• AUS 1 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

• Cisco Secure Policy Manager (CSPM) 

{ ''1 ,, , ')'~, .. ~ ,.. r: 

~ q• 
\.J' 

I. AUS primarily provides configuration and so ft wa re upda tcs to remate PIX Firewalls. For this reaso n. it is freq uently reco mmended to fl lace lhe 
AUS within th e o rganization's DMZ. I f this is the case. we recommend using a dedicated se rver for AUS. ·· , o 2 6 6 
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Server 2: Monitoring 

The second server in this deployment option is dedicated for monitoring. VPN Monitor is used for IPsec MIE 

monitoring and Security Monitor is used for consolidated event viewing o f Post Office IDS, Host IDS, PIX, and lOS 

Syslog messages. The applications for this server are : 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Option 3: 3 Servers: Security Application Function 

The third deployment option centers around splitting up the CiscoWorks VMS application according to securi. 

technology (or infrastructure) managed. The first server deals with VPNs, and generally this covers IOS-based 

routers. The second server contains the applications used to manage the PIX Firewall. Finally, the third server is 

dedicated to the management and monitoring o f IDS-both netwOrk-based and host-based IDS. 

Server 1 : VPN 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• VPN Router MC 

Server 2: Firewall 

• Common Services 

• PIX MC 

• AUS 

• CSPM 

Server 3: IDS • • Common Services 

• IDS MC 

• Security Monitor 

• Cisco Host IDS Console 

Option 4: 4 Servers: Granular Management Contrai 

For greater granularity and scalability benefits, further divide the deployment. The main difference with this option 

is the use o f a dedicated server for AUS, since it is placed within a different subnet o f the network. The other 

difference is the use o f a dedicated server for the policy management tool CSPM. This makes sense beca use CSPM 

does not have any natural integration with the other products in the bundle and it is also resource intensive. As such , 

it is recommended to split it up and have a dedicated system for policy management across mixed environments. 
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Server 1: Configuration 

• Common Services 

• PIX MC 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

Server 2: Monitoring 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Server 3: Remate Management (placed in DMZ) 

• Common Services 

• AUS 

Server 4: Policy 

• CSPM 

( 
( . t' ·+-

/ C ~I 

[._.., 

Again, keep in mind that these are only recommendations. There are numerous combinations and deployment 

options available and each case should be considered on an individual basis. There willlikely be many cases where 

customers don't even want to use ali of the possible applications within VMS. 

CiscoWorks VMS Applied 

Now that we have determined how to deploy the components o f CiscoWorks VMS from an installation perspective, 

we need to take a look at how these applications should be deployed from a functional standpoint. Three basic 

questions will be addressed in this section: 

1. What is the management function of each application? 

2. What devices can I manage? 

3. What types of services do I need to enable? 

The first question requires a detailed look in to the capabilities o f each product . This information is used to figure out 

what aspects of security management can and should be managed by each o f the components within VMS. 

Answering the second question will clarify confusion surrounding the variances in device support by the component 

applications. Finally, the last question looks at how each application touches the device(s) that it manages . By 

examining the co mmunication protocols being used , we can compile a list o f requirements that ensures a successful 

deployment o f VMS . For the sake of clarity, we will examine each o f the questions on a product/server basis. 

Note: The components of a Cisco network infrastructure are diverse and varied ; however, for this disc ussion 

su rrounding sec urity. we will focus on five classes o f objects: lOS routers, PIX Firewalls , VPN concentrators . ll(S 

se nsors, a nd IDS host agents. T his does not imply that VMS is not able to manage othy~ e'Ie~ents , simply th9,t these 
p~ , , ·- . 

are the pieces we must pay special attention to for security issues. ' 

~ .,o 267 
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A Word About Management Subnets (Out-of-Band Management) 

In many networks, it is desirable to design a separate management subnet. This is commonly referred to as 

out-of-band management and describes a situation where the management stations reside on an isolated subnet 

separate from the network elements they are trying to manage. This is attractive to many network administrators 

due to the inherent higher levei o f security and clear functional division within their network. 

As is the case with ali network management tools, however, CiscoWorks VMS requires network access to the devices 

that ít is trying to manage. So when making this decision, consider that, while it might be desirable to have a 

completely isolated management subnet, it will do no good unless there is IP connectivity to the rest ofthe network. 

This must be carefully planned out when deploying VMS in such an environment. 

CD-One (CiscoView) 

What is the management function? e 
CiscoView provides graphical Web-based device management. Users of CiscoView see a graphical representation on 

their computer screen and are able to monitor real-time device status, and in certain cases make configuration 

changes to those devices. From a CiscoWorks VMS perspective, CiscoView is positioned as a troubleshooting tool. 

If there is a problem within the network, and that problem has been isolated to a single device or interface, then 

CiscoView can be used to take a look at the statistics associated with that device and potential configure variable(s) 

to solve the problem. 

What devices does it manage? 

CiscoView provides support for the majority of the Cisco lOS routers, Cisco VPN 3000 Series Concentrators, and 

the Cisco PIX Firewall 50 1 and 506 Series. 

Which services do I need to enable? (Application protocol requirements) 

CiscoView relies entirely on SNMP get/set operations (UDP port 161) for its functionality. From the CiscoView server 

to the device , you need to enable SNMP traffic. Furthermore, the devices that you are managing inust be configured 

to support SNMP. The Cisco lOS Software devices can support both get and set operations (for both monitoriP _)d 
configuration), so both read and write community strings are configured separately to provide this levei of 

granularity. For the VPN 3000 Concentrators and the PIX Firewalls, only SNMP read operations are supported. 

while you can monitor these devices , configuration using CiscoView is not possible. 

Resource Manager Essentials 

What is the management function? 

Describing the functions o f Resource Manager Essentials (RME) would take an entire pape r by itself. In general (and 

from a security perspective) , this application provides basic network management operations and administration. 

Basically. this tool provides: 

o Inventory management to keep track o f the devices within the infrastructure 

o Configuration management to manage configuration o f the network devices 

o Change audit control to keep track of any changes (configuration or otherwise) occurring in the network 

o Software image management to facilitate the maintenance o f software versions 

• Syslog management to receive and analyze syslog messages sourced from the network devices 
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This list confirms that RME functionality provides benefits beyond the scope o f security infrastructure management. 

For the purposes o f this discussion . focus is on the benefits it provides to our reference environment. Of special 

interest is the fact that RME can generate configuration reports, software image upgrade analysis, and syslog reports 

specific to VPN-related infrastructure and environments. 

What devices does it manage? 

RME provides support for Cisco lOS routers, VPN 3000 Concentrators, and PIX Firewalls (506. 515, 520, and 525 

Series). For the concentrators, RME does NOT support configuration management and only provides limited 

support for software image management. For the PIX Firewalls, RME provides limited support for syslog 

management. Refer to the diagram of our reference topology and notice this covers ali aspects o f our network with 

the exception of the IDS sensor. For this reason, RME is frequently referred to as our "core" management 

application. 

Which services do I need to enable? (Application protocol requirements) 

RME depends on severa! protocols to manage its devices. These include SNMP, Telnet, TFTP, and Syslog, among 

others. Beca use the subcomponents of RME are so varied, along with the different devices, we've summarized the 

application protocol requirements for this tool in Table 8. 

Table 8 CiscoView and RME Protocol Requirements 

Application Traffic flow Service(s) TCP/UDP Port Number 

CiscoView 
w-~-~ 

SNMP UDP 161 
~ . 

.:..,.___jd 

lnventory Manager 
~ .-~c-1 

SNMP UDP 161 

___...._/ ,I 

Configuration Manager 
~ ------+ -~;:_i 

Telnet TCP 23 

__,-;; TFTP UDP 69 

SNMP UDP 161 

Software lmage Manager tS. ___... ~.r;_ ~ 
Telnet TCP 23 

___,j TFTP UDP 69 

SNMP UDP 161 

Change Audit Services 

mJ- ~-=: 
Syslog UDP 514 

Availability Manager Telnet TCP 23 
~~·~~! 

SNMP UDP 161 I .. 
~···---··J I 

I CMP N/A 

Syslog Analyzer 
l"'-."',t-~-

Syslog UDP 514 

:::::-:::::J.J 

Rn~, ; ' ·l :v,~~ r) ,, , 
·'' ~ ' ' .. ·- -, 

{"\ 6 8 r-Ir \ u 
L 
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Based on this matrix, it is necessary to make sure the devices being managed with RME are configured to provide 

the proper information. SNMP read (and write where applicable) community strings need to be configured. The 

Telnet service, along with a login password, needs to be enabled. Finally, the devices need to be configured to point 

their syslog messages at the RME server. 

Common Services 

What is the management function? 

Common Services is a server environment that provides a common set o f services and management functions to a 

suite of client applications-the Management Centers. These services and functions include the following: 

• Data storage and management 

• A web infrastructure 

• Session management 

• User authentication/permission management 

• Common environment for multiple client applications 

Common Services must be installed on the server before any o f the MCs, Security Monitor, or AUS can be installed. 

These applications integrate with Common Services and use the services and management functions provided by 

Common Services. 

Note: To instai! Common Services and CD-One on the same system, CD-One MUST be installed first! Common 

Services can be installed on top o f an existing CD-One Edition 5 installation, which allows the user to instai! and 

access applications such as RME and Router MC from a single server. 

What devices does it manage? 

Common Services provides the server environment, and does not directly manage any particular network devices. 

The management is typically handled by the applications that sit on top of Common Services. 

Which services do I need to enable? (Application protocol requirements) 

Common Services is responsible for the web infrastructure o f the VMS MC applications, so in terms o f appiLJ n 

protocols, it is important to maintain the connection from the Web client to the Web server. Typically this will • 

HTTP and HTTPS traffic through pre-assigned port numbers: 

• TCP 1741 

• TCP 1742 

• TCP 1751 

For a comprehensive listo f TCP and UDP port numbers used by Common Services, please consult the product 

documentation "Installing CiscoWorks Common Services on Windows 2000." 
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Management Center for VPN Routers 

What ts thc management function? 

Mana ~-: •·m t> nt t PlltPr for VPN RoutPrs (Router MC) provides an easy management interface to set up and maintain 

VPI\ ronrtt ·< tum~ bt>tween ntult ipiP supported Cisco lOS Software devices in a hub-and-spoke topology. Router MC 

alio''' m·t\\tHI.. ma nagers to quirkly and easily provision ali criticai connectivity. security, and performance 

paramPI!'r~ for a ~itf' · to-site . largt'-scalr VPN. Utilizing a point-and-click web-based interface and preconfigured 

compullt 'lll\ ror VPN creation. Routf'r MC also allows the quick configuration ofsmaller, simpler VPNs. In addition 

to conftgunr•g huh and spokr VPNs. Router MC also lets users replace leased line connections with VPN 

connr rtiom. or prt>pare VPN ronfigurations for routers not yet on the network 

What devtccs does it manage? 

RoutPr 1\ 1C i ~ u~ed to manage VPNs across Cisco lOS Routers. In general , the application is hardware-platform 

agno~tir . lt only c ares about the version o f Cisco lOS Software and the supported feature set. The basic rui eis that 

the routl'r~ havf' to support IPsec. SSH. and named access lists. Table 91ists the Cisco lOS Software versions that have 

been te~tl'd with Router MC. 

Table 9 Supported Cisco lOS Software Versions in Router MC 

Cisco lOS Software Platform Minimum Cisco lOS Software Version 

7100. 7200 (Hub) 12.1(9)E 

3640/60 (Hub) 12.2(2)T. 12.2(3) 

7100. 7200 (Spoke) 12.2(2)T. 12.2(3) 

2610/20/50 and 3620/40/60 12.2(2)T. 12.2(3) 

1720/50 12.2(2)T. 12.2(3) 

806 12.2(1)XE 

803 12.2(2)XH 

Which services need to be enabled? (Application protocol requirements) 

Rout er MC uses SSH (TCP port 22) to configure the lOS routers . The SSH session is established when devi ces are 

initi a lly imported into Router MC . Then when configurations are pushed out to the devices, this session is also 

encrypted vi a SSH. Figure 4 shows how Router MC is applied to our reference topology. 

p,' 
-, 

,• (,.. 

' ,"1/ C~• .., 
'I 
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Figure 4 

Router M C Applied 
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Management Center for PIX Firewalls (PIX MC) enables Cisco PIX Firewall infrastructure management by 

configuring new firewalls and importing configurations from existing firewalls. Firewall device settings, access rules , 

and translations rules can be configured, and these configuration changes can then be deployed to the firewalls on 

the network. PIX MC also provides a powerful tool for controlling changes made to the network , showing 

configuration and status changes. 

What devices does it manage? 

PIX MC is used to manage the PIX Firewall deployed throughout the network. These include ali the PIX platl s: 

501 , 506E, 515E, 525 . and 535 Series. The PIX MC supports the command sets for PIX OS version 6.1, and sup. 

the Auto Update and the Easy VPN command sets found in version 6.2. 

Which services must be enabled? (Application protocol requirements) 

PIX MC uses an encrypted session to manage its PIX Firewall devices. The protocol that it uses is SSL (or HTTPS) 

and the port number assigned for this connection is TCP port 443. Therefore, it is necessary to permit TCP 443 to a 

PIX Firewall (from the management interface) in arder for PIX MC to properly manage the device. Figure 5 shows 

how PIX MC is applied to our reference topology. 
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Figure 5 

PIX MC Applied 
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AUS is responsible for storing configurations and software images for PIX Firewalls. Firewalls operating in 

auto-update mode periodically contact AUS to upgrade software images, configurations, and versions o f PDM, and 

to pass device information and status to AUS. Using AUS also facilitates managing devices that obtain their addresses 

through Dynamic Host Configuration Protocol (DHCP) or that sit behind Network Address Translation (NAT) 

boundaries. Typically, because ofthis management function, the AUS is deployed in a publicly accessible DMZ which 

the remate side PIX Firewalls can contact directly. 

What devices does it manage? 

PIX MC is used to manage the PIX Firewalls deployed throughout your network. These include ali the PIX platforms: 

501, 506E, 515E, 525, and 535 Series. AUS requires that PIX Firewalls run OS version 6.2 since it requires the Auto 

Update feature. 

Which services need to be enabled? (Application protocol requirements) 

AUS talks to two different pieces in ou r topology diagram. The first piece it talks to is the PIX MC server. If these 

two applications are installed on the same system, no changes are necessary to the communication architecture. 

However, ifthey are installed on different servers, the PIX MC server will push configuration files to AUS using SSL. 

making it necessary to open up TCP 443 to the AUS system. 
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The second piece is the actual communication between the AUS and the PIX Firewall itself. In this scenario, there is 

two-way communication and both occur via SSL. Therefore, it is not only necessary to open up TCP 443 to the AUS 

from the PIX, but also vice versa. For transfer o f binary images (PIX and PDM software) , this will be transferr.eci ;:ia 

standard HTTP over TCP 1751 (this can optionally be changed to SSL). Figure 6 illustrates how AUS is applied to 

our reference topology. 

Figure 6 

AUS Applied 
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Management Center for IDS (IDS MC) manages configurations for Cisco Intrusion Detection System Sensors 

aspects o f senso r configuration can be managed through a series o f Web-based screens, including individual sen. 

ar a group o f sensors having a common configuration. The senso r configuration data resides in a database . IDS 

can also perform signature updates by downloading the update archives from the Cisco web location and then 

distributing these signature updates to the appropriate sensor groups. 

A separate but closely related product, Monitoring Center for Security (Security Monitor) , provides event collection, 

viewing , and reporting capability for network devices. This is covered in the next section. 
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What devices does it manage? 

IDS MC manages the Cisco IDS appliance sensors as well as the Cisco IDS Module for the Catalyst 6500. The IDS 

software required for the application depends on the platform (See Table 10). 

Table 10 Required lOS Sensor Software for lOS MC 

IDS Sensor Platform Minirnum Required Software 

Cisco lOS Appliance Sensor 3.0.11 

Catalyst 6000 lOS Module 3.0.51 

1. IDS 4.0 software will be supported in a future release of IDS MC and Security Monitor. 

Which services need to be enabled? (Application protocol requirements) 

IDS MC uses two protocols to manage the IDS sensors: First, it uses Secure Shell (SSH) to secure remate login to the 

sensors. Second, it uses SCP to secure the transfer o f the actual sensor configuration files. Session-Control Protocol 

(SCP) uses SSH for data transfer, so TCP 22 needs to be allowed to the sensors. Figure 7 illustrates how IDS MC is 

applied to our reference topology. 

Figure 7 
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What is the management function? 

IDS Sensor 

Monitoring Center for Security (Security Monitor) provides a Web-based interface for event collection, viewing, and 

monitoring for the following devices: 

• Cisco Intrusion Detection System Sensor running Post Office software 

Cisco lOS router running IDS software 

• Host IDS Sensor via the Console 

• PIX Firewall 
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The Security Monitor displays events on a customizable event viewer, and allows the user to write some basic event 

correlation rules to consolidate events. These rules can also be set up to kick off real time notifications. 

What devices does it manage? 

Security Monitor can receive security events from five sources with the following software requirements: 

Table 11 Required Software for Security Monitor Devices 

Catalyst 6000 IDS Module 3.0.5 

lOS router lOS with IDS features set 

PIX Firewall Any version that supports syslog 

Host IDS Console 2.5 or I ater with integrator so ftware 

Which services do I need to enable? (Application protocol requirements) 

Beca use o f the number o f data inputs, consider each o f these individually in terms o f application protocol 

requirements. For the Post Office devices (sensor appliance and IDS module). Security Monitor uses Post Office 

protocol to forward events. For the other data sources (Cisco lOS Software, PIX and Host IDS), the events are sent 

to Security Monitor via syslog. So make sure to allow Post Office (UDP 45000) and syslog (UDP 51 4) to the Security 

Monitor server. Figure 8 illustrates how Security Monitor is applied to our reference topology. 

Figure 8 
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VPN Monitor 

What is the management function? 

'b· Í-"1(: -+­
)._ · 

VPN Monitor provides monitoring statistics for the enterprise head-end VPN devices-this means the "hubs:· o f a 

-:.:: .. , --- ..... Àl.!b-and-spoke VP-N topology. In our reference topology, this refers to both the Cisco 7XOO Series Router and the 
.......-~-.;· ··"'":''"" ~· -

- VPN 3000 Concentrator, so proper connectivity from the VPN Monitor server to those devices is necessary. This 

application provides statistical VPN information in both graphical and tabular format. It can also be used as a 

graphical notification tool when certain VPN-related thresholds (that are user configurable) are violated. With VPN 

Monitor, network administrators can get an overall view of how their VPNs are doing by looking at metrics that 

include encrypted traffic statistics, secure handshake negotiations, packet replays, and so on. 

What devices does it manage? 

VPN Monitor supports Cisco lOS VPN routers with the necessary IPSec MIB support as well as VPN 3000 

Concentrators. Currently, the application supports the Ciscol700, 2600, 3600, 7100, and 7200 Series routers. The 

software image version requirements are: 

• 1700, 2600, or 3600 lOS Router-12.2(4)T or !ater 

• 7100 or 7200 lOS Router-12.1(5a)E or !ater 

• VPN Concentrator 3000 Series-2.5.2f or !ater 

Which services do I need to enable? (Application protocol requirements) 

Much like CiscoView, VPN Monitor requires SNMP (UDP port 161) to function. The VPN Monitor server 

periodically polls the devices to retrieve the IPSec MIB information. Since this is purely a monitoring tool, it is only 

necessary to consider SNMP get operations on these two classes of devices. This corresponds to configuring the 

SNMP read community string on the network devices that need to be managed with VPN Monitor. Figure 9 

illustrates how VPN Monitor is applied to our reference topology. 

Figure 9 
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Note: Given these requirements, it IS possible to use VPN Monitor on a remote VPN device. However, this is not 

entirely practical for two reasons: First, this type of monitoring does not scale as well. Second, in most cases it is 

sufficient to view the VPN metrics from one end o f the tunnel (and not both) . 

Cisco IDS Host Sensor 

What is the management function? 

The Cisco IDS Host Sensor (Cisco HIDS) application is a product that complements the network-based IDS 

management provided in IDS MC and Security Monitor, and gives CiscoWorks VMS a truly comprehensive solution 

to manage intrusion detection. The basic premise o f Cisco HIDS is to protect individual host systems from intrusion 

detection. The software (agent) sits on the host itself and examines system calls to the OS kernel, comparing these to 

a database of well-known signatures. Events are reported back to a central Cisco HIDS Console system , whi, 

consolidates the information from the agents it is managing. If a signature match is found, Cisco HIDS will pre. 

the operation and shoot off a real-time notification. 

This protection model is provento mitigate well-known threats such as the NIMDA and Code-Red worms without 

any user configuration. This means the Cisco HIDS agent software is especially important to use on important 

network hosts, at the user's discretion. In our reference topology, the Cisco HIDS agent code is installed on ali the 

network management servers that comprise the VMS solution, thus protecting the important network management 

systems. These servers report IDS events back to the HIDS Console system, which are then forwarded to Security 

Monitor, provided the integrator software is installed on the HIDS Console. Users are asked to provi de the IP address 

and syslog listening port o f Security Monitor during the installation o f the integrator. 

What devices does it manage? 

The Cisco HIDS application does not directly interact with Cisco network devices. It interacts with network hosts 

with the Cisco HIDS Agent code installed. At present, the following server OS versions are protected: 

• Windows NT 4.x Server 

• Windows NT Enterprise Server (SP 3 or !ater) 

• Windows 2000 Server 

• Windows 2000 Advanced Server 

• Solaris 2.6, 2.7 , and 2.8 • The following Web servers are protected : 

• Windows IIS Web Server 

• Solaris Apache 

• Solaris Netscape Enterprise 

• Solaris iPlanet 

Consult product documentation to verify the current available option o f the Cisco HIDS Agent software. 
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Which services do I need to enable? (Application protocol requirements) 

For Cisco HlDS to work properly, the agents must be able to communicate with the console. This is necessary so that 

the agents can report lDS events to the console, andjust as importantly, the console can push configuration changes 

out to the agents. This communication is accomplished through a proprietary protocol that travels on TCP port 

5000. This port number is actually a configurable option upon install, but TCP port is the default value. Figure 10 

illustrates how the Cisco HIDS application is applied to our reference topology. 

Figure 10 

Cisco H lOS Console and Agents Applied 

Cisco Secure Policy Manager 

What is the management function? 

~ 
Network /~ff'e. 
Management./ 
Subnet ./ 

~~·/TCP 5000~·-··· • 

lli:l~······ ···· ·~ ~' -í . 
.:.............d :.;....,:....;. o 

Cisco HIDS Server 2-
Console Security Monitor 

Cisco Secure Policy Manager (CSPM) is an end-to-end security policy toa!. Network administrators use CSPM to 

define and deploy security policies for their networks. This can be something as simple as what hosts or networks 

are allowed to access their network , ar it can be something much more complex involving encryption, access 

methods , and other variables. The point is that, using CSPM, network administrators can implement policy 

management across their mixed network infrastructures. 

From the perspective o f ou r reference topology, the role o f CSPM is twofold: 1. lt manages traffic encryption policy 

by handling the VPN configuration that allows the user to configure the hub and spoke VPN tunnels between the 

7XOO Series Router on the corporate network to the endpoints on the branch sites (both lOS and PlX devices). 2. lt 

allows the user to configure security policies on the PIX Firewall(s) and also the firewall feature set on the lOS 

enterprise gateway, defining basic firewall policy distribution . 

What devices does it manage? 

As can be inferred from the previous paragraph, CSPM is able to manage the Cisco lOS routers and PlX Firewalls. 

The software image version requirements are: 

• Cisco lOS Router-12 .0(5) or later with the FW-DES feature set 

• PlX Firewall-4 .2.4 or !ater with the Data Encryption Standard (DES) feature set 

Other versions can be added and managed as well . using the version management utility in CSPM. 

i, .~ r . 1/ 
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Which services do I need to enable? (Application protocol requirements) 

CSPM requires severa! protocols in arder to function . First, when applying a security policy across the network, 

CSPM will use Telnet (TCP port 23) to connect to the device(s) and make configuration changes. The second protocol 

is syslog (UDP port 514). The CSPM has the ability to receive and consolidate syslog messages from the Cisco deVices 

that it is managing. The application keeps an archive o f these syslog messages and can use them to generate reports 

based upon the information they provide. Based on these requirements, the devices must then be configured to 

support these services. For both Cisco IOS Software and PIX, the telnet service along with a login password must be 

enabled. These devices also need to be configured to point their syslog messages to the CSPM server. Note that those 

devices managed by both RME and CSPM will now be sending their syslog messages to two different hosts. Figure 

11 illustrates how CSPM is applied in our reference topology. 

Figure 11 

CSPM Applied 

DMZ ServersÂ _ )d 
~-!*' 

Enterpnse HQ ~ 
DMZ 

lOS VPN Router 

Cisco Systems. Inc. 
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Telnet 

Syslog 
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Putting lt Ali Toge the r 

Cl earl~ . ir i\ important to dist ingu ish w hi ch components to use, determine where to deploy the various components 

o f V~ I S. and ident ify what elrmer11s o f the network infrastructure each piece manages. Table 12 summarizes the 

inform,ll ion pre~rrued in th is Sf'rtion along with the associated management protocols t hat must be enabled in arder 

for thr applirarions to functio n properly. 

Table 12 Summary o f CiscoWorks VMS Components Applied 

Applio•tion Tr•ffic Flow Service(s) TCP/UDP Port Number 

CiscoVoew 

º·- """/..::.) 
SNMP UDP 161 

lnventory Manager 
~-Y"-1 

SNMP UDP 161 

___J' 

Confrguratoon Manager 
~~.-. ~~ 

Telnet TCP 23 

TFTP UDP 69 
---' ' 

SNMP UDP 161 

Software lmage Manager 
~ ~iz:. 

Telnet TCP 23 --r. TFTP UDP 69 ----~ ··; 

SNMP UDP 161 

Change Audot Services 

~--~· 
Syslog UDP 514 

___,) 

Avallabi li ty Manager 
~ ·->;:_, 

Telnet TCP 23 
_. ~ J 

SNMP UDP 161 ___, , 
I CM P N/ A 

Sys log Ana lyzer 
~--·~'=-

Syslog UDP 514 

___,.) 

Caveats 

When dep loying VMS, it is important to realize the specific services required by each individua l app li cation. as 

out li nerl in the previous section . In certain instances, two different applications may require the same type of access 

to a particular device (for example, CiscoView and VPN Monitor both use SNMP to retrieve the management 

information). However, beca use some ofthe applications within VMS h ave a security focus , sharing access to a device 

can be a potentially contentious situation. This section discusses some ofthe things that need to be considered should 

you deviate from the deployment guidelines provided in this document . 

Considerations with Netwo rk Address Translation 

In many topologies , Network Address Translation (NAT) is used . This is an excellent feature for security and address 

space ro nserva tion. but it can create some problems with management tools. This section-poi·nts out some oi th 

cavl'al\ anel issues that may occur i f CiscoWorks VMS is deployed into a network environt~ent ~v itl) NÁ'f ... ' " 
, ' ... ' ) ~ - ... \ 
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NAT and AUS 

If the AUS application is used and the server is sitting behind a NAT gateway, pay special attention to the PIX 

Firewalls you are managing. Consider a remote PIX that contacts the AUS server. It will actually contact the NAT 

address (not the real address). When the AUS responds with the proper URL to download the updated configuration 

o r software image, it will use the NAT address. Conversely, i f the AUS is NOT behind a NAT gateway, you could 

also configure it to provide it's real address (Figure 12). The bottom line is that you have to decide to use the NAT 

address or the real address for ALL the PIX Firewalls you are managing-NAT and non-NAT addresses cannot be 

mixed within a single installation of AUS. 

Figure 12 

NAT and AUS 

AUS 

NAT IP: 192.168.1.1 <'e:·~ "'f.. 
ReaiiP: 10.1.1.1 §···[ 

1 ~-;; ....................... . 
OMZ ·••·••••• ·•···•·.•• Auto Update to AUS 

\

. ~espond ::::·:~~-;;~::::::::::·· .. . .. ··• .. . 

NAT'd IP in URL ••·• ........ , 

~1 Public 

PIX Firewall 
(NA T Gateway) 

Internet Remote PIX 
Firewall 

When it is necessary to manage PIX Firewalls (both internai and externai). we recommend installing two copies of 

AUS- one for the externai firewalls that will use the NAT address and one for the internai firewalls that will use the 

real IP address. 

NAT and Router MC (Hub Side) 

When using Router MC to set up a hub-and-spoke VPN environment , be careful about the hub router VPN inter }" 

Because of the way the product is designed , this interface cannot be behind a NAT gateway. The VPN termina n 

interface must be a publicly addressable IP subnet. I f it was behind a NAT gateway, then from the perspective o tA 
peer it would be necessary to assign it the NAT'd address. The Router MC application. however, only allows yo~ 
assign by interface and not IP address-so the peer statements will be incorrect. Refer to Figure 13 to see how the 

VPN topology must be built for compatibility with Router MC. 
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Figure 13 

NAT and Router MC 

~ ___.~j 

Router MC 

Corporate 
Network 

NAT and Router MC {Spoke Side) 

IOSVPN Hub 

Remate lOS 
VPN Spoke 

There is also a deployment caveat with NAT and VPN spoke devices. Router MC needs to manage the spoke devices 

(VPN peers) with their real IP address. The current version o f Router MC does not support the situation where the 

spoke is behind a NAT gateway. 

Managing a Device with CSPM and a MC 

With the number o f different applications within the VMS bundle, it is possible to have some functional overlap 

between tools. For example, ifyou want to change a PIX Firewall access rule, you can use either CSPM or PIX MC. 

This section describes some caveats and issues that exist when using overlapping applications. 

CSPM and PIX MC 

The first area o f functional overlap is between CSPM and PIX MC. Both applications can be used to manage firewall 

device settings and access rules. So what happens when somebody tries to use both tools? Will this configuration even 

work? 

The short answer is that this will NOT work. What will happen is when a configuration change is made using one 

ofthe applications , it will overwrite that change with the other application. This can be avoided by doing a re-import 

o f the existing configuration before every deployment. but this is not practical. Also , you would need to make sure 

that you had an access rule set up to allow SSL traffic to the PIX. The recommendation here is to either use CSPM 

or PIX MC to manage a device, but not both. 

CSPM and Router MC 

The second area o f functional overlap involves CSPM and Router MC. Both applications can be used to configure 

site-to-site VPNs on lOS VPN routers. CSPM can also be used to configure the firewall features set on those routers. 

Here, the consideration when each application would be used and how the two can work together. 

As with PIX MC, avoid managing a single router's VPN settings with multiple applications. Even though Router MC 

does not push out a whole configuration file to the device (it sends out individual commands). it is possible that 

something will get overwritten in the original configuration. Looking at the reverse, it is definitely a problem ifCSPM 

tries to configure a router that has already been configured with Router MC. The device will need to be re-imported 

into the CSPM database every time. just to make sure your configuration is current. This !s also no~ a verypractical 
\ ' ' r.: 

solution. Either use CSPM o r Router MC to manage a device, but not both. ~ .~ . . ·- ~" 
'_j' • 
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When To Use What 

Based on ~omP of the overlap in produrt functionality, it can be confusing to decide which product should be used 

in what ~iruarron\ . CSPM is currenrly the only product that can help manage a mixed environment, so you need to 

use CSI'\1 ro ~P! up a VPN turmrl between a PIX device and an lOS device. Otherwise, since they are designed for 

better ~ralahiiH\ . it h ALWAYS rrrommended to use the MC applications instead, based on the network environment 

and managt·mt•nt rweds . 

Multiple Syslog Daemons 

Severa) applirations within the VMS bundle can receive syslog messages from multiple sources. Now, with Cisco 

modifred OS ~upport. ali o f these applications can also be installed on a single server. In this case. it is necessary to 

deterrnim· hm\ to rnake a li of these syslog daemons compatible. 

First. look at whirh applications can receive syslog messages, and from which devices (Table 13): 

Table 13 Summary of Syslog Server Applications in VMS 

CiscoWorks VMS Module Syslog Source 

RME lOS, PIX, VPN3K 

CSPM lOS, PIX 

Secumy Momtor lOS, PIX, Host lOS Console 

By default. a li ofthese application listen on UDP port 514 . This is nota problem ifthese applications are split across 

different servers-simply send syslog messages to multi pie sources. However, what happens when ali of these 

app li cat ions are installed on a single system AND the customer wants to try and take advantage of ali three syslog 

daemons? (Figure 14 .) 

Figure 14 

Syslog Consohdation m VMS 

VMS Syslog 
Router 

Cisco H lOS Console • 
lOS Router 

PIX Firewall 

There are two ways that Security Monitor can alleviate this problem. The first isto configure wha t port number it 

should listen for syslog messages. By default it is UDP 514, but it can be changed. Also , Security Monitor can be set 

up to forwa rd the sys log messages to another port on that same system. This is important because CSPM can change 

th e po rl nurnbers th ey listen to for syslog messages. The other important factor is that PIX Firewa ll s can send syslog 

messilgrs to th e same host , but different port numbers. In this situation , here is the solu t ion to maximize the sysl og 

fun cti onaliry: 
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• From lOS, send syslog to RME at UDP 514 

• From PIX. send syslog to RME at UDP 514 

• From PIX, send syslog to Security Monitor at port x 

• From Cisco HIDS Console, send syslog to Security Monitor at port x 

• From Security Monitor, forward syslog to CSPM at port y 

The only caveat here is that CSPM will not be able to receive lOS syslog messages. 

Ideally, at least two servers would be used in this scenario to take advantage of ali three tpols. The first box would 

run Security Monitor and CSPM, and the second system would run RME. This way, no syslog functionality within 

VMS is Jost. 

Running the Cisco HIDS Software with other Applications 

A major component of the CiscoWorks VMS bundle is the ability to manage IDS on a host levei-ar rather, to 

provide intrusion protection to criticai servers. The management servers for VMS should definitely be considered 

criticai and as such, we also recommend installing the Cisco HIDS agent software on these systems. 

When installing another CiscoWorks VMS module on a server with Cisco HIDS, make sure the agent is in "Full 

Warning" mode during the install process. Running in "Full Protect" mode, it is possible that the normal operations 

ofthe software may trigger a HIDS event and, as such, may actually be prevented. In this case, a false positive would 

have an adverse effect on your management system by not allowing it to perform a Jegitimate task. In most cases, 

you should first install the Cisco HIDS agent and run it in "Full Warning" mode. Do this for the first severa) weeks 

of regular use to develop a baseline. This allows the user to first see events- but they will NOT be prevented. Based 

on this activity you can then identify any false positives and create appropriate exceptions. When the exceptions are 

configured, then you can change the status o f your management server agents to "Full Protect" to ensure that the 

server is properly shielded. 

Even using this deployment method, note that even in "Full Protect" mode out o f the box, the HIDS agent software 

does not prevent any normal operations by any o f the applications in the VMS bundle. 

Compatibility lssues with IDS Event Viewer 

Cisco IDS Event Viewer (IEV) is a java-based application that lets users view and manage alarms from up to three 

IDS sensors. At the time o f this writing, when IEV is installed on a PC, that PC can NOT be used as a client for the 

CiscoWorks VMS Web-based modules. While this compatibility limitation will be addressed in future releases, the 

current workarounds for this limitation are: 

• U ninstall IEV from that client system 

• Use a different PC as your client system 

This will not be an issue for most users. Those using IDS MC and Security Monitor will most likely not need IEV 

as well. 

') . 
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Out-of-Band Management 

In many networks. it is desirable to design a separate management 

subnet. This is commonly referred to as out-of-band management 

and describes a situation where the management stations reside on 

an isolated subnet separate from the network elements they are 

trying to manage. This is attractive to many network administrators 

due to the inherent higher levei o f security and clear functional 

division within their network. 

As is the case with ali network management tools. however. 

~ CiscoWorks VMS requires network access to the devices it is trying 

~'\ to manage. So when making this decision, consider that, while it 

\inight be nice to have a completely isolated management subnet, it 

will do no good unless there is IP connectivity to the rest o f the 

network. This must be carefully planned out when deploying VMS 

in such an environment. 

Conclusions 

Evolution of VPNs and Security 

In the recent past, we have seen huge growth in the need for network 

security, specifically in two areas: perimeter network security and 

secured transactions over public infrastructure. This growth has 

made it necessary to evolve how a management scheme handles this 

environment, which has resulted in the introduction o f the 

CiscoWorks VPN/Security Management Solution (VMS) . 

The CiscoWorks VMS provides customers with applications to 

assist in the management oftheir security-specific hardware such as 

the Cisco VPN 3000 Concentrator series, Cisco lOS VPN routers , 

Cisco PIX Firewalls, and Cisco IDS products. VMS addresses the 

challenges of VPN deployment, monitoring, development o f 

perimeter security policies, and management o f intrusion detection. 

This paper provides some basic deployment guidelines for VMS by 

outlining the different components o f the solution, what they 

and how they can be configured to work together. After readi s 

document, the user should clearly understand how VMS fits into. 

network management scheme and the values it adds. 

As with any dynamic environment, the needs and technologies 

around network security are constantly evolving. From a network 

management perspective, CiscoWorks VMS will continue to evolve 

to pro vide a comprehensive set o f tools to manage the unique 

aspects o f this environment. 
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Cisco PIX 525 Security Appliance 

o 

o 
Figure 1 

C1sco PIX 525 Secunty 
Appl!ance 

The Cisco PIX® 525 Security Appliance delivers enterprise-class security for 

medium-to-large enterprise networks in a reliable, purpose-built appliance. lts modular 

two-rack unit (2RU) design supports up to eight 10/100 Fast Ethernet interfaces or three 

Gigabit Ethernet interfaces, making it an ideal choice for businesses requiring a resilient, 

high performance, Gigabit Ethernet-ready solution that provides solid investment 

protection. Part of the world-leading Cisco PIX Security Appliance Series, the Cisco PIX 
525 Security Appliance provides a wide range of rich integrated security services, 
hardware VPN acceleration capabilities, and powerful remote management capabilities 
in a cost-effective, highly-resilient solution. 

Enterprise·Ciass Security for 

Medium·to-Large Enterprise 

Networks 

The Cisco PIX 525 Security Appliance 

delivers a multilayered defense for large 

enterprise networks through rich , integrated 

security services including stateful inspection 

firewalling. protocol and application 

inspection, virtual private networking (VPN) 

in-line intrusion protection and rich 

multimedia and voice security in a single 

device. The state-of-the-art Cisco Adaptive 

Security Algorithm (ASA) provides rich 

stateful inspection firewall services, tracking 

the state o f a li authorized network 

communications and preventing 

unauthorized network access. 

Enterprise networks benefit from an 

additionallayer of security via intelligent, 

"application-aware" security services that 

examine packet streams at Layers 4-7, using 

inspection engines specialized for many of 

today's popular applications. Administrators 

can also easily c reate custom security policies 

for firewall traffic by using the flexible access 

contrai methods and the more than 100 

predefined applications, services, and 

protocols that Cisco PIX Security Appliances 

provide. 

Market·Leading Voice-over·IP 

Security Services Protect 

Next-Generation Converged 

Networks 

Cisco PIX Security Appliances provide 

market-leading protection for a wide range 

o f voice-over-IP (VoiP) and multimedia 

standards, allowing businesses to securely 

take advantage o f the many benefits that 

converged data, voice, and vídeo networks 

deliver. By combining VPN with the rich 

stateful inspection firewall services that Cisco 

PIX Security Appliances provide for these 

converged networking standards. businesses 
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can securely extend voice and multimedia services to home office and remate office environments for additional cost 

savings. improved productivity, and competitive advantage. 

Flexible VPN Services Extend Networks Economically to Remote Networks and 

Mobile Users 

Businesses can securely extend their networks across low-cost Internet connections to mobile users, business 

partners. and remate offices worldwide using the full-featured VPN capabilities provided by the Cisco PIX 525 

Security Appliance. Solutions range from standards-based site-to-site VPN leveraging the Internet Key Exchange 

(IKE) and IP security (IPsec) VPN standards, to the innovative Cisco Easy VPN capabilities found in Cisco PIX 

Security Appliances and other Cisco security solutions-such as Cisco lOS® routers and Cisco VPN 3000 Series 

Concentrators. Easy VPN delivers a uniquely scalable, cost-effective, and easy-to-manage remote-access VPN 

architecture that eliminates the operational costs associated with maintaining remote-device configurations typically 

required by traditional VPN solutions. Cisco PIX Security Appliances encrypt data using 56-bit Data Encryption 

Standard (DES). 168-bit Triple DES (3DES), or up to 256-bit Advanced Encryption Standard (AES) encryption. 

Certain Cisco PIX 525 Security Appliance models have integrated hardware VPN acceleration capabilities, delivering 

highly scalable, high performance VPN services. 

lntegrated lntrusion Protection Guards Against Popular Internet Threats 

The integrated in-line intrusion-protection capabilities ofthe Cisco PIX 525 Security Appliance can protect enterprise 

networks from many popular forms of attacks, including Denial-of-Service (DoS) attacks and malformed packet 

attacks. Using a wealth of advanced intrusion-protection features. including DNSGuard, FloodGuard, FragGuard, 

MailGuard, IPVerify and TCP intercept, in addition to looking for more than 55 different attack "signatures," Cisco 

PIX Security Appliances keep a vigilant watch for attacks, can optionally block them, and can notify administrators 

about them in real time. 

Award-Winning Resiliency Provides Maximum Business Uptime 

Select models o f Cisco PIX 525 Security Appliances provi de stateful failover capabilities that ensure resilient network 

protection for enterprise network environments. Employing a cost-effective, active-standby, high-availability 

architecture. Cisco PIX Security Appliances that are configured as a failover pair continuously synchronize their 

connection state and device configuration data. Synchronization can take place over a high-speed LAN connection, 

providing another layer of protection through the ability to geographically separate the failover pair. In the event o f 

a system or network failure, network sessions are automatically transitioned between appliances . with complete 

transparency to users. 

Robust Remote-Management Solutions Lower Total Cost of Ownership 

The Cisco PIX 525 Security Appliance is a reliable , easy-to-maintain platform that provides a wide variety of 

methods for configuring, monitoring. and troubleshooting. Management solutions range from centralized , 

policy-based management tools to integrated , Web-based management to support for remate monitoring protocols 

such as Simple Network Management Protocol (SNMP) and syslog. 
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Admini,trator' ra n easily lllC:HJagt' large numbers of remate Cisco PIX Security Appliances using CiscoWorks VPN/ 

Seruril' \ l<magPment Solution (VMS). This suíte consists o f numerous modules including Management Center for 

FirP\\ ,til\ . :\uto L" pdate Srr\"rr Software and Security Monitor. This powerful combination provides a highly scalable, 

next ·gt·rH·r<ll ior1. tlrree-1 ir r rnanagrment solution that includes the following features: 

• Cornprt'ltt'll\i\"r configuralion and software image management 

• Dt>\lrt' hiPrarday witlr ·· Srnart Rules" -based configuration inheritance 

• Cu\tomit.Jhlt• a dministrar in' rol es and access privileges 

• Cornpri'IH·n~ive cnterprisr rhange rnanagement and auditing 

• ·· -, ourhlt·~~ ·· software image managernent for remate Cisco PIX Security Appliances 

• Support for dynamically addressed appliances 

Additional intrgrated event management and inventory solutions are also available as part ofthe CiscoWorks VMS 

nrtwork managrrnent suíte. 

Thr integratrd Cisco PIX Device Manager provides an intuitive, Web-based management interface for remotely 

conf1guring. rnonitoring. and troubleshooting a Cisco PIX 525 Security Appliance-without requiring any software 

(othrr than a standard Web browser) to be installed on an administrator's computer. A setup wizard is provided for 

easy installation into any network environment. 

Alternai ively. through methods including Telnet and Secure Shell (SSH), o r out o f band through a console port, 

adrninistrators can remotely configure, monitor, and troubleshoot Cisco PIX Security Appliances using a 

comrnand-line interface (CLI). 

Table 1 Key Product Features and Benefits 

Key Fe•tures Benefit 

Enterprise-Ciass Security 

True security appliance 

Stateful inspection 
firewall 

Easy VPN Server 

• Uses a proprietary, hardened operating system that eliminates security risks associated 
with general purpose operating systems 

• Cisco quality and no moving parts provide a highly reliable security platform 

• Provides perimeter network security to preveni unauthorized network access 

• Uses state-of-the-art Cisco ASA for robust stateful inspection firewall services 

• Provides flexible access-control capabilities for over 100 predefined applications, 
services and protocols, with the ability to define custem applications and services 

• lncludes numerous application-aware inspection engines that secure advanced 
networking protocols such as H.323 Version 4, Session lnitiation Protocol (SIP), Cisco 
Skinny Client Control Protocol (SCCP). Real-Time Streaming Protocol (RTSP). Internet 
Locator Service (ILS). and more 

• lncludes content filtering for Java and ActiveX applets 

• Provides remate access VPN concentrator services for a wide variety of Cisco software 
or hardware-based VPN clients 

• Pushes VPN policy dynamically to Cisco Easy VPN Remote-enabled solutions upon 
connection , ensuring the latest corporate security policies are enforced 

• Extends VPN reach into environments using Network Address Translation (NAT) or Port 
Address Translation (PAT). via support of Internet Engineering Task Force (IETF) 
UDP-based draft standard for NAT traversal , 
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Table 1 Key Product Features and Benefits 

Key Features Benefit 

Rich Remote Management Options 

CiscoWorks VPN/ • Comprehensive management suíte for large scale deployments 
Security Management • lntegrates policy management. software maintenance, and security monitoring 
Solution (CiscoWorks 
VMS) 

PIX Device Manager • lntuitive, Web-based GUI enables simple, secure remate management of Cisco PIX 
(PDM) Security Appliances 

• Provides wide range of informative, real -time, and historical reports which give criticai 
insight into usage trends, performance baselines, and security events 

Auto Update • Provides "touchless" secure remate management of Cisco PIX Security Appliance 
configuration and software images via a unique push/pull management model 

• Next-generation secure XMUHTTPS management interface can be leveraged by Cisco 
and third-party management applications for remate Cisco PIX Security Appliance 
configuration management, inventory, software image management/deployment and 
monitoring 

• lntegrates seamlessly with CiscoWorks Management Center for Firewalls and Auto 
Update Server for robust, scalable remate management of up to 1000 Cisco PIX Security 
Appliances (per management server) 

Cisco PIX CU • Allows customers to use existing PIX CLI knowledge for easy installation and 
management without additional training 

• Accessible through variety o(methods including console port, Telnet, and SSH 

Command-level • Enables businesses to create up to 16 customizable administrative roles/profiles for 
authorization accessing Cisco PIX Security Appliances (for example, monitoring only, read-only 

access to configuration , VPN administrator, firewaii /NAT administrator, and so on) 

• Leverages either the internai administrator data base or outside sources via TACACS+, 
such as Cisco Secure ACS 

SNMP and syslog • Provide remate monitoring and logging capabilities, with integration into Cisco and 
support third-party management applications 

Flexible Expansion Capabilities 

Fast Ethernet and • Supports easy installation of additional network interfaces via 3 PCI expansion slots 
Gigabit Ethernet • Supports expansion cards including single-port Fast Ethernet card, 4-port Fast Ethernet 
expansion options card, and single-port Gigabit Ethernet card 

Hardware VPN • Delivers high speed VPN services via support of VPN Accelerator Card (VAC) and VPN 
acceleration options Accelerator Card+ (VAC+) 

J/, r 
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License Options 

The Cisco PIX 525 Security Appliance is available in three primary models that provide different leveis o f interface 

density, failover capabilities, and VPN throughput. 

Restricted Software License 

The Cisco PIX 525 "Restricted " (PIX 525-R} model provides an excellent value for organizations looking for-robust 

Cisco PIX Security Appliance services with Gigabit Ethernet support, medium interface density, and moderate VPN 

throughput requirements. It includes 128 MB of RAM and support for up to six 10/100 Fast Ethernet or three 

Gigabit Ethernet interfaces. 

Unrestricted Software License 

The PIX 525 "Unrestricted" (PIX 525-UR) model extends the capabilities of the family with support for stateful 

failover, additional LAN interfaces, and increased VPN throughput via integrated hardware-based VPN acceleration. 

It includes an integrated VAC o r VAC+ hardware VPN accelerator, 256MB o f RAM, and support for up to eight 10/ 

100 Fast Ethernet or three Gigabit Ethernet interfaces. The Cisco PIX 525-UR also adds the ability to share state 

information with a hot-standby Cisco PIX Security Appliance for resilient network protection. 

Failover Software License 

The Cisco PIX 525 "Failover" (PIX 525-FO) model is designed for use in conjunction with a PIX 525-UR, providing 

a cost-effective, high-availability solution. lt operates in hot-standby mode acting as a complete redundant system 

that maintains current session state information. With the same hardware configuration as the Cisco PIX 525-UR, it 

delivers the ultimate in high availability for a fraction o f the price. 

Performance Summary 

Cleartext throughput: 330 Mbps 

Concurrent connections: 280,000 

168-bit 3DES IPsec VPN throughput: Up to 155 Mbps with VAC+ or 72 Mbps with VAC 

128-bit AES IPsec VPN throughput: Up to 165 Mbps with VAC+ 

256-bit AES IPsec VPN throughput: Up to 170 Mbps with YAC+ 

Simultaneous VPN tunnels : 2000 

Technical Specifications 

Processar: 600-MHz Intel Pentium III Processar 

Random access memory: 128 MB o r 256 MB o f SDRAM 

Flash memory: 16 MB 

Cache: 256 KB levei 2 at 600 MHz 

System bus: Single 32-bit, 33-MHz PCI 

Ci sc o System s, Inc . 
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Environmental Operating Ranges 

Operating 

Temperature: -25° to 1 04°F (-5° to 40°C) 

Relative Humidity: 5% to 95% , noncondensing 

Altitude: O to 6500 ft (2000 m) 

Shock: 1.14 m/sec (45 in./sec) 1/2 sine input 

Vibration: 0.41 Grms2 (3- 500 Hz) random input 

Acoustic Noise: 45 dBa maximum 

Nonoperating 

Temperature: -13° to 158°F (-25° to 70°C) 

Relative Humidity: 5% to 95 %, noncondensing 

Altitude: O to 15,000 ft (4570 m) 

Shock: 30G 

Vibration: 0.41 Grms2 (3-500 Hz) random input 

Power 

lnput (per power supply) 

Range Line Voltage: 1 OOV to 240V AC o r 48V DC to 60V DC 

Nominal Line Voltage: 100V to 240V AC or 48V DC to 60V DC 

Current: 5-2.5 Amps AC or 12 Amps DC 

Frequency: 50 to 60 Hz, single phase 

Output 

Steady State: 50W 

Maximum Peak: 65W 

Maximum Heat Dissipation: 41 O BTU/hr, full power usage (65W) 

Physical Specifications 

Dimensions and Weight Specifications 

Form factor: 2 RU , standard 19-in. rack mountable 

Dimensions (H x W x D): 3.5 x 17.5 x 18.25 in. (8.89 x 44.45 x 46.36 em) 

Weight (one power supply): 32 lb (14.5 kg) 

Ci sco Systems, In c. 
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Expansion 

Three 32-bit/33-MHz PCI slots 

Two 168-pin DIMM RAM slots , supporting up to 256MB memory maximum 

Interfaces 

Console Port: RS-232 (R] -45) 9600 baud 

Failover Port: RS-232 (DB-15) 115 Kbps (Cisco specified cable required) 

Two integrated 10/100 Fast Ethernet ports, auto-negotiate (half/full duplex) , R]-45 

Regulatory and Standards Compliance 

Safety 

UL 1950, CSA C22.2 No. 950, EN 60950 IEC 60950, AS/NZS3260, TS001 

Electro Magnetic Compatibility (EMC) 

CE marking, FCC Part 15 Class A , AS/NZS 3548 Class A, VCCI Class A, EN55022 Class A, CISPR22 Class A, 

EN61 000-3-2, EN61 000-3-3 

Product Ordering lnformation 

PIX-525 PIX 525 chassis only 

PIX-525-DC PIX 525 DC chassis only 

PIX-525-R-BUN PIX 525 restricted bundle (chassis, restricted software, 2 10/100 ports, 128MB RAM) 

PIX-525-UR-BUN PIX 525 unrestricted bundle (chassis, unrestricted software, 2 10/100 ports, 256MB RAM , 
VAC or VAC+) 

PIX-525-UR-GE-BUN PIX 525 unrestricted 2 GE + 2 FE bundle (chassis, unrestricted software, 2 Gigabit 
Ethernet + 2 10/100 ports, 256MB RAM, VAC or VAC+) 

PIX-525-FO-BUN PIX 525 failover bundle (chassis, failover software, 2 10/100 ports, 256MB RAM, VAC 
or VAC+) 

PIX-525-FO-GE-BUN PIX 525 failover 2 GE + 2 FE bundle (chassis, failover software, 2 Gigabit Ethernet + 
2 10/100 ports, VAC or VAC+) 

PIX-525-HW= PIX 525 rack-mount kit, console cable and failover se rial cable 

PIX-FO= PI X failover seria l cab le 

PIX-4FE 4-port 10/100 Fast Ethernet PC! expansion card 

PIX-1FE Single-port 10/100 Fast Ethernet PCI expansion card 

PIX-1GE-66 Single-port Gigabit Ethernet 64-bit/66-MHz PCI expansion card, Multimode (SX) 
se connector 

PIX-VPN-ACCEL 3DES IPsec hardware VAC 

PIX-VAC-PLUS 3DES/AES !Psec hardware VAC+ P(.J, ~ 

., 
,_1."-),~\ - I 
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PIX-VPN-3DES 168-btt 3DES and up to 256-bit AES encryption software license 

PIX-VPN-3DES= 168-btt 3DES and up to 256-bit AES encryption software license 

PIX -VPN -DES 56-bit DES encryption software license 

PIX -VPN -DES= 56-bit DES encryption software license 

Support Services 

Suppon wn t r e~ are availab iP lrom Cisco and Cisco partners. Cisco SMARTnet service augments customer support 

rr~nurrl'~ . • Jfld provides anywhrre. anytime access to technical resources (both online and by telephone), the ability 

to dcm nlo,1d updat ed systrm software . and hardware advance replacement. 

Support Ordering lnformation 

CON-SNT-PIX525 SMARTnet 8x5xNBD service for PIX 525 chassis only 

CON-SNT-PIX525R SMARTnet 8x5xNBD service for PIX 525-R bundle 

CON-SNT-PIX525UR SMARTnet 8x5xNBD service for PIX 525-UR bundle 

CON-SNT-PIX525FO SMARTnet 8x5xNBD service for PIX 525-FO bundle 

CON-SNTE-PIX525 SMARTnet 8x5x4 service for PIX 525 chassis only 

CON-SNTE-PIX525R SMARTnet 8x5x4 service for PIX 525-R bundle 

CON-SNTE-PIX525UR SMARTnet 8x5x4 service for PIX 525-UR bundle 

CON-SNTE-PIX525FO SMARTnet 8x5x4 service for PIX 525-FO bundle 

CON-SNTP-PIX525 SMARTnet 24x7x4 service for PIX 525 chassis only 

CON-SNTP-PIX525R SMARTnet 24x7x4 service for PIX 525-R bundle 

CON-SNTP-PIX525UR SMARTnet 24x7x4 se rvice for PIX 525-UR bundle 

CON-SNTP-PIX525FO SMARTnet 24x7x4 service for PIX 525-FO bundle 

CON-S2P-PIX525R SMARTnet 24x7x2 service for PIX 525-R bundle 

CON-S2P-PIX525UR SMARTnet 24x7x2 service for PIX 525-UR bundle 

CON-S2P-PIX525FO SMARTnet 24x7x2 service for PIX 525-FO bundle 

CON-OS-PIX525 SMARTnet On-Site 8x5xN BD service for PIX 525 chassis only 

CON-OS-PIX525R SMARTnet On-Site 8x5xN BD se rvi ce for PIX 525-R bundle 

CON-OS-PIX525UR SMARTnet On-Site 8x5xNBD service for PI X 525-UR bundle 

CON-OS-PIX525FO SMARTnet On-Site 8x5xNBD service fo r PIX 525-FO bundle 

CON-OSE-PIX525 SMARTn et On-Site 8x5x4 service for PIX 525 chassis onl y 

CON-OSE-PIX525R SMARTn et On-Site 8x5x4 service for PIX 525-R bund le 

CON-OSE-PIX525UR SMARTnet On -Site 8x5x4 service for PIX 525-UR bund le r r:;-:-:; 
--- C< ~ Cc -, 
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10~-0SE-PIX525FO SMARTnet On-Site 8x5x4 service for PIX 525-FO bundle 

CON-OSP-PIX525 SMARTnet On-Site 24x7x4 service for PIX 525 chassis only 

CON-OSP-PIX525R SMARTnet On-Site 24x7x4 service for PIX 525-R bundle 

CON-OSP-PIX525UR SMARTnet On-Site 24x7x4 service for PIX 525-UR bundle 

CON-OSP-PIX525FO SMARTnet On-Site 24x7x4 service for PIX 525-FO bundle 

Additional lnformation 

For more information, please visit the following links: 

Cisco PIX Security Appliance Series: 

http: //www.cisco.com/go/pix 

Cisco PIX Device Manager: 

http://www.cisco.com/warp/public/cc/pd/fw/sqfw500/prodlit/pixd3_ds.pdf 

Cisco Secure ACS: 

http://www.cisco.com/go/acs 

O
ÇjscoWorks VMS, Management Center for Firewalls, Auto Update Server Software and Security Monitor: 

://www.cisco.com/go/vms 

SAFE Blueprint from Cisco: 

http: //www.cisco.com/go/safe 
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Cisco PIX Firewall Version 6.2 

lhe wor1d-leading Cisco PIX® Firewall Series of purpose-built security appliances 

provides robust, enterprise-class security services, including stateful inspection 

firewalling, virtual private networking (VPN), intrusion protection, and mucti 

more-in cost-effective, easy-to-deploy solutions. Ranging from compact, 

plug-and-play desktop firewalls for small/home offices to carrier-class gigabit 

firewalls for the most demanding enterprise and service-provider environments, 

Cisco PIX Firewalls provide robust security, performance, and reliability for network 

environments of ali sizes. 

Advanced Firewall Technologies 

Prov:ide Enterprise-Ciass 

Network Security 

Cisco PIX Firewalls deliver a broad range o f 

advanced firewall services that protect 

enterprise networks from the threats 

lurking on the Internet and in today's 

network environments. The state-of-the-art 

Cisco Adaptive Security Algorithm (ASA) 

provides rich stateful inspection firewall 

services, tracking the state o f ali authorized 

network communications and preventing 

unauthorized network access. Cisco PIX 

Firewalls deliver an additionallayer of 

security through intelligent, 

"application-aware" security services that 

examine packet streams at Layers 4 through 

7, using inspection engines specialized for 

many o f today's popular applications. 

Administrators can easily create custam 

security policies that will be enforced on 

network traffic traversing the firewall by 

Ieveraging more than 100 pre-defined 

applications , services , and protocols within 

Cisco PIX Firewalls. and the flexible access 

contrai capabilities that Cisco PIX Firewalls 

provide. Access to network resources can 

also be strongly authenticated via the Cisco 

PIX Firewall's seamless integration with 

enterprise databases, either directly using 

TACACS+/RADIUS ar indirectly via Cisco 

Secure Access Contrai Server (ACS). In 

addition to these services, Cisco PIX 

Firewalls provide extensive Iogging, URL 

filtering, contem filtering, and more in 

concert with Cisco AVVID (Architecture for 

Voice, Vídeo and Integrated Data) partner 

solutions. 

Market-Leading Voice-over-IP 

Security Services Protect 

Next-Generation Converged 

Networks 

Cisco PIX Firewalls continue to provide 

market-leading protection for numerous 

voice-over-IP (VoiP) standards and other 

multimedia standards, including H.323, 

Session Initiation Prato cal (SIP). Skinny. 

Real-Time Transport Prato co I (RTP), 

Real-Time Streaming Protocol (RTSP), and 

Real-Time Transport Contrai Pro tocai 

(RTCP). This allows businesses to securely 

take advantage of the many benefits that 

converged data and voice networks 

provide. such as significant total cost of 

ownership (TCO) savings and the 

competitive advantages and improved 

productivity gained through the power of 

fully integrated voice, video , and data 

networks . By combining VPN with the ri c h 
l\\:~s , "~~~~~~~ ; 
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stateful inspection firewall services that Cisco PIX Firewalls provide for these converged networking standards, 

businesses can easily extend voice and multimedia services to remote/satellite offices for additional bandwidth and 

cost savings. 

Site-to-Site VPNs Extend Netvvorks Economically to Remote Sites and Business 

Partners 

Using the standards-based site-to-site VPN capabilities within Cisco PIX Firewalls, businesses can securely extend 

their network across low-cost Internet connections to business partners and remote/satellite offices worldwide. Built 

upon the Internet Key Exchange (IKE) and IP Security (IPSec) VPN standards, Cisco PIX Firewalls encrypt data using 

56-bit Data Encryption Standard (DES) or advanced 168-bit Triple DES (3DES) encryption, ensuring that malicious 

individuais cannot see sensitive business data as it safely travels across the Internet. Cisco PIX Firewalls can aiso 

participate in X.509-based Public Key Infrastructures (PKI) and provide easy, automated certificate enrollment by 

taking advantage o f the Simplified Certificate Enrollment Pro toco! (SCEP)-another Internet standard Cisco helped 

to pioneer. Certain Cisco PIX Firewall models also provide integrated hardware VPN acceleration, providing up to 

100 Mbps of 3DES throughput and support for up to 2000 IKE security associations. 

Easy VPN Enables Highly Scalable, Easy-to-Manage VPN Deployments 

The innovative Easy VPN capabilities found in Cisco PIX Firewalls and other Cisco solutions-such as Cisco lOS® 

Software-based routers and Cisco VPN 3000 Series Concentrators-deliver a uniquely scalabie. cost-effective, and 

easy-to-manage remote-access VPN architecture. Built upon the foundation of dynamic policy distribution and 

effortless provisioning. Easy VPN eliminates the operational costs associated with maintaining remote-device 

configurations typically required by traditional VPN solutions. Easy VPN enables Cisco customers to enjoy the 

numerous benefits that VPNs provide- increased employee productivity by taking advantage o f high-speed 

broadband connectivity, and significantly reduced operational costs by eliminating expenses associated with legacy 

dialup architectures-without the problems commonly found with other remote-access VPN solutions. 

Cisco PIX Firewalls provide robust, remote-access VPN concentrator services that enable enterprises to securely 

extend their network to traveling employees, teleworkers, and remate offices for "anytime, anywhere access" to vital 

corporate network resources. Acting as an Easy VPN Server, Cisco PIX Firewalls support the wide range o f Cisco 

software- and hardware-based Easy VPN Remate products. By dynamically pushing VPN security policies to Easy 

VPN-enabled users as they connect, Cisco PIX Firewalls ensure that the latest VPN security policy is consistently 

enforced for ali remote-access users. 

Certain models o f Cisco PIX Firewalls can also act as "hardware VPN clients" using the new Easy VPN Remate 

features in Cisco PIX Firewall OS, transparently providing secure access to a corporate network for ali devices 

protected by a Cisco PIX Firewall in a remate network. This dramatically simplifies the initial deployment and 

ongoing management o f VPNs deployed to remate offices and teleworker environments by eliminating the need to 

install and maintain VPN client software on the individual devices protected by a remate Cisco PIX Firewall. 

Advanced client-side resiliency features ensure maximum VPN uptime by providing automatic failover to backup 

Easy VPN Servers in the event o f a network ar service failure . 

-, 
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lntegrated lntrusion Protection Guards from Popular Internet Threats 

The integrated intrusion-protection capabilities in Cisco PIX Firewalls protect today's networks from many popu. 

forms o f attacks, including Denial-of-Service (DoS) attacks and malformed packet attacks. Using a wealth o f 

advanced intrusion-protection features, including DNSGuard, FloodGuard, FragGuard, MaiJGuard, and TCP 

intercept, in addition to looking for more than 55 different attack "signatures," Cisco PIX Firewalls keep a vigila 

watch for attacks, can optionally block them, and can notify administrators about them in real time. Additionall 

Cisco PIX Firewalls support virtual packet reassembly, searching for attacks that are hidden over a series of 

fragmented packets. Strong integration with Cisco Intrusion Detection Systems (IDS) sensors enables Cisco PIX 

Firewalls to automatically shun (block) network nades identified as being hostile by Cisco IDS sensors. 

Enterprise-Ciass Resiliency Provides Maximum Business Uptime 

Cisco PIX Firewalls provide award-winning stateful failover capabilities (on select models) that ensure resilient 

network protection for enterprise network environments. Employing a cost-effective, active-standby high-availabilit 

architecture, Cisco PIX Firewalls configured as a failover pai r continuously synchronize connection state informatio1 

and device configuration data between one another. Performing this synchronization over a high-speed LAN 

connection provides the added benefit o f being able to geographically separa te failover pair members, thus providin! 

a further layer of protection. In the rare event of a system or network failure, network sessions are automatically 

transitioned between firewalls seamlessly, and with complete transparency to network users . 

Robust Remote-Management Solutions Lower Total Cost of Ownership 

Cisco PIX Firewalls deliver a wealth o f remote-management methods for configuration, monitoring, and 

troubleshooting. Management solutions range from an integrated, Web-based management application to highly 

scalable multi-firewall management tools to support for remote-monitoring protocols such as Simple Network 

Management Protocol (SNMP) and syslog. Cisco PIX Firewalls additionally provide up to 16levels of customizable 

administrative roles, so that enterprises can grant administrators and operations personnel the appropriate levei of 

permissions they need for each firewall they manage (for example, monitoring only, read-only access to the 

configuration, VPN configuration only, firewall configuration only, etc.). Cisco PIX Firewalls now also support Auto 

Update, a revolutionary secure remote-management capability that ensures firewalls configurations and software 

images are kept up-to-date. 

Cisco PIX Device Manager (PDM) , integrated with Cisco PIX Firewalls, provides administrators an intuitive, 

Web-based management interface for remotely configuring and monitoring a single Cisco PIX Firewall, without 

requiring any software (other than a standard Web browser) to be installed on an administrator 's computer. 

Administrators can also remotely configure, monitor, and troubleshoot Cisco PIX Firewalls using a command-line 

interface (CU) through various methods, including Telnet and Secure Shell (SSH) Protocol , or out-of-band via a 

console port. 

Administrators can easily manage a large number o f remate Cisco PIX Firewalls using either the new combination 

o f the CiscoWorks Management Center for Cisco PIX Firewalls and Auto Update Server, or Cisco Secure Policy 

Manager (CSPM)- all available within the Cisco VPN Security Management Solution (VMS) network management 

suite. The CiscoWorks Management Center for Cisco PIX Firewalls is a highly scalable, next-generation , three-tier 

management solution for Cisco PIX Firewalls that includes features such as hi erarchi cal grouping of managed 

firewalls, "Smart Rules" configuration inheritance, customiza ble administrative roles and access privil eges, 
k\,.._: () , ,. 
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worknm .. ·hasrd enterprise rhange management, comprehensive support for Cisco PIX Firewall's new Auto Updatt 

capahilitirs. and support for dynamically addressed firewalls. Cisco Secure Policy Manager Release 3.0 is a 

polin -I.Jasrd rentralized management solution for Cisco PIX Firewalls that includes a task-based interface, an 

int rrartive nrtwork topology map . policy wizards, and policy import capabilities. Additional integrated event 

managernrnt and inventory so lutions are also available as part ofthe Cisco VMS network management suíte. 

New Features Found in Cisco PIX Firewall Release 6.2 

Cisco PIX 1-irrwall Rel ease G.2 provides a wealth of new innovative features, which are detailed below: 

Table 1 New Features and Benefits 

N-Features Benefits 

Entetpns@-Ciass Security 

LAN ·bascd failover Extends failover functionality and enables geographic separation of Cisco 
PIX Firewalls in a failover pair by allowing failover information to be shared 
over a dedicated LAN connection (instead of a serial cable) between failover 
pairs 

B1d1rect•onal Network Address Enhances rich NAT functionality in Cisco PIX Firewalls to support 
Translallon (NAT) environments with overlapping private address ranges 

Turbo access control lists (ACLs) . Provides significantly enhanced performance and deterministic search 
times for ACL processing; especially useful in environments where 
extensive ACLs are deployed 

N2H2 URL filtering . lntegrates with N2H2 Sentian1
M products-leading Internet filtering 

solutions-to provide robust employee Web access control and monitoring 

Enhanced small-packet Delivers up to 48 percent more firewall performance for 64- to 512-byte 
performance packets than previous Cisco PIX Firewall OS releases, dueto further 

optimization of small-packet processing 

Management 

Auto Update . Provides highly scalable, secure remote management of PIX Firewalls with 
a unique push/pull management model 

Next-generation secure XMUHTTPS interface can be leveraged by Cisco 
and third-party management applications for remote firewall configuration 
management, inventory, software image management/deployment 
and monitoring 

Supports dynamically addressed firewalls in addition to firew alls with static 
IP addresses 

lntegrates seamlessly with CiscoWorks Management Center for Cisco PIX 
Firewalls and Auto Update Server for robust, scalable remote management 
of up to 1000 PIX Firewalls 

Object grouping Enables administrators to group network objects (such as devices, 
networks, and services) into logical groups to greatly simplify access 
control rule d efinition and maintenance 

I ------.....__.._ 
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Table 1 New Features and Benefits 

New Features Benefits 

Command-level authorization . Enables businesses to create up to 16 customizable administrative roles and 
profiles for accessing Cisco PIX Firewalls (for example, monitoring onty, 
read-only access to configuration, VPN administrator, firewall 
administrator, etc.) 

. Uses either the internai Cisco PIX Firewall administrator data base or outside 
sources via TACACS+, such as Cisco Secure ACS 

Dynamic ACLs via Cisco . Supports dynamic downloading and enforcement of ACLs on a per-user 
Secure ACS basis, upon user authentication with the firewall 

Network Time Protocol (NTP) . Provides convenient method for synchronizing the clock on Cisco PIX 
v3 client Firewalls with other devices on a network 

o CPU monitoring via SNMP v2 . Extends SNMP-based remate firewall health monitoring to include the 
ability to monitor CPU utilization 

Software and configuration . Adds support for downloading Cisco PIX Firewall OS and Cisco PIX Device 
updates via HTTP and HTTPS Manager software, as well as configuration updates via HTTP or HTTPS 

• Provides ability to detiver configuration and software updates over 
authenticated, encrypted network connection 

HTTPS-based CU access . Delivers flexible, secure interface for interactive and easily scriptable access 
to Cisco PIX Firewall CLI via standard HTTPS requests 

Packet capture . Gives administrators new, powerful troubleshooting capabilities by 
providing robust packet-capturing facilities on each interface of the firewall . Supports severa I methods of accessing captured packets, including via the 
console, secure Web access ora file exported to a Trivial File Transfer 
Protocol (TFTP) server 

Small Office/Home Olfice 

Easy VPN Remate (hardware . Enables dramatically simplified VPN rollouts to small office, teleworker, and 
VPN client) remote/branch-office environments, allowing Cisco PIX 501, 506, and 506E 

Firewalls to act as hardware VPN clients, and eliminating the provisioning 
complexities of traditional site-to-site VPN deployments 

o 
. Downloads VPN policy dynamically from an Easy VPN Server upon 

connection, ensuring the latest corporate security policies are enforced 

Provides robust client-side VPN resiliency with support for up to ten Easy 
VPN servers with automatic failover, in addition to Dead Peer Detection 
(DPD) support 

Enables the network behind a Cisco PIX Firewall to appear as a single user 
to the VPN headend when using Easy VPN Remate Client Mode 

. Provides site-to-site VPN-Iike functionality without requiring any additional 
provisioning when using Easy VPN Remate Network Extension Mode 

. Supports both split and non-split tunneling environments 

Provides intelligent, transparent Domain Name System (DNS) proxy 
capabilities for access to both corporate and public DNS servers 

PPP over Ethernet (PPPoE) support Ensures compatibility with networks that require PPPoE support, such as 
xDSL and cable modem broadband environments 

Cisco Systems. Inc. ~ ::.;~ • 
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Table 1 New Features and Benefits 

New Features Benefits 

Voice-over-IP (VoiP)/Multimedia 

Multicast support . Supports wide range of multicast applications by introducing support for 
Internet Group Management Protocol (IGMP) v2 and stub multicast routing. 
including NAT and Port Address Translation (PAT) and the ability to build 
access contrai lists for multicast traffic 

PAT for H.323 and SIP Extends market-leading VoiP support and enables SIP and H.323 to work in 
PAT environments, typically found in home offices and remate offices 

DHCP server support for Cisco • Simplifies remate Cisco IP Phone deployments by providing Cisco 
IP phones CaiiManager contact information via DHCP options 66 and 150 to Cisco IP 

phones for automated bootstrapping 

o Internet i.ocator Service (ILS) Fixup . Adds support for ILS, a popular directory service used by applications such 
as Microsoft NetMeeting, SiteServer and Active Directory, for registration 
and location of network entities/endpoints 

Technical Specifications 

VPN Client Compatibility 

Cisco PIX Firewalls support a wide variety o f software- and hardware-based VPN clients, including: 

Software IPSec VPN clients Cisco Secure VPN Client Release 1.1 

Cisco VPN 3000 Concentrator Client, Release 2.5 and higher 

Cisco VPN Client for Microsoft Windows, Release 3.0 and higher 

Cisco VPN Client for Linux, Release 3.5 and higher 

Cisco VPN Client for Sola ris, Release 3.5 and higher 

Cisco VPN Client for Mac OS X. Release 3.5 and higher 

Hardware IPSec VPN clients Cisco VPN 3002 Hardware Client, Release 3.0 and higher 

Cisco lOS Software Easy VPN Remate, Release 12.2(B)Y J 

o Cisco PIX Firewall Easy VPN Remote, Release 6 .2 and higher 

Layer 2 Tunneling Protocol Microsoft Windows 2000 
(L2TP)/IPSec VPN clients 

Point-to-Point Tunneling Protocol Microsoft Windows 95 
(PPTP) VPN clients Microsoft Windows 98 

Microsoft Windows NT 4.0 

Microsoft Windows 2000 

- 1 
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Easy VPN Server Compatibility 

Cisco PIX Firewalls can now act as hardware-based VPN clients, taking advantage o f the new Easy VPN Remate 

capabilities in Cisco PIX Firewall OS. The following Easy VPN Server platforms are supported for this 

deployment scenario: 

Cisco lOS Routers Release 12.2(8)T and higher 

Cisco PIX Firewalls Release 6 .0(1) and higher 

Cisco VPN 3000 Concentrators Release 3.1 and higher 

Cisco Site-to-Site VPN Compatibility 

In addition to supporting interoperability with many third-party VPN products, Cisco PIX Firewalls interoperate 

with the following Cisco VPN products for site-to-site VPN connectivity: 

Cisco lOS Routers Release 12.1 (6)T and higher 

Cisco PIX Firewalls Release 5.1 (1) and higher 

Cisco VPN 3000 Concentrators Release 2.5.2 and higher 

Cryptographic Standards Supported 

Cisco PIX Firewalls support numerous cryptographic standards and related third-party products and services, 

including the following: 

Asymmetric (public key) encryption algorithms RSA (Rivest, Shamir, Adelman) public/private key pairs, 
512 bits to 2048 bits 

Symmetric encryption algorithms DES: 56 bits 

3DES: 168 bits 

RC4: 40, 56, 64, and 128 bits 

Perfect Forward Secrecy (Diffie-Hellman key Group 1: 768-bits 
negotiation) Group 2: 1024-bits 

Hash algorithms MOS: 128-bits 

SHA-1 : 160-bits 

X.509 certificate authorities Baltimore UniCERT 

Entrust Authority 

Microsoft Windows 2000 Certificate Services 

VeriSign OnSite 

X.509 certificate enrollment protocols SCEP 
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System Requirements 

Platforms supported Cisco PIX 501 Firewall 

Cisco PIX 506 Firewall 

Cisco PIX 506E Firewall 

Cisco PIX 515 Firewall 

Cisco PIX 515E Firewall 

Cisco PIX 520 Firewall 

Cisco PIX 525 Firewall 

Cisco PIX 535 Firewall 

RAM, minimum 32MB, except Cisco PIX 501 which requires 16MB 

Flash memory, minimum 16MB, except Cisco PIX 501/506/506E which require 8MB 

Expansion cards supported Single-port 10/100 Fast Ethernet card 

Four-port 10/100 Fast Ethernet card 

Single-port Gigabit Ethernet, multimode (SX) SC, card 

VPN Acceleration Card (VAC) 

Product Ordering lnformation 

PIX-SW-UPGRADE= 

Support Services 

Cisco PIX software one-time upgrade for customers without a 
current SMARTnetTM support contract 

Support services are available from Cisco partners as well as from Cisco. The Cisco SMARTnet service augments 

customer support resources. It provides 24x7x 365 access to technical resources (both online and via telephone) , the 

ability to download updated system software, and hardware advance replacement . 

' r 
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Additional lnformation 

For more information, please visit the following links: 

Cisco PIX Firewall: 

http://www.cisco.com/go/pix 

Cisco PIX Device Manager: 

http://www.cisco.com/warp/public/cc/pd/fw/sqfw500/prodlit/pixdm_ds.pdf 

Cisco Secure ACS: 

http://www.cisco.com/go/acs 

Cisco Secure Policy Manager: 

http://www.cisco.com/go/policymanager 

L 

Cisco VPN Security Management Solution (VMS), CiscoWorks Management Center for Cisco PIX Firewalls and 

Auto Update Server: 

http://www.cisco.com/go/vms 

Cisco SAFE Blueprint: 

http://www.cisco.com/go/safe 

To download the latest Cisco PIX Firewall OS and Cisco PIX Device Manager software (with a valid Cisco.com 

login), visit: 

http:/ /www.cisco .com/cgi-bin/ta blebuild. pl/pix 

t ' 1 ., , • ,. r 
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Cisco Secure 

PIX Firewall VPN 
Accelerator Card 

Overview 

The VPN Accelerator Card (VAC) for the Cisco 

Secure PIX Firewall series provides 

high-performance, tunneling and encryption 

services suitable for site-to-site and remote access 

applications. This hardware-based VPN 

accelerator is optimized to handle the repetitive 

but voluminous mathematical functions required 

for IPsec. Offioading encryption functions to the 

card not only improves IPsec encryption 
processing, but also maintains high-end firewall 

performance. As an integral component of the 

Cisco virtual private network (VPN) solution, the 

VPN Accelerator Card provides platform 

scalability and security while working seamlessly 
with services necessary for successful VPN 

deployments-encryption, tunneling, and 

firewall. 

High Performance 

The VPN Accelerator Card, which fits in a PCI 

slot inside the PIX chassis, encrypts data using the 

56-bit Data Encryption Standard_(DES) .o r 168-bit 

3DES algorithms at speeds up to 100 Mbps. A 

PIX equipped with a VAC supports as many as 

2,000 encrypted tunnels for concurrent sessions 

with mobile users or other sites. In addition to 

encryption, the card handles a variety o f other 

IPsec-related tasks-hashing, key exchange, and 
storage o f security associations-which free the 

PIX main processar and memory to perform other 

perimeter security functions . 

• Encryption-DES and 3DES encryption are 

very CPU intensive, potentially impacting 
firewall performance in high-throughput 

configurations. The VAC makes it possible to 

send DES or 3DES encrypted data at high speed 

while still providing the full range o f perimeter 

security services available from the Cisco Secure 

PIX Firewall. 

• Authentication-RSA and Diffie-Hellman are 

CPU-intensive protocols that are used when a 

new IPsec tunnel is established. RSA 

authenticates the remote device while 

Diffie-Hellman exchanges keys that will be used 

for DES or 3DES encryption. The VPN 

Accelerator Card implements these protocols in 

specialized hardware ensuring fast tunnel setup 

and high overall encryption throughput. 

' ' , f -
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• Tunneling-The PIX and VAC support IPsec tunneling 

protocol enabling high-performance, flexible network 

designs for both remate access and site-to-site VPNs. 

Site-to-site solutions can be designed with PIX or 

combinations o f PIX with Cisco VPN appliances or 

VPN-enabled multi-service routers. Remate access 

solutions can utilize Cisco's VPN client or other 3rd 

party clients supporting the IPsec tunneling protocol. 

lncreased Security 

The PIX VAC provides an extra levei of security by 

segregating sensitive VPN information from standard 

system processing. Encryption, authentication, and key 

generation mechanisms are handled by onboard memory 

and processors. In addition, a hardware random number 

generator provides high quality input to crypto functions 

resulting in strong security while ensuring high 

throughput during process-intensive re-keying . 

operations. 

Easy lmplementation 

PIX Firewall automatically detects the presence o f the 

VPN Accelerator Card and transfers encryption activities 
to the VAC without configuration changes. Throughput is 

enhanced through the use o f specialized hardware to 

perform the complex mathematical transformations 

necessary to generate keys, authenticate devices, 

authenticate packets, and encrypt and decrypt data. The 

VPN Accelerator Card is fully compatible with 
network-layer IPsec and the Layer 3 encryption software 

services o f the Cisco Secure PIX Firewall Software. 

Performance Summary 

168-bit 3DES IPsec VPN throughput: 100 Mbps 

Simultaneous VPN tunnels: 2,000 

System Requirements 

Operating System: PIX OS v5.3(1) or !ater (with DES or 

3DES license) 

Platforms: PIX 515/515E, 520, 525, 535 (limit one per 

chassis) 

Standards Support 

Protocols: IPsec, IKE, PKCS #11 

Symmetric Algorithms: 56-bit DES, 168-bit 3DES 

Hashing algorithms: MD-5, SHA-1 

Asymmetric Algorithms: RSA, Diffie-Helman, DSA 

Technical Specifications 

Processar: IRE 2141 

Random Access Memory: 2 MB of SDRAM 

PCI Interface: 32-bit, 33-MHz PCI v2.1 (short form) 

Environmental 

Operating 
Temperature: 32° to 122° F {0° to 50° C) 

Relative Humidity: 10% to 90% noncondensing 

Nonoperating 
Temperature: 32° to 158° F (0° to 70° C) 

Power 

Input 
Range Line Voltage: SV +/-10%, 3.3V +/-10% 

Nominal Line Voltage: SV +/-10%, 3.3V +1-10% 

Power: l.SW 

Dimensions and Weight 

Height: 4.2 inches (10.7 em) 

Depth: 6.875 inches {17.5 em) 

Weight:- .5 pounds (.2 kg) 

Certifications 

Safety: UL 1950, CSA C22 .2 No. 950, EN 60950, IEC 

60950, AS/NZS3260, TSOOl , IEC60825, EN 60825, 

21CFR104 

EMI: CFR 47 Part 15 Class A (FCC) , ICES 003 Class A 

with UTP, EN55022 Class A with UTP, CISPR 22 Class A 

with UTP, AS/NZ 3548 Class A with UTP, VCCI Class A 

with UTP, EN55024 , EN50082-1 (1997) , CE marking, 

EN55022 Class B with FTP, Cispr 22 Class B with FTP, 

AS/NZ 3548 Class B with FTP, VCCI Class B with FTP 
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Ordering lnformation 

PIX-VPN-ACCEL IPsec Hardware VPN Accelerator Card 
(VAC) 

PIX-VPN-3DES 168-bit 3DES IPsec VPN software 
license 

PIX-VPN-DES 56-bit DES IPsec VPN software license 

Additional lnformation 

For more information about PIX Firewall, go to 

http:/ /www.cisco.com/go/pix 

Export Considerations 

The PIX VPN Accelerator Card and associated software 

may be export controlled. Refer to the export compliance 

Web site at: http://www.cisco.com/wwl/export/crypto/ for 

guidance. For specific export questions, contact 

export@cisco.com 
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CiscoWorks Management Center 
for Firewalls, Version 1.2 

o 

Figure 1 

CiscoWorks 
Management 
Center for PIX 
Firewalls 

o 

lntroduction 

The CiscoWorks Management Center for 

Firewalls and Auto Update Server Software 

are the functional components. within the 

CiscoWorks VPN/Security Solution (VMS), 

that provide unprecedented manageability 

for the Cisco Firewall product line. The 

Management Center for Firewalls features 

the "look and feel" ofthe Cisco PIX Device 

Manager (PDM) but offers centralized 

management scalability o f up to 1,000 

Cisco Firewalls. 

This management center component of 

CiscoWorks VMS, is an integral part ofthe 

SAFE blueprint, and combines Web-based 

tools for configuring, monitoring. and 

troubleshooting the following: 
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• VPNs 

• Firewalls 

• Network intrusion detection systems 

(IDS) 

• Host-based IDS 

CiscoWorks VMS addresses the needs of 

both small- and large-scale VPN and 

security deployments , and enables 

organizations to protect productivity gair 

and reduce operating costs. 

Cisco protects the productivity o f your 

enterprise with an integrated security 

management solution. Unlike pointer 

security products from multiple vendors 

that Ieave vulnerable gaps with different 

GUis. CiscoWorks VMS provides a 

comprehensive solution that ties separate 

security and VPN technologies in to a singl 

whole secure network. 

New Features 

Management Center for Firewalls version 

1.2 is the follow-on version of the 

Management Center for PIX Firewalls 

version 1.1. This module has been rename 

to reflect the additional su pport for the 

Firwall Services Module (FWSM). 

Managment Center for Firewalls version 

1.2 adds support for the following new 

features : 

• Cisco PIX 6.3 

• Single ckick to deploy configurations 

(No activity and job management) 

• Object groups 

• Dual NAT , 
f'\ 
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• Solaris 

• VLANs 

• Syslog per access-list 

• Single Auto Update Server (AUS) set up for an entire group of Cisco PIX 

• NATO ACL 

• Cut and paste of building blocks 

lntended Use 

The Management Center for Firewalis provides SAFE coverage and centralized management ofaccess rules, Netw' 

Address Translation (NAT), intrusion detection, and VPN on Cisco Firewalis. It supports centralized manageme 

o f virtualiy any Cisco Firewali security network including remate access; demilitarized zone (DMZ); smali offic€ 

home office (SOHO); voice, storage, and wireless networks; Internet security; and management security provide 

scenarios. 

Features and Benefits 

The Management Center for Firewalis provides unique and robust scalability with these industry-first features: 

• Smart Rules hierarchy and inheritance 

• User-defined device and customer groups including nesting 

• Global role-based access (RBAC) with administrative privileges per device and customer groups with CiscoW01 

products and Cisco Secure Access Contrai Server (ACS) 

• Mandatory and default device settings inheritance 

• Workflow deployment to device. directory or Auto Update Server 

• Look and feel of Cisco PIX Device Manager (PDM) but with scalability to 1,000 Cisco Firewalis 

• Web GUI 

• Integration o f market-leading management features from other CiscoWorks products 

• Complete SAFE coverage for centralized management of Cisco PIX and Firewall Services Module including 

access contrai. virtual private networks (VPN). intrusion detection systems (IDS), and authentication, 

authorization, and accounting (AAA) 

• Reduction in total configuration time 

• Reduction in manual configuration errors 

• Automatic update of remate firewall configurations and operating systems 

• Automatic and periodic verification o f remo te firewali configurations 

Smart Rules 

Smart Rules is an innovate feature that aliows common information. including access rules and settings, to be 

inherited for ali firewalis in a device or customer group. Smart Rules allows a user to define common rules once, 

reducing configuration time and resulting in fewer administrative errors. Furthermore, Smart Rules offers higher 

device scalability. A user can configure a common rule (such as allowing ali HTTP traffic) once, and then apply ti 

global rule to ali firewalis . Smart Rules can also be defined on a device or customer group. 
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Granular Administrative Privileges for Customer/Device Groups 

The CiscoWorks Management Center for Firewalls allows devices to be separated by geography, customer, devic• 

type, or any other mechanism the user wants. The Management Center for Firewalls supports multiple 

administrators. Administrative privileges can be defined on a device or customer group. Basic administrative 

privileges include the five roles defined in the CiscoWorks desktop. Administrative privileges can also be defined 

within Cisco Secure Access Control Server (ACS) to allow very granular administrative privileges so that a custom 

can view their own firewall configurations but not those o f another customer. 

Globai/Group Device Settings 
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The CiscoWorks Management Center for Firewalls supports an extensive list of device settings including Failover, 

Routing, SNMP, ICMP, AAA, DHCP, TFTP, VPN Client, IDS, and IP Anti-spoofing. Ali of these settings can be 

defined globally and inherited by ali applicable firewalls. Any o f these settings can also be defined on a device or 

customer group for unprecedented scalability. Powerful feature settings, including IDS signatures, can now be define• 

for ali applicable firewalls with just a few mouse clicks. 

Benefits of Cisco PDM, Cisco.com, and CiscoWorks 

Other competitive products simply distribute ali configuration changes to ali devices. Like other CiscoWorks 

products, the Management Center for Firewalls supports flexible configuration deployment to either a device, file 

directory, o r Auto U pdate Server. The Management Center for Firewalls features the "look and feel" o f the 

single-firewall Cisco PDM. It also offers the usability of Cisco PDM combined with the scalability o f centralized 

management for up to 1,000 Cisco Firewalls. 
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The Management Center for Firewalls incorporates an easy-to-use 

Web GUI and secure configuration and distribution with Secure 

Socket Layer (SSL) and secure digital certificates. The Management 

Center for Firewalls also supports key scalability features from 

CiscoWorks LAN Management Solution (LMS) and Routed WAN 

Management Solution (RWAN) that facilitate LAN and WAN 

deployments ofmore than 20,000 devices. Key CiscoWorks features 

supported by the Management Center for Firewalls include an 

approval flow, device list from CiscoWorks Resource Manager 

Essentials (RME), rollback, and activity and job management. 

Device Support 

• The Management Center for Firewalls supports the following 

Cisco Firewall platforms: Cisco PIX 501, 506, 506E, 515, 515E, 

525, 535; and the Cisco Firewall Services Module (FWSM) 

• The Management Center for Firewalls supports versions 6.0, 

6.1, and 6.2 ofthe Cisco PIX Operating System, and FWSM 

versions 1.1 (x). 

o 

The Management Center for Firewalls will import the configuration 

o f existing Cisco Firewall version 6.0 deployments. The 1 1~ ~ ":.1 
.,<:.: 

Management Center for Firewalls also features an outbound/ 1 ,,_..., 
conduit to an access list conversion tool that enables conversion of 

existing access configurations to access lists. 

System Requirements 

The Management Center server software is currently supported on 

Windows 2000 only. For comprehensive hardware and operating 

requirements, see the CiscoWorks VMS Overview at http:// 

www.cisco.com/go/vms. 

Ordering lnformation 

The Management Center for Firewalls is available exclusively as 

part of CiscoWorks VPN/Security Management Solution (VMS). 

For details on ordering, refer to the CiscoWorks VMS Product 

Bulletin at http://www.cisco.com/go/vms. 

For More lnformation 

Please reference http://www.cisco.com/go/vms for more information 

about CiscoWorks VMS, or email ciscoworks@cisco.com. 
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Monitoring Center for Security, Version 1.2 

lntroduction 

The Monitoring Center for Security is a tool 

to capture, store, view, correlate and report 

on events from: 

o Cisco Network IDS 

o Cisco Switch IDS 

o Cisco IDS Network Module for routers 

o Management Center for Cisco Security 

Agents 

o Cisco PIX Firewalls 

o Cisco Firewall Services Modules 

o Cisco lOS Routers 

The Monitoring Center for Security will 

increase the accuracy o f threat detection 

and lower the operational costs for event 

monitoring, and will increase your 

administrator's productivity. The software 

delivers event correlation to identify attacks 

that are not easily recognizable from a 

single event, a flexible notification scheme 

and automated responses to criticai events. 

By taking advantage o f user-defined event 

correlation rules. the operator can: 

o Monitor attacks against specific, 

high visibility hosts (for example, a 

web server). 

o Monitor the traffic for patterns of 

attacks 

o Correlate IDS information from 

multiple security devices (e.g. , firewalls . 

network IDS, host IDS) 

o Receive early notification of emerging 

threats 

o Trigger an automated response, as a 

corrective action against an attack 

o Reduce the number o f false positives 

The Monitoring Center for Security is a 

component of the CiscoWorks VPN/ 

Security Management Solution (VMS). 

VMS is an integral part o f the SAFE 

blueprint and combines web-based 

tools for configuring, monitoring and 

troubleshooting: 

o Virtual Private Networks (VPN) 

o Firewalls 

o Network Intrusion Detection 

Systems (IDS) 

o Host-based IDS 

CiscoWorks VMS addresses the needs 

of both small- and large-scale VPN and 

security deployments by protecting 

productivity gains and reducing operating 

costs fororganizations . 

lntended Use 

The Monitoring Center for Security will 

benefit those organizations experiencing 

information overload, resulting from: 

o Toa many security consoles 

o Too many security events to monitor 

o Difficulty in viewing the big security 

picture 
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New Features 

Tlw Monitoring Center for Security includes support for additional event types. The operator can now monitor 

everm frorn the Management Center for Cisco Security Agents, version 4.0 and also monitor events from the Cisco 

lntrmion Drlection System (lOS) software version 4.1. The Management Center for Cisco Security Agents 4.0 will 

recri\'f' evPnl~ from agents and lhen forward these events to the Monitoring Center for Security version 1.2. As a 

result . 1 ht• Moniloring Crnlrr for Security provides a broad, unified view of security messages. 

Support for lOS 4.1 allows 1 he opera to r to monitor network IDS sensors that communicate using the Remo te Data 

ExrhangP Pro1orol (RDEP). Wilh lhe RDEP protocol the operator can subscribe to specific IDS event types and better 

conlrol \\ hich rvents are received. 

EnhanrP nH'nl ~ in the evenl virwer include performance improvements for event deletions and an addition of a new 

inlrrfac!' graphing capabilily. The user can also preserve their preferred column ordering in the event viewer. 

Enhancernenls for reporting include the ability to save generated reports to the data base and to a file for more flexible 

slorage oplions. Furthermore. new summary information has been added to reports to help with analysis. Cisco has 

added more reports for firewall s and Cisco Security Agents. 

Enhancemenls in the notification system include an increase in the number o f active events rules from 5 to 1 O. Event 

rules help identify criticai events and automate a response so that the operator does not need to monitor a screen 

over long periods. The operator can also import Cisco IDS Sensor configurations from a remote Management Center 

for lOS Sensors server to save time. 

The Moniloring Center for Security, version 1.1 is now supported on Solaris 8. This software does not have some of 

the fratures that are available in the Monitoring Center for Security version 1.2, which is available only on Windows 

2000 currently. Examples of features not supported on the Solaris platform include: 

• No support for events from the Management Center for Cisco Security Agents, version 4.0 

• No support for events from the Cisco IDS Network Module for routers 

• No support for events form IDS version 4.1 (however, IDS 4.0 is supported) 

• No additional reports for firewall and Cisco Security Agents 

• No support for saving the preferences of column ordering in the event viewer 

Features and Benefits 

Comprehensive reporting options for finding information 

• Web-based wizard for creating flexible security reports 

• On-demand and scheduled reports 

• Reports by top incidents, by IP address. by time, by signature , by event, etc. 

• Send notifications of reports by email 

Web-based event viewer with features to easily locate attacks 

• Easily "slice and dice" data by moving event field columns and sifting through thousands ofevents in seconds. 

The Event Viewer can read both real-time and historical events from the database. 

'.' 
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Figure 1 

Design based on award winning event viewer. 
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Perform event correlation to detect an emerging threat 
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• C reate user-defined rules for establishing relationships between events {correia te by type o f event, by time, acros: 

sensors, across source addresses, etc.). This helps to identify attacks, which may not be apparent from a single 

event. 

• The user can define thresholds and time periods when a rule should be triggered 

• I f a rui e is triggered , the user can be notified via email and fine-tune what information from the suspicious packe1 

is forwarded with the email. Alternatively, the user can automatically execute a script as a corrective response 

Database Management 

• The Monitoring Center for Security provides a relational data base that is used for storage o f event data. Variow 

database management functions such as archiving and purging can easily be performed without database 

administration skills within the Monitoring Center for Security using the web interface. 

f" 
\' 
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Devices Supported for Monitoring 

Platform 

Cisco Network IDS sensors 

Cisco Switch lOS (IOSM) sensors 

Cisco lOS Network Module for Cisco Routers 

Cisco PIX Firewall 

Cisco Firewall Services Modules 

Cisco lOS Router for lOS messages (with lOS Firewall toolkit) 

Cisco Security Agents (forwarded by Management Center for 
Cisco Security Agents, version 4.0) 

Cisco lOS Host Console (forwarded by the Cisco lOS Host 
Console, version 2.5) 

System Requirements 

For comprehensive hardware and operating requirements see the 

VMS Overview. 

O ://www.cisco.com/go/vms 

Ordering lnformation 

The Monitoring Center for Security is a featured component of 

CiscoWorks VMS. For ordering details click on the VMS Produét 

Bulletin found at: 

Software Version Supported 

lOS 3.0, 3.1, 4.0 and 4.1 

IOSM 3.0(5), 4.0 and 4.1 

lOS 4.1 

Cisco PIX Firew a ll OS 6 .0(x), 6.1(x), 6.2(x), 6 .3.1 

1.1 

12.2x mainline and !ater 

4.0 

2.5 

http://www.cisco.com/go/vms 

For More lnformation 

Please reference http://www.cisco.com/go/vms or email 

ciscoworks@cisco.com 
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Configuring IPSec 

This chapter provides information about IP Security Pro toco! (IPSec ), Internet Key Exchange (IKE), 
IKE Mode Configuration, and Certification Authority (CA) features so that you can successfully 
implement these features into the PIX Firewall and have Virtual Private Network (VPN) capability. 
This chapter describes the features' functions, as well as how these features interoperate with one 
another. You will find the applicable configuration procedures after each component's "about" 
section. 

This chapter includes the following sections: 

• Supported Standards 

• List o f Terms 

• Order in Which You Configure Your IPSec 

• About IPSec 

• Configuring IPSec 

• About IKE 

• Configuring IKE 

• About IKE Mode Configuration (Dynamic IP Address Assignment for Cisco Secure VPN Client) 

• Configuring Dynamic IP Addressing Assignment 

• About CA 

• Configuring CA 

The IPSec-related comrnands are Iisted and described within Chapter 6, "Command Reference." 

See Chapter 5, "Configuration Examples," for additional examples of IPSec configurations. 

, 1 cpntigur'ngr~e2f 4-1 
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Cisco implements the following standards for the IPSec and IKE features within the PIX Firewall: 

• IPSec-IP Security Protocol. IPSec is a framework of open standards that provides data 
confidentiality, data integrity, and data authentication between participating peers. IPSec 
provides these security services at the IP layer; it uses IKE to handle negotiation o f protocols and 
algorithms based on local policy and to generate the encryption and authentication keys to be 
used by IPSec. IPSec can be used to protect one or more data fiows between a pair of hosts, 
between a pair of security gateways, or between a security gateway and a host. 

IPSec is documented in a series of Internet RFCs, ali available at 
http://www.ietf.org/html.charters/ipsec-charter.html. The overall IPSec implementation is 
guided by "Security Architecture for the Internet Protocol," RFC2401. 

• Internet Key Exchange (IKE)-A hybrid protocol that implements Oakley and SKEME key 
exchanges inside the Internet Security Association and Key Management Protocol (ISAKMP) 
framework. While IKE can be used with other protocols, its initial implementation is with the 
IPSec protocol. IKE pro v ides authentication of the IPSec peers, negotiates IPSec security 
associations, and establishes IPSec keys. . 

IPSec as implemented in PIX Firewall supports the following additional standards: 

• AH-Authentication Header. A security protocol that provides data authentication and optional 
anti-replay services. AH is embedded in the data to be protected (a full IP datagram). 

The AH protocol (RFC2402) allows for the use of various authentication algorithms; PIX 
Firewall has implemented the mandatory MD5-HMAC (RFC2403) and SHA-HMAC 
(RFC2404) authentication algorithms. Used in conjunction with ISAKMP, the AH protocol 
algorithms. In conjunction with ISAKMP, the ESP protocol provides anti-replay services. 

• ESP-Encapsulating Security Payload. A security protocol that provides data privacy services 
and optional data authentication, and anti-replay services. ESP encapsulates the data to be 
protected. 

The ESP protocol (RFC2406) allows for the use of various cipher algorithms and (optionally) 
various authentication algorithms. The PIX Firewall implements the mandatory 56-bit DES-CBC 
with Explicit IV (RFC2405); as the encryption algorithm, and MD5-HMAC (RFC2403) or 
SHA-HMAC (RFC2404) as the authentication. 

IKE is implemented per the latest version of the "The Internet Key Exchange" Internet Draft 
(draft-ietf-ipsec-isakmp-oakley-xx.txt). 

ISAKMP-The Internet Security Association and Key Management Protocol. A pro toco! 
framework that defines payload formats, the mechanics of implementing a key exchange protocol, 
and the negotiation of a security association. 

ISAKMP is implemented per the latest version of the "Internet Security Association and Key 
Management Protocol (ISAKMP)" Internet Draft (draft-ietf-ipsec-isakmp-xx.txt). 

Oakley-A key exchange protocol that defines how to derive authenticated keying material. 

Skeme-A key exchange protocol that defines how to derive authenticated keying material , with 
rapid key refreshment. 

The component technologies implemented for use by IKE include: 

• DES-Data Encryption Standard (DES) is used to encrypt packet data. IKE implements the 
56-bit DES-CBC with Explicit IV standard. See "CBC." 

• Triple DES (3DES)-A variant of DES, which iterates three times with three separare keys' ·; :/ ~ . ,,, 
effecti vely doubling the strength of DES . j:. ' •• -

Configuration Guide for the Cisco Secure PIX Firewall Version 5.0 
,... 

o 31 5 --·---

. ·~ _D~c~ Í O__J~~ 
·--.-.. 



' ' 

o 

List of Terms 
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• CBC-Cipher Block Chaining (CBC) requires an initialization vector (IV) to start encryption. 

The IV is cxplicitly given in the IPSec packet. 

• Diftie-Hellman-A puhlic-key cryptography protocol which allows two parties to establish a 
~han:d secret over an unsecure communications channeL Diffie-Hellman is used within IKE to 
c~tahlish session key~ . 7óX-bit and 1024-bit Diffie-Hellman groups are supported. 

• 1\105 ( HMAC variant )-I\1D5 (Message Digest 5) is ahash algorithm used to authenticate packet 
data. HMAC is a variant which provides an additionallevel ofhashing. 

• SI IA ( IIMAC variant }-SHA (Secure Hash Algorithm) is a hash algorithm used to authenticate 
paàet data. HMAC is a variant which provides an additionallevel of hashing. 

• RS A ,j~natures-RSA is the public key cryptographic system developed by Ron Rivest, Adi 
Sharmr. and Leonard Adleman. RSA signatures provides non-repudiation. 

IKE mteroperates with the following standard: 

X.5!lth) ceniticates-Used with the IKE protocol when authentication requires public keys. 
Ccnrticate support that allows the IPSec-protected network to scale by providing the equivalent of a 
digital ID card to each device. When two peers wish to communicate, they exchange digital 
cenillcates to prove their identities (thus removing the need to manually exchange public keys with 
each peer or to manually specify a shared key at each peer). These certificates are obtained from a 
CA. X .SOlJ is parto f the X.500 standard by the ITU. 

CA supports the following standards: 

• X .50Yv3 certificates 

• Public-Key Cryptography Standard #7 (PKCS #7)-A standard from RSA Data Security, Inc. 
used to encrypt and sign certificate enrollment messages. 

• Public-Key Cryptography Standard #10 (PKCS #10)-A standard syntax from RSA Data 
Security, Inc. for certificate requests. 

• RSA Keys-RSA is the public key cryptographic system developed by Ron Rivest, Adi Shamir, 
and Leonard Adleman. RSA keys come in pairs: one public key and one private key. 

- .,! 
,...=._r . ... . ....) 
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List of Terms 

C) 
anti-replay-A security service where the receiver can reject old or duplicate packets to protect 
itself against replay attacks. IPSec provides this optional service by use of a sequence number 
combined with the use of data authentication. PIX Firewall IPSec provides this service whenever it 
provides the data authentication service, except in the following cases: 

• The service is not available for manually established security associations (that is, security 
associations established by manual configuration and not by IKE). 

client-Node or software program (front-end device) that requests services from a server. 

data authentication-Includes two concepts: 

• Data integrity (verify that data has not been altered) . 

• Data origin authentication (verify that the data was actually sent by the claimed sender) . 

Data authentication can refer either to integrity alone or to both of these concepts (although data 
ori gin authentication is dependent upon data integrity). 

data confidentiality-A security service where the protected data cannot be observed . 

' ,..... .Configuri rl§ ~~~c 4-3 
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List of Terms 

o 

o 

data ftow- A grouping o f traffic, identified by a combination of source address/netmask, destination 
address/netmask, IP next protocol field, and source and destination ports, where the protocol and 
port fields can have the values of any. In effect, ali traffic matching a specific combination of these 
values is logicaliy grouped together into a data flow. A data flow can representa single TCP 
connection between two hosts, or it can represent ali traffic between two subnets. IPSec protection 
is applied to data flows. 

gateway-A device that performs an application layer conversion from one protocol stack to 
another. 

peer- In the context o f this chapter, a peer refers to a PIX Firewali or other device, sue h as a Cisco 
router, that participates in IPSec, IKE, and CA. 

perfect forward secrecy (PFS)-A cryptographic characteristic associated with a derived shared 
secret value. With PFS, i fone key is compromised, previous and subsequent keys are not 
compromised, because subsequent keys are not derived from previous keys. 

repudiation-A quality that prevents a third party from being able to prove that a communication 
between two other parties ever took place. This is a desirable quality if you do not want your 
communications to be traceable. Non-repudiation is the opposite quality-a third party can prove 
that a communication between two other parties took place. Non-repudiation is desirable i f you want 
to be able to trace your communications and prove that they occurred. 

security association-An IPSec security association (SA) is a description of how two or more 
entities wili use security services in the context of a particular security protocol (AH or ESP) to 
communicate securely on behalf of a particular data flow. lt includes such things as the transform 
and the shared secret keys to be used for protecting the traffic. 

The IPSec security association is established either by IKE or by manual user configuration. Security 
associations are uni-directional and are unique per security protocol. So when security associations 
are established for IPSec, the security associations (for each protocol) for both directions are 
established at the same time. 

When using IKE to establish the security associations for the data flow, the security associations are 
established when needed and expire after a period of time (or volume of traffic). If the security 
associations are manually established, they are established as soon as the necessary configuration is 
completed and do not expire. 

Security parameter index (SPI)-This is a number which, together with a destination IP address 
and security protocol, uniquely identifies a particular security association. When using IKE to 
establish the security associations, the SPI for each security association is a pseudo-randomly 
derived number. Without IKE, the SPI is manually specified for each security association. 

transform-A transform lists a security protocol (AH or ESP) with its corresponding algorithms. 
For example, one transform is the AH protocol with the MDS-HMAC authentication algorithm; 
another transform is the ESP protocol with the 56-bit DES encryption algorithm and the 
SHA-HMAC authentication algorithm. 

tunnel-In the context of this chapter, a tunnel refers to secure communication path between two 
peers, such as two PIX Firewall units. It does not refer to using IPSec in tunnel mode. 

Virtual Private Network (VPN)-Enables IP traffic to travei securely over a public TCPIIP 
network by encrypting ali traffic from one network to another. 

.. ~ . 
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Order in Which Vou Configure Your IPSec 

Order in Which Vou Configure Your IPSec 

o 

If you will implement interoperability with a CA, it is recommended that you perform your IPSec 
configuration in the following order: 

1 CA (see "Configuring CA") 

2 IKE (see "Configuring IKE") 

3 (Optional) IKE Mode Configuration-applies only ifyou are configuring dynamic IP addressing 
for remote clients (see "Configuring Dynamic IP Addressing Assignment" 

4 IPSec (see "Configuring IPSec") 

If you will not implement interoperability with a CA, and you will implement IKE, it is 
recommended that you perform your IPSec configuration in the following order: 

1 IKE (see "Configuring IKE") 

2 (Optional) IKE Mode Configuration-applies only ifyou are configuring dynamic IP addressing 
for remote clients (see "Configuring Dynamic IP Addressing Assignment" 

3 IPSec (see "Configuring IPSec") 

If you will not implement IKE, see "Configuring IPSec." 

Note Be sure to disable IKE, if you will not implement it. 

About IPSec 
IPSec provides security for transmission of sensitive information over unprotected networks such as 
the Internet. IPSec acts at the network layer, protecting and authenticating IP packets between 
participating IPSec devices (peers), such as PIX Firewall units. 

With IPSec, data can be transmitted across a public network without fear of observation, 
modification, or spoofing. This enables applications such as VPNs, which are categorized by 
intranets, extranets, and remote dia! access. Each VPN type has different security service needs.With 
VPN, customers, business partners, and remote users, such as telecommuters, can access enterprise 
computing resources securely. VPNs essentially extend a network's capability by accommodating 
the demands of a networked economy for diverse secured connectivity. 

IPSec provides the following network security services. These services are optional. In general, local 
security policy will dictate the use o fone or more o f these services: 

• Data Confidentiality-The IPSec sender can encrypt packets before transmitting them across a 
network. 

• Data Integrity-The IPSec receiver can authenticate packets sent by the IPSec sender to ensure 
that the data has not been altered during transmission. 

• Data Origin Authentication-The IPSec receiver can authenticate the source o f the IPSec packets 
sent. This service is dependent upon the data integrity service. 

• Anti-Replay-The IPSec receiver can detect and reject replayed packets. 

Note The term data authentication is generally used to mean data integrity and data origin 
authentication. Within this chapter, it also includes anti-replay services, unless otherwise specified. 

'" I 
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About IPSec 

o 

o 

In simple tenns, IPSec provides secure tunnels between two peers, such as two PIX Firewall units. 
You define which packets are considered sensitive and should be sent through these secure tunnels, 
and you define the parameters that should be used to protect these sensitive packets, by specifying 
the characteristics o f these tunnels. Then, when the IPSec peer sees such a sensitive packet, it sets 
up the appropriate secure tunnel and sends the packet through the tunnel to the remote peer. 

More accurately, these tunnels are sets of security associations that are established between two 
remote IPSec peers. The security associations define which protocols and algorithms should be 
applied to sensitive packets, and also specify the keying material to be used by the two peers. security 
associations are uni-directional and are established per security protocol (AH or ESP). 

With IPSec, you define what traffic should be protected between two remote IPSec peers by 
configuring access Iists and applying these access lists to interfaces by way of crypto map sets. 
Therefore, traffic may be selected on the basis of source and destination address . (Access lists used 
for IPSec are used only to determine which traffic should be protected by IPSec, not which traffic 
should be blocked or permitted through the interface. Separate access lists define blocking and 
permitting at the interface or inbound and outbound from the PIX Firewall.) 

Note Access lists used by IPSec on the PIX Firewall can only contain host selector or greater. 

A crypto map set can contain multiple entries, each with a different access list. The crypto map 
entries are searched in order-the PIX Firewall attempts to match the packet to the access list 
specified in that entry. 

When a packet matches a permit entry in a particular access list, and the corresponding crypto map 
entry is tagged as ipsec-isakmp, IPSec is triggered. lf no security association exists that IPSec can 
use to protect this traffic to the peer, IPSec uses IKE to negotiate with the peer to set up the necessary 
IPSec security associations on behalf of the data flow. The negotiation uses information specified in 
the crypto map entry as well as the data flow information from the specific access list entry. (The 
behavior is different for dynamic crypto map entries. Refer to "Dynamic Crypto Maps." 

If the crypto map entry is tagged as ipsec-manual, IPSec is triggered. If no security association exists 
that IPSec can use to protect this traffic to the peer, the traffic is dropped. In this case, the security 
associations are installed via the configuration, without the intervention o f IKE. If the security 
associations did not exist, IPSec did not have ali the necessary pieces configured . 

Once established, the set of security associations (outbound, to the remote peer) is then applied to 
the triggering packet as well as to subsequent applicable packets as those packets exit the PIX 
Firewall. "Applicable" packets are packets that match the same access list criteria that the original 
packet matched. For example, ali applicable packets could be encrypted before being forwarded to 
the remote peer. The corresponding inbound security associations are used when processing the 
incoming traffic from that peer. 

lf IKE is used to establish the security associations, the security associations will have lifetimes so 
that they will periodically expire and require renegotiation. (This provides an additional levei of 
security.) 

Multi pie IPSec tunnels can exist between two peers to secure different data streams, with each tunnel 
using a separate set of security associations. For example, some data streams might be just 
authenticated while other data streams must be both encrypted and authenticated. 

Access lists associated with IPSec crypto map entries also represent which traffic the PIX Firewall 
requires to be protected by IPSec. Inbound traffic is processed against the crypto map entries-if an 
unprotected packet matches a permit entry in a particular access list associated with an IPSec crypt.o 
map entry, that packet is dropped because it was not sentas an IPSec-protected padl<et. • : ;, 
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Access Lists' Compatibility with IPSec 

Crypto map entries also include transform sets. A transform set is an acceptable combination of 
security protocols, algorithms, and other settings to apply to IPSec-protected traffic. During the 
IPSec security association negotiation, the peers agree to use a particular transform set when 
protecting a particular data ftow. 

This section includes the following topics, which describe more IPSec conceptual information you 
will need to know prior to performing your IPSec configuration tasks. The procedures for 
configuring IPSec are covered in the section "Configuring IPSec." 

• Access Lists' Compatibility with IPSec 

• Global Lifetimes for IPSec Security Associations 

• Crypto Access Lists 

• Transform Sets 

• Crypto Map Entries 

• Apply Crypto Map Sets to Interface 

• Monitor and Maintain IPSec 

Access Lists' Compatibility with I PSec 

o 

By default, IPSec and ali packets that traverse the PIX Firewall are subjected to blocking as specified 
by inbound conduit, outbound list or interface access-list. To enable IPSec packets to traverse the 
PIX Firewall, ensure that you have statements in conduits, outbound lists or interface access-lists that 
permit the packets. Optionally, sysopt connection permit-ipsec can be configured to enable IPSec 
packets to bypass the conduit, outbound list and interface access-list blocking. 

Note The syopt connection permit-ipsec command enables ali packets that are destined to and 
arriving from an IPSec tunnel to bypass the conduit, outbound list, and interface access-list checks. 

Note IPSec packets that are destined to an IPSec tunnel are selected by the crypto map access-list 
bound to the outgoing interface. IPSec packets that arrive from an IPSec tunnel are 
authenticated/deciphered by IPSec and subjected to the proxy identity match o f the tunnel. 

Global Lifetimes for IPSec Security Associations 
You can change the globallifetime values that are used when negotiating new IPSec security 
associations. (These globallifetime values can be overridden for a particular crypto map entry.) 

These lifetimes only apply to security associations established via IKE. Manually established 
security associations do not expire. 

There are two lifetimes: a "timed" lifetime and a "traffic-volume" lifetime. A security association 
expires after the respective lifetime is reached and negotiations will be initiated for new one. The 
default lifetimes are 28,800 seconds (eight hours) and 4,608,000 kilobytes (10 megabytes per second 
for one hour). 

If you change a global lifetime, the new lifetime value will not be applied to currently existing 
security associations, but will be used in the negotiation of subsequently established security 
associations. If you wish to use the new values immediately, you can clear ali or part of the security 
association database. Refer to the clear crypto sa command for more details. r<{'; c-, ' ~1 ::/, ' .. ~ 
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About IPSec 

IPSec security associations use one or more shared secret keys. These keys and their security 
associations time out together. 

How These Lifetimes Work 
Assuming that the particular crypto map entry does not have lifetime values configured, when the 
firewall requests new security associations it will specify its globallifetime values in the request to 
the peer; it will use this value as the lifetime of the new security associations. When the firewall 
receives a negotiation request from the peer, it will use the smaller of either the lifetime value 
proposed by the peer or the locally configured lifetime value as the lifetime of the new security 
associations. 

The security association (and corresponding keys) will expire according to whichever occurs sooner, 
either after the seconds timeout or after the kilobytes amount of traffic is passed. 

o 
A new security association is negotiated before the lifetime threshold of the existing security 
association is reached to ensure that a new security association is ready for use when the old one 
expires. The new security association is negotiated either 30 seconds before the seconds lifetime 
expires or when the volume of traffic through the tunnel reaches 256 kilobytes less than the kilobytes 
lifetime (whichever occurs first). 

If no traffic has passed through the tunnel during the entire life of the security association, a new 
security association is not negotiated when the lifetime expires. 

Instead, a new security association will be negotiated only when IPSec sees another packet that 
should be protected. 

Crypto Access Lists 

4-8 

Crypto access lists are used to define which IP traffic will be protected by crypto and which traffic 
will not be protected by crypto. (These access lists are not the same as regular access lists, which 
determine what traffic to forward or block at an interface.) For example, access lists can be created 
to protect ali IP traffic between Subnet A and Subnet Y or between Host A and Host B. 

The access lists themselves are not specific to IPSec. It is the crypto map entry referencing the 
specific access list that defines whether IPSec processing is applied to the traffic matching a permit 
in the access list. 

Crypto access lists associated with IPSec crypto map entries have four primary functions: 

• Select outbound traffic to be protected by IPSec (permit = protect) . 

• Indicate the data flow to be protected by the new security associations (specified by a single 
permit entry) when initiating negotiations for IPSec security associations. 

• Process inbound traffic to filter out and discard traffic that should have been protected by IPSec. 

• Determine whether or not to accept requests for IPSec security associations on behalf of the 
requested data flows when processing IKE negotiation from the peer. (Negotiation is only done 
for ipsec-isakmp crypto map entries.) In order for the peer's request to be accepted during 
negotiation, the peer must specify a data flow that is "permitted" by a crypto access I ist associated 
with an ipsec-isakmp crypto map entry. 

If you want certain traffic to receive one combination of IPSec protection (for example, 
authentication only) and other traffic to receive a different combination of IPSec protection (for 
example, both authentication and encryption), you need to create two different crypto access lists to 
define the two different types of traffic . These different access lists are then used in different crypto 

I . 

map entries which specify different IPSec policies. 1 ,, , , 
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Crypto Access List! 
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You "'i li then later associate the crypto access lists to the PIX Firewall's outside interface when you ~--' 

c<~nfi!!ure and apply crypto map sets to this interface. 

Crypto Access List Tips 

o 

o 

l'sin!! thc permit keyword causes ali IP traffic that matches the specified conditions to be protected 
hy crypro. using the policy described by the corresponding crypto map entry. Using the deny 
kcyword prevents traffic from being protected by crypto IPSec in the contexto f that particular crypto 
mar enrry (In other words. ir does not allow the policy as specified in this crypto map entry to be 
arrl1cd to this traffic.) lfthis traffic is denied in all the crypto map entries forthat interface, the traffic 
i~ not prorecred by crypto IPSec. 

Thc crypro access list you define will be applied to an interface after you define the corresponding 
cryrro mar cnrry and apply the crypto map set to the interface. Different access Iists must be used 
in diflcrcnr cntries of the same crypto map set. However, both inbound and outbound traffic will be 
C\aluarcd a!!ainst the same ··outbound" IPSec access list. Therefore, the access list's criteria are 
aprl1ed m thc forward direction to traffic exiting your PIX Firewall, and the reverse direction to 
traflil· cntering your PIX Firewall. In Figure 4-1, IPSec protection is applied to traffic between Host 
10.0.0.1 anJ Host 20.0.0.2 as the data exits PIX Firewall A's outside interface en route to Host 
20.0.0.~ . For traffic from Host I 0.0.0.1 to Host 20.0.0.2, the access list entry on PIX Firewall A is 
evaluated as follows: 

sourcc = host I 0.0.0.1 

dest = host 20.0.0.2 

For traffic from Host 20.0.0.2 to Host 10.0.0.1, that same access list entry on PIX Firewall Ais 
evaluatcd as follows: 

source = host 20.0.0.2 

dest = host I 0.0.0.1 

Figure 4-1 How Crypto Access Lists Are Applied for Processing IPSec 

~IPSecpeers~ 

outside 

PIX Fkewall A ~ 

IPSec Access List at "outside" interface: 

Internet 

access-list 101 permit ip host 1 0.0.0.1 host 20.0.0.2 

IPSec Access List at "outside" interface: 

,._ 
"' O) ,._ 
N 

access-list 111 permit ip host 20.0.0.2 host 1 0.0.0.1 

Traffic exchanged between hosts 1 0.0.0.1 and 20.0.0.2 
is protected between PIX Firewall A "outside" and PIX Firewall B "outside" 

I f you configure multiple statements for a given crypto access list that is used for IPSec, in general 
thc tirst permit statement that is matched will be the statement used to determine the scope of the 
IPScc security association. That is, the IPSec security assoc iation will be set up to protect traffic that 

,, 
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About IPSec 

meets the cri teria of the matched statement only. Later, if traffic matches a different permit statement L 
of the crypto access list, a new, separa te IPSec security association will be negotiated to protect 
traffic matching the newly matched access list statement. 

Note Access lists for crypto map entries tagged as ipsec-manual are restricted to a single permit 
entry and subsequent entries are ignored. In other words, the security associations established by that 
particular crypto map entry are only for a single data flow. To support multiple manually established 
security associations for different kinds o f traffic, define multi pie crypto access lists, and apply each 
one to a separate ipsec-manual crypto map entry. Each access list should include one permit 
statement defining what traffic to protect. 

Any unprotected inbound traffic that matches a permit entry in the crypto access list for a crypto map 
entry flagged as IPSec will be dropped because this traffic was expected to be protected by IPSec. 

o 
Note If you clear or delete the last element from an access list, the crypto map references to the 
destroyed access list are also removed. 

Note If you modify an access list that is currently referenced by one or more crypto map entries, 
the run-time security association database will need to be re initialized using the crypto map 
interface command. See the crypto ipsec command page for information on the crypto map 
interface command. 

Mirror lmage Crypto Access Lists at each IPSec Peer 
Cisco recommends that for every crypto access list specified for a static crypto map entry that you 
define at the local peer, you define a "mirror image" crypto access list at the remote peer. This 
ensures that traffic that has IPSec protection applied locally can be processed correctly at the remote 
peer. (The crypto map entries themselves must also support common transforms and must refer to 
the other system as a peer.) 

any Keyword in Crypto Access Lists 

o 

4-10 

When you create crypto access lists, using the any keyword could cause problems. Cisco 
discourages the use of the any keyword to specify source or destination addresses. 

The permit any any statement is strongly discouraged, as this will cause ali outbound traffic to be 
protected (and ali protected traffic sent to the peer specified in the corresponding crypto map entry) 
and will require protection for ali inbound traffic. Then, ali inbound packets that lack IPSec 
protection will be silently dropped. 

You need to be sure you define which packets to protect. If you must use the any keyword in a 
permit statement, you must preface that statement with a series of deny statements to filter out any 
traffic (that would otherwise fali within that permit statement) that you do not want to be protected . 
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Transform Sets 

Transform Sets 

o 

A transform set represents a certain combination of security protocols and algorithms . During the 
IPSec security association negotiation, the peers agree to use a particular transform set for protecting 
a particular data ftow. 

You can specify multi pie transform sets, and then specify one or more of these transform sets in a 
crypto map entry. The transform set defined in the crypto map entry will be used in the IPSec security 
association negotiation to protect the data flows specified by that crypto map entry's access list. 

During IPSec security association negotiations with IKE, the peers search for a transform set that is 
the same at both peers. When such a transform set is found, it is selected and will be applied to the 
protected traffic as part o f both peers' IPSec security associations. 

With manually established security associations, there is no negotiation with the peer, so both sides 
must specify the same transform set. 

If you change a transform set definition, the change is only applied to crypto map entries that 
reference th_e tran~fo:çm set. The change will not be applied to existing security associations, but will 
be used in~&Vb.:.SF:Q.'!}éit"'Iego.l!_ations to establish new security associations. If you want the new 
settings tÕ~âke effect só~ne;; you can clear ali or part<of the security assoéiation database by using 
the clear crypto sa command. 

Selecting Appropriate Transforms 

o 

Choosing IPSec transforms combination can be complex. The following tips may help you select 
transforms that are appropriate for your situation. If you want to: 

• provide data confidentiality, include an ESP encryption transform. 
Also consider including an ESP authentication transform or an AH transform to provide 
authentication services for the transform set. 

• ensure data authentication for the outer IP header as well as the data, include an AH transform. 

• ensure data authentication (using either ESP or AH) you can choose from the MD5 or SHA 
(HMAC keyed hash variants) authentication algorithms. The SHA algorithm is generally 
considered stronger than MD5, but it is slower. 

Note Some transforms may not be supported by the peer. 

Suggested transform combinations : 

• esp-3des and esp-sha-hmac 

• esp-des and esp-sha-hmac 
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Crypto Map Entries 
To create crypto map entries, follow the guidelines described in this section : 

• About Crypto Maps 

• Load Sharing 

• How Many Crypto Maps Should You Create? 

• Manual Security Associations (Using Pre-shared Keys) 

• IKE Security Associations 

• Dynamic Crypto Maps 

About Crypto Maps 
Crypto maps specify IPSec policy. Crypto map entries created for IPSec pull together the various 
parts used to set up IPSec security associations, including: 

• Which traffic should be protected by IPSec (per a crypto access list) 

• Where IPSec-protected traffic should be sent (who the peer is) o 
• The local address to be used for the IPSec traffic (See the "Apply Crypto Map Sets to Interface" 

section for more details.) 

• What IPSec security should be applied to this traffic (selecting from a list of one or more 
transform sets) 

• Whether security associations are manually established orare established via IKE 

• Other parameters that might be necessary to define an IPSec SA 

o 

Crypto map entries with the same crypto map name (but different map sequence numbers) are 
grouped into a crypto map set. Later, you will apply these crypto map sets to interfaces; then, ali IP 
traffic passing through the interface is evaluated against the applied crypto map set. lf a crypto map 
entry sees outbound IP traffic that should be protected and the crypto map specifies the use of IKE, 
a security association is negotiated with the peer according to the parameters included in the crypto 
map entry; otherwise, i f the crypto map entry specifies the use of manual security associations, a 
security association should have already been established via configuration. (If a dynamic crypto 
map entry sees outbound traffic that should be protected and no security association exists, the 
packet is dropped.) 

The policy described in the crypto map entries is used during the negotiation o f security associations. 
If the local PIX Firewall in i ti ates the negotiation, it will use the policy specified in the static crypto 
map entries to create the offer to be sent to the specified peer. lf the peer initiates the negotiation, the 
PIX Firewall will check the policy from the static crypto map entries, as well as any referenced . 
dynamic crypto map entries to decide whether to accept or reject the peer's request ( offer). 

For IPSec to succeed between two peers, both peers' crypto map entries must contain compatible 
configuration statements. 

When two peers try to establish a security association, they must each have at least one crypto map 
entry that is compatible with one of the other peer's crypto map entries. For two crypto map entries 
to be compatible, they must ata minimum meet the following criteria: 

• The crypto map entries must contain compatible crypto access lists (for example, mirrar image 
access lists). In the case where the responding peer is using dynamic crypto maps, the entries in 
the PIX Firewall crypto access list must be "permitted" by the peer's crypto access list. 

'1 ("' r' 
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Load Sharing 

o 

Crypto Map Entries . 

• The crypto map entries must each identify the other peer (unless the responding peer is using 
dynamic crypto maps). 

• The crypto map entries must have at least one transform set in common. 

You can define multi pie peers by using crypto maps to allow for load sharing. If one peer fails, there 
will still be a protected path. The peer that packets are actually sent to is determined by the last peer 
that the PIX Firewall heard from (received either traffic ora negotiation request from) for a given 
data ftow. lf the attempt fails with the first peer, IKE tries the next peer on the crypto map list. 

lfyou are not sure how to configure each crypto map parameter to guarantee compatibility with other 
peers, you might consider configuring dynamic crypto maps as described in the section "Dynamic 
Crypto Maps." Dynamic crypto maps are useful when the establishment of the IPSec tunnels is 
initiated by the peer. They are not useful i f the establishment of the IPSec tunnels is Iocally initiated, 
beca use the dynamic crypto maps are policy templates, not complete statements of policy. (Aithough 
the access lists in any referenced dynamic crypto map entry are used for crypto packet filtering.) 

How Many Crypto Maps Should You Create? 

o 

You can apply only one crypto map set to a single interface. The crypto map set can include a 
combination of IPSec/IKE and IPSec/manual entries. 

Note The PIX Firewall currently only supports IPSec on the outside interface. Although the PIX 
Firewall currently can simulate the Private Link inside termination with the use of the sysopt ipsec 
pl-compatible command, the termination on the inside interface is not a true termination. The use 
of the sysopt ipsec pl-compatible command allows IPSec packets to bypass the NAT and ASA 
features, and enables incoming IPSec packets to terminate on the inside interface only after initially 
terminating on the outside interface. For more information on the sysopt ipsec pl-compatible 
command, see the sysopt command page within Chapter 6, "Command Reference." 

If you create more than one crypto map entry on the outside interface, use the seq-num of each map 
entry to rank the map entries: the lower the seq-num, the higher the priority. At the interface that has 
the crypto map set, traffic is evaluated against higher priority map entries first. 

You must create multiple crypto map entries for the PIX Firewall's outside interface, i f any of the 
following conditions exist: 

• If different data ftows are to be handled by separate peers. 

• If you want to apply different IPSec security to different types of traffic (to the same or separate 
peers); for example, i f you want traffic between one set of subnets to be authenticated, and traffic 
between another set of subnets to be both authenticated and encrypted. In this case the different 
types of traffic should have been defined in two separate access lists, and you must create a 
separate crypto map entry for each crypto access list. 

• If you are not using IKE to establish a particular set of security associations, and want to specify 
multi pie access list entries, you must c reate separa te access lists ( one per permit entry) and 
specify a separate crypto map entry for each access list. 

t I" 
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About IPSec 

Manual Security Associations (Using Pre-shared Keys) 
The use of manual security associations is a result of a prior arrangement between the users of the 
PIX Firewall and its peer. There is no negotiation of security associations, so the configuration 
information in both systems must be the same for traffic to be processed successfully by IPSec. 

The PIX Firewall can simultaneously support manual and IKE-established security associations, 
even within a single crypto map set. 

IKE Security Associations 
When IKE is used to establish security associations, the peers can negotiate the settings they will use 
for the new security associations. This means that you can specify lists (such as lists of acceptable 
transforms) within the crypto map entry. 

Dynamic Crypto Maps 

o 
Dynamic crypto maps (this requires IKE) can ease IPSec configuration andare recommended for 
use with networks where the peers are not always predetermined. An example ofthis is mobile users, 
who obtain dynamicaiiy assigned IP addresses. First, the mobile clients need to authenticate 
themselves to the local PIX Firewall IKE by something other than an IP address, such as a fully 

o 
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qualified domain name. Once authenticated, the security association request can be processed 
against a dynamic crypto map that is set up to accept requests (matching the specified local policy) 
from previously unknown peers. 

Dynamic crypto maps are only available for use by IKE. 

A dynamic crypto map entry is essentially a crypto map entry without ali the parameters configured. 
It acts as a policy template where the missing parameters are !ater dynamically configured (as the 
result of an IPSec negotiation) to match a peer's requirements. This aiiows peers to exchange IPSec 
traffic with the PIX Firewall even i f the PIX Firewall does not h ave a crypto map entry specificaiiy 
configured to meet ali the peer's requirements. 

Note Only the transform-set field is required to be configured within each dynamic crypto map 
entry. 

Dynamic crypto maps are not used by the PIX Firewaii to initiate new IPSec security associations 
with peers. Dynamic crypto maps are used when a peer tries to initiate an IPSec security association 
with the PIX Firewall. Dynamic crypto maps are also used in evaluating traffic. 

A dynamic crypto map set is included by reference as part of a crypto map set. Any crypto map 
entries that reference dynamic crypto map sets should be the lowest priority crypto map entries in 
the crypto map set (that is, have the highest sequence numbers) so that the other crypto map entries 
are evaluated first; that way, the dynamic crypto map set is examined only when the other (static) 
map entries are not successfuiiy matched. 

If the PIX Firewall accepts the peer's request, at the point that it installs the new IPSec security 
associations it also installs a temporary crypto map entry. This entry is filled in with the results of 
the negotiation . At this point, the PIX Firewall performs normal processing, using this temporary 
crypto map entry as a normal entry, even requesting new security associations i f the current ones are 
expiring (based upon the policy specified in the temporary crypto map entry). Once the flow expires 
(that is, ali the corresponding security associations expire) , the temporary crypto map entry is then 
removed. 
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Crypto Map Entries 
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ror both static and dynamic crypto maps, ifunprotected inbound traffic matches a permit statement 1..-
in an access list, and the corresponding crypto map entry is tagged as "IPSec," the traffic is dropped 
l>ecause it is not IPSec protected. (This is because the security policy as specified by the crypto map 
entry states that this traftic must be IPSec protected.) 

For static crypto map cntries. i f outbound traffic matches a permit statement in an access list and the 
corrc~pomJing security association is not yet established, the PIX Firewall will initiate new security 
as-.ociations with the peer. In the case of dynamic crypto map entries, if no security association 
extsted. the traffic would simply be dropped (because dynamic crypto maps are not used for 
initiating new security assnciations). 

Note u~e care when using the any keyword in permit entries in dynamic crypto maps. !f it is 
po~~ihlr for the traffic covered by such a permit entry to include multicast or broadcast traffic, the 
acces~ ltst ~hould include dcny entries for the appropriate address range. Access lists should also 
indude deny entries for network and subnet broadcast traffic, and for any other traffic that should 
not IX' IPSec protected. 

Dynamic Crypto Map Set 
Dynamic crypto map entries, like regular static crypto map entries, are grouped into sets. A set is a 
group of dynamic crypto map entries ali with the same dynamic-map-name but each with a different 
dynamic-seq-num. 

!f this is configured, the data flow identity proposed by the IPSec peer must fali within a pennit 
statement for this crypto access list. 

!f this is not configured, the PIX Firewali wili accept any data flow identity proposed by the peer. 

Care must be taken if the any keyword is used in the access list, because the access list is used for 
paeket filtering, as well as for negotiation. 

Dynamic crypto map entries specify crypto access lists that lirnit traffic for which IPSec security 
associations can be established. A dynarnic crypto map entry that does not specify an access Iist wili 
be ignored during traffic filtering. If there is only one dynamic crypto map entry in the crypto map 
set, it must specify acceptable transforrn sets. 

Add the Dynamic Crypto Map Set into a Regular (Static) Crypto Map Set 
You can add one or more dynamic crypto map sets into a crypto map set via crypto map entries that 
reference the dynamic crypto map sets. You should set the crypto map entries referencing dynamic 
maps to be the lowest priority entries in a crypto map set (that is, use the highest sequence numbers) . 
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About IPSec 

Apply Crypto Map Sets to Interface 

o 

You need to apply a crypto map set to each interface through which IPSec traffic will ftow. Currently 
the PIX Firewall only supports IPSec on the outside interface. Applying the crypto map set to an 
interface instructs the PIX Firewall to evaluate ali the interface's traffic against the crypto map set 
and to use the specified policy during connection or security association negotiation on behalf of 
traffic to be protected by crypto IPSec. 

Note Although the PIX Firewall currently can simulate the Private Link inside termination with the 
use o f the sysopt ipsec pl-compatible comrnand, the termination on the inside interface is not a true 
termination. For more information on the sysopt ipsec pl-compatible command, see the sysopt 
comrnand page within Chapter 6, "Comrnand Reference." 

Note Binding a crypto map to the outside interface will also initialize the run-time data structures, 
such as the security association database and the security policy database. If the crypto map is 
modified in any significant manner, reapplying the crypto map to the outside interface will 
resynchronize the various run-time data structures with the crypto map configuration. 

Monitor and Maintain I PSec 

o 
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Certain configuration changes will only take effect when negotiating subsequent security 
associations. I f you want the new settings to take imrnediate effect, you must clear the existing 
security associations so that they will be re-established with the changed configuration. For manually 
established security associations, you must clear and reinitialize the security associations or the 
changes will never take effect. If the PIX Firewall is actively processing IPSec traffic, it is desirable 
to clear only the portion of the security association database that would be affected by the 
configuration changes (that is, clear only the security associations established by a given crypto map 
set). Clearing the full security association database should be reserved for large-scale changes, or 
when the PIX Firewall is processing very little other IPSec traffic. 

To clear (and reinitialize) IPSec security associations, use one of the following commands in the 
configuration mode: 

Command 

crypto map map-name interface interface-name 

clear crypto sa 

o r 

clear crypto sa peer ip-address I peer-name 

o r 

clear crypto sa map map-name 

o r 

clear crypto sa entry destination-address protocol spi 

Configuration Guide for lhe Cisco Secure PIX Firewall Version 5.0 

Purpose 

Reinitalize the IPSec run-time security association 
database and security policy database. 

Clear IPSec security associations. 

Note Using the clear crypto sa command without 
parameters will clear out the full security association 
database, which will clear out aclive security sessions. 
You may also specify the peer, map, or entry keywords to 
clear out only a subset o f the security association database. 
For more information, see the clear crypto sa command 
within Chapter 6, "Command Reference." 
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Configuring IPSec 
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To view information about your IPSec configuration, use one or more of the following commands in 
EXECmode: 

Command Purpose 

show crypto ipsec transform-set View your transform set configuration. 

show crypto map [interface interface-name I tag map-name] View your crypto map configuration. 

show crypto ipsec sa [map map-name I address I identity] [detail] View information about IPSec security 
associations. 

show crypto dynamic-map [tag map-name] View information about dynamic crypto maps. 

show crypto ipsec security-association Iifetime View global security association lifetime values. 

Configuring IPSec 

o This section provides procedures to configure IPSec where IPSec security associations will be 
established via IKE or pre-shared keys (without IKE). See "Configuring IPSec with IKE" to 
configure IPSec with IKE. Otherwise, see "Configuring Manual IPSec." 

Configuring IPSec with IKE 

o 

The following steps cover minimal IPSec configuration where the IPSec security associations will 
be established via IKE. 

Step 1 

Step 2 

Step 3 

Create an access list to define the traffic to protect: 

access-1ist access-1ist-name {deny I per.mit} ip source source-netmask destination 
destination-netmask 

For example: 

access-list 101 permit ip 10.0.0.0 255.255.255.0 10.1.1.0 255.255.255.0 

In the above example, the permit keyword causes ali traffic that matches the specified 
conditions to be protected by crypto. 

Configure a transform set that defines how the traffic will be protected. You can configure 
multiple transform sets, and then specify one or more of these transform sets in a crypto 
map entry (Step 3d). 

crypto ipsec transform-set transform-set-name transform1 [transform2, transform3] 

For example: 

crypto ipsec transform-set myset1 esp-des esp-sha-hmac 

crypto ipsec transform-set myset2 ah-sha-hmac esp-Jdes esp-sha-hmac 

In this example, "myset I" and "myset2" are the names o f the transform sets. "myset I" 
has two transforms defined, while "myset2" has three transforms defined . 

Create a crypto map entry by performing the following steps: 

(a) Create a crypto map entry in IPSec ISAKMP mode: 

crypto map map-name seq-n um ipsec-isakmp 

For example: 

crypto map mymap 1 0 ipsec-isakmp 
1 I 11.""1 
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Configuring IPSec 

o 

o 

"mymap" is the name of the crypto map set. The map set's sequence number is 10, which is 
used to rank multi pie entries within one crypto map set. The lower the sequence number, the 
higher the priority. 

(b} Assign an access list to a crypto map entry: 

crypto map map-name seq-num match address access-list name 

For example: 

crypto map mymap 10 match address 101 

In the example, access-Iist 101 is assigned to crypto map "mymap." 

(c) Specify the peer to which the IPSec protected traffic can be forwarded: 

(d} 

crypto map map-name seq-num set peer ip-address 

For example: 

crypto map mymap 10 set peer 192.168.1.100 

The security association will be set up with the peer having an IP address of 192.168.1.100. 
Specify multiple peers by repeating this command. 

Specify which transform sets are allowed for this crypto map entry. List multiple 
transform sets in order of priority (highest priority first). You can specify up to six 
transform sets. 

crypto map map-name seq-num set transform-set transform-set-name1 
{ transform-set-name2, ... transform-set-name6] 

For example: 

crypto map mymap 10 set transform-set myset1 myset2 

In this exarnple, when traffic matches access list 101, the security association can use either 
"mysetl" (first priority) or "myset2" (second priority) depending on which transform set 
matches the peer's transform set. 

(e) (Optional) Specify security association Iifetime for the crypto map entry, if you 
want the security associations for this entry to be negotiated using different IPsec 
security association lifetimes other than the globallifetimes. 

crypto map map-name s e q-num set security-association lifetime {seconds 
seconds I kilobytes kilobytes} 

For example: 

crypto map mymap 10 set security-association lifetime seconds 2700 

This example shortens the timed lifetime for the crypto map "mymap 10" to 2,700 seconds 
(45 minutes) . The traffic volume lifetime is not change. 

(f) (Optional) Specify that IPSec should ask for perfect forward secrecy (PFS) when 
requesting new security associations for this crypto map entry, or should require 
PFS in requests received from the peer: 

crypto map map - name seq- num set pfs [group1lgroup2] 

For example: 

crypto map mymap 10 set pfs group2 

This example specifies that PFS should be used whenever a new security association is 
negotiated for the crypto map "mymap 10." The 1024-bit Diffie-Hellman prime modulus 
group will be used when a new security association is negotiated using the Diffie-Hellman ~ 
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Step 4 

o 

o 

Configuring IPSec with IKE 

(Optional) Create a crypto dynamic map entry by performing the following steps: 

(a) Create a dynamic crypto map entry: 

crypto dynamic-map dynami c -map-name dynamic - seq- num 

For example: 

crypto dynamic-map dyn1 10 

"dynl" is the name ofthe dynarnic crypto map set. The map set's sequence number is 10. 

(b) (Optional) Assign an access list to a dynamic crypto map entry, which determines 
which traffic should be protected and not protected: 

crypto dynamic-map dynamic-map-name dynamic-seq-num match address 
access-list- name 

For example: 

crypto dynamic-map dyn1 10 match address 101 

In the exarnple, access list 101 is assigned to dynarnic crypto map "dynl." 

(c) (Optional) Specify the peer to which the IPSec-protected traffic can be forwarded. 
This is rarely configured in dynamic crypto map entries because dynamic crypto 
rnap entries are often used for unknown peers. 

crypto dynamic-map dynamic-map-name dynamic-seq-num set peer ip-address 

For exarnple: 

crypto dynamic-map dyn1 10 set peer 192.168 . 1.102 

The security association will be set up with the peer having an IP address o f 192.168.1 . 102. 
Specify rnultiple peers by repeating this command. 

(d) Specify which transforrn sets are allowed for this dynarnic crypto map entry. List 
multi pie transform sets in order of priority (highest priority first). 

(e) 

crypto dynamic-map dynamic-map-name dynamic-seq-num set transform-set 
transform-set name1, [transform -set name2 , ... transform-set name9] 

For exarnple: 

crypto dynamic-map dyn 10 set transform-set myset1 myset2 

In this exarnple, when traffic matches access list 10 I, the security association can use either 
"rnysetl" (first priority) or "rnyset2" (second priority) depending on which transform set 
rnatches the peer's transform sets. 

(Optional) Specify security association lifetirne for the crypto dynarnic rnap entry, 
if you want the security associations for this entry to be negotiated using different 
IPsec security association lifetirnes other than the global lifetimes: 

crypto dynamic-map dynamic -map-name dynamic-seq-num set security-association 
lifetime {seconds seconds I kilobytes kilobytes } 

For exarnple: 

crypto dynamic-map dyn1 10 set security-association lifetime 2 7 00 

This example shortens the tirned lifetime for dynamic crypto map "dyn I I O" to 2,700 seconds 
(45 rninutes) . The time volume lifetirne is not changed. 
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Configuring IPSec 

o Step 5 

(f) (Optional) Specify that IPSec should ask for PFS when requesting new security 
associations for this dynamic crypto map entry, or should demand PFS in requests 
received from the peer: 

crypto dynamic-map dynamic-map-name dynamic-seq-num set pfs [groupl I 
group2] 

For example: 

crypto dynamic-map dyn1 10 set pfs groupl 

(g) Add the dynamic crypto map set into a static crypto map set. 

Be sure to set the crypto map entries referencing dynamic maps to be the lowest priority 
entries (highest sequence numbers) in a crypto map set. 

crypto map map-name seq-num ipsec-isakmp dynamic dynamic-map-name 

For example: 

crypto map mymap 200 ipsec-isakmp dynamic dyn1 

Apply a crypto map set to the outside interface: 

crypto map map-name interface interface-name 

For example: 

crypto map mymap interface outside 

In this example, the PIX Firewall will evaluate the traffic going through the outside 
interface against the crypto map "mymap" to determine whether it needs to be protected. 

Configuring Manual I PSec 

o 

4-20 

The following procedure covers minimal IPSec configuration where the security associations will be 
established via pre-shared keys. 

Step 1 

Step 2 

Create an access list to define the traffic to protect: 

access-list access-1ist-name {deny I permit} ip source source-netmask destination 
destination-netmask 

For example: 

access-list 101 permit ip 10.0.0.0 255.255.255.0 10.1.1.0 255.255.255.0 

In this example, the keyword permit causes ali traffic that matches the specified 
conditions to be protected by crypto. 

Configure a transform set that defines how the traffic will be protected. 

You can configure only one transform set for manually established security associations. 
The peer must also have the same transform set specified. 

crypto ipsec transform-set transform-set-name transform 

For example : 

crypto ipsec transform-set myset3 esp-des esp - sha -hmac 

In the example, "myset3" is the name of the transform set and two transforms h ave been 
defined. 

('' 
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Step 3 

Step 4 

Step 5 

o 
Step 6 

Step 7 

o Step 8 

Step 9 

Configuring Manual IPSec 

Create a crypto map entry in IPSec manual mode: 

crypto map map - name seq-num ipsec-manual 

For example : 

crypto map ff}~aptwo 30 ipsec-manual 

Name an IPSec access li st. The access list can specify only one permit entry when you 
are establishin~ manual security associations . 

crypto map ~ap-name seq-num match address acc e s s -l ist name 

For example : 

crypto map rvr.:dpt wo 30 match address 1 01 

Spccify the peer tn which the IPSec protected traffic can be forwarded . Only one peer can 
hc specitied when you are establishing manual security associations . 

crypto map map - name seq- num set peer ip-address 

For example: 

crypto map mymap t wo 30 set peer 192 .186 . 1. 1 03 

Specify which transform set should be used. This must be the same transform set that is 
specified in the peer's corresponding crypto map entry. 

crypto map map - name seq- num set transform-set t r ans f orm- s e t - name 

For example: 

crypto map mymaptwo 3 0 set transform-set myset3 

I f the specified transform set includes the AH protocol (authentication via MD5-HMAC 
or SHA-HMAC), set the AH Security Parameter lndex (SPI) and key to apply to inbound 
protected traffic . lf the specified transform set includes only the ESP protocol , skip to 
Step 9. 

crypto map map-name s eq- num set session-key inbound ah spi hex- key-data 

For example : 

crypto map mymaptwo 30 set session-key inbound a h 300 
123456789Al23456789A12 3 45 67 89A1 23 4 5 67 8 9A 

This specifies the IPSec session key for AH protocol within crypto map "mymaptwo" to 
be used with the inbound protected traffic. 

Set the AH SPis and keys to apply to outbound protected traffic : 

crypto map map - name seq- num set session-key outbound ah spi hex-key-data 

For example: 

crypto map mymaptwo 30 set session-key outbound ah 400 
123456789Al23456789Al 234 5 6789Al23456 7 89A 

lf the spec itied transform set includes the ESP protocol, set the ESP SPis and keys to 
apply to inbound protec ted traffi c. If the transform set includes an ESP cipher algorithm, 
specify the cipher keys. If the transform set includes an ESP authenticator algori thm, 
specify the authenticator keys . 

crypto map map - name seq- num set session-key inbound esp spi cipher hex- key- data 
[authenticator hex - key- data ] 

For example: 
r 

c rypto map mymaptwo 30 set session-key inbound esp 300 cipher 
123456789 01234 5 authenticator 00001111222233334444555566667il~BB889999 
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About IKE 

o 
About IKE 

o 

Step 1 O Set the ESP SPis and keys to apply to inbound protected traffic. If the transforrn set 
includes an ESP cipher algorithm, specify the cipher keys. If the transforrn set includes 
an ESP authenticator algorithm, specify the authenticator keys. 

\(; 

-. 1..) 
J'·, / }. 

1· / 

crypto map map-name seq-num set session-key outbound esp spi cipher hex-key-data 
[authenticator hex-key-data] 

For example: 

crypto map mymaptwo 30 set session-key outbound esp 300 cipher 
abcdefghijklmno authenticator 9999888877776666555544443333222211110000 

Step 11 Apply a crypto map set to the outside interface: 

crypto map map-name interface interface-name 

For example: 

crypto map mymaptwo interface outside 

In this example, the PIX Firewall will evaluate the traffic going through the outside 
interface against the "mymaptwo" crypto map to determine whether it needs to be 
protected. 

IKE is a key management protocol standard that is used in conjunction with the IPSec standard. 

IPSec can be configured without IKE, but IKE enhances IPSec by providing additional features, 
flexibility, and ease of configuration for the IPSec standard. 

IKE is a hybrid protocol, which implements the Oakley key exchange and Skeme key exchange 
inside the ISAKMP framework. (ISAKMP, Oakley, and Skeme are security protocols implemented 
by IKE.) IKE automatically negotiates IPSec security associations and enables IPSec secure 
communications without manual preconfiguration. 

Specifically, IKE provides these benefits: 

• Eliminates the need to manually specify ali the IPSec security parameters in the crypto maps at 
both peers. 

• Allows you to specify a lifetime for the IPSec security association. 

• Allows encryption keys to change during IPSec sessions. 

• Allows IPSec to provide anti-replay services. 

• Permits CA support for a manageable, scalable IPSec implementation. 

• Allows dynamic authentication of peers. 

This section includes the following topics, which provide background information applicable to the 
tasks of configuring IKE. The IKE configuration steps are provided in the section "Configuring 
IKE." 

• IKE Policies 

• IKE Pre-shared Keys 

'• ' 
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IKE Policies 
You must create IKE policies at each peer. An IKE policy defines a combination of security 
parameters to be used during IKE negotiation. 

To create an IKE policy, follow the guidelines in these topics: 

• Why Do You Need to Create These Policies? 

• What Parameters Do You Define in a Policy? 

• How Do IKE Peers Agree upon a Matching Policy? 

• Which Value Should You Select for Each Parameter? 

• Creating Policies 

• Additional Configuration Required for IKE Policies 

IKE Policies 

Why Do Vou Need to Create These Policies? 

o IKE negotiations must be protected, so each IKE negotiation begins by each peer agreeing on a 
common (shared) IKE policy. This policy states which security parameters will be used to protect 
subsequent IKE negotiations. 

After the two peers agree upon a policy, the security parameters of the policy are identified by a 
security association established at each peer, and these security associations apply to ali subsequent 
IKE traffic during the negotiation. 

You can create multi pie, prioritized policies at each peer to ensure that at least one policy will match 
a remote peer's policy. 

What Parameters Do Vou Define in a Pol icy? 

o 

There are five parameters to define in each IKE policy. These parameters apply to the IKE 
negotiations when the IKE security association is established. Table 4-1 provides the five IKE policy 
parameters and their accepted values . 

Table 4-1 IKE Policy Parameters 

Para meter Accepted Values Keyword Default Value 

encryption algorithm 56-bit DES-CBC des 56-bit DES-CBC 

168-bit Triple DES 3des 

hash algorithm SHA-1 (HMAC variant) sha SHA-1 

MD5 (HMAC variant) md5 

authentication method RSA signatures rsa-sig RSA signatures 

pre-shared keys pre-share 

Diffie-Hellman group 768-bit Diffie-Hellman or 768-bit Diffie-Hellman 
identifier 1024-bit Diffie-Hellman 2 

security association 's can specify any number of seconds 86,400 seconds (one day) 
lifetime 

• l 
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About IKE 

How Do IKE Peers Agree upon a Matching Policy? 
When the IKE negotiation begins, IKE looks for an IKE policy that is the same on both peers. The 
peer that initiates the negotiation will send ali its policies to the remo te peer, and the remote peer will 
try to find a match. The remote peer looks for a match by comparing its own highest priority policy 
against the other peer's received policies. The remate peer checks each of its policies in order of its 
priority (highest priority first) until a match is found. 

A match is made when both policies from the two peers contain the same encryption, hash, 
authentication, and Diffie-Hellman parameter values, and when the remote peer's policy specifies a 
lifetime less than or equal to the lifetime in the policy being compared. (lf the lifetimes are not 
identical, the shorter lifetime-from the remote peer's policy-will be used.) 

If no acceptable match is found, IKE refuses negotiation and IPSec will not be established. 

If a match is found, IKE will complete negotiation, and IPSec security associations will be created. 

o 
Note Depending on which authentication method is specified in a policy, additional configuration 
might be required (as described in the section "Additional Configuration Required for IKE 
Policies"). If a peer's policy does not have the required companion configuration, the peer will not 
submit the policy when attempting to finda matching policy with the remote peer. 

Which Value Should You Select for Each Parameter? 

o 
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You can select certain values for each parameter, per the IKE standard. But why chose one value over 
another? 

I f you are interoperating with a peer that supports only one o f the values for a parameter, your choice 
is limited to the other peer's supported value. Aside from this, there is often a trade-off between 
security and performance, and many o f these parameter values represent such a trade-off. You should 
evaluate the levei of your network's security risks and your tolerance for these risks . Then the 
following tips might help you select which value to specify for each parameter. 

• The encryption algorithm has two options: 56-bit DES and 168-bit triple DES. 

• The hash algorithm has two options: SHA-1 and MD5. 

MD5 has a smaller digest and is considered to be slightly faster than SHA-1 . There has been a 
demonstrated successful (but extremely difficult) attack against MD5; however, the HMAC 
variant used by IKE prevents this attack. 

• The authentication method has two options: RSA signatures and pre-shared keys. 

RSA signatures provide non-repudiation for the IKE negotiation (you can prove to a third party 
after the fact that you had an IKE negotiation with a specific peer). 

RSA signatures requires use of a CA. Using a CA can dramatically improve the manageability 
and scalability of your IPSec network. 

Pre-shared keys are clumsy to use i f your secured network is large, and do not scale well with a 
growing network. However, they do not require use of a CA, as do RSA signatures, and might be 
easier to set up in a small network with fewer than I O nodes. 

• The Diffie-Hellman group identifier has two options: 768-bit or 1024-bit Diffie-Hellman. 

I 024-bit Diffie-Hellman is more secure than the 768-bit Diffie-Hellman, but requires more CPU 
time to execute. 

• The SA's lifetime can be set to any value. 

. • ,<:1, 
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Creating Policies 

o 

IKE Pre-shared Keys 

As a general role, the shorter the lifetime (up to a point), the more secure your IKE negotiations 
will be. However, with longer lifetimes, future IPSec security associations can be set up more 
quickly. 

You can create multiple IKE policies, each with a different combination of parameter values. For 
each policy that you create, you assign a unique priority (1 through 65,534, with 1 being the highest 
priority). 

You can configure multiple policies on each peer-but at least one of these policies must contain 
exactly the same encryption, hash, authentication, and Diffie-Hellman parameter values as one ofthe 
policies on the remote peer. (The lifetime parameter does not necessarily have to be the same; see 
details in the section "How Do IKE Peers Agree upon a Matching Policy?") 

If you do not configure any policies, your PIX Firewall will use the default policy, which is always 
set to the lowest priority, and which contains each parameter's default value. 

If you do not specify a value for a parameter, the default value is assigned. 

··i~ 
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Additional Configuration Required for IKE Policies 

o 

Depending on which authentication method you specify in your IKE policies, you need to do certain 
additional configuration before IKE and IPSec can successfully use the IKE policies. 

Each authentication method requires additional companion configuration as follows: 

• RSA signatures method: 

If you specify RSA signatures as the authentication method in a policy, you must configure the 
peers to obtain certificates from a CA. (And, of course, the CA must be properly configured to 
issue the certificates.) Configure this certificate support as described in the section "Configuring 
CA." 

The certificates are used by each peer to securely exchange public keys. (RSA signatures require 
that each peer has the remote peer's public signature key.) When both peers have valid 
certificates, they will automatically exchange public keys with each other as part of any IKE 
negotiation in which RSA signatures are used. 

• Pre-shared keys authentication method: 

If you specify pre-shared keys as the authentication method in a policy, you must configure these 
pre-shared keys as described in "Configuring Pre-shared (Authentication) Keys Manually." 

I KE Pre-shared Keys 
To configure pre-shared keys, perform one or both of the following tasks at each peer that uses 
pre-shared keys in an IKE policy. See "Configuring Pre-shared (Authentication) Keys Manually" for 
the procedure that tells you how to configure pre-shared keys. 

• You will need to set each peer's ISAKMP identity, if its identity is to be set to hostname. Each 
peer's identity is set either to its host name or its IP address . When two peers use IKE to establish 
IPSec security associations, each peer sends its identity to its peer. 

By default, a peer's identity is its IP address . If appropriate, you could change the identity to be 
the peer's host name instead. As a general rule, set all peers ' identities the same way--either ali 
peers should use their IP addresses or ali peers should use their host names. If some peers use 
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their host names and some peers use their IP addresses to identify themselves to one another, IKE 
negotiations could fail if a peer's identity is not recognized anda DNS lookup is unable to resolve 
the identity. 

• Specify the shared keys at each peer. A given pre-shared key is shared between two peers. At a 
given peer you could specify the same key to share with multiple peers; however, a more secure 
approach is to specify different keys to share between different pairs of peers. 

Configuring IKE 

o 

This section provides the procedures to enable and configure IKE. It also provides a procedure to 
disable IKE, i f you choose not use it with your IPSec implementation. 

The following topics are included in this section: 

• Enabling and Configuring IKE 

• Configuring Pre-shared (Authentication) Keys Manually 

• Disabling IKE 

Enabling and Configuring IKE 

o 

4-26 

To enable and configure IKE, perform the following steps: 

Step 1 

Step 2 

Enable IKE on the outside interface: 

isakmp enable interface-name 

For example: 

isakmp enable outside 

Configure the IKE policies by performing the following steps : 

Note If you enter a default value for a given policy parameter, it will not be written in 
the configuration. If you do not specify a value for a given policy parameter, the default 
value is assigned. 

(a) Identify the policy to create. Each policy is uniquely identified by the priority 
number you assign. 

isakmp policy pri ority 

For example: 

isalanp policy 20 ... 

(b) Specify the encryption algorithm: 

isakmp policy priority encryption des!Jdes 

For example: 

isakmp policy 20 encryption des 

(c) Specify the hash algorithm: 

isakmp policy priority hash md5!sha J )'J ,. I "'C. _.,. 
~ • I ' • • '../ I 

I : 
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Enabling and Configuring IKE 

For ex ample: 

isakmp policy 20 hash md5 

(d) Specify the authentication method: 

isakmp policy priority authentication pre -shareJ r s a - sig 

For examrk : 

isakmp policy 20 authentication r s a-s ig 

Note If you specify the authentication method of pre-shared keys, you are required to 
manually configure these keys. See "Configuring Pre-shared (Authentication) Keys 
Manually." 

(e) Specify the Diffie-Hellman group identifier: 

isakmp policy priority group 1 J2 

For example: 

isakmp policy 20 group 2 

(f) Specify the security association 's lifetime: 

isakmp policy pri or i ty lifetime seconds 

For example : 

isakmp policy 20 lifetime5000 

The following example shows two policies with policy 20 as the highest priority, policy 
30 as the next priority, and the existing default policy as the lowest priority : 

isakmp policy 20 encryption d e s 
isakmp policy 20 hash md5 
isakmp policy 20 authentication rsa - sig 
isakmp policy 20 group 2 
isakmp policy 20 lifetime 5000 

isakmp policy 30 authentication p r e -share 
isakmp policy 30 lifetime 1 0 000 

ln this example, the encryption des of policy 20 would not appear in the written 
confi guration because thi s is the default for the encryption algorithm parameter. 

( 

"" 
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Step 3 

o 

(Optional) View ali existing IKE policies: 

show isakmp policy 

The following is an example of the output after the policies 20 and 30 in the previous 
example were configured: 

Protection suite priority 20 

l 
\'.:: 

- ·/ , 
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encryption algorithm: DES - Data Encryption Standard (56 bit keys) 
hash algorithm: Message Digest 5 
authentication rnethod: Rivest-Shamir-Adleman Signature 
Diffie-Hellman group: #2 (1024 bit) 
lifetirne: 5000 seconds, no volume limit 

Protection suite priority 30 
encryption algorithm: DES - Data Encryption Standard (56 bit keys) 
hash algorithm: Secure Hash Standard 
authentication method: Pre-Shared Key 
Diffie-Hellman group: #1 (768 bit) 
lifetirne: 10000 seconds, no volume limit 

Default protection suite 
encryption algorithm: DES - Data Encryption Standard (56 bit keys) 
hash algorithm : Secure Hash Standard 
authentication rnethod: Rivest-Shamir-Adleman Signature 
Diffie-Hellman group: #1 (768 bit) 
li f e time: 86400 seconds, no volume limit 

Note Although the output shows "no volume limit" for the lifetimes, you can currently 
only configure a time lifetime (such as 86,400 seconds) with IKE; volume limit lifetimes 
are not currently configurable, 

Configuring Pre-shared (Authentication) Keys Manually 

o 

4-28 

If you selected the authentication method of pre-shared keys within Step 2d in the section "Enabling 
and Configuring IKE," manually configure these keys between the PIX Firewall and its peer(s) . To 
configure these pre-shared keys on the PIX Firewall, perform the following step: 

Specify the pre-shared key that the PIX Firewall and its peer will use for authentication and the 
peer's address: 

isakmp key keystring address peer-address [netmask mask] 

For example: 

isakmp key 1234567890 address 192.168 . 1.100 

The pre-shared key is 1234567890, and the peer's address is 192.168.1.100 

Note Netmask allows you to configure a single key to be shared among mu1tiple peers. You would 
use the netmask of 0.0.0.0. However, Cisco strongly recommends using a uni que key for each peer. 

Note The pre-shared key must be configured at both the PIX Firewall and its peer, otherwise the 
policy cannot be used. 

o 1 I ·"' ' '· o o ( 

Configuration Guide for the Cisco Secure PIX Firewall Version 5.0 ~o 3 41 ----



.. .. . 
Disabling IKE 

Disabling IKE 

o 

IKE is enabled in the PIX Firewall by default. If you do not want IKE to be used with your IPSec 
implementation, disable it. 

lf you disable IKE, you will have to make these concessions at the peers: 

• You must manually specify ali the IPSec security associations in the crypto maps at ali peers. 

• IPSec security associations will never time out for a given IPSec session. 

• The encryption keys never change during IPSec sessions between peers. 

• Anti-replay services will not be available between the peers. 

• CA support cannot be used. 

To disable IKE, use the following command: 

no crypto isakmp enable interface-name 

For example: 

no crypto isakmp enable outside 

About IKE Mode Configuration (Dynamic IP Address Assignment for 
Cisco Secure VPN Client) 

O Benefits 

The IKE Mode Configuration allows a gateway (in this case the PIX Firewall) to download an IP 
address (and other network levei configuration) to the client (peer) as part of an IKE negotiation. 
Using this exchange, the PIX Firewall gives IP addresses to the IKE client to be used as an "inner" 
IP address encapsulated under IPSec. This provides a known IP address for the client, which can be 
matched against the IPSec policy. 

The following topics are covered in this section to provide background information applicable to the 
the tasks of configuring the IKE Mode Configuration. The procedure to configure the IKE Mode 
Configuration is provided in the section "Configuring Dynamic IP Addressing Assignment." 

• Benefits 

• Types 

• Configuration Tasks 

To implement IPSec VPNs between remo te access clients with dynamic IP addresses anda corporate 
gateway, you have to dynamically administer scalable IPSec policy on the gateway once each client 
is authenticated. With IKE Mode Configuration, the gateway can set up scalable policy for a very 
large set of clients irrespective of the IP addresses of those clients. 

·, I 
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Configuring Dynamic IP Addressing Assignment 

Types 
There are two types of IKE Mode Configuration for VPN: 

• Gateway initiation-Gateway initiates the configuration mode with the client. Once the client 
responds, the IKE modifies the sender's identity, the message is processed, and the client receives 
a response. 

• Client initiation-Client initiates the configuration mode with the gateway. The gateway 
responds with an IP address it has allocated for the client. 

Configuration Tasks 

o 

The following are the three steps to perform when configuring IKE Mode Configuration on your PIX 
Firewall. The next section, "Configuring Dynamic IP Addressing Assignment," gives you the 
procedure. 

• Define the pool ofiP addresses. Existing local address pools are used to define a set of addresses. 
Use the ip local pool command to define a local address pool. See the ip command page within 
Chapter 6, "Command Reference," for more information about this command. 

• Reference the pool of IP addresses in the IKE configuration. Use the isakmp client 
configuration address-poollocal command to configure the IP address local pool you defined 
to reference IKE. See the isakmp command page within Chapter 6, "Command Reference," for 
more information about this command. 

• Define which crypto maps should attempt to configure clients, and whether the PIX Firewall or 
the client initiates the IKE Mode Configuration. Use the crypto map client-configuration 
address command to configure IKE Mode Configuration. See the crypto map command page 
within Chapter 6, "Command Reference," for more information about this command. 

Configuring Dynamic IP Addressing Assignment 

o 

To configure IKE Mode Configuration on your PIX Firewall, perform the following steps after 
configuring IKE. 

Step 1 Define the pool of IP addresses: 

ip local pool poo1-name start-address-[end-address] 

For example: 

ip local pool ire 171.72.1.1 -171.72 .1 . 2 54 

Step 2 Reference the defined pool of IP addresses in the IKE configuration: 

isakmp client configuration address-pool local pool - name [interface - name] 

For example: 

isakmp client configuration address-pool local ire outside 

Step 3 Define which crypto maps should attempt to configure clients : 

crypto map map-name client configuration address initiatelrespond 

For example: 

crypto map mymap client configuration address initiate 

f"~ \ ..... 
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About CA 

About CA 

!f-' 
Examples \~.~-r;. ' 

The following partia! configuration shows a PIX Firewall that has been configured to both set IP ~ i-" 
addresses to clients and respond to IP address requests from clients whose packets arrive on the 
outside interface using dynamic crypto map without explicitly specifying the peer. The IKE Mode 
Configuration commands are in bold. 

Note The section "VPN Client Access with AAA and Pre-shared Keys" in Chapter 5, 
"Configuration Examples," provides another example of configuring IKE Mode Configuration. 

! define the ip address pool 
ip local pool ire 171.72.1.1-171.72.1.254 
! tie the pool with ike 
crypto isakmp client configuration address-pool local ire outside 

a c cess- lis t 1 03 permit ip host 172.21. 230 . 34 172. 21.1.0 255 .2 55 . 255.0 

crypto ipsec transform-set pc esp-des esp-md5-hmac 

crypto dynamic-map dyn 10 set transform-set pc 
crypto dynamic-map dyn 10 match address 103 
! enable address assignment in crypto map 
crypto map dyn c1ient configuration address initiate 
crypto map dyn client configuration address respond 

crypto map dyn 10 ipsec-isakmp dynamic dyn 
crypto map dyn interface outside 

CAs are responsible for managing certificate requests and issuing certificates to participating IPSec 
network peers. These services provide centralized key management for the participating peers. 

CAs simplify the administration ofiPSec network devices (peers). You can use a CA with a network 
containing multi pie IPSec-compliant devices, such as with the Cisco Secure PIX Firewalls and Cisco 
routers. 

Digital signatures, enabled by public key cryptography, provide a means to digitally authenticate 
devices and individual users. In public key cryptography, such as the RSA encryption system, each 
user has a key-pair containing both a public and a private key. The keys act as complements, and 
anything encrypted with one of the keys can be decrypted with the other. In siiT)ple terms, a signature 
is formed when datais encrypted with a user's private key. The receiver verifies the signature by 
decrypting the message with the sender's public key. The fact that the message could be decrypted 
using the sender's public key indicates that the holder of the private key, the sender, must have 
created the message. This process relies on the receiver having a copy o f the sender's public key and 
knowing with a high degree of certainty that it really does belong to the sender, and not to someone 
pretending to be the sender. 

Digital certificates provide this Iink. A digital certificate contains information to identify a user or 
device, such as the name, serial number, company, department or IP address. It also contains a copy 
of the entity 's public key. The certificate is itself signed by a Certification Authority, a third party 
that is explicitly trusted by the receiver to validate identities and to create digital certificates. 

RO, ;, 
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In order to validare the CA's signature, the receiver must first know the CA's public key. Normally 
this is handled out-of-band or through an operation done at installation. For instance, most web 
browsers are configured with the public keys of severa! CAs by default. The IKE, a key component 
of IPSec, can use digital signatures to scaleably authenticate peer devices before setting up security 
associations. 

Without digital signatures, one must either manually exchange public keys or secrets between each 
pair of peers that use IPSec to protect communications between them. Without certificates, every 
new peer added to the network requires a configuration change on every other peer it securely 
communicates with. However, by using digital certificates, each peer is enrolled with a CA. When 
two peers wish to communicate, they exchange certificates and digitally sign data to authenticate 
each other. When a new peer is added to the network, one simply enrolls that peer with a CA, and 
none of the other peers need modification. When the new peer attempts an IPSec connection, 
certificates are automatically exchanged and the peer can be authenticated. 

The following topics are covered in this section to provide background information applicable to the 
the tasks of configuring for interoperability with a CA. The CA configuration steps are provided in 
"CA Configuration." 

• IPSec without CAs 

• IPSec with CAs 

• How CA Certificares Are Used by IPSec Peers 

• Registration Authorities 

I PSec without C As 

o 

4-32 

Without a CA, if you want to enable IPSec services (such as encryption) between two peers, you 
must first ensure that each peer has the other's key (such as an RSA public key ora shared key). This 
requires that you manually perform one of the following at each peer: 

• Enter the other peer's RSA public key, or 

• Specify a shared key to be used between the two peers. 

Figure 4-2 Without a CA: Key Configuration between two IPSec Peers 

1. Manual key configuration at both IPSec peers 

2. 

cleartext cleartext 
data data " 
--------~~~~~~~~~~~~~~~~~LL~LL~-------- R 

C\1 

In Figure 4-2, number 1 illustrates how each PIX Firewall uses the other's key to authenticate the 
identity of the other PIX Firewall ; this authentication always occurs whenever IPSec traffic is 
exchanged between two IPSec peers. Number 2 illustrates encrypted data within an IPSec tunnel 
between two IPSec peers. 
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IPSec without CAs 

•)C 

lf you have multi pie Cisco peers in a mesh topology, and wish to exchange IPSec traffic passing 
b.:t v. eco ali o f those peers. you must first configure shared keys or RSA public keys between ali o f 
tho~e pecrs: 

Figure 4·3 Without a CA: Six 2·Part Key Configurations Required for Four IPSec Peers 

Every time a new peer is added to the IPSec network, you must configure keys between the new peer 
and each o f the existing peers. (In Figure 4-3, four additional 2-part key configurations would be 
required to add a single IPSec peer to the network.) 

Consequently, the more peers there are that require IPSec services, the more involved the key 
administration becomes. This approach does not scale well for larger, more complex encrypting 
networks. 

l '1' I I 
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IPSec with CAs 

o 

With a CA, you do not need to configure keys between all of the encrypting devices (peers). Instead, 
you individually enroll each participating device with the CA, requesting a certificate for the device. 
When this has been accomplished, each participating device can dynamically authenticate ali of the 
other participating peers. This is illustrated in Figure 4-4. 

Figure 4-4 

certification 
authority 

With a CA: Each IPSec Device lndividually Makes Request of the CA 

To add a new IPSec device to the network, you only need to configure that new device to request a 
certificate from the CA, instead of making multi pie key configurations with ali the other existing 
IPSec peers. 

How CA Certificates Are Used by I PSec Peers 
When two IPSec peers want to exchange IPSec-protected traffic passing between them, they must 
first authenticate each other--otherwise, IPSec protection cannot occur. The authentication is done 
with IKE. 

Without a CA, a device authenticates itself to the remo te peer using either RSA-encrypted nonces or 
pre-shared keys. PIX Firewall currently does not support RSA-encrypted nonces. Both methods 
require that keys must have been previously configured between the two peers. 

With a CA, a peer authenticates itself to the remote peer by sending a certificate to the remote peer 
and performing some public key cryptography. Each peer must send its own unique certificate which 
was issued and validated by the CA. This process works because each peer's certificare encapsulates 
the peer's public key, each certificate is authenticated by the CA, and ali participating peers 
recognize the CA as an authenticating authority. This is called IKE with an RSA signature. 

The peer can continue sending its own certificate for multi pie IPSec sessions, and to multi pie IPSec 
peers, until the certificate expires. When its certificate expires, the peer administrator must obtain a 
new one from the CA. 

CAs can also revoke certificares for peers that will no longer participare in IPSec. Revoked 
certificates are not recognized as valid by other peers. Revoked certificates are listed in a Certificate 
Revocation List (CRL), which each peer may check before accepting another peer's certificate. 

' . .,, r '~"' 
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Registration Authoritie~ 

Registration Authorities 
Some CAs have a Registration Authority (RA) as part oftheir implementation. An RA is essentially 
a server that acts as a proxy for the CA so that CA functions can continue when the CA is offiine. 

Some of the configuration tasks described in this section differ slightly depending on whether your 
CA supports an RA or not. 

Configuring CA 
To enable your PIX Firewall to interoperate with a CA and obtain your PIX Firewall certificate(s), 
complete the following steps: 

Note Be sure that the PIX Firewall clock is set to the current time, month, day, and year before 
configuring CA. Otherwise, the CA may reject or allow certificares based on an incorrect timestamp. 
Cisco's PKI protocol uses the clock to make sure that a CRL is not expired. 

Note You need to have a CA available to your network before you configure CA. The CA must 
support Cisco's PKI protocol, the certificate enrollment protocol. 

Step 1 

Step 2 

Step 3 

Step 4 

Configure the PIX Firewall host name: 

hostname new.name 

For example: 

hostname mypixfirewall 

In this example, "mypixfirewall" is the name of a unique host in the domain. 

Configure the PIX Firewall domain name: 

domain-name name 

For example: 

domain-name example.com 

Generate the PIX Firewall RSA key pair(s) : 

ca generate rsa key key_ modulus_ size 

For example: 

ca generate rsa key 512 

In this example, one general purpose RSA key pair is to be generated. The other option is 
to generate two special-purpose keys. The selected size o f the key modulus is 512. 

(Optional) View your RSA key pair(s): 

show ca mypubkey rsa 
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Configuring CA 

Step 5 

Step6 

Step 7 

The following is an example o f the display after the show ca mypubkey rsa command is 
used: 

% Key pair was generated at: 15:34:55 Aug 05 1999 

Key narne: rnypixfirewall.exarnple.corn 
Usage: General Purpose Key 
Key Data: 

305c300d 06092a86 4886f70d 01010105 00034b00 30480241 00c31f4a ad32f60d 
6e7ed9a2 32883ca9 319a4b30 e7470888 87732e83 c909fb17 fb5cae70 3de738cf 
6e2fd12c 5b3ffa98 8c5adc59 1ec84d78 90bdb53f 2218cfe7 3f020301 0001 

Declare a CA: 

ca identity ca_nickname ca_ipaddress [:ca_script_location] [ldap_ip address] 

For example: 

ca identity myca.example.com 205.139.94.230 

In this example, 205.139.94.230 is the IP address of the CA, which is 
onsiteipsec.verisign.com. The CA name is myca.example.com. 

Note The CA may require a particular name for you to use, such as its domain name. 

Note When using VeriSign as your CA, VeriSign assigns the CA name you are to use in 
your CA configuration. 

Configure the parameters of communication between the PIX Firewall and the CA: 

ca configure ca_nickname calra retry_period retry_count [crloptional) 

For example: 

ca configure myca.example.comca 1 20 crloptional 

If the PIX Firewall does not receive a certificate from the CA within 1 minute (default) o f 
sending a certificate request, it will resend the certificate request. The firewall will 
continue sending a certificate request every 1 minute until a certificate is received or until 
20 requests have been sent. With the keyword crloptional included within the command 
statement, other peer's certificates can still be accepted by your firewall even i f the CRL 
is not accessible to your firewall. 

Authenticate the CA by obtaining its public key and its certificate. 

ca authenticate ca_nickname [fingerprint] 

For example: 

ca authenticate myca.example.com 0123 4567 89AAB CDEF 0123 

The fingerprint (0123 4567 89AAB CDEF 0123 in the example) is optional and is used 
to authenticate the CA's public key within its certificate. The PIX Firewall will discard 
the CA certificate i f the fingerprint that you included in the command statement is not 
equal to the fingerprint within the CA's certificate. 

You also have the option to manually authenticate the public key by simply comparing 
the two fingerprints after you receive the CA's certificate rather than entering it within the 
command statement. 
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Step 8 

Step 9 

Configuring C~ 

-----------------------------------------------------
Note Depending on the CA you are using, you may need to ask your local CA 
administrator for this fingerprint. 

Request signed certificates from your CA for ali of your PIX Firewall's RSA key pairs. 
Before entering this command, contact your CA administrator because he or she will have 
to authenticate your PIX Firewall manually before granting its certificate(s). 

ca enroll ca_n i ckname c hall eng e_password [ser ial] [ipaddr ess] 

For example: 

ca enroll myca.example.com mypasswordl234 567 

The keyword mypassword 1234567 in the example is a password, which is not saved with 
the configuration. 

Note The password is required in the event your certificate needs to be revoked, so it is 
crucial that you remember this password. Note it and store it in a safe place. 

The ca enroll command requests as many certificates as there are RSA key pairs. You will 
only need to perform this command once, even if you have special usage RSA key pairs. 

Note If your PIX Firewall reboots after you issued the ca enroll command but before 
you received the certificate(s), you must reissue the command and notify the CA 
administrator. 

Verify that the enrollment process was successful: 

show ca certificate 

Here is an example of the output of the show ca certificate command including a PIX 
Firewall general purpose certificate and the RA and CA public-key certificares: 

Sub j ec t Na me 
Na me : mypix f irewall. examp l e.com 

IP Addres s: 192.150 . 50.110 
Status : Av ai lable 
Ce rtific a te Serial Number: 36 f9 75 73 
Key Usa ge: Gen e r al Purpose 

RA Signa ture Certif i cate 
S t atus: Availabl e 
Certif i cate Ser i al Number: 36f972f4 
Key Usage : Signature 

CA Certif ica t e 
S t atu s: Avai1a b1 e 
Certi fi c a te Seria l Nu mber : 36f 972e5 
Key Usage: Not Set 

RA KeyEncipher Certif i cate 
Status: Available 
Certificate Serial Number: 36f972 f 3 
Key Usage: Encryption 

.<., ]~ 
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Step 1 O Save your configuration. 

ca save a11 
write memory 
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Configuring Building Blocks 

Building Blocks allow you to optimize your configuration. Objects such as hosts, 
protocols, or services can be grouped, allowing you to issue a single command to 
every item in the group by using the name of the group. 

The Building Blocks feature is used to associate names that can be used in place 
of corresponding data values in settings and rules. This facilitates ease of 
maintenance. 

For example, an access rule might have a source address of 1.2.3.4. As an 
alternative, you can use building blocks to create a network object named fred-pc 
with the address 1.2.3.4. You can then create an access rule with the source 
address as fred-pc. 

Using Building Blocks, you identify objects that will be used on your network, 
that are configured separately. For example, you can identify the servers used for 
AAA authentication. The protocols used to connect to those servers, however, are 
configured in Settings. This design facilitates network updates, as building blocks 
are defined only once and in one location. 

lmportant Notes About Building Blocks 
• You can edit only those objects defined at the current scope. 

Building blocks do not have a one-to-one association . 

Using Management Center for Firewalls 1.1.2 
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Chapter 6 Configuring Building Blocks 
Configuring Network Objects 

When an object is selected in the directory tree, ali elements defined at the 
same levei and above are applied. 

If you select an object by name and that name is defined at multi pie scopes, 
the version defined nearest the current scope is selected. (See the 
"Configuring Network Objects" section on page 6-2 for examples using 
network objects.) 

Configuring Network Objects 

Using 

The Network Objects feature allows you to group a set of network addresses 
represented by an IP network (name, IP address, IP mask). This information 
provides the basic identification information for that network. Firewall MC uses 
the name and IP address-netmask pair to resolve references to the network in the 
source and destination conditions of access rules and in translation mies. 
Firewall MC uses the interface value to apply access and translation rules that 
refer the network to the correct interface. The interface delivers network packets 
to the network, thus enforcing the rules that refer to that network. 

The following examples will help you to better understand how network objects 
can be used. Let's say you want to create the network object Corp Network at the 
Global scope, but different IP addresses will be used depending on the group 
being addressed. As a result, you can use a variable, which allows different values 
to be set for a building block for different devices or groups. The values are 
substituted into the same rule as applied to those different devices and groups 
(Figure 6-l). 
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Conliguring Network Objects 

Figure 6-1 Exarnple 1-Network Object "Corp Network" Oelíned at the Global 
Scope with Variable 

Network Objects 

~ SCOPE:. IGiob•l 

# r 
1. r 
2. r 

Name 

any 

Corp Network 

Contert 

0.0.0.010 

any 

Variable 

false 

true 

Global""' 

Global 

To access the Network Object feature , select Configuration>Building Blocks> 
Network Objects. The Network Objects table defaults to the Global scope. You 
complete the wizard to define the network object. When you are returned to the 
Network Objects table, Corp Network is shown in the table. 

If you select the device PIX Firewall using the object selector, then view the 
Network Objects table for that scope, Corp Network is shown as created at the 
Global scope with the variable setting enabled. (The variable is set to true .) Notice 
that the check box is grayed-out, which means you cannot make changes at the 
device levei (Figure 6-2). 
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Configuring Network Objects 

Figure 6-2 Example 1-Network Object "Corp Network" Shown at the 
De vice Scope 

Network Objects 

# r 
1. r 
2. r 

any 

Corp Network 

Content V&rlable Scope 

0.0.0 .010 false Global .a. 

>any true Global 

When you define Corp Network at the PIX Firewall scope, the new network object 
replaces the one defined at the Global scope and assigns an IP address to it 
(Figure 6-3). Corp Network can now be edited at the device scope; it is no longer 
shown as a variable . (The variable is set to false.) 

Center for Fi rewa lls 1.1 .2 

78-15634-01 

r'(( . /, r -

)-' ~ 

! t 
l" 3 I< 56 
--- ---. 



.. 

o 

o 

Chapter 6 Configuring Building Blo~ks 

78-15634-01 

Configuring Network Objects 

Figure 6-3 Exarnple 1-Network Oeyect "Corp Network" Defíned at the 
De vice Scope 

Network Objects 

' r Name C<Jrtert Vorloble Scope 

1. r 
2. r 

any 

Corpllletwor1c 

O.O.O.O!Il false 

10.11.12;13132 >CQjJ)NelwOrk false -=~ 
! 

To create a mandatory access rule at the Global scope, you can use Corp Network 
as the source address . 

If you view the access rules table for the Mandatory Global scope and the Default 
PIX Firewall scope, you will see the same access rule in each table. When the 
configuration file for the PIX Firewall is generated, the access rule uses the 
network object Corp Network and the IP address defined at the device levei. This 
is displayed in the configuration file as 

: acl_mdc_inside_access Access List 

a ccess-list acl_mdc_ inside_access permit tcp 10 . 11.12 . 13 
255.255.255.255 any 

In conclusion, the network object defined at the Global scope using a variable 
must be redefined at the device scope with the same name , which then allows it to 
be used by access rules or translation rules . 
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• Configuring Network Objects 

Now consider another example. If you select an object by name and that name is 
udined at multiple scopes, the version defined nearest the current scope is 
~c.:lected. For this example, assume a service provider has two customers: 
Customer A and Customer B (Figure 6-4). 

Figure 6-4 Exarnple 2-Network Object Diagrarn 

Global 

Customer A 

Internai Network 

Customer B 

Internai Network 

Corp Network 
(1 0.11.12.13/32) 

Customer B > PIX Firewall 

My Network 
"' 

' "' 
' "' 1------------------------------------ --- f'-

Customers A and B have the network object Internai Network defined. 
Customer B uses a device named PIX Firewall . Because PIX Firewall is closer to 
Customer B than Customer A in the navigation tree, the device will use the 
network object Interna! Network defined at the Cus tome r B scope. When you view 
the Network Objects table at the device scope, the object name is shown as 
Custo me r B >Internai Network. 

The Network Object tables used to configure this example are shown in Figure 6-5 
through Figure 6-7. 
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Configuring Network Objects 

Figure 6-5 Example 2-Network OJ:!iect ''lntema/ Network" Defíned at the 
Customer B Scope 

Network Obj ects 

!f.-SCOPE: i Global ) Customer B. 

11 r Name Conlent Variable Scope 

1. r any 0.0.0 .00 fatse Global .. 

2, r CorpNetworl< "llflY I rue Global 

3. r Internai Network 10.11 .12,14132 >any false Customer 8 

To access the table in Figure 6-5, you select Configuration >Building Blocks > 
Network Objects, Using the object selector, you select Customer B-

Usi Management Center for Firewalls 1,1,2 
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Configuring Network Objects 

Figure 6-6 Exarnple 2-Network Object ''Interna/ Network" Shown at the 
Device Scope 

Network. Objects 

' r Nem e Cortent Varieible ScQPe 

1. r ony 0.0.0.010 f ais e Global ·'"' 

2. r CorpNetwork 10.11 .12.13132 >Corp Network false PO<Forewail 

3. r lrternal Network 10.11.12.14/32 >any folse Customer B 

To access the table in Figure 6-6, you select Configuration>Building Blocks> 
Network Objects. Using the object selector, you select PIX Firewall. 

After you have defined the network object at the device scope, the table displays 
the updated network object Internai Network for the device. 

A third example and a standard use of a network object is to define a network 
object (for example, My Network) at the PIX Firewall levei. The network object 
is then used only at the device scope (Figure 6-7) . 

Using Management Center for Firewalls 1.1.2 
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Step 1 

Step 2 

Configuring Network Objects 

Figure 6-7 Example 3-Network Object 'My Network" Oelíned at the 
Device Scope 

Network Objects 

' r Name .eatert Variable Scope 

1. r any 0.0.0.0/0 1olse Global 4 

2. r Corp Networtc 10,11.12.13132 >Corp Netwonc 1alse PP<Fi'eWOI 

3 . r Interno! Network 10.11 .12.14/32 >any fel se Customer B 

4 . r My Networtc 10.11.12.15132 >any 1alse PIXF'"rewOI 

Table 6-1 shows the wizard used to configure network objects with the 
variable enabled. 

Table 6-2 shows the wizard used to configure network objects with the 
variable disabled. 

lãble 6-1 Wizard Used to Add or Edita Network Object {Variable Enabled) 

Wizard Page 

Enter Definition-Ailows you to identify a network object. 

Summary-Ailows you to verify configuration settings before committing 
settings to the database for deployment. 

Using Management Center for Firewalls 1.1.Z 
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Configuring Network Objects 

Step 1 

Step2 

Step 3 

Step4 

lãble 6-2 Wizard Used to Add or Edita Networlc Object {Valiable Disabled) 

Wizard Page 

Enter Definition-Allows you to identify a network object. 

Enter IPs- Allows you to enter an IP address and mask. 

Select Network-Allows you to select available objects. 

Summary-Allows you to verify configuration settings before committing 
settings to the database for deployment. 

~\ry 
\\o ·· 
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O Adding or Editing a Network Object 

o 

Before Vou Begin 

• If workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

• Using the Object Selector, select the scope for the devices to configure. (See 
the "Object Selector" section on page 2-18 .) 

Step 1 Select Configuration > Building Blocks > Network Objects. 

Step 2 

Step3 

Step 4 

The Network Objects page appears . 

Do one of the following : 

• To add a row in the table, click Add. 

The Enter Definition page appears. 

• To edit a row, select the check box for the row in the table, then click Edit. 

The Enter Definition page appears. 

Enter the network entity name to be assigned to network object. 

Enter a comment in the Description field. 

Using Management Center for Firewalls 1.1.2 
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Step 5 

Step6 

Step 7 

Step 8 

Step9 

Configuring Network Objects 

Select the Variable check box to use a value in place of a defined building block. 
For more information, see the online help. 

~ .. 
Note This feature allows different values to be set for a building block for 

different devices or groups; the values are substituted into the same rule 
as applied to those different devices and groups. 

Click Next. 

The Enter IP(s) page appears. 

Enter the network IP address and mask. 

No IP address and mask are needed ifyou planto use only nested network objects. 

Click Next. 

The Select Networks page appears. 

Select the available object, then click Select =>. 

The object is moved to the Selected Objects column. 

Step 10 Click Next. 

The network objects summary page appears. 

Step 11 Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs." ) 

Deleting a Network Object 

Step 1 

78-15634-01 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function. (See 
Appendi x B, "Understanding User Roles and Permi ssions.' ') 

Select Configuration > Building Blocks > Network Objects. 

The Network Objects page appears. 

Using Management Center for Firewalls 1.1.2 
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Chapter 6 Configuring Building Blocks 

Step2 

Step 3 

Step 4 

Sclect the chcck hox for the row in the table, then click Delete. 

You are prornpted to confirm the delete request. 

Click OK. 

As the pagc refreshes , you are prompted with another popup window i f access 
rules or transi;.Jtion rules are affected by the deletion. You will need to review the 
rulcs tablcs and make corrections as needed. 

Click OK. 

The row is removed from the table, and the information is removed from the 
assigned fircwall device configuration files when they are deployed . (See 
Chapter 9. ··Managing Activities and Jobs.") 

Configuring Service Definitions 

Step 1 

Step 2 

Step 3 

The Service Definition feature allows you to create a single access rule that 
controls access to multiple protocols, for example, WWW. 

Table 6-3 shows the wizard used to add or edit service definitions. 

lãble 6-3 Wizard Used to Add or Edit Service Delinitions 

Wizard Page 

Specify Name and Select Transport-Allows you to enter service protocol 
information . 

Select ICMP Values-Used to define ICMP only. 

Summary-AIIows you to verify configuration settings before committing 
settings to the database for deployment. 

Using Management Center for Firewalls 1.1 .2 
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Configuring Service Definitions 

Adding or Editing a Service Definition 

78-15634-01 

Before Vou Begin 

If workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

• Using the Object Selector, select the scope for the devices to configure. (See 
the "Object Selector" section on page 2-18.) 

Step 1 Select Configura tio o> Building Blocks > Service Definitions. 

Step 2 

Step3 

Step 4 

Step 5 

Step 6 

The Service Definitions table appears . 

Do one of the following: 

• To add a row in the table, click Add. 

The Specify Name and Select Transport page appears. 

• To edita row, select the check box for the row in the table, then click Edit. 

The Specify Name and Select Transport page appears. 

Enter the name of the service. 

Enter an optional comment in the Description field . 

Select the transpor! protocol from the list box, then click Next. 

~~ 
Note Only IP requires an IP protocol number. 

Do one o f the following: 

• If you selected ICMP as the transpor! protocol, the select ICMP Values page 
appears. To select the ICMP values, go to Step 7. 

• If you selected TCP or UDP as the transport protocol, the Select TCP/UDP 
Values page appears . To select the TCP/UDP values, go to Step 8. 

• lf you selected IP as the transport protocol , enter the IP pro toco! number, then 
click Next. 

The service descriptions summary page appears . Go to Step 9. 

Using Management Center for Firewalls 1.1.2 
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Configuring Service Definitions 

Step 7 

Step 8 

Step9 

Do the following: 

a. Select the type of message from the list box. 

b. Click Next. 

The service descriptions summary page appears. Go to Step 9. 

If you selected TCP or UDP as the transport protocol: 

The Select TCP/UDP Values page appears. 

a. Enter the destination port or port range. Values are 0-65,535. 

b. Enter the source port or port range. Values are 0-65,535. 

c. Click Next. 

The service descriptions summary page appears. Go to Step 9. 

If you selected IP as the transport protocol: 

a. Enter the IP protocol number, then click. Next. 

The service descriptions summary page appears. 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 

Deleting a Service Definition 

Step 1 

Step 2 

Before You Begin 

Make sure you have the necessary permissions to perform this function . (See 
Appendix B, "Understanding User Roles and Permissions.") 

Select Configuration > Building Blocks > Service Descriptions . 

The Service Descriptions page appears. 

Select the check box for the row in the table, then click Delete. 

You are prompted to confirm the delete request. 

Using Management Center for Firewalls 1.1.2 
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Chapter 6 Configuring Building Blocks 

Step 3 

Step 4 

Configuring Service Groups 

Click OK. 

As the page refreshes, you are prompted with another popup window if access 
rules or translation rules are affected by the deletion. You will need to review the 
rules tables and make corrections as needed. 

Click OK. 

The row is removed from the table, and the information is removed from the 
assigned firewall device configuration files when they are deployed. (See 
Chapter 9, "Managing Activities and Jobs.") 

Configuring Service Groups 

Step 1 

Step2 

The Service Definitions feature allows you to create a single access rule that 
controls access to multiple services, for example, you can write a rui e that permits 
traffic for Telnet and HTTP in a single rule . 

Table 6-4 shows the wizard used to add or edit service groups. 

Tãble 6-4 Wizard Used to Add or Edit Service Groups 

Wizard Page 

Add Name and Description-AIIows you to define a service group. 

Select Service-Allows you to identify the services used for the defined 
service group . 

Step 3 Summary-AIIows you to verify configuration settings before committing 
settings to the database for deployment. 

Adding or Editing a Service Group 

78-15634-01 

Before Vou Begin 

• If worktlow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

• Using the Object Selector, select the scope for the devices to configure. (See 
the "Object Selector" section on page 2-18 .) 
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Configuring Service Groups 

~~ 
Note 

Step 1 

Step 2 

Step 3 

Step 4 

Step 5 

Step6 

Step 7 

Step 8 

Some elements in the main table might be grayed out. This is because they are 
defined at a higher scope and cannot be edited from this levei. 

Select Configuration > Building Blocks > Service Groups. 

The Service Groups page appears. 

Do one of the following : 

To add a new row in the table, click Add. 

The Add Name and Description page appears. 

To edit a row, select the check box for the row in the table, then click Edit. 

The Add Name and Description page appears. 

Enter the service group name. 

Enter an optional comment in the Description field. 

Click Next. 

The Select Services page appears. 

Select the available object, then click Select =>. 

The object is moved to the Selected Objects column. 

Click Next. 

The service groups summary page appears. 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 
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Configuring AAA Server Groups 

Deleting a Service Group 

Step 1 

Step 2 

Step 3 

Step4 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function. (See 
Appendix B, "Understanding User Roles and Permissions.") 

Select Configuration > Building Blocks > Service Groups. 

The Service Groups table appears . 

Select the check box for the row in the table, then click Detete. 

You are prompted to confirm the delete request. 

Click OK. 

As the page refreshes, you are prompted with another popup window i f access 
rules or translation rules are affected by the deletion. You will need to review the 
rules tables and make corrections as needed. 

Click OK. 

The row is removed from the table, and the information is removed from the 
assigned firewall device configuration files when they are deployed. (See 
Chapter 9, "Managing Activities and Jobs.") 

Configuring AAA Server Groups 

78-15634-01 

Firewall MC lets you define separate groups ofTACACS+ or RADIUS servers for 
specifying different types of traffic, for example, a TACACS+ server for inbound 
traffic and another for outbound traffic, or outbound HTTP traffic authenticated 
by a TACACS+ server and inbound traffic authenticated by RADIUS. 

AAA server groups use tags, which are used to direct different types of traffic to 
each authentication server. lf the first authentication server in the list fails, the 
AAA subsystem fails over to the next server in the tag group. You can have up to 
14 tag groups, and each group can have up to 14 AAA servers, totaling up to 
196 AAA servers. 
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••r-~c~~~~~--~----------------------------------~~~~~~~~~~~~~~ ' ' onfiguring AAA Server Groups r 

~ .. 
Note 

Step 1 

Step 2 

Step 3 

Configuring an AAA server group is a two-tier process. First, you create an AAA 
~erver group. Secon<.l . you define AAA servers within that group . You have the 
option of inscrting an AAA server while you are creating an AAA server group. 

In Firewall MC. thc Group LOCAL protocollocal scoped from Global entry 
rcpresents thc AAA group, named LOCAL, that exists by default on 
PIX Firewalls running version 6.2 or )ater. The default group cannot be moditied 
or Jisabled . This group is used for administrative authentication and talks directly 
lo the PIX Firewall instead of a separate AAA server. LOCAL specities to use the 
PlX Firewall local user database for local command authorization. The LOCAL 
grnup is displaye<.l in the configuration file as 
dda - server LOCAL protocol local. 

To set LOCAL for AAA Authentication, select Configuration>Settings> 
AAA Admin Authentication. 

Table 6-5 shows the wizard used to create an AAA server group and inseri an 
AAA server. 

Tãble 6-5 Wizard Used to Create, lnsert, or Edit an AAA Server Group 

Wizard Page 

Select Group Name-AIIows you to define a new AAA server group. 

Define Server-AIIows you to assign a server to the AAA server group. 

Summary-A IIows you to verify configuration settings before committing 
se ttings to the database for deployment. 

• Using Management Center for Firewalls 1.1.2 
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Configuring AAA Server Groups 

Creating or Editing an AAA Server Group 

78-15634-01 

~ .. 
Note While you are creating an AAA server group, you can insert an AAA server. 

~ .. 
Note 

Step 1 

Step 2 

Step 3 

Step 4 

Before Vou Begin 

If workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

Using the Object Selector, select the scope for the devices to configure . (See 
the "Object Selector" section on page 2-18.) 

The following procedure assumes you are defining a server group and identifying 
a server within that group. 

Select Configuration > Building Blocks > AAA Serve r Group. 

The AAA Server Group page appears. 

Do one of the following : 

To add a server group in the table, click Create. 

The Select Group Name page appears. 

To add a server to a group in the table, select the check box for the row in the 
table after which you want to new row inserted, then click Insert. 

The Define Server page appears. 

To edit a group, select the check box for the row in the table, then click Edit. 

The Select Group Name page appears . 

To edita server, select the check box for the row in the table, then click Edit. 

The Define Server page appears. 

Enter the AAA server group name . Spaces are not permitted. A maximum of 
14 server groups is permitted . 

Click the Radius or TACACS protocol radio button to identify the authentication 
protocol used for the server group . 

Using Management Center for Firewalls 1.1.2 
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Configuring AAA Server Groups 

Step 5 

Step 6 

Step 7 

Step 8 

Step 9 

Step 10 

Step 11 

Click Next. 

The Define Server page appears . 

Select the interface from the list box. 

Enter the IP address. 

Enter the server key. For more information, see the online help. 

Verify the timeout value. Default is 5 seconds. 

Click Next. 

The AAA server group summary page appears . 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 

Deleting an AAA Server Group or Element 

Step 1 

Step 2 

Step 3 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function . (See 
Appendix B, "Understanding User Roles and Permissions .") 

Select Configura tio o> Building Blocks > AAA Server Group. 

The AAA Server Group page appears. 

Select the check box for the row in the table, then click Delete. 

You are prompted to confirm the delete request. 

Click OK. 

As the page refreshes , you are prompted with another popup window if access 
rules or translation rules are affected by the deletion. You will need to review the 
rules tables and make corrections as needed . 

Using Management Center for Firewalls 1.1.2 
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Step 4 

Configuring Address T ranslation Pools 

Click OK. 

The row is removed from the table, and the information is removed from the 
assigned firewall device configuration files when they are deployed. (See 
Chapter 9, "Managing Activities and Jobs.") 

Configuring Address T ranslation Pools 

78-15634-01 

Step 1 

Step2 

Step 3 

The Address Translation Pools feature allows you to create global address pools 
used in dynamic NAT rules. 

Configuring address translation pools is a two-tier process. First, you create a 
pool. Second, you define the elements within that pool. You have the option of 
defining the elements while you are creating an address translation pool. 

Table 6-6 shows the wizard used to create an address translation pool and inserta 
pool element in a single procedure. 

Table 6-6 Wizard Used to Create or Edit an Address lianslation Pool and 
Pool Elernent 

Wizard Page 

Enter Pool Name-Allows you to define an address pool. 

Define Element-Allows you to assign IP addresses and masks to the 
address pool. 

Summary-Allows you to verify configuration settings before committing 
settings to the database for deployment. 
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Configuring Address T ranslation Pools 

Creating or Editing an Address Translation Pool 

~ .. 
Note While you are creating an address translation pool, you can insert an address pool 

element as part of the procedure. 

~ .. 
Note 

Step 1 

Step 2 

Step 3 

Before Vou Begin 

• If workflow is enabled, select an activity. (See the "Understanding Activity 
Actions and States" section on page 9-6.) 

• Using the Object Selector, select the scope for the devices to configure. (See 
the "Object Selector" section on page 2-18.) 

The following procedure assumes you are defining an address translation pool and 
identifying a range of pool values within that pool group. 

Select Configuration > Building Blocks > Address Translation Pools. 

The Address Translation Pool page appears. 

Do one of the following : 

• To add a pool group to the table, click Create. 

The Enter Pool Name page appears. 

• To add a pool element to the table, select the check box for the row in the table 
after which you want to new row inserted, then click Insert. 

The Enter Pool Element page appears . 

• To edit a pool, select the check box for the row in the table, then click Edit . 

The Enter Pool Name page appears. 

• To edit a pool range, select the check box for the row in the table, then 
click Edit. 

The Enter Pool Element page appears. 

Enter the pool name to identify the address translation pool, for example, 
externai addresses. 

Using Management Center for Firewalls 1.1.2 
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Chapter 6 Configuring Building Blocks 

Step 4 

Step 5 

StepG 

Step 7 

Step 8 

Step9 

Click Next. 

The Enter Pool Element page appears. 

Select the interface from the list box. 

Configuring Address Translation Pools 

To use the interface address as the closing PAT address, select the PAT check box. 

Enter address ranges and masks. For more information, see the online help. 

Click Next. 

The address translation pool summary page appears. 

Verify the information is correct, then click Finish. 

Changes are applied to the assigned firewall device configuration files when they 
are generated. The configuration files are then downloaded to the firewall devices 
at deployment. (See Chapter 9, "Managing Activities and Jobs.") 

~ ... 
Note Settings enabled during the configuration process are displayed as true in 

the wizard summary page. 

Deleting an Address T ranslation Pool or Element 

Step 1 

Step 2 

Step 3 

78-15634-01 

Before Vou Begin 

Make sure you have the necessary permissions to perform this function . (See 
Appendix B, "Understanding User Roles and Permissions.") 

Select Configuration > Building Blocks > Address Translation Pools. 

The Address Translation Pool page appears. 

Select the check box for the row in the table, then click Delete. 

You are prompted to confirm the delete request. 

Click OK. 

As the page refreshes, you are prompted with another popup window if access 
rules or translation rules are affected by the deletion . You will need to review the 
rules tables and make corrections as needed. 

Using Management Center for Firewalls 1.1.2 
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Chapter 6 Configuring Building Blocks 

• Configuring Address T ranslation Pools 

Step 4 Click OK. 

The row is removed from the table, and the information is removed from the 
assigned firewall device configuration files when they are deployed. (See 
Chapter lJ. "Managing Activities and Jobs.") 

• Using Management Center for Firewalls 1.1.2 
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Resource Manager Essentials 
Applications 

This chapter lists ali the Essentials applications and the tasks that can be 
accomplished with each of these applications. The applications are: 

o Device Views 

Availability 

o Change Audit 

o Configuration Management 

o Contract Connection 

o Case Management 

o Data Extracting Engine (DEE) 

o Device Navigator 

o lnventory 

o Job Approval 

o Software Management 

o Syslog Analysis 
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Chapter 2 Resource Manager Essentials Applications 
Device Views 

Device Views 

~ ... 

Essentials provides device views-logical groupings that are used to specify a 
device or group of devices. You can define views to group selected devices into 
logical groups. Device views allow you to quickly view reports on ali devices of 
a certain type, or with specific characteristics, such as ali Catalyst switches or ali 
devices that you are responsible for. 

Since almost every Essentials task requires the set of devices to be executed 
against, views provide a convenient way to create groups of devices . For example, 
before you can display an lnventory report, you must select the devices to be 
included in the report. Views can speed up the selection (instead of running the 
report for one device ata time). 

Note Essentials graphical user interface (GUI) performance may be affected if the 
number of devices in the selected view is too large. You should avoid setting 
ali devices views when the number of devices in the inventory is large. You can 
use system views or create custam views to keep the number of devices in a view 
from growing too large. 

Creating a view using the Device Views application enables you to run reports for 
specific devices based on common attributes or user-defined characteristics. 

Types of Views 

Three categories of device views are available : 

System Views-Predefined and available immediately after you ins.tall 
Essentials. System views include most major classes of Cisco devices. For 
example ali Catalyst switches, ali Cisco 7000 Series routers , and ali 
SwitchProbes. 

Custam Views-Defined by users and, when created, are available for use by 
anyone with the appropriate access to the server. 

PrivateViews-Defined by users, but are available only to the user. 

Use r Guide for Resource M Essentials 
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Chapter 2 Resource Manager Essentials Applications 

Figure2-1 

redefined 

Device Views 

Two different types of views can be created within custom or private views: 

Dynamic Views 

Static Views 

Dynamic views are logical groups based on device attributes, such as device class 
or software version . The devices in a dynamic view can change based on the 
attribute value of devices in the lnventory. An example of a dynamic view is ali 
devices with Cisco lOS Version 12.0. Any device that currently has this attribute 
would be included in the device view. Ali system views are dynamic . 

Static views are logical groups based on user-defined characteristics. Static views 
include any devices that you add to the view. The members of the group do not 
change unless you manually add or remove devices . Use static views when you do 
not want the membership to change automatically. See Figure 2-1. 

Device Views 

ser defined 

EJ 

il / il 
Dynamic View StaticView 

••• .. ••a 
Ali Cisco lOS 12.0 Devices <user> 

devices is responsible for 
;::: 
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Chapter 2 Resource Manager Essentials Applications 

Setting Device Credentials 

Table 2-1 shows the tasks that you can accomplish with the Device Views 
application. 

lãble 2-1 Oevice Wews lãsks 

Task Purpose Action 

Add static Create views to monitor a specific group Select Resource Manager Essentials > 
views . of devices in your network inventory. Administration > Device Views > Add 

Static Views. 

Add dynamic Create views to monitor devices with Select Resource Manager Essentials > 
views . common attributes, such as device type. Administration > Device Views > Add 

Note Any new, managed device added Dynamic Views. 

to inventory that fits the listed 
attributes, is automatically 
incorporated into the dynamic 
view. 

Change static Modify static views. Select Resource Manager Essentials > 
views. Administration > Device Views > Change 

Static Views. 

Delete views. Delete any views you have created. Select Resource Manager Essentials > 
Administration > Device Views > Delete 
Views. 

Browse Determine which devices belong to the Select Resource Manager Essentials > 
dynamic views. dynamic views. Administration > Device Views> Browse 

Dynamic Views. 

Browse device Determine which views a device belongs Select Resource Manager Essentials > 
membership. to . Administration > Device Views > Browse 

Device Membership. 

Setting Device Credentials 
It is important to configure the device credentials correctly on every Cisco device 
that you will manage and monitor using Essentials. 

Table 2-2 lists ali the applications and the device credentials required for proper 
functioning of the applications . 
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Setting Device Credentials 

lãble 2-2 Applic.ttions and lhe De vice Credentials 

Application Telnet Password Enable Password SNMP Read Only SNMP Read I Write 

NetConfig I Rc4uired Re4uired Required Required if 

! 
configurat ion fetch 
is through TFTP 

NetShow Rc4uircd Required Required Not required 

Config Editor I Rc4uired Required Required Required if 
' configuration fetch 

o is through TFTP 

ChangeAudit Not rcquired Not req uired Required Not required 

Configuration Required Required Required Not required 
Management 
(Telnet) 

Configuration Not required Not required Required Required 
Management 
(TFTP) 

Device Vicws Not required Not required Required Not required 

Inventory Not required 1 Not required2 Required Not required 3 

SWIM Required4 Req uired5 Required Required 

Syslog Not required Not required Required Not required 

Availability Required Required Required Not required 

Case Required Not required Required Not required 
Managemenl 

Contract Required Not required Required Not required 

o Connection 

l . lnvento ry rcquircs Telnet password to perform the check device attributes operation. 

2. Inventory rcquires enabl e password to perform the check device attributes operation. 

3. Inventory requires SNMP Read/Write string to perform the check device attributes operation . 

4. Requirecl in case o f few devices. 

5. Required in case of few devices . 
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System Configuration 

System Configuration 

~ .. 

System Configuration lets you configure system-wide information on the 
Cisco Works server. In this way, you can centrally loca te information that is used 
by more than one Essentials application . 

Note Network administrators should perform these tasks with care. If errors occur, 
users may not be able to log in. 

Table 2-3 shows the tasks that you can accomplish with System Configuration . 

Tãble 2-3 System Configuration lãsks 

Task Purpose 

Set up a proxy Enable applications to connect to 
URL. Cisco.com. 

lf the server access to the outside world is 
controlled through a proxy server, this 
must be configured. 

Define SNMP Specifies the timeout value and the 
timeouts and number o f retries while querying devices 
retries . for inventory collection . 

Define the Define your Simple Mail Transfer 
SMTP server Protocol (SMTP) server in Essentials to 
name. use e-mail, to automatically notify 

network administrators when certain 
tasks and jobs are completed. 

Define rcp Specify the username to authenticate rcp 
usernames. transfers between the devices and the 

server for remate operations . 

User Guide for Resource Essentials 

Action 

Select Resource Manager Essentials > 
Administratión > System Configuration, 
then select the Proxy tab. 

Select Resource Manager Essentials > 
Administration > System Configuration, 
then select the SNMP tab. 

Select Resource Manager Essentials > 
Administration > System Configuration, 
then select the SMTP tab. 

Select Resource Manager Essentials > 
Administration > System Configuration, 
then select the rcp tab. 
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Availability 

Availability 
The Availability application lets you monitor the reachability and response time 
of your network devices. You can view the availability of a selected group of 
devices, a summary of interface status, reports of reloads (reboots) and 
unreachable devices, and protocol distribution graphs. 

Benefits of Availability 

lf you experience connectivity problems trying to reach certain resources or 
services on the network, one of the first things you must check is the status of a 
device. lf a device is unreachable, you will want to find out when it was last 
operational and whether any abnormal reloads have occurred. This can be the first 
step in troubleshooting the exact location of the fault. Availability he.lps you track 
the reachability of devices on your network .. 

The Availability applicaiion periodically polls selected devices to determine 
device reachability, interface status, and response times. Availability reports 
display the status of devices, show devices that are offline for more than three 
hours, and summarize the percentage ofLayer 3 protocol traffic forwarded on 
each Layer 3 device. 

The Reloads Report shows the cause of the past five reloads for a device and 
includes a link to the Cisco.com Cisco Output Interpreter to help troubleshoot any 
device failures. Availability provides reports to quickly assess the status of 
selected devices on the network. lnformation can be tracked for ali devices on the 
network, or only criticai devices to reduce the load on the network and the 
network management system. 

Availability Functional Flow 

78-14810-01 

Before device availability information will be stored in Essentials, you must 
select the specific device views that needs to be monitored for Availability. When 
devices are selected to be included in Availability polling, Essentials will poli the 
devices according to the schedule set by the network administrator (only one 
schedule for ali views). Devices will be polled for reachability, response time, 
interface status, reload, and protocol information. 
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Chapter 2 Resource Manager Essentials Applications 

This information will be updated in the Availability database after each scheduled 
poli, and can be viewed by displaying Availability Reports . Historical information 
on reachability and response times is also stored in the Essentials database and 
can be displayed in trend graphs under Availability Monitor. See Figure 2-2. 

Figure 2-2 Availabilíty Functíonal Flow 

Poli selected 
devices 

@ 
ii•Ds 

status 

Availability Workflow 

ssentials 
database 

Reports/output 

~c 
Reachability Dashboard 
Availability Monitor 
Reloads Repor! 
Offline Device Report 
Protocol Distribution Graph 

Figure 2-3 depicts the Availability workflow and associated tasks within 
Essentials: 

In arder to retrieve Availability information from devices, each device must 
be in the Essentials Inventory with the proper SNMP read community string 
attribute. 

Polling options must be set, including selecting which device views are going 
to be polled for availability information. When devices are selected, 
availability information can be viewed in any of the Availability Reports 
within Essentials. Information is automatically purged according to the 
options you set, so no ongoing maintenance is required. 
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Availability 

Figure 2-3 Availability WorkUow 
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SNMP read community 

string 
Select devices 
Change polling options 

Availability reports 
24-hour reports 
Device center 

Table 2-4 shows the tasks you can accomplish with the Availability application. 

lâble 2-4 Availability Manager lâsks 

Task Purpose Action 

Set polling Select views to be monitored. You must Select Resource Manager Essentials > 
views and do this before you can monitor device Administration > Availability > Change 
options. availability. Polling Options. 

lf your system performance is degraded 
by availability polling, you can add more 
system resources, poli fewer devices, or 
pollless frequently. 

Change polling Select default Availability polling option Select Resource Manager Essentials > 
options. values or to select new values from the Administration > Availability > Change 

drop-down list boxes. Polling Options. 

The polling options you set, apply to ali 
Availability views . 

View the View device status for ali views set for Select Resource Manager Essentials > 
Reachability availability monitoring. The dashboard Availability > Reachability Dashboard. 
Dashboard. continuously reports : 

. Ali views being polied and the 
number of devices in each view. 

. Device names of ali devices in each 
view and the time they last 
responded. 

Monitor device Continuously monitor selected devices Select Resource Manager Essentials > 
availability. and access interface avail ability details . Availability > Availability Monitor. 
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Availability 

Table 2-4 Avai/ability Manager Tasks (continued) 

Task Purpose Action 

View the Display the most recent reloads (up to 5) Select Resource Manager Essentials > 
Reloads report. for selected devices. The report shows the Availability > Reloads Report. 

reason for each reload and when it To view reloads that occurred only within 
occurred. the past 24 hours, se lect Resource 

Manager Essentials > 24-Hour Reports > 
Reloads Report. 

View the Cisco Decode and analyze the device's stack Select Resource Manager Essentials > 
Output dump, to enable troubleshooting of Availability > Reloads Report. 
Interpreter devices that reload unexpectedly. In the generated report, click on the 
Analysis . An unexpected reload is any reload that is reload reason . 

neither initiated by you nor a result of a You may be prompted to enter your 
power-on. Cisco.com (CCO) username and 
The Reloads report applies only to routers password. 
running Cisco lOS Release 10.2 or later See the Cisco home page to have your 
and is available only for the most recent Cisco.com (CCO) profile updated or 
reload . changed, or, after you log in, use the 

Cisco.com Profile button to update your 
Cisco.com profile. 

View the Generate a report ofmanaged devices that Se1ect Resource Manager Essentials > 
Offline Device have not responded to polling for more Availability > Offline Device Report. 
report. than a specified period of time (3, 6, 12, To view only devices that have been off 

24, 48, or 72 hours) . line for the past 24 hours, select Resource 
Manager Essentials > 24-Hour Reports > 
Offline Device Report. 

View the View the distribution of IP, AppleTalk, Select Resource Manager Essentials > 
Protocol IPX, DECnet, VINES, and XNS packets Availability > Protocol Distribution 
Distribution for selected devices in a bar or pie chart. Graph. 
graph. This report shows the Layer 3 protocol 

packet types that are forwarded by the 
devices. 
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Case Management • 

Case Management 
You can use Case Management to open and track a case for network problems that 
re4uire assistance from Cisco Technical Assistance Centre. Case Management 
can collect criticai network information, such as protocol, interface, and 
configuration data from Essentials and send to Cisco.com. 

When you open a case, you can designate specific Telnet command data (i f 
applicablc) and SNMP inventory values to be collected from selected devices . 
Case Managemcnt will attach this information to the case description and forward 
it to Cisco.com. which can reduce the time it takes a Cisco representative to help 
resolve the problem . 

Inquiries to Cisco TAC are categorized according to the urgency ofthe issue. New 
cases are automatically set to Priority levei 3 (P3). If your case requires higher 
priority handling, you must contact the Cisco TAC or your sales engineer to 
request that the priority be raised. For more information on priority categories, see 
"Obtaining Technical Assistance" section on page -xvii. 

Table 2-5 shows the tasks you can accomplish with the Case Management 
application. 

lãble 2-5 C.ue Managernent Tãsks 

Task Purpose Action 

Open a case Open a case to Cisco.com through the Select Management Connection > Case 
and attach Cisco Works desktop Management > Open Case. 
network device 
statistics. 

View status of View the history and status of your case Select Management Connection > Case 
cases and and update description of problems. Management > Query or Update Case. 
update 
description . 
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Change Audit 

Change Audit 
The Change Audit application lets you track and report network changes. It 
provides the capability for other Essentials applications to log change information 
to a central repository called the Change Audit log. 

New Features in Change Audit 

You can now delete change audit records that are older than a specified number of 
days. 
For example, i f you specify 15 days, change audit records that are over 15 days 
old (including today) will be deleted (Resource Manager Essentials > 
Administration > Change Audit > Delete Change History). 

Change Audit Functional Flow 

Change Audit tracks ali changes discovered by the lnventory Manager, Software 
Manager, and Configuration Manager. Every time one of these applications 
detects a change, it sends a change record to the Change Audit Service, with 
details of who, when, and what type of change occurred. See Figure 2-4. 

Inventory changes include any changes to device information stored in the 
Inventory database, such as chassis, interfaces, and system information. Software 
Management changes include upgrades to new software image versions . 
Configuration Management changes include ali changes made to configuration 
files on devices. This includes changes made outside of Essentials tasks, detected 
by the Configuration Archive process, as well as changes made using Essentials 
functionality-NetConfig or Config Editor. 

lnventory changes can be filtered to Iimit the types of changes that are stored in 
the Change Audit database. For example, you might not want to track every time 
the port status on a switch changes because users have shut down their computers 
connected to the switch. Software and configuration management changes cannot 
be fi Itered. 

You can view change records or search for specific change records to determine 
who made a change or when a change was made. Change reports can also be time 
based to quickly report on changes that have, or have not, occurred during 
specified time periods-possibly detecting unauthorized change activity. 
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Change Audit 

The Change Audit Service application can also be configured to forward change 
records, in the form of SNMP traps to remote servers, allowing you to monitor 
and view changes from a remote network-management station that has 
event-collection capabilities, sue h as HP Open View. 

Figure 2-4 Change Audit Functional Flow 
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Figure 2-5 Change Audit Wol'k Flow 

etp I ==) 

Define inventory filters 
Administer trap generators 
Define exception periods 

ngoing 
maintenance 

i e 
c ange records 

Ali c anges 
earc c ange a dit 
xceptions s mmary 

Delete c ange records 

Figure 2-5 depicts the Change Audit workflow and associated tasks within 
Essentials. Change Audit automatically stores any change records sent from the 
Inventory Manager, Software Manager, and Configuration Manager applications. 
After these applications are set up, you can view change records at any time. 

You need to perform Change Audit setup tasks only if you want to filter out 
specific Inventory changes, forward change records to a remote server, or report 
on changes during specific time periods every week. Change records are stored in 
the Essentials database until they are removed. Therefore, ongoing maintenance 
is required to delete old records from the database. 

Table 2-6 shows the tasks that you can accomplish with the Change Audit 
application. 
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Change Audit 

lãble 2-6 Change Audit lãsks 

Task Purpose Action 

View Change View the two log tables : Change Select Resource Manager Essentials > 
Audit logs. Audit summary and Change Audit 24-Hour Reports > Change Audit Report. 

details. O r 

Select any report from Resource Manager 
Essentials > Change Audit. 

Delete records Delete or schedule deletion of change Select Resource Manager Essentials > 
from the log. records from the Change Audit log. Administration > Change Audit > Delete 

Change History. 

Convert change Convert some or ali change Select Resource Manager Essentials > 
records to notifications in to SNMP VI traps and·"'- Administration > Change Audit > Administer 
SNMP traps. send them to a destination you Trap Generator. 

configure. 

Define an Specify a period of time when no Select Resource Manager Essentials > 
exceptions network changes should occur. Administration > Change Audit > Define 
period. Exceptions Summary. 

Set up filtering Define one or more filter fields to Select Resource Manager Essentials > 
options. filter report data. Change Audit > Search Change Audit. 

View changes Generate a report on changes that Select Resource Manager Essentials > 
in an exception occurred in the network during a Change Audit > Exceptions Summary. 
period. defined exception. 

View ali Generate a report that enables you to Select Resource Manager Essentials > 
change view changed data in the Change Change Audit > Ali Changes. 
records. Audit log. 

View a Generate a summary of changes Select Resource Manager Essentials > 
summary of made in the past 24 hours from 24-Hour Reports > Change Audit Report. 
changes made Change Audit log data. 
in the last 
24-hours . 
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Configuration Management 

Configuration Management 
The Configuration Management application stores the current, and a 
user-specified number of previous versions, of the configuration files for ali 
supported Cisco devices maintained in the Inventory. It automatically tracks 
changes to configuration files and updates the database if a change is made . 

New Features of Configuration Management 

The Configuration Management application has the following new features, that 
allow you to: 

• Enable Job Password Policy for NetConfig, NetShow, and Config Editor Jobs 

• Specify the Transport Protocol Order for NetConfig, Config Editor, and 
Network Show Jobs 

• Quick Configuration Download from Configuration Archive 

• Archive and Restore VLAN Configuration Files 

For more details of the new features, see Configuration Management, in the 
Essentials online help. 

Enable Job Password Policy for NetConfig, NetShow, and Config Editor Jobs 

Essentials stores passwords in the database. While the job is run, the password is 
retrieved from the database for each of the selected devices. For example, i f the 
TACACS server is managing the devices, the passwords in the TACACS server 
and the passwords in the Essentials database should be synchronized (with every 
password change). 

You now have the option of entering a username and password for running a 
specific NetConfig, Network Show, or Config Editor job. If you enter a username 
and password, NetConfig, Network Show or Config Editor applications use this 
username and password to connect to the device, instead of taking these 
credentials from the Essentials database. 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals. In such instances, the passwords may be changed every 60-90 seconds. 
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Configuration Management 

To use this nption o f entering a username and password for running a specific job, 
you should enable the job password policy for NetConfig, Network Show, or 
Config Editor jobs using the Password Policy tab of the Configuration Job Setup 
uialog box. in the Configuration Management application. To invoke the 
Configuration Job Setup dialog box , select Resource Manager Essentials > 
Administration > Configuration Management > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable . 

I f you do not enable lhe job password policy, then the NetConfig, Network Show, 
or Config Editor applications take the device credentials from the Essenti als 
uatabase to connect to the device. 

For details abnut: 

Enabling the job password policy, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Password Policy for NetConfig, Config Editor and NetShow Jobs). 

Usage Scenarios when the job password is configured on devices , see the 
Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Usage Scenarios When Job Password is Configured on Devices) . 

Specify the T ransport Protocol Order for NetConfig, Config Editor, and Network 
Show Jobs 

78-14810·01 

Essenti als now provides you with the option of separately specifying the transport 
protocol order for the download operations of NetConfig, Config Editor and 
Network Show jobs, and for the fetch operations of NetConfig and Confi g Editor 
jobs. 

You can use the Transport Protocol tab of the Configuration Management 
appli cation (Resource Manager Essentials > Configuration Management > 
Administration > Configuration Job Setup) to specify the transport protoco l 
order. 

This option allows you to use your preferred protocols for downloading or 
fetching confi gurati ons. 
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Configuration Management 

For example, you can use Telnet to download configuration to the device, and 
TFTP to fetch the configuration, thereby improving the overall performance of 
NetConfi g. 

You can select the fallback option for these protocols. If you select this option, 
and the first preferred protocol fails, the next protocol in the list is used for 
configuration download or fetch operations, and so on . 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs). 

Quick Configuration Download from Configuration Archive 

You can now create a job to immediately download a selected version of the 
running configuration, to a device from the Configuration Archive (Resource 
Manager Essentials > Configuration Management > Search Archive by 
Device or Resource Manager Essentials > Configuration Management > 
Search Archive by Pattern). 

This method of download is useful when you know the version of the running 
configuration that has to be downloaded to the device. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Making a Quick Download of a Device 
Configuration) . 

Archive and Restore VLAN Configuration Files 

For ali Cisco dev ices that support VLAN configuration such as Catalyst lOS 
switches, Essentials creates a version of the VLAN configuration file (vlan .dat) 
for each version of the running configuration file of a device. That is, the running 
configurati on and the vlan confi gurati on files are archived in pairs . 

You can download the vlan configuration file to the device, using the Command 
Line Interface. 

User Guide for Resource Manager Essentials 

~ J • ' 

78-14810-01 

' . " 

395 

-, 



o 

() 

Chapter 2 Resource Manager Essentials Applications 

Configuration Management 

You can view the status of the archived VLAN files using the VLAN 
Configuration tab of the Configuration Archive Status Summary window 
(Resource Manager Essentials > Administration > Configuration 
Management > Archive Status). 

This table details the scenarios under which VLAN configuration is fetched. 

VLAN Config 
Scenarios Fetched/Not Fetched 

On adding a device to Inventory Fetched 

On using the Update Archive option from GUI Fetched 

On receiving a Config Change syslog event Fetched 

Scheduled Config Polling Fetched 

Scheduled Config Collection Fetched 

Using the command cwconfig get from CL1 Fetched 

Sync Config Archive Before Execution Policy of Fetched 
NetConfig/Config editor. 

Config Fetch following download of commands through Not fetched 
NetConfig/Config Editor/Quick Config Restare 
/cwconfig command 

(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Checking VLAN Configuration Archive 
Status.) 

Benefits of Configuration Management 

78-14810-01 

One of the most difficult but important things to manage on network devices, is 
the device configuration. Often a change to the device configuration Ieads to 
network performance issues and faults. The device configuration is the key to how 
a device operates on the network and traffic is passed. 
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Configuration Management 

As the network administrator, you need to be able to control and track changes to 
device configurations to minimize errors and assist in troubleshooting problems. 
This can be very difficult if severa! different users are making changes to the 
device configurations. It can also become very repetitive and time-consuming. 
Configuration Management can help simplify and automate these tasks . 

Configuration Management gives you easy access to the configuration files for ali 
file-based or Cisco IOS-based Catalyst switches, FastSwitches, Cisco routers, 
Content Service Switches (CSS) and Content Engine (CE) devices in Essentials. 

Configuration files are coliected and stored in the Configuration Archive for ali 
the devices supported by the Configuration Management application. (For the list 
of supported devices, on Cisco.com select Products and Services > Network 
Management CiscoWorks > CiscoWorks Resource Manager Essentials > 
Technical Details > Device Support Tables.) 
When you change the configuration, an event is sent to the archive which 
automaticaliy collects the latest configuration . 

Before you can use the Configuration Archive, you must make sure you have 
completed ali the necessary setup tasks. For information on these tasks, see: 

Installation and Setup Guide for Resource Manager Essentials on Solaris. 

Installation and Setup Guide for Resource Manager Essentials on Windows. 

Configuration Management Functional Flow 

After you add or import devices into your inventory, the configuration files for 
each supported device are collected and stored in the Configuration Archive. 
When you change the configuration, an alert is sent to the archive which 
automatically collects the Jatest configuration information . In addition, a change 
record is sent to the Change Audit application, which collects and organizes ali 
changes to network devices . This allows you to view ali configuration changes 
made over any period of time or by any specific user. See Figure 2-6 
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Figure 2-6 Configuration Management Functional Flow 
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Figure2-7 
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Figure 2-7 depicts Configuration Management workflow and associated tasks: 

Verify device requirements to ensure that Essentials is able to communicate 
with the devices. 

Create approver lists, if specific users are going to be required to approve 
configuration updates before they are executed and set Configuration Archive 
preferences (update schedule, number of copies to retain, and so on), and 
After the Configuration Archive is set up, it can be used to view device 
configurations and identify and plan necessary changes . Then, the NetConfig 
or Config Editor applications can be used to actually execute and confirm the 
changes. 

As ongoing maintenance, the Configuration Sync report should be checked 
daily to ensure that ali running and startup configurations on devices match. 
In addition, the network administrator can use Network Show Commands and 
Custom reports to troubleshoot problems and gather information as needed . 
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Configuration Archive 

78-14810-01 

The Contiguration Archive maintains a history of configuration files for ali 
managed devi.:es on the network. The network administrator can specify how long 
files should be kcpt in the archive, how many versions should be maintained in the 
archive , and how often devices on the network should be polled for changes . In 
addition. there are multiple ways to detect changes on devices and trigger an 
update to thc Configuration Archive. 

for example, specific syslog messages sent from the device can indicate that a 
.:hange has occurred and can trigger the Configuration Archive to retrieve the new 
wnfiguration . The Configuration Archive can also be scheduled to poli ali devices 
at a specific time each week. 

Figure 2-8 Configuration Archive Functional Flow 
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NetConfig, Config Editor, and Network Show Commands 

Two additional applications, NetConfig and Config Editor, are available to edit 
configuration fi les. The NetConfig application allows you to save sets of 
commands and execute those commands on multiple devices at the same time. 

The Config Editor application can be used to edit any device configuration that is 
stored in the Configuration Archive, and then download the new configuration to 
the device. The new configuration is stored in the Configuration Archive and will 
also trigger a change record to be sent to Change Audit. Additional Configuration 
reports specific to active virtual private network (VPN) devices are also available. 

The NetConfig application provides a set of wizard-based templates that can be 
used to update the device configuration on multiple devices ali at once. The 
devices must already be managed by Essentials. The new configuration will be 
stored in the archive for each device changed, and associated change records will 
be created. 

The Network Show Command application accesses network devices in real time 
to display output for common show commands. This can help in troubleshooting 
by allowing you to display interface statistics, routing tables, and system 
information for selected devices . 

User Guide for Resource Manager Essentials 

78-14810-01 

\ . 

D 

Nc. 401 
------

o . 3702 .. _ 
)CfC 



o 

o 

Chapter 2 Resource Manager Essentials Appl ications 

Configuration Management 

Table 2-7 shows the archive-specific tasks you can accomplish with the 
Configuration Management application . 

lãble 2-7 Conliguration Management Archive-Specilíc lãsks 

Task Pu r pose Action 

Search for Search for configuration fi les based on Select Resource Manager Essentials > 
configuration device name or text pattern. Configuration > Management > Search 
files . Archive by Device. 

o r 

Select Resource Manager Essentials > 
Configuration Management > Search 
Archive by Pattern. 

Create, run, Create and run custom reports that gather Select Resource Manager Essentials > 
modify, and device configuration fi les from the Configuration Management :> Custom 
delete custom archive for specified devices. Repoits . 
reports . You can also modify and delete custom 

reports . 

Compare Compare configuration files of two Select Resource Manager Essentials > 
device devices or two versions of a single fi le. Configuration Management > Compare 
configuration Compare the starting and current Config urations. 
files. configurations of a device. 

Compare the current and the most 
recently archived configurations of a 
device. 

Find Determine whether a device's startup and Select Resource Manager Essentials > 
out-of-sync running configurations are synchronized. Configuration Management > 
configurations . The two configurations might differ if Startup/Running Out of Sync Report 

you change a device config uration after 
the device is booted. 

o r 

Select Resource Manager Essentials > 
24 Hour Reports > Configuration Sync 
Report. 

User Guide for Resource Manager Essentia ls 

78-14810-01 

.(' 

402 



Chapter 2 Resource Manager Essentials Applications 
Configuration Management 

lãble2-7 Configuration Management Archive-Specific lãsks {continued) 

Task Purpose Action ·- ~~...::::~ 

Move the Move the Configuration Archive to a new Select Resource Manager Essentials > 
Configuration location. Administration > Configuration 
Archive. Management >General Setup, then select 

the Archive Setup tab. 

Specify cri teria Specify when to purge configurations Select Resource Manager Essentials > 
for purging the from the archive. You can specify two Administration > Configuration 
archive. cri teria: Management >General Setup, then select 

o . Age. Configurations older than the the Archive Setup tab. 

specified age are purged. 

. Maximum number of versions. The 
oldest configuration is purged when 
the maximum number is reached. 

You can also choose not to purge labelled 
files . 

Modify Modify how and when the Configuration Select Resource Manager Essentials > 
Configuration Archive retrieves configurations. Administration > Configuration 
Archive Management > General Setup, then select 
retrieval. the Change Probe Setup tab. 

Change the Change the order of the transport Select Resource Manager Essentials > 
transport protocols the Configuration Archive uses Administration > Configuration 
protocol order to download configurations from devices Management >General Setup, then select 
used by the to the archive. the Transport Setup tab. 
Configuration The default order is: 
Archive. . TFTP (Trivial File Transport 

Protocol) 

. Telnet 

. SSH 

. rcp (Remote Copy Protocol) 
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Configuration Management 

lãble 2-7 Confíguration Management Archive-Specifíc lãsks (continued) 

Task Purpose Action 

Update the Update the archive manually i f you make Select Resource Manager Essentials > 
Configuration a significant change to a device Configuration Management > Update 
Archive. configuration and want the archive to Archive. 

reflect the changes. 

The Configuration Archive retrieves 
configurations at 12.30 a.m. every Friday 
by default. lt also listens to Syslog 
messages and fetches the configuration. 

Check the Check archive status for the latest attempt Select Resource Manager Essentials > 
archive status. to archive a device configuration (running Administration > Config uration 

or startup). Management > Archive Status. 

Configure Select configuration files from different Select Resource Manager Essentials > 
labels . managed devices, group them, and label Administration > Configuration 

them as a set. Management > Label Configuration. 

You can also view, modify, and remove 
configuration labels. 

Use the Access the Configuration Archive to This command cannot be entered from 
cwconfig update, export, and import configurations the desktop; use the command line. 
command at on devices and in the archive. 
the command For more information about the command 
line. syntax and parameters, see the cwconfig 

man page on UNIX systems, by entering: 

man - M / opt/CSCOpx/man cwconfig 

Locate the Access the Configuration Archive The shadow directories cannot be 
Configuration shadow directory, which is an image of accessed from the desktop. 
Archive the most recent configurations gathered . On Solaris, as root or casuser, enter: 
shadow by the Configuration Archive. 

/ var/adm/ CSCOpx/ fi l es / arc hive / 
directory. 

s hadow 

. On Windows, as admin, enter: 
NMSROOT\f iles\arc hive \shadow 
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NetConfig Option 

Using the NetConfig option, which runs as a separate application in its own 
window, you can make configuration changes to your managed network devices. 

New Features of NetConfig 

Job Password Option 

NetConfig application has the following new features: 

• Job Password Option 

• Job Retry Optior: 

Multiple Selection of Jobs for Deletion 

Separate Protocol Ordering for Contiguration Download and Fetch 
Operations 

Support for New Templates 

Support for System- Defined Templates to Configure IPSec and SSH on 
Devices 

Support for Interactive and Multiline Commands 

For more details of the new features, see the section, NetConfig , in the Essentials 
online help. 

Essentials stores passwords in the data base. While the job is run , the password is 
retrieved from the database for each of the selected devices . For example, i f the 
TACACS server is managing the devices, the passwords in the TACACS server 
and the passwords in the Essentials database should be synchronized (with every 
password change). 

You now h ave the option of entering a username and password for running a 
specific job. If you enter a username and password, NetConfig uses this username 
and password to connect to the device, instead of taking these credentials from the 
Essentials database. 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals . In such instances, the passwords may be changed every 60-90 seconds. 
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Job Retry Option 

78-14810-01 

Configuration Management 

To use this optiun of entering a username and password for running a specific job, 
you should cnable the job password policy for NetConfigjobs using the Password 
Policy tab of the Configuration Job Setup dialog box, in the Configuration 
Management application. To invoke the Configuration Job Setup dialog box , 
se lect Resource 1\lanager Essentials > Administration > 
Configuration 1\lanagement > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable. 

I f you do not enable the job password policy, then NetConfig takes the device 
credentials from the Essentials database to connect to the device. 

For details about: 

Enabling the job password policy, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig > NetConfig Administra tio o> 
Password Policy for NetConfig Jobs). 

Usage Scenarios when job password is configured on devices, see the 
Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Configuration Management > Configuration 
Management Administration > Usage Scenarios When Job Password is 
Configured on Devices). 

The NetConfig usage scenario, see the topic, "Performing a NetConfi g Job 
with the Job Password Policy Enabled", in this User Guide. 

You now have the retry option for failed NetConfig jobs. When you retry a job, it 
runs the job on the failed devices, and retains the job ID of the failed job. 

For details , see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig > 
Browsing and Editing NetConfig Jobs > Browsing and Editing Jobs.) 
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Multi pie Selection of Jobs for Deletion 

You can now select more than one job ata time, for deletion from the Job Browser. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig > 
Browsing and Editing NetConfig Jobs > Browsing and Editing Jobs .) 

Separate Protocol Ordering for Configuration Download and Fetch Operations 

Earlier, the NetConfig application used Telnet to download configuration diffs to 
the device, and same session was used to fetc h the entire configuration from the 
device. lf the configurations are large (for example, ACLs) this adversely affected 
the overall performance of NetConfig. 

For NetConfig jobs, you can now set the transport protocol order separately, for 
downloading configurations, and for fetching configurations . 

This option allows you to use your preferred protocols for downloading and 
fetching the configuration. For example, you can use Telnet to download 
configuration to the device, and TFTP to fetch the configuration, thus improving 
the overall performance of NetConfig. 

For down loading the configurations, the protocols used are Telnet and SSH. 

The default order is, 

• Telnet 

SSH (Secure Shell) 

For fetching the configurations, the protocols used are Telnet, TFTP, SSH, and 
rcp. The default order is, 

• TFTP (Trivial File Transport Protocol) 

• Telnet 

rcp (remote copy protocol) 

SSH (Secure Shell) 

You can change the transport protocol order for both downloading and fetching 
the configurations. 

You can select the fallback option for these protocols. If you select this option, 
and the first preferred protocol fails, the next protocol in the list is used for 
configuration download or fetch operations, and so on. 
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For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs) . 

Support for New T emplates 

78-14810-01 

Resource Manager Essentials now supports eleven new templates, that can be 
used through the NetConfig application. They are: 

lOS Templates. (These are global lOS templates. They can be applied to one or 
more lOS device at a time .) 

SNMP Security 

SNMP Traps Management 

IOS-Interface-specific Templates. (These can be applied to only one lOS device 
ata time.) 

• IGMP 

Interface IP Address 

Cable Templates (These are global templates. They can be applied to one or more 
Cable-CMTS devices ata time.) 

• Cable N+l Redundancy 

• Cable Spectrum Management 

Cable Interface-specific Templates. (These can be applied to only one 
Cable-CMTS device at a time.) 

• Cable BPI/BPI+ 

• Cable DHCP-GiAddr and Helper 

• Cable DownStream 

• Cable Interface Bundling 

• Cable Upstream 

For detail s, see the Essential s online help . 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig >Configuration Templates). 
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Support for System- Defined T emplates to Configure IPSec and SSH on Devices 

Essentials now supports system-defined templates for configuring IPSec and SSH 
on devices: 

Use the SSH system-defined template to configure SSH on devices. 

Use the Internet Key Exchange (IKE), Transform, Crypto Map 
system-defined templates to configure IPSec on devices. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig >Configuration Templates). 

Support for lnteractive and Multiline Commands 

~~ 
Note 

You can now specify interactive and multi-line commands in user defined 
templates. 

For example, as a part of user-defined templates in NetConfig, you can do the 
following: 

Enter an interactive command in the Enter CLI Commands area, using the 
following syntax: 

CLI Command<R>command response 1 <R>command response 2 

Enter a multi-line command, using the following syntax: 

<MLTCMD> banner login "Welcome to 

Cisco Works Resource Manager 

Essentials - you are using 

multiline commands " < /MLTCMD> 

The tags , <R>, <MLTCMD> and <IMLTCMD>, are case sensitive and should 
always be uppercase. 
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Support for interactive and multi-line commands is not available through the 
NetConfig CLI. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > NetConfig >Defining and Scheduling a 
NetConfig Job > 
Handling Interactive Commands in NetConfig and Config Editor Jobs and 
Handling Multi-line Commands). 

Benefits of Netconfig 

The NetConfig application provides you with wizard-based templates to simplify 
and reduce the time it takes to make global changes to network devices. These 
templates can be used to execute one or more configuration commands on 
multiple devices at the same time. 

For example, if you want to change passwords on a regular basis to increase 
security on devices, you can use the appropriate password template to update 
passwords on ali devices at once. A copy of ali updated configurations wili be 
automatically stored in the Configuration Archive. See Figure 2-9. 

Figure 2-9 NetConfig Functional Flow 
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~ 
Caution 

NetConfig uses configuration templates to create the configuration commands run 
on devices when a NetConfig job runs. There are three types o f configuration 
templates: 

System-defined-Provided with NetConfig, these templates simplify the 
creation of common configuration commands. 

User-defined- Created by system administrators , these templates can contain 
any configuration commands. 

Adhoc-AIIows you to add any configuration commands to a NetConfig job 
while you are defining it. 

NetConfig does not verify the commands entered in the user-defined and adhoc 
templates. These commands are executed on devices exactly as they appear in the 
template. If you enter incorrect configuration commands, you could misconfigure 
or disable the devices on which the job runs. 

By default, only network administrators have access to configuration templates. 
Network administrators can assign template access privileges to the other system 
users. When you define or edita job, the configuration templates to which you 
have access privileges, appear in the job definition wizard. 
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Table 2-X shoY. s the tasks that can be accomplished with the NetConfig option. 

Table 2-8 NetConlíg Tasks 

Task Purpose Action 

Define and I Ddinc: a NetConlig job to make device 1. Select Resource Manager Essentials > 
schedule a 1l·onf1guration changes, and schedule it Configuration Management > 
NetConfig joh to run. NetConfig > Jobs > New Job. 

o r 

Click the New Job button . 

o 2. Complete the job definition wizard . 

Browse and Browsc the NetConfig jobs that are 1. Select Resource Manager Essentials > 
edit NetConfig registered on the system and edit them Configuration Management > 
jobs . as necessary. NetConfig > Jobs > Job Browser. 

o r 

Click the Job Browser button. 

2. Select a job record. 

3. Click Edit Job, Copy Job, Remove Job, 
Stop Job, or Job Details. 

View View detailed information about a 1. Select Resource Manager Essentials > 
NetConfig jnb registered NetConfig job. You can also Configuration Management > 
detai ls. edit a job from its detai led view. NetConfig > Jobs > Job Browser. 

o r 

Click the Job Browser button . 

2. Select a job record. 

o 3. Click Job Details. 

4. Click Edit Job, Copy Job, Remove Job, 
Stop Job, Retry Job (for failedjobs ), or 
Print . 
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Table 2-8 NetConlíg Tasks (continued) 

Task Purpose Action 

Launch Launch Essentials i f it is not already Select Resource Manager Essentials > 
Essentials. runmng. Configuration Management > 

NetConfig >Tools > Launch RME. 

o r 

Click the Launch RME button. 

Create and edit Create and edit configuration templates Select Resource Manager Essentials > 
user-defined that can contain any configuration Configuration Management > 

o configuration commands. NetConfig >Admin> Create/Edit User 
templates. Templates. 

Assign Assign access privileges to the Select Resource Manager Essentials > 
configuration system-defined and user templates on Configuration Management > NetConfig > 
template access the system. Admin > Assign Template Users . 
privileges to 
users. 

Set default Set the default policies for NetConfig Select Resource Manager Essentials > 
template jobs that are defined. Configuration Management > NetConfig > 
policies . Admin > Set Template Policies. 

View online View the online help for information Select Resource Manager Essentials > 
help for the about the task you are performing. Configuration Management > NetConfig > 
task you are Help > Context-Sensitive Help . 
performing. o r 

Click the Help button. 

Use the Define and schedule NetConfig jobs Enter the NetConfig command at the 
NetConfig from the command line. command line with the appropriate syntax. 

o command to For more information , see the online help 
make batch 
configuration 

and the netconfig man page. 

changes. To view the man page, add the path 
install_dir/CSCOpx/mantothe 
MANPATH variable. 
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Network Show Commands Option 

As a network administrators you must be familiar with show commands used on 
Cisco routers and switches. Network show commands representa set ofread-only 
commands that you can run on routers, Catalyst switches, Content Engine, 
Content Service Switches, FastSwitchs and PIX devices . These commands 
display configuration or status information. You can run Network Show 
commands from the GUI or from the command line interface. 

New Features in Network Show 

Job Password Option 

78-14810-01 

Network Show has the following new features: 

Job Password Option 

• Multiple Selection of Jobs for Deletion 

Protocol Ordering for Running Network Show Commands 

For more details of the new features, see NetConfig, in the Essentials online help. 

Essentials stores passwords in the database . While the job is run, the password is 
retrieved from the data base for each of the selected devices . 
For example, i f the TACACS server is managing the devices, the passwords in the 
TACACS server and the passwords in the Essentials database should be 
synchronized (with every password change). 

You now have the option of entering a username and password for running a 
specific job. If you enter a username and password, Network Show uses this 
username and password to connect to the device, instead of taking these 
credentials from the Essentials database. 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals. In such instances, the passwords may be changed every 60-90 seconds. 
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To use this option of entering a username and password for running a specific job, 
you should enable the job password policy for Network Show jobs using the 
Password Policy tab of the Configuration Job Setup dialog box, in the 
Configuration Management application. To invoke the Configuration Job Setup 
dialog box, select Resource Manager Essentials > Administration > 
Configuration Management > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable. 

I f you do not enable the job password policy, then Network Show takes the devi c e 
credentials from the Essentials database to connect to the device. 

For more details about: 

Enabling the job password policy, see the Essentials online help. (In the left 
navigation pane of the Essentials online help, select Resource Manager 
Essentials > Configuration Management > Configuration Management 
Administration > 
Password Policy for NetConfig, Config Editor and NetShow Jobs) . 

Job password for Network Show jobs, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Network Show > 
Network Show Batch Reports > Network Show Batch Reports Tasks > 
Scheduling a Report). 

Usage Scenarios when the job password is configured on devices, see the 
Essentials online help. 
(In the Ieft navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Usage Scenarios When Job Password is Configured on Devices) . 

Multiple Selection of Jobs for Deletion 

You can now select more than one job ata time, for deletion from the Job Browser. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Network Show > 
Network Show Batch Reports > Network Show Batch Reports Tasks > 
Browsing Jobs). 
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Protocol Ordering for Running Network Show Commands 

You can now set the transport protocol order for running network show commands 
on devices . 

For running the commands, the protocols used are Telnet and SSH. The default 
order is, 

Telnet 

SSH (Secure Shell) 

This option allows you to use your preferred protocol order for running network 
show commands on devices. If you select the fallback option for these protocols 
and the first preferred protocol fails, the next protocol in the list is used for 
running the show commands, and so on. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs). 

Benefits of Network Show Commands 

78-14810-01 

As an Essentials user, you can execute Show commands against many devices and 
view the results from Essentials, using the Network Show Commands application. 

This application can be used to display Show command output for multiple 
devices in two modes: 

Immediate execution-Run the selected set of Show commands for the 
selected devices immediately. 

Batch mode-Schedule a set of Show commands to be run against a selected 
set of devices. 

You can use the Network Show tasks to organize and save one or more related 
Show commands into logical groups, called command sets . These command sets 
can then be applied to devices whenever specific configuration or status 
information is needed. You specify which commands you want to group together 
and run the commands on one or many devices . The output is displayed in a 
browser window. 
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Configuration Management 

Ali users have access to the following predefined command sets, which ship with 
Essentials . Some of the most common Show commands used in monitoring and 
troubleshooting a network are: 

sbow interface info 

sbow IP routing info 

sbow protocol info 

sbow switcb VLAN info 

sbow system info 

show system performance 

Sbow Interfaces Rate-Limit Info 

Sbow Cable QoS Profile Info 

Sbow Cable Modulation-Profile 

Sbow Cable Hop Info 

Show Cable Tech Info 

Sbow HCCP details Info 

Sbow IGMP Info 

Sbow SNMP Users and Groups Info 

Sbow Cable Spectrum Info 

Sbow Cable Modem Info 

For details of ali the available Show commands, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Network Show > The Basics > List of 
Network Show Commands). 

In arder to display output for other Show commands within Essentials, you must 
first define the command set, and then assign users to be able to access the 
command set. 
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Configuration Management • 

Essentials ships with a set of default network command sets, which you cannot 
cdit or deletc . See f7igure 2-10. 

Figure 2-10 Networlr Show Cornrn.rmds Functíonal Flow 
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Table 2-9 shows the tasks you can accomplish with the Network Show Commands 
option . 

lãble 2-9 Network Show Commands lãsks 

Task Purpose Action 

Create a Create, edit, and delete a logical group of Select Resource Manager Essentials > 
network show custom commands for a user or a set of Administration > Configuration 
command set. users. Management > Network Show > Define 

Command Set. 

Assign users to Specify which user or set o f users can run Select Resource Manager Essentials > 
the network network show commands. Administration > Configuration 
show command Management > Network Show > Assign 
set. Users . 

Execute a Run network show commands on one or Select Resource Manager Essentials > 
network show more devices . Configuration Management > Network 
command set Show Commands > Immediate 
immediately. Execution. 

Define a batch Create a batch report containing Select Resource Manager Essentials > 
report. command sets and remote console Configuration Management > Network 

commands that can be run on a set of Show Commands > Batch Reports > 
devices to generate a report. Define Reports . 

You can also modify or detete existing 
reports . 

Schedule a Schedule reports in batches and generate Select Resource Manager Essentials > 
batch report. these batch reports at a specified time. Configuration Management > Network 

Show Commands > Batch Reports > 
Schedule Reports . 

View report View the output of a batch report. Select Resource Manager Essentials > 
output. Configuration Management > Network 

Show Commands >Bate h Reports > View 
Report Output. 
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Configuration Management 

lãble 2-9 Network Show Commands lásks (continued) 

Task Purpose Action 

Browse Browse the network show jobs that are 1. Select Resource Manager 
network show registered on the system and view job Essentials > Configuration 
jobs. details. Management > Network Show 

You can also edit or delete jobs. Commands > Batch Reports > Job 
Browser. 

2. Select a job record. 

3. Click Edit Job, Stop Job, Remove 
Job, Copy Job, or Job Details. 

Set job Each network show job has properties Select Resource Manager Essentials > 
policies. that define how the job runs. You can Configuration Management > Network 

configure a default policy for these Show Commands > Batch Reports > Set 
properties that apply to ali future jobs. Job Policies. 

Use the Define and execute command sets Enter the cwconfig netshow command at 
cwconfig command sets to be run against a set of the command line. 
netshow devices. For more information, see the online help 
command. and the cwconfig netshow man page. 

Use the Define and schedule reports, comprising Enter the cwconfig netshow batch 
cwconfig multiple network show command sets to command at the command line. 
netshow batch be run against a set of devices. For more information, see the online help 
command. 

and the cwconfig netshowbatch man 
page. 

Config Editor Option 

78-1481 0·01 

You can edit configuration files stored in the Configuration Archive and download 
files to devices, using the Config Editor option. This option runs as a separate 
application in its own window. 
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New Features of Config Editor 

Job Password Option 

Config Editor has the following new features: 

Job Password Option 

Multiple Selection of Jobs for Deletion 

Separate Protocol Ordering for Configuration Download and Fetch 
Operations 

Support for Interactive Commands 

For more details, see the Essentials online help. 

Essentials stores passwords in the database. While the job is run, the password is 
retrieved from the database for each of the selected devices. 
For example, i f the TACACS server is managing the devices, the passwords in the 
TACACS server and the passwords in the Essentials database should be 
synchronized (with every password change). 

You now have the option of entering a username and password for running a 
specific job. If you enter a username and password, Config Editor uses this 
username and password to connect to the device, instead of taking these 
credentials from the Essentials database . 

This option of entering the username and password for job execution is useful in 
high security installations where device passwords are changed at frequent 
intervals . In such instances, the passwords may be changed every 60-90 seconds. 

To use this option of entering a username and password for running a specific job, 
you should enable the job password policy for Config Editor jobs using the 
Password Policy tab of the Configuration Job Setup dialog box, in the 
Configuration Management application . To invoke the Configuration Job Setup 
dialog box, select Resource Manager Essentials > Administration > 
Configuration Management > Configuration Job Setup. 

You can also set the job password to be mandatory, or user configurable. 

I f you do not enable the job password policy, then Config Editor takes the device 
credentials from the Essentials database to connect to the device. 
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Configuration Management 

For more details about: 

Enabling the job password policy, see the Essentials online help. (In the left 
navigation pane of the Essentials online help, select Resource Manager 
Essentials > Configuration Management > Configuration Management 
Administration > 
Password Policy for NetConfig, Config Editor and NetShow Jobs). 

Job password for Config Editor jobs, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Config Editor > 
Config Editor Tasks > Configuring Job Properties). 

Usage Scenarios when the job password is configured on devices, see the 
Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > 
Configuration Management Administration > 
Usage Scenarios When Job Password is Configured on Devices). 

Multiple Selection of Jobs for Deletion 

You can now select more than one job ata time, for deletion from the Job Browser. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Config Editor > Config Editor Tasks > 
Working with Files> Displaying the Job Status). 

Separate Protocol Ordering for Configuration Download and Fetch Operations 

78-14810-01 

For Config Editor jobs, you can now use your preferred transport protocols, 
separately, for downloading configurations, and for fetching configurations. 

For example, you can use Telnet to download configuration to the device, and 
TFTP to fetch the configuration, thus improving the overall performance of 
Config Editor. 

For downloading the configurations, the protocol s used are Telnet and SSH. 

The default order is , 

Telnet 

SSH (Secure Shell) 
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For fetching the configurations, the protocols used are Telnet, TFTP, SSH, and 
rcp. The default order is, 

• TFTP (Trivial File Transport Protocol) 

• Telnet 

rcp (remote copy protocol) 

SSH (Secure Shell) 

You can change the transport protocol order for both downloading and fetching 
the configurations. 

You can select the fallback option for these protocols. If you select this option, 
and the first preferred protocol fails, the next protocol in the list is used for 
configuration download or fetch operations. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select 
Resource Manager Essentials > Configuration Management > Configuration 
Management Administration > Setting the Transport Protocol Order for 
NetConfig, Config Editor and NetShow Jobs). 

Support for lnteractive Commands 

lnteractive commands can be edited using Config Editor. 

For example, you can enter an interactive command in the Enter CLI Commands 
area, using the following syntax: 

CLI Command<R>command response 1 <R>command response 2 

Benefits of Config Editor 

Config Editor allows you to edit and download configuration files to devices using 
a GUI instead of the command line interface (CLI). Use Config Editor to edit 
individual device configurations within Essentials and then download them back 
to a device. A copy of the updated configuration will automatically be stored in 
the Configuration Archive. 
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78-14810-01 

~ .. 
Note 

Configuration Management • 

When a configuration fileis opened with Config Editor, the fileis locked so that 
other uscrs will not be able to make changes at the same time. While the fileis 
lm:ked, it is maintained in aprivate archive available only to the user who checked 
it out. I f othcr uscrs attempt to open the file to edit it, they will be notified that the 
fileis already l:heded out and they can open only a read only copy. The file will 
rcmain locked until it is downloaded to the device or manually unlocked within 
Config Editor. See Figure 2-11. 

Figure 2-11 Confíg Editor Functional Flow 
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Many applications rely on access to configuration file within the Configuration 
Archive (NetConfig, ACL Manager) . Hence, you must ensure that ali files have 
bt.en unlocked before exiting Config Editor. 
Select Resource Manager Essentials > Configuration Management > Config 
Editor> Tools > List Checked Out Files before exiting Config Editor to get a 
list of files that have to be checked in . 
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Table 2-10 shows the tasks you can accomplish with the Config Editor option. 

lãble 2-10 Confíg Editor lãsks 

Task Purpose Action 

Edit Check out a file from the archive, and edit Select Resource Manager Essentials > 
configuration it. Configuration Management > Config 
files from the Editor> File> Open. 
archives. 

Schedule Define and schedule a download job. Select Resource Manager Essentials > 
download jobs . Configuration Management > Config o Editor> File > Download. 

Print Print a configuration file . Select Resource Manager Essentials > 
configuration Configuration Management > Config 
files. Editor> File > Print. 

Configure job Configure a default policy for job Select Resource Manager Essentials > 
policies. properties that applies to ali future jobs. Configuration Management > Config 

You can also specify if the property can Editor> Edit > Set Job Policies. 
be configured by other users. 

Set up editing Set up your editing preferences. Select Resource Manager Essentials > 
preferences. Config Editor remembers your preferred Configuration Management > Config 

mode even across different invocations of Editor> Edit > Preferences. 

the application . After you open a fi le in a 
specific mode, you can view it only in that 
mode until you un lock it. 

View changes. View the changes to the checked out file. Select Resource Manager Essentials > 
Essentials compares the current file with Configuration Management > Config 
the checked out version . Editor > Tools > Show Changes Made . 

o Compare Compare the current file with any version Select Resource Manager Essentials > 
versions of the in the Configuration Archive . Configuration Management > Config 
configuration Editor > Tools > Compare . 
files. 

Enter comment Enter comment I ines while editing a Select Resource Manager Essentials > 
I ines . configuration file . Configuration Management > Config 

Editor> Tools > Insert Comment Line. 
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Contract Connection 

Tãble 2-10 Conlíg Editor Tãsks (continued) 

Task Purpose Action 

List checked View a list of files checked out by ali Select Resource Manager Essentials > 
out files. users. Configuration Management > Config 

Editor > Tools > List Checked Out Fi les. 

Browse and Browse the Config Editor jobs that are 1. Select Resource Manager 
edit Config registered on the system and edit them as Essentials > Configuration 
Editor jobs. necessary. Management > Config Editor> 

Tools > Job Browser. 

2. Select a job record. 

3. Click Edit Job, Copy Job, Remove 
Job, Stop Job, or Job Details. 

View job View detai led information about a 1. Select Resource Manage~ 
details. registered Config Editor job. You can also E.ssentials > Configuration 

edit a job from its detailed view. Management > Config Editor > 
Tools > Job Browser. 

2. Select a job record. 

3. Click Job Details. 

4. Click Edit Job, Copy Job, Remove 
Job, Stop Job, or Print Job. 

Contract Connection 

78-14810-01 

Contract Connection lets you verify which of your Cisco lOS devices are covered 
by a service contract, and when they will expire. Contract Connection uses 
Inventory Manager, Cisco Connection Online (Cisco.com) and Contract Agent, 
Cisco's internai tracking service, to provide the status of your service coverage . 

To view contract status, however, you must have login privileges to the Cisco.com 
web site and a Cisco.com profi le that enables access to the Contract Agent. 
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Contract Connection Workflow 

Contract Connection checks the devices in your Essentials Inventory against 
devices Jogged in the Cisco Contract Agent and displays a summary. You can also 
view a detailed report on the contract status, which shows when the contract was 
initiated and when it will expire. 

Three different serial numbers can be associated with a device. This determines 
how Contract Connection works: 

Shipment serial number-The number tagged on the device when it is 
shipped from Cisco. Also the number logged in the Cisco Contract Agent. 

• Managed serial number-The number stored in the Essentials Inventory 
database. It is entered or retrieved from the device when a device is added or 
imported into the database. 

• Electronic serial number-The number stored in the devi c e MIB . It can be set 
or modified through the command line interface (CLI) on the device. 

For Contract Connection to work properly and display contract details, the 
managed serial number in the Essentials Inventory must match the shipment serial 
number logged with the Cisco Contract Agent. If these numbers do not match, 
select Resource Manager Essentials > Administration > lnventory > Change 
Device Attributes, to edit the serial numbers. 

Table 2-11 shows the task you can accomplish with the Contract Connection 
application. 

lãble 2-11 Contract Connection lãsk 

Task 

Check the 
status of a 
contract. 

Purpose Action 

Check which of your Cisco lOS managed Select Resource Manager Essentials > 
devices are covered by a service contract Contract Connection > Check Contract 
and review contract details . Status. 

Data Extracting Engine (DEE) 
Data Extracting Engine (DEE) is a tool that enables you to extract detailed device 
inventory and running configuration information in XML format from the 
Essentials server. See Figure 2-12. 
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Data Extracting Engine (DE E) 

Figure 2-12 Data Extracting Engine Functional Flow 

& Parser CLI 

Using DEE, you can extract data, in the following ways: 

• Through a command line utility 

Through a servlet utility, which can be accessed by any client script through 
HTTP or HTTPS. 

Benefits of Data Extracting Engine 

78-14810-01 

DEE has the followi ng benefits. You can : 

Generate inventory data in the XML format. 
DEE has servlet access and command line utilities that can generate inventory 
data for devices managed by the Essentials server. 

Generate configuration data in XML format. 
DEE uses existing Configuration Archive APis and generates latest 
configuration data from the Configuration Archive in XML format. 
Elements in the XML file are created at the configlet levei in the current 
Configuration Archive. Predefined rules that currently exist in the 
Configuration Archive are used to get the configlets data . The exported data 
contains the entire running configuration data. 
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Archive XML Data. 
By default, the data generated through CLI is archived at the following 
location: 

For Inventory, 

PX_DATADIR/archive/cwexportltimestampinventory.xml 

For Config, 

PX_DATADIR/archivelcwexportltimestampconfig.xml 

Where PX_DATADIR is the NMSROOT!files directory, and NMSROOT is the 
Essentials installed directory. 

You can also specify a directory to store the output. This application does not 
have a feature to automatically delete the files created in the archive. You 
should manually delete the files when necessary. While generating data 
through the servlet, the output will be displayed in the client terminal. 

• Generate and download inventory and configuration data in XML format 
using the servlet. 
You have to upload a payload XML file, which contains the cwexport 
command options and CiscoWorks user credentials. You have to write your 
own script to invoke the servlet with a payload of this XML file and the 
servlet returns the exported file in XML format, if the credentials are correct 
and options are valid. 
For details of payload XML file , see the DEE online help. 

Device Navigator 
Device Navigator lets you access a device that has a Hypertext Transfer Protocol 
(HTTP) server enabled, directly from a Web Browser. You can select a device and 
go to the device home page to perform some operations typically performed by 
Telnet and CLI. You must have the appropriate permissions to access these 
features . 

Ali Ci sco routers and access servers with Cisco lOS 11 .0(6) or !ater have an 
embedded HTTP server that allows you to access the device from a Web Browser. 

From the device web page, you can view the configuration and connectivity 
information, and even modify the device configuration . 
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Device Navigator • 

Thc Device Na\·igator allows you to connect to the HTTP server on a device 
directly from Esscntials. 

In order to utilize this feature, the HTTP server must be enabled on the device. 
TTP server is XO. 

To e nable the Hn·p server, use the following Cisco lOS global configuration 
L·om mand : 

router(config)• ip http server 

To change the default port used to access the device Web page, use the following 
global configuration command: 

r outer(config)• ip http port number 

Table 2-13 shows the tasks you can accomplish with the Device Navigator 
appl ication. 

lãble 2-12 Device Navigator lãsks 

Task Purpose Action 

Browse Device Allows you to access a device that has a Select Management Connection > 
Hypertext Transfer Protocol (HTTP) server Device Navigator > Browse Devices. 
enabled, directly from a Web Browser. 

Configure Enables you to configure a fallback port. Select Management Connection > 
Fallback Port. Typically, the HTTP server for a device is Device Navigator > 

confi gured to run on port 80. However, you Configure Fallback Port. 
can configure it to run on any port. 

Benefits of Device Navigator 

With the Device Navigator you can: 

Browse Devices 

Confi gure a Fallback Port 
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Browse Devices 
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When the HTTP server is enabled on a device, you can use the Device Navigator 
to display the device home page in Essentials: 

1. Select Management Connection > Device Navigator > Browse Device 
from the CiscoWorks desktop. 

2. Select the required device, and click Next. 

The Device Login dialog box appears . 

3. Enter the enable password to access the device and click OK. You do not need 
to enter a username. 

The home page for the device appears. 

The device home page provides links to the following configuration and 
connectivity information: 

Telnet 

Show Interfaces 

Show Diagnostic Log 

Monitor the router 

Connectivity test 

Show Tech Support 

Opens a telnet sessions 

Displays command output 

Displays show logging command output 

Provides drill-down menus to execute configuration 
commands 

Pings the device 

Displays the command output 

There are also Iinks to additional resources and Cisco tech support information at 
the bottom of the Web page. 

Configure a Fallback Port 

Typically the HTTP server for a device is configured to run on Port 80. However 
you can configure the HTTP server to run on any port, in case Port 80 is used by 
another service. 

When browsing the device , the Device Navigator will attempt to connect to Port 
80 first. 
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lnventory 

lnventory 

If this fails, Device Navigator attempts to connect to the fallback port, if one has 
been configured in Essentials. 

To select a fallback port for Device Navigator, select Management Connection 
> Device Navigator >Configure Fallback Port from the CiscoWorks desktop. 

Networks are a mix of heterogeneous and geographically dispersed systems. 
Tracking of hardware and software assets in such an environment is very criticai. 
lnventory details are essential as a basic requirement for ali network management 
applications. 

Having ali the information about ali of your devices in a central place, makes it 
easier to locate necessary information, resolve problems quickly, and provide 
detailed information to interested parties . 

New Features of lnventory 

78-14810-01 

The Inventory application has the following new features : 

• The length of the user fields (Resource Manager Essentials > 
Administration > Inventory > Add Device) has been increased to contain 
128 characters. You can now use these fields to enter specific notes about the 
device. For example, you can enter information about the device, such as, its 
location, the contact person for the device, the asset tag of the device, etc. 

You can customize the labels for the user fields (Resource Manager 
Essentials > Administration > Inventory > Add Device) by editing the 
mapping.properties file. 

The mapping.properties fileis in NMSROOT!htdocs . 

The changes that you make to these field labels are reflected in the : 

- Inventory reports (In the Custam Reports, Hardware Reports, Software 
Reports, Chassis Slot Details Reports and MultiService Port Details 
Reports) . 

- GUI (In the GUI for Add Devices, Change Device Attributes, and in the 
Custam Reports search criteria field selection GUI). 
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For example, in the mapping.properties file, you can change the user fields to 
show meaningful names in the reports and in the GUI, as follows: 

- User Field I = Purchase Date 

User Field 2 = Price 

- User Field 3 = Vendor 

- User Field 4 = Contract Details 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Inventory > Add, lmport, and Delete Devices > Adding 
Devices. In this topic, Step 2 of Procedure, click the link, "device access, user, 
and serial number" . 

Benefits of lnventory Management 

As a network administrator, you need to be able to quickly troubleshoot problems 
on the network, identify when network capacity is being reached, and provide 
information to management on the number and types of devices being used on the 
network. If the network goes down, one of the first things you will need to know 
is what devices are running on the network. 

Most Essentials tasks are performed against a set of devices. Hence, information 
about a particular device must be available in the Essentials database. lnventory 
Manager is used to specify which devices to manage. 

Since Essentials takes advantage of many different management services to 
collect device information (for example, SNMP, TFTP, Telnet), each device 
placed into the Essentials database (Inventory) must include the necessary 
parameters (device attributes) for various management services (community 
strings, passwords). When this information is included in the Essentials Inventory, 
the device is considered to be managed by Essentials, and data collection from the 
device takes place. 

Therefore, nothing happens in Essentials until the devices and their attributes are 
included in the inventory. Inventory Manager is the starting point for ali Essenti als 
applications. 
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lnventory 

When devices are added to Essentials, Inventory Manager (and other applications 
within Essentials) proceed to contact the device and collect necessary information 
to be stored in the database. Inventory Management can now be configured to 
automatically poli devices on the network to look for any changes. 

If any changes are detected in hardware or software components, the inventory 
database will be updated and a change audit record will be created to inform the 
network manager of the change, and to document the event. This helps to ensure 
that the information displayed in the Inventory reports reflects the current state of 
network devices . 

The Inventory application lets you: 

Import devices from databases or files. 

• Export device information to files. 

Add, delete, change, and list devices in your network inventory. 

Delete devices listed in a CSV file 

Poli, update and schedule collection on devices to update your network 
inventory. 

Display reports and graphs of your hardware and software inventory and 
create Inventory custom reports. 

Check and change device attributes. 

Display a Year 2000 compliance report. 

Change system-wide configuration for SNMP, SMTP, proxy and rcp settings . 

Allow other network management systems to manipulate Essentials devices. 

lnventory Management Functional Flow 

78-14810-01 

To use Essentials at its full potential, the device attributes of the devices in the 
network must be included in the Inventory. Essentials does not auto-discover 
devices on the network. Devices must be manually added or imported into the 
Inventory database before information can be displayed in reports . 

To simplify the process of populating the Inventory database , device information 
can be imported from a supported network management system, such as HP 
Open View, or from a formatted text file . Essentials can also import the device data 
directly from Campus Manager Topology Services, which can auto-discover 
devices. For detailed information, see Use r Cuide for Campus Manager. 
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lnventory 

Figure 2-13 lnventory Management Functional Flow 
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You can use the various tasks in the Inventory Manager to populate the database, 
start tracking any changes to the inventory, and produce inventory reports. 
The database or inventory population is also the starting point for using other 
Essentials applications. See Figure 2-13. 
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Figure 2-14 lnventory Managernent Workflow 
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Figure 2-14 depicts the lnventory Management workflow and Essentials tasks : 

Verify device requirements to ensure that Essentials is able to communicate 
with the devices . 

Add or import device information into the Essentials database. An extremely 
important part of this step is associating device attributes with the imported 
or added devices. These attributes include the device community strings and 
appropriate passwords. These are required parameters for many of the 
management services (for example SNMP, Telnet) used by the various 
Essentials applications. 

Schedule periodic polling of devices to track changes, and keep the database 
up-to-date . 

Create device views to facilitate running of reports against numerous 
associated devices at one time . 

Note The network admini strator should perform ongoing maintenance, such as deleting 
devices that are no Ionger on the network, and checking device attributes to ensure 
that login and Telnet authentication information is correct in the Inventory 
data base. 
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Chapter 2 Resource Manager Essentials Applications 

lnventory 

Table 2- 13 shows the tasks you can accomplish with the Inventory application. 

lãble 2-13 lnventory Manager lãsks 

Task Purpose Action 

List managed Determine whether a particular device is Select Resource Manager 
devices. managed by displaying devices that have Essentials > Administration > 

inventory data. Inventory > List Devices. 

Add devices . Add devices individually by specifying basic Select Resource Manager 
device information for each. Essentials > Administration > 

Inventory > Add Devices. o Import devices Import devices in bulk from a comma Select Resource Manager 
from a file. separated values (CSV) file or a data Essentials > Administration > 

integration file (DIF) instead of adding them Inventory > Import from File. 
individually. 

Import device Import device data from a supported network Select Resource Manager 
data from a local management system (NMS) database Essentials > Administration > 
host. residing on the local host. Inventory > Import from Local NMS . 

Device import supports these NMS 
databases : 

. HP OpenView (Solaris, and Windows 
only) 

. Cisco WAN Manager (Solaris only) 

. Tivoli NetView (Solaris, and Windows 
only) 

o 
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Chapter 2 Resource Manager Essentials Applications 

lnventory 

lãble 2-13 lnventory Manager lãsks (continued) 

Task Purpose Action 

Import device Import device data from a supported NMS Select Resource Manager 
data from a database residing on a remote host. Essentials > Administration > 
remote host. Device import supports these NMS Inventory > lmport from Remote 

data bases: NMS. 

. CiscoWorks for Switched lnternetworks 
(CWSI) 

. HP OpenView o . Cisco WAN Manager (Solaris only) 

. Tivoli NetView (running on remote 
Solaris hosts only) 

Proxy lmport devices from AutoUpdate Server Select Resource Manager 
Management Essentials > Administration > 

lnventory > Proxy Management. 

Check status of Determine whether a device import was Select Resource Manager 
import from successful and rectify the import if the Essentials > Administration > 
local host, device remains unmanaged. Inventory > Import Status. 
remote host, or 
file. 

Delete managed Delete managed devices, including ali the Select Resource Manager 
devices . related device information, that you no Essentials > Administration > 

longer track. Inventory > Delete Devices. 

Delete devices Delete a group of devices from a comma Select Resource Manager 
from a file . separated values (CSV) file instead of Essentials > Administration > 

deleting them individually. Inventory > Delete from File. o View status of View the status of deleted devices and see Select Resource Manager 
deleted devices. which ones are in a suspended state. Essentials > Administration > 

Inventory > Delete Device Status . 
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lnventory 

lãble 2-13 lnventory Manager lãsks (continued) 

Task Purpose Action 

Change device Change these device attributes on selected Select Resource Manager 
attributes . devices: Essentials > Administration > 

. SNMP read and write community Inventory > Change Device 

strings Attributes. 

. Telnet passwords 

. TACACS usernames and passwords 

o . Enable TACACS usernames and 
passwords 

. Enable secret.passwords 

. Local usernames and passwords 

. User fields 

. Device serial numbers 

Export devices Export your device and device access Select Resource Manager 
to a file. information to an output file in CSV or DIF Essentials > Administration > 

format . Inventory > Export to File . 

Exporting Data AVVID Solution Analysis Tool provides a Select Resource Manager 
for AVVID Tool feature that allows you to export data from Essentials > Administration > 

the Essentials inventory database. This Inventory > Export Data for AVVID 
option allows you to export the data in the To oi. 
format required by AVVID Solution 
Analysis Tool for analysis . 

o 
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lnventory 

Table 2-13 lnventory Manager Tasks (continued) 

Task Purpose Action 

Create and view Create a customized report that gathers ali or Select Resource Manager 
inventory any of this information about specified Essentials > Administration > 
custom reports . devices : Inventory > Custom Reports. 

. IP address To view a previously-created report, 

. User field select Resource Manager 
Essentials > Inventory > Custom . RAM size Reports . 

o . Flash size 

. Port count 

. Hardware version 

. Card type 

. Serial number 

. SAA (Service Assurance Agent) 
information 

Define filters for Define filters that determine what data is Select Resource Manager 
change reports. displayed in your inventory change reports. Essentials > Administration > 

Inventory > Inventory Change Filter. 

Schedule Schedule poll ing and collection to update Select Resource Manager 
inventory your network inventory. Essentials > Administration > 
collection . lnventory > Schedule Collection . 

Update Run inventory collection as a one-time event Select Resource Manager 
inventory for specific devices. Essentials > Administration > 
collection . Inventory > Update lnventory. 

o Schedule device Schedule periodic polling of managed Select Resource Manager 
polling. devices. Essentials > Administration > 

Since the poller uses fewer network Inventory > Inventory Poller. 

resources, you should schedule inventory 
poll ing to run more freq uently than 
inventory collection . 

Run an Determine what inventory changes were Select Resource Manager 
inventory made in the last 24 hours . Essentials > 24-Hour Reports > 
24-hour report. Inventory Change Report. 
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lnventory 

lãble 2-13 lnventory Manager lãsks (continued) 

Task Purpose 

View a hardware View user-specified hardware information 
report. for each device. 

View a software View user-specified software information for 
report. each device. 

View View detailed hardware, software, chassis, 
information and interface information for multiple 
about devices. devices. 

View a device View which managed devices are compliant 
Y2K to the year 2000. Compliance is determined 
compliance by device type and software version . 
report. 

View device View a bar chart of the distribution of all 
information managed devices among the recognized 
within device device classes. 
classes. 

View the View a bar chart of the distribution of the 
software major and minor software versions running 
versions in each on your selected devices in each device 
device class . class. 

View device View a bar chart showing the distribution of 
information in your selected devices in each device class. 
each device 
class. 

View a summary View the total number of selected devices 
o f chassis slots. and the number of devices with free slots for 

each device class that supports capacity 
planning. 

View the chassis View the total slots, avai lable slots , location, 
slot details. and userfield information for each device. 
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Action 

Select Resource Manager 
Essentials > lnventory > Hardware 
Report. 

Select Resource Manager 
Essentials > lnventory > Software 
Report. 

Select Resource Manager 
Essentials > Inventory > Detailed 
Device Report. 

Select Resource Manager 
Essentials > Inventory > Year 2000 
Report. 

Select Resource Manager 
Essentials > lnventory > Hardware 
Summary Graph. 

Select Resource Manager 
Essentials > Inventory > Software 
Version Graph. 

Select Resource Manager 
Essentials > Inventory > Chassis 
Summary Graph. 

Select Resource Manager 
Essentials > lnventory >Chassis Slot 
Summary. 

Select Resource Manager 
Essentials > lnventory >Chassis Slot 
Details. 
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lnventory • 

láble 2-13 lnventory Manager lásks (continued) 

Task Purpose Action 

View details on .Chcà the switch multiservice ports, which Select Resource Manager 
multiservice 'upport voice traflic. to make sure the power Essentials > lnventory > 
ports . 'uppl y is adequatc for the number of MultiService Port Details. 

rnultiservice modules installed in each 
, ' "'11ch. 

Verify ' Ln ... ure that the data base used to store the Select Resource Manager 
community 1cmnmunity strings and passwords remains Essentials > Administration > 
strings, 'ynchronized with thc actual devices . lnventory > Check Device Attributes. 

o usernames. and I 

I Dctect errors made when devices were added 
passwords. lor imported . 

View attribute / View the results o f updated device attributes. Select Resource Manager 
check results . Essentials > Administration > 

lnventory > View Check Results . 

View historical View ali historical data associated with Select Resource Manager 
data. scheduled inventory collection. Essentials > lnventory > Scan 

lt shows the last run, duration, devices History. 

scanned, and average scan time. 
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Job Approval 

Job Approval 
Software Management and Configuration Management tasks allow you to set up 
approval checkpoints before you run a job that will change a configuration or 
update the software image on a device. This can help increase the security on your 
network, by forcing these types of high-impact jobs to be approved before they 
are scheduled or executed . Moreover, other CiscoWorks applications can also take 
advantage of this feature (for example, ACL Manager). 

Job Approval is used by other applications to ensure that ajob be approved before 
it can run . Job Approval sends job requests via e-mail to the users on the approver 
Iist of a job. If none of the approvers approves the job by its scheduled run time, 
or i f an approver rejects the job, the job is moved to the rejected state and will not 
run. 

When Job Approval is enabled, applications that use it require that the user do the 
following for each job that is scheduled: 

• Assign one or more approver lists to the job 

Schedule the job to run in the future, rather than immediately 

Job Approval Process 

The job approval process requires that you first create an approver list; a list of 
CiscoWorks user accounts that must approve the job before it can be run . Users 
must have the role of approver to be included in an approver list. 

After you have created at least one approver list, you can enable the job approval 
feature for Software Management, Configuration Management, or both. See 
Figure 2-15. 
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Job Approval 

Figure 2-15 Job Approval Workflow 
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The user must have the user role of system administrator or network administrator 
to perform this task. You must create at least one approver list before you can 
enable job approval. Only users who have been assigned the approver role, will 
be displayed in the list of valid user accounts for approval. 

For Software Management, you can also be specific as to the types of jobs that 
require approval (new image distribution, undo image distribution, retry image 
distribution) . 
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Chapter 2 Resource Manager Essentials Applications 

During scheduling o f a job that requires job approval, the user will be queried to 
select an approver list. When scheduling is complete (the job must be scheduled 
for the future and not for immediate execution), an e-mail will be sent to ali users 
on the approver list and the job will be placed in the job execution queue with a 
wait for approval status. The job will not run until at least one user on the approval 
list has accepted it. If anyone rejects the job, or i f no one accepts the job by its 
scheduled time, the job will not run. The URL to this task is included in the 
e-mail. 

The approver can only accept or reject the job and cannot change any of the 
operational parameters of the job. Ali approvers on the list and the creator of the 
job will receive e-mail notification when the job is either accepted or rejected. 

Table 2-14 shows the tasks that can be accomplished with the Job Approval 
application. 

Table 2-14 Job Approval Tasks 

Task Purpose Action 

Approve or Approve or reject ajob for which you are Select Resource Manager Essentials > 
reject jobs. an approver. Administration > Job Approval > 

Approve or Reject Jobs. 

Set up Job Enable or disable the option . Select Resource Manager Essentials > 
Approval. Administration > Job Approval > Edit 

Preferences. 

Create an Create a new approver list. Select Resource Manager Essentials > 
approver list. Administration > Job Approval > Create 

Approver List. 

Edit an Edit an existing approver list. Select Resource Manager Essentials > 
approver list. Administration > Job Approval > Edit 

Approver List. 

Enable jobs Enable ali imported Essentials jobs. Select Resource Manager Essentials > 
Administration > Job Approval > Enable 
Jobs. 

For information on how to perform the Job Approval tasks, see the online help. 
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Software Management 

Software Management 
The Software Management application automates the steps associated with 
upgrade planning, scheduling, downloading software images, and monitoring 
your network. 

New Features of Software Management 

78-14810-01 

The Software Management application has the following new features : 

• With the remote staging and distribution feature you can select a software 
image, store it temporarily on a device, and then distribute the staged image 
to the devices that require an upgrade, in your network (Resource Manager 
Essentials >Software Management > Remote Staging). 

After the device is successfully upgraded, the stored image on the remote 
stage device is deleted automatically, if delete and squeeze operations are 
supported by the device . 

The remote staging feature is useful when the Resource Manager Essentials 
server and the devices (including the remote stage device you have chosen) 
are distributed across a WAN. 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager essentials > Software Management > Remote Staging). 

• With the image-centric distribution feature , you can now select a software 
image and use it to perform an image upgrade on homogenous devices in your 
network (Resource Manager Essentials > Software Management > 
Distribution > Distribute by Images). 

For details, see the Essentials online help. 
(In the left navigation pane of the Essentials online help , select Resource 
Manager essentials > Software Management > Distribution > 
Distributing by Images) . 
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Software Management 

Benefits of Software Management 

The Software Management application provides tools making it easier to store 
backup copies of ali Cisco software images running on network devices . It also 
helps you to store any additional software images that you may wish to maintain, 
and to plan and execute software image upgrades to multiple devices on the 
network at the same time. 

It gives you flexibility in upgrading devices with software images. You can either 
select a set of devices and perform an image upgrade, or select a software image 
and select a set of devices on which to perform the upgrade. You can even select 
one of your devices as a remote stage to temporarily store a software image. 

It can analyze devices against software image requirements to determine device 
compatibility and make recommendations before performing a software upgrade. 

The Software Management application can also download and list applicable 
images from Cisco.com, while recommending an image for the device upgrade. 
You should select the Cisco.com filters in Administration preferences, to a vai I this 
benefit. 

If any errors occur during a software image upgrade, Software Management will 
allow you to roll back to the previous version . Optionally, for added security and 
change-management control, software images will not be downloaded unless 
approved by specifically assigned users. Software Management reports also allow 
you to track ali software upgrades and monitor known bugs in the software 
versions running on your network. 

Software Management Functional Flow 

Software images must be imported into Essentials to be maintained in the 
Software Image Library. Images can initially be imported to the Essentials 
Software Library from ali managed Cisco devices on the network to create a 
baseline backup copy of ali software images running on your network. 

Images can also be imported from Cisco.com or the local machine to be used for 
software image upgrades. See Fi gure 2-16 . 
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Chapter 2 Resource Manager Essentials Applications 

Software Management • 

Figure 2-16 Soltwlll'f! Management Functional Flow 
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After images are imported into the Software Image Library, the Software 
Management application can be configured to automatically poli devices on the 
network and produce a report of images running on devices that are not stored in 
the Essentials database. This ensures that for disaster recovery purposes, there is 
a backup of ali software images running on the network in the software library at 
ali times. 

Any image that is stored in the Software Image Library can be used to perform a 
software upgrade . Each step of the process is recorded in the distribution, so i f 
there is a failure, the network administrator will know the reasons for the failure . 
Software Manager maintains a log of ali software upgrades, to make it easy to 
identify and track when software modifications are made to devices . 

In addition, whenever a change is made to the software image on a device , a 
change record is sent to the Change Audit application, which collects and 
organizes ali changes to network devices. 

Software Management can also be configured to periodically check Cisco. com for 
known software bugs, and produce a report to show ali bugs that affect devices on 
your network. 
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Software Management 

Figure 2-17 Software Management Workflow 
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The image depicts the Software Management workflow and associated tasks 
within Essentials (see Figure 2-17): 

Device requirements must be verified to ensure that Essentials will be able to 
access the devices to retrieve and upgrade software images. 

Perform setup tasks to begin using Software Management. Setup tasks 
include setting preferences that will be used for ali Software Management 
import and upgrade jobs, creating any approver lists that will be used to 
approve software jobs, and scheduling jobs to periodically synchronize the 
software library with network devices and check Cisco.com for known 
software bugs. 

When Software Manager is set up, software and bug reports can be used to 
help identify when software upgrades might be needed. 

If a software upgrade is required, Software Management features can be used 
to analyze whether or not devices can accommodate the new image, and to 
actually distribute the new images to devices on the network. 

In addition, ongoing maintenance should be performed to ensure that a copy 
of every image running on the network is stored in the Essentials Software 
Library, and to remove images no longer needed from the Software Library. 
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Software Management 

Table 2-15 shows the tasks you can accomplish with the Software Management 
application. 

lãble2-15 SoFtwareManagernent lãsks 

Task Purpose Action 

Set up your Specify information such as history page Select Resource Manager Essentials > 
Software size, the directory where images are Administration > Software 
Management stored, the pathname of the Management > Edit Preferences. 
preferences. user-supplied script to run before and 

after each device software upgrade. 

Specify i f the images on Cisco.com 
should also be included during image 
recommendation of the device, and also 
specify the Cisco.com filters so that only 
those images that mate h the fi !ter cri teria 
are selected. 

Add images to Import images from ali Software Select Resource Manager Essentials > 
the library. Management supported devices in your Software Management > Library > Add 

network into the Software lmage Images. 
Library. 

Download images from Cisco.com into 
the Software Image Library. 

Add images from a file system to the 
Software Image Library. 

Browse the Generate a report of ali the images in the Select Resource Manager Essentials > 
library. Software Image Library. Software Management > Library > 

You can also delete images from the Browse Images . 

image library and edit image attribu tes. 

Search the Generate a report of a subset of images Select Resource Manager Essentials > 
library. in the Software lmage Library, based on Software Management > Library > 

details such as, device type, image type, Search for lmages. 
and version . 

You can also delete images from the 
image library and edit image attributes . 
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Software Management 

Table 2-15 Software Management Tasks (continued) 

Task Purpose Action 

View a Generate a synchronization report to Select Resource Manager Essentials > 
synchronization determine which Software Software Management > Library > 
report. Management-supported devices are Synchronization Report. 

running software images not in the 
Software Image Library. 

Schedule a Specify the date, time, and frequency of Select Resource Manager Essentials > 
synchronization a synchronization job. Administration > Software 

o job. Cancel a scheduled synchronization job. Management > Schedule 
Synchronization Job. 

Create approver Specify who can approve the various Select Resource Manager Essentials > 
lists. tasks necessary during a software Administration > Job Approval > Create 

upgrade. Approver List. 

Editor delete Edit and delete the list specifying who Select Resource Manager Essentials > 
approver lists. can approve tasks during a software Administration >Job Approval > Edit 

upgrade. Approver List. 

Schedule image Select devices and schedule software Select Resource Manager Essentials > 
upgrade jobs. image upgrades to those devices. Software Management > Distribution > 

Distribute by Devices. 

Select a software image and use it to Select Resource Manager Essentials > 
perform an image upgrade on the Software Management > Distribution > 
suitable devices in your network. Distribute by lmages. 

Select a software image and use one of Select Resource Manager Essentials > 
your devices as a remate stage to Software Management > Remate 
temporarily stage the image. Then Staging > Remate Staging and 
upgrade suitable devices in your network Distribution. 
with this staged image. 

Undo the upgrade and roll back to the Select Resource Manager Essentials > 
previous image, after you have Software Management > Job 
scheduled and completed upgrading the Management > Browse Jobs. 
image. 

Plan an upgrade Determine the impact to and Select Resource Manager Essentials > 
from Cisco.com. prerequisites for a new software Software Management > Distribution > 

deployment using images that reside in CCO Upgrade Analysis. 
Cisco.com. 
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Software Management 

lãble 2-15 Software Management lãsks (continued) 

Task Purpose Action 

Plan an upgrade Determine the impact to and Select Resource Manager Essentials > 
from the library. prerequisites for a new software Software Management > Distribution > 

deployment using images in your Library Upgrade Analysis. 
software library. 

Review Review, or remove scheduled jobs. Select Resource Manager Essentials > 
scheduled jobs or lf the job is in the pending state, you can Software Management > Job 
undo an upgrade. modify the schedule time. Management > Browse Jobs. 

You can also retry failed jobs and undo 
completed image upgrade jobs. 

View View a report of device upgrade results Select Resource Manager Essentials > 
consolidated job for selected jobs. Software Management > Job 
information. Management > Consolidated Job Report. 

View recent Generate a report summarizing the most Select Resource Manager Essentials > 
software upgrade recent device software upgrade results 24-Hour Reports > Software Upgrade 
results . stored in the history database. Report. 

Mail or copy log Mail or copy log files if requested to do Select Resource Manager Essentials > 
files. so by Cisco Support after you report Software Management > Job 

abnormal Software Management Management > Mail or Copy Log File. 
behavior. 

Delete unnecessary log files after 
mailing or copying them. 

Browse history. Generate a summary of device software Select Resource Manager Essentials > 
upgrades stored in the history database. Software Management > History > 

Browse History. 

Se are h history by Generate a summary of software Select Resource Manager Essentials > 
device . upgrades for selected devices. Software Management >History > 

Search History by Device. 

Search history by Generate a summary of software Select Resource Manager Essentials > 
use r. upgrades performed by a particular user. Software Management > History > 

Search History by User. 
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Syslog Analysis 

láble 2-15 SoFtware Management lásks (continued) 

Task Purpose Action 

Browse bugs . Compare images running on Software Select Resource Manager Essentials > 
Management supported devices in your Software Management > Bug Reports > 
network with the images on Cisco.com Browse Bugs. 
and report catastrophic and severe bugs 
specific to your network. 

ldentify devices running deferred 
software images . 

Schedule a Specify the date, time, and frequency of Select Resource Manager Essentials > 
Browse Bugs a Browse Bugs job. Administration > Software 
job. Cancel a scheduled Browse Bugs job. Management > Schedule Browse 

Bugs Job. 

Browse bugs by Generate a summary of software image Select Resource Manager Essentials > 
device. bugs for a group of devices . Software Management > Bug Report > 

Browse Bugs by Device. 

Locate devices Search for known bugs that could affect Select Resource Manager Essentials > 
by bugs . the devices on your network. Software Management > Bug Report > 

Locate Devices by Bugs. 

Update upgrade Update the source for upgrade Select Resource Manager Essentials > 
information. knowledge base files. The source can be Administration > Software 

either Cisco.com or a local file . Management > Update Upgrade Info. 

Syslog Analysis 
The Syslog Analysis application lets you centrally log and track system error 
messages from Cisco devices. Use logged error message data to analyze router 
and network performance. You can store a maximum of 1 million messages for up 
to 14 days. 

Before you can use Syslog Analys is, you must configure your devices to forward 
messages e ither to the Essential s server directly or to a system on which you have 
installed a Syslog Analyzer Collector (SAC). 
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Syslog Analysis • 

The collector filters and forwards the messages to the Essentials server. For more 
information on configuring network devices for Syslog Analysis, and for 
mstalling a remole SAC, see the online help. 

New Features of Syslog Analysis 

78-14810-01 

The Syslog Analysis application has the following new features: 

You can now store syslog messages in the database for a maximum of 14 
days, including today (Resource Manager Essentials > Administration > 
Syslog Analysis > Change Storage Options). 

For de ta i ls. se e the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Syslog Analysis > Administrative Procedures > 
Changing Storage Options) 

You can back up the purged syslog messages ata location that you have 
specified (Resource Manager Essentials > Administration > Syslog 
Analysis > Change Storage Options). The messages will be stored in the 
CSV format. 

If you choose to back up the purged messages, you will also be allowed to 
select the size of the backup file. You can also specify the email addresses, 
for receiving an email notification, after the backup file crosses the size Iimit 
that you have specified. 

For details, see the Essentials online help . 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Syslog Analysis > Administrative Procedures > 
Changing Storage Options) 

• The Remote Syslog Analyzer Collector (RSAC) now avoids restart, by 
sensing the reboot of its specified server. 

When the server goes down, the RSAC goes into the polling mode and 
re-connects automatically when its specified server restarts. When the server 
is down RSAC sends the messages to a locallog file. The default location for 
thi s log file is the RSAC installed directory. 

For details , see the Essentials online help. 
(In the left navigation pane of the Essentials online help, select Resource 
Manager Essentials > Syslog Analysis > Administrative Procedures > 
Remote Syslog Analyzer Collector (RSAC)). 
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Syslog Analysis 

Syslog Analysis Functional Flow 

To use the Syslog Analysis features, devices must be configured to forward syslog 
messages to the Essentials server. When devices are configured correctly, ali 
syslog messages will be forwarded to the Essentials server ora remote SAC. 

These messages are stored on the server and are periodically read by the Syslog 
Analyzer process (approximately every 30 seconds). The Syslog Analyzer reads 
and processes the messages in the Syslog file, applies any filters that have been 
defined, and writes remaining messages to the Essentials Syslog message 
database. Ali syslog messages that can be read, and that are not filtered out, will 
be written to the Essentials Syslog database. The database is then used to produce 
Syslog reports and initiate user-defined scripts. 

To reduce the load on the network and the CiscoWorks Server, SACs can be 
configured on remote workstations to collect and periodically forward syslog 
messages to the Essentials server. Any filters that have been defined on the 
Essentials server will be synchronized on SACs during scheduled updates. See 
Figure 2-18. 
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Chapter 2 Resource Manager Essentials Applications 
Syslog Analysis 

Figure 2-18 Syslog Analysis Functional Flow 
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Syslog Analysis on Windows 

78-14810-01 

Since system message logging is not part of the Windows operating system, 
CiscoWorks adds a logging service-CMF Syslog Service, when it is installed on 
Windows systems. Ali system messages are stored in the Syslog.Iog file under the 
ciscoworksllog directory on the server. The Syslog Analyzer then reads this file 
to populate the syslog data base. See Figure 2-19. 
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Chapter 2 Resource Manager Essentials Applications 
Syslog Analysis 

Syslog Analysis Workflow 

Figure2-19 SyslogAnalysis Workflow 
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The above chart depicts the Syslog Analysis workflow and associated tasks within 
Essentials. Syslog Analysis will automatically store any supported syslog 
messages that are forwarded from devices. You must ensure that devices are 
configured to forward messages to the Essentials server or a remote SAC. 

After the devices are configured properly, you can view Syslog reports at any 
time. You are required to perform Syslog Analysis setup tasks only i f you want to 
filter out specific syslog messages, change how long syslog messages are stored, 
display syslog messages in a custom URL, group syslog in a custom report, or 
execute a user-defined script when specified syslog messages are detected. 

Syslog Vs. Change Audit 

Many actions that trigger change audit records will also trigger generation of 
syslog messages . Change Audit complements syslog message logging by 
providing additional details about some changes, tracking changes for devices, 
and providing rnultiple ways to organize and view changes to network devices . 
See Figure 2-20. 
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Chapter 2 Resource Manager Essentials Applications 

78-14810-01 

Syslog Analysis 

Figure 2-20 Syslog Analysis Vs. Change Audit WorkOow 
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Changes in the network, such as a configuration change or the upload of a new 
Cisco lOS software image, can result in a device triggering a syslog message. 

Some of these syslog messages in turn cause the inventory or the configuration 
management applications to poli the device and update the Essentials data 
appropriately. These applications will also log a record with the change audit 
application. 

Besides, if the inventory or the configuration management applications 
independently detect changes to the network, they will poli the device, update the 
Essentials data, and log a change audit record. 

For example, when a device sends a syslog message about a change in device 
configuration, this is passed on to Configuration Management, which determines 
the exact nature of the change . It retrieves the new configuration file , and then 
writes a change record into the Change Audit log. 
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Syslog Analysis 
Chapter 2 Resource Manager Essentials Appl ications 

Table 2-16 shows the tasks you can accomplish with the Syslog Analysis 
application . 

lãble2-16 SyslogAnalysis lãsks 

Task Purpose Action 

Set up data Configure how long to store data, the Select Resource Manager Essentials > 
storage maximum number of messages to store, Administration > Syslog Analysis > 
options. and the message source. Change Storage Options . 

You should restart daemon manager and 
CMF Syslog Service (CRM Logger) for 
the Message Source changes to take 
effect. 

If you want to back up the purged data, 
you can specify the back up detai ls-the 
backup directory, backup file size, email 
address for notification when the backed 
up file exceeds the specified size, etc. 

Define custom Create new reports and select the message Select Resource Manager Essentials > 
reports. types to be included in each report. Administration > Syslog Analysis > 

Modify the standard reports provided Define Custom Reports . 

with Essentials 

Delete reports that you no Jonger use. 

You can also enable 24-hour reporting. 

Define Add and modify command-line Select Resource Manager Essentials > 
automated instructions to be executed automatically Administration > Syslog A:nalysis > 
actions. whenever Syslog Analyzer receives a Define Automated Action . 

specific message type . 

Modify existing actions and delete 
actions you no longer use . 

You can also enable or disable actions. 

Define Exclude messages you do not want Select Resource Manager Essentials > 
message filters. reported . Administration > Syslog Analysis > 

Enable or disable fi ltering. Define Message Filter. 

Modify or delete filters. 
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Chapter 2 Resource Manager Essentials Applications 

Syslog Analysis • 

Table 2-16 Syslog Analysis lãsks (continued) 

Task !Purpose Action 

View statu~ . I V1e" the status o f your Sys log Collector. Select Resource Manager Essentials > 

You can view the status of the local and Administration > Syslog Analysis > 

iall thc remote co ll ectors that have been Syslog Collector Status. 

j ~· onligured to use the Essentials server as 
thc forward ing server. 

Change your l.in~ your message reports to a Select Resource Manager Essentials > 
URL. cu~tomized web page. You can do this Administration > Syslog Analysis > 

only i f you know basic CGI Change U ser URL. 
programming. 

Generate a Generate summaries of messages about Select Resource Manager Essentials > 
severity levei selected devices sorted by severity levei. Syslog Analysis > Severity Levei 
summary. Summary. 

Generate a Gcnerate a system message report for a Select Resource Manager Essentials > 
standard dcvice ora set of devices. Syslog Analysis > Standard Reports. 
report . You can generate the report for the 

current date, or for any date in the 
previous week, or for ali dates. You can 
include ali the messages, or choose the 
severity levei or alert type for which the 
rcport should be generated. 

Generate a Generate a full custom syslog report. You Select Resource Manager Essentials > 
custom repor!. can select a report from the custom syslog Syslog Analysis > Custom Reports. 

reports that are defined in Administration . 

Generate a summary custom syslog Select Resource Manager Essentials > 
repor!. You can see a summary of the Syslog Analysis > Custom Report 
various reports . Summary. 

Generate a Generate a syslog information report on Select Resource Manager Essentials > 
report for ali unPlanaged devices in your network. Syslog Analysis > Unexpected Device 
unmanaged Report. 
devices. 
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Chapter Z Resource Manager Essentials Applications 
Syslog Analysis 

Table 2-16 Syslog Analysis Tasks (continued) 

Task Purpose Action 

Generate a Capture syslog messages that are Select Resource Manager Essentials > 
report for generated from MCS servers running WF Syslog Analysis > WorkFlow Report. 
workflow application. 
devices. 

Generate a Generate a report for the past 24 hours. Select Resource Manager Essentials > 
24-hour syslog The report can be a cus tom report created 24-Hour Reports > Syslog Messages. 
report. by a system administrator or a default 

report. 
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CiscoWorks VPN/Security Management 
Solution (VMS) 2.1 Deployment Guide 

lntroduction 

The Challenge 

One o f the challenges o f network 

management is the ability to have a solution 

that is flexible and can adapt to the 

changing needs of a network. While it 

makes sense to have applications that 

provide basic network management 

functionality regardless o f function, the 

network environment must also be 

considered. In this case, it makes more sense 

to have a focused set o f tools for 

management. For example, a tool that 

focuses on managing Quality o f Service 

(QoS) leveis is not necessarily (and most 

likely not) going to be very good at 

managing a server farm topology. 

Growth and Enhancements 

in Network Security 

Ifwe look at the network as a strategic asset 

to the enterprise, network management 

clearly becomes an important factor in the 

success o f the company. When we consider 

the evolution o f business applications 

running across the traditional data network 

including e-commerce, business-to-business 

transactions, voice o ver IP (VoiP), the need 

to provide secure network connections 

grows . As a result , we have witnessed a 

proliferation in virtual private networks 

(VPNs) and an enhanced awareness of 

network security, setting the stage for 

reliable security management. 

Paper Objective 

The purpose o f this paper is to provide 

guidance on how to effectively deploy 

CiscoWorks VPN/Security Management 

Solution (VMS). Covered to pies include: 

server, installation, and operating system 

requirements; reference topology; metrics 

to monitor; and device configuration 

considerations. This is intended to 

supplement the CiscoWorks VMS Quick 

Start Cuide and User Manual. We address 

such questions as: Which products are 

included and what are they used for? How 

many servers will be needed? What devices 

can be managed with this application? By 

answering these questions, we can provide 

some basic best practices for managing 

specific Cisco security technology. 

What lt Does Not Do 

This paper does not replace User Cuides 

(and other product .documentation). It 

does not go into comprehensive detail 

about the various features or capabilities 

o f the products. 

lntended Audience 

This paper is intended for audiences who 

are already familiar with network security, 

VPNs, firewalls, and intrusion detection. 

The audience should already have a basic 

understanding o f these concepts and tools ; 

our goal is to show how best to deploy 

CiscoWorks VMS in a production 

environment. 

,_. 
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High·level Overview of CiscoWorks VMS 2.1 

What Does lt Do? 

The CiscoWorks VMS solution is a set of integrated tools that provide a comprehensive solution for VPN and 

security management. CiscoWorks VMS features are positioned for configuring, monitoring, and troubleshooting 

enterprise VPNs, firewalls , and network- and host-based intrusion detection systems (IDS). VMS provides key 

features to assist customers in the deployment, monitoring, and management o f their security-specific hardware. It 

also provides the operational management support, software distribution, configuration archive, change-audit, and 

syslog management for different elements o f a Cisco security infrastructure. VMS provides a scalable solution that 

addresses the needs o f small- and large-scale VPN and security deployments. 

CiscoWorks VMS 2.1 Components 

The CiscoWorks VPN/Security Management Solution (CiscoWorks VMS) consists of installable software 

components for flexible deployment options. Table 1 lists the different CiscoWorks VMS modules and their basic 

usages. 

Table 1 CiscoWorks VMS 2.1 Modules 

VMS Module Usage 

Auto Update Server Permits configurations to be pulled from update server 

CD-One/CiscoView Provides graphical device management 

Cisco IDS Host Sensor and Console Configures host-based IDS to protect criticai servers 

Cisco Secure Policy Manager Configures Cisco PIX Firewall, Cisco lOS Software firewall, and VPN 

Common services Provides a set of common software and services for the Management 
Centers 

Management Center for IDS Sensor Configures network-based lOS 

Management Center for PIX Firewalls Configures PIX Firewalls 

Management Center for VPN routers Configured VPN routers 

Monitoring Center for Security Monitors network and host-based IDS events, lOS and PIX syslog 

Resource Manager essentials Provides operational management, such as software distribution, change 
audit, syslog analysis 

VPN Monitor Monitors IPSec-based site-to-site and remate access VPN 

These components can be classified into three distinct categories: Core asset management applications, monitoring 

applications, and security configuration applications. This section details some o f the basic features associated with 

each product. 

p 
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Core Asset Management Applications 

CD-One (CiscoView) 

CD-One software provides the Common Management Foundation (CMF) for CiscoWorks. This includes basic 

components on the management server such as the web server, common database, polling engine, and so forth. In 

many deployments. this is the first CD to be installed from CiscoWorks VMS since it is the prerequisite for other 

applications. In addition to the CMF. CD-One provides the web-based CiscoView application. CiscoView provides 

graphical browser-based access to real-time devices status and simple network management protocol (SNMP) 

configuration capabilities. 

CiscoWorks Resource Manager Essentials 

CiscoWorks Resource Manager Essentials (RME) provides the basic network management tools for day-to-day 

network management, including inventory, configuration, change audit, and syslog. RME also provides additional 

VPN management capabilities. Network administrators can now produce device configuration, software image, and 

syslog reports specific for VPN environments. 

Security Monitoring Applications 

CiscoWorks VPN Monitor 

CiscoWorks VPN Monitor allows users to monitor the status oftheir VPN devices and tunnels. This application 

collects, stores, and reports statistics for VPN-capable devices, including Cisco VPN routers, and the Cisco VPN 

3000 Series Concentrator. The VPN Monitor supports the two major classes ofVPNs (site-to-site and remate access) 

as well as multiple tunneling protocols, including Layer 2 Tunneling Protocol, Point-to-Point Tunneling Protocol 

(PPTP), and IP security (IPsec). 

CiscoWorks Monitoring Center for Security 

The CiscoWorks Monitoring Center for Security, ar Security Monitor, monitors IDS events from various Cisco 

devices. These include network IDS sensor appliances, Cisco Catalyst® 6000 IDS modules, Cisco lOS® Software IDS 

syslog messages. Cisco PIX® Firewall syslog messages, and Cisco host IDS events. 

Security Configuration Applications 

CiscoWorks Common Services Software 

CiscoWorks Common Services Software includes basic components ofthe management server such as the Web server. 

common database. polling engine, and so forth. In many deployments, this is the first CD to be installed because it 

is the prerequisite for the Management Center tools in the CiscoWorks VMS bundle. 

CiscoWorks Management Center for VPN Routers 

CiscoWorks Management Center for VPN Routers (Router MC) is a VPN configuration and deployment tool for 

Cisco VPN routers with Cisco lOS Software. Router MC is a Web-based application installed on top of 

Common Services. 
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CiscoWorks Management Center for PIX Firewalfs 

Managrmrnt Center for PIX Firewalls (PIX MC) is a complete firewall and access rule policy configuration tool 

Ci~ro PIX Firewalls . You ran ronfigure new Firewalls and import configurations from existing firewalls. PIX Mt 

ahu provides a powerful tool for controlling changes made to your network, showing configuration and status 

changrs . PIX MC is a Web·based application installed on top of CiscoWorks Common Services. 

CiscoWorks Auto Update Server 

Thr Ci!>roWorks Auto Updatc Server (AUS) is used to store and upgrade device configuration files and software 

irnage!>. Ci~o PIX Firewall dcviccs periodically contact the AUS to request configuration and software updates. I 

this way. PIX Firewall devices are actively kept up to date. AUS is a Web-based application installed on top of 

Ci~oWorks Common Services. 

CiscoWorks Management Center for IDS Sensors 

Ci~oWorks Management Center for IDS sensors (IDS MC) is an IDS configuration and deployment tool for Cisc 

IDS semor appliances and Cisco IDS Modules. IDS MC is a web-based application installed on top o f Comll)OO 

Servires. 

Cisco IDS Host Sensor 

Working as a complementary technology to IDS MC and Security Monitor, the Cisco Host Intrusion Detection 

System (HIDS) application protects criticai servers and hosts by integrating with the operating system. By 

intercepting system calls to the kernel, Cisco HIDS software can protect the users' hosts by identifying attacks and 

preventing access to resources and unauthorized transactions. 

Cisco Secure Policy Manager 

Cisco Secure Policy Manager (CSPM) is a policy-based application that allows network and security administraton 

to define and deploy perimeter security policies on mixed Cisco PIX Firewalls and Cisco lOS routers with the firewall 

feature set. CSPM also facilitates the deployment of site-to-site, mixed-environment VPN topologies. 

Reference Topology 

In order to describe how best to deploy the CiscoWorks VMS, we will use a reference network topology that shows 

the different aspects ofVPN and network security (Figure 1). While obviously not identical to most customer 

environments, jt does serve to provide a holistic view of a secure network. The intent is that by providing this 

reference, readers will be able to select the different components that best represent their topology and hence, 

understand how best to deploy CiscoWorks VMS in their environment. 
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Figure 1 

Reference Security Topology 
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a. Enterprise Gateway: This is a Cisco lOS router with the firewall feature set. The main purpose ofthis device isto 

perform the gateway routing and the basic frontline firewall functionality. 

b. Cisco PIX Firewall: The Cisco PIX Firewall provides the comprehensive firewall functionality for this enterprise 

network. By strategically placing these devices at network access points, the corparate network resaurces are 

protected as a result o f this firewall. 

c. Cisco 800, 1700, 2600, 3600, 7100 o r 7200 Series routers: Cisco rauters act as site-ta-site VPN termination paints. 

In a hub-and-spoke VPN topolagy, the high-end VPN routers act as hubs, and the small- to medium-sized routers 

act as spokes. 

d. Cisco VPN 3000 Series Cancentrator: The VPN 3000 Series Concentrator is designed to pravide scalable remate 

access VPN termination. In this tapology the concentrator terminates VPN connections with a variety a f remate 

access enviranments, VPN client software, and tunneling protocols (IPSec, L2TP, PPTP). 

e. Cisco VPN remote-access client software: This software allows remate access users to connect to the corporate 

network via VPNs. 

f. Cisco IDS Network Senso r: This device sits on a network segment and passively "listens" to the traffic, inspecting 

it against a database of common attack signatures. It forwards IDS event information to the manitoring station. 

g. Cisco host-based IDS agents: Software that sits on criticai netwark servers that protect individual hosts from 

intrusion and attacks . Events are forwarded to a central monitoring console. 

h. Network Management Subnet: This subnet represents a dedicated network segment for the network management 

servers. The components of CiscoWorks VMS will reside in this subnet to manage the different pieces o f the 

infrastructure. 

I' 
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i. Demilitarized zone (DMZ) Servers: This subnet represents a dedicated network segment for publicly accessible 

network servers. Generally, this includes e-mail, Web, File Transfer Protocol (FTP) servers, and in our case will 

include the Auto Update Server. 

Within our reference topologies, we will be focusing on severa! pieces of the infrastructure that CiscoWorks VMS 

manages. That is not to say that the network management applications within VMS cannot manage other pieces 

(such as Cisco Catalyst switches), but these are the components that should be the focal point ofVMS. These 

components include: 

Enterprise HQ 

This includes the network management servers, internai firewalls, VPN termination points (both hub routers and 

VPN concentrators) , and IDS sensors. Access to the DMZ portion ofthe network will be controlled by internai 

firewalls and also have publicly accessible servers. 

Remate Access Sites 

The remote access sites in our topology contain the remote Cisco PIX Firewalls, remote lOS VPN routers, and remote 

VPN clients. These pieces o f the infrastructure are responsible for VPN termination and firewall access policy at the 

remote site. 

Software Requirements for CiscoWorks VMS 

CiscoWorks VMS is composed of a series o f tools that reside on a network management server (or servers) . This 

section covers the prerequisite software needed in order to install and run the components within VMS. Primarily, 

this refers to operating system (OS) support. For almost every application in the VMS bundle, the supported OS is 

Windows 2000 Professional or Server. This is summarized in Table 2. 

Table 2 Supported OS for CiscoWorks VMS Modules 

CiscoWorks VMS Module Windows Support Solaris Support 

CD-One X X 

Resource Manager Essentials X X 

VPN Monitor X X 

Common Services X 

Management Center for PIX Firewalls X 

Auto Update Server X 

Management Center forVPN routers X 

Management Center for lOS Sensor X 

Monitoring Center for Security X 

Cisco lOS Host Sensor and Console x, 

Cisco Secure Policy Manager X 

1. Windows NT 4.0 Server, Enterprise Server (SP4 or later). Windows 2000 Advanced Server 
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To run the CiscoWorks VMS components on a Windows 2000 system, the following requirements must be 

considered: 

• Windows 2000 (Service Pack 2 or !ater) 

• IE 5.5 SP2 or !ater 

• ODBC Driver Manager 3.510 or !ater 

• NTFS File System 

• Do not install VMS on a server that is a: 

- Primary domain controller 

- Backup domain controller 

- Terminal server 

Mitigating Threats 

Now that we have the basic hardware and software requirements, we must consider how to configure the servers 

themselves to be ready for management. As a general security rodam, to secure hosts, pay careful attention to each 

o f the components within the systems. Keep ali systems up to date with the latest patches, fixes, and so forth. In the 

particular case ofVMS, it is important to have the latest Windows 2000 patches and hot-fixes for security. Following 

is a detailed checklist of items to make sure the Windows 2000 server is ready to be used as a management server: 

• Install the operating system on its own partition 

• Use strong passwords 

• Avoid creating network shares 

• Disable unnecessary accounts 

• Secure the Registry 

• Apply ali hot-fixes and security patches 

• Disable unused and unneeded services (at a minimum, Windows requires the following services to run: DNS 

Client, Event Log, Plug & Play, Protected Storage, and Security Accounts Manager. Do not install IIS.) 

• Disable ali network protocols except Internet Protocol (TCP/IP) 

• Monitor the security o f your system regularly 

• Limit physical access to your server 

• Do not install remate access or administration tools on the server 

• Periodically run a vírus scanning application on the server 

Hardware Considerations for CiscoWorks VMS 

Along with the software requirements, be aware of the hardware requirements for the CiscoWorks VMS bundle. 

Then the inherent challenge is deciding how best to deploy the different applications in the solution. Since there are 

eleven installable software applications, there are numerous combinations in which to deploy them . 
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Platform and Specs 

The following server system requirements are specified in the VMS bundle documentation: 

• Pentium III 1GHz CPU 

• 1GB RAM 

• 2 GB virtual memory 

• 9GB free hard disk space 

These are minimum requirements, and consideration should be given to the difference in recommended system 

specifications based upon different sized networks and configurations. For example, consider three different sized 

configurations: small, medium, and large. The first thing to think abouns-sc-alabiÍiiy. In other words, how many 

devices equate to a small, medium, and large configuration? 

Scaling 

Each application within CiscoWorks VMS has a different scalability metric. Table 3 provides the theoretical 

maximum for each o f the applications. 

Table 3 Theoretical Scale Limits for CiscoWorks VMS Applications 

CiscoWorks VMS Module Scalability Metric (tested up to 1) 

IDSMC 300 IDS sensors 

Security Monitor 500 events/sec2 

PIXMC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices 

RME 5000 devices inventory, 1000 devices availability 

VPN Monitor 30 devices on dashboard (hard limit) 

Cisco IDS Host Console 300 host agents 

1. The theoretical scale limits define what the tools h ave been tested up to. The numbers are stated as a guideline to guarantee reasonable performance and user 
experience. Although possible. it is not recommended to exceed these metrics. 
2. lf the volume of security events exceeds 500/second for extended periods of time, it is recommended that users considera monitoring product from a 
partner -vendar that can handle higher event volumes. 

These are not software-imposed limits, but rather the scale limitations based on testing maximums. For example, if 

a user wants to add device number 1001 to Router MC, the software will allow it. However, from a support 

standpoint, we do not recommend doing this. 

Also note that the specifications for the minimum recommended hardware system for CiscoWorks VMS are based 

on testing and performance statistics for ONE (not ali) of the applications in the bundle. For example, i f you are 

using IDS MC to manage 300 sensors (the theoretical maximum), we do NOT recommend using any other 

applications on that server. If you plan to heavily use more than one application within VMS, it is highly 

recommended to put them on separate servers. 
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The following tables list some of the more resource-intensive applications within the bundle. and configuration is 

broken down into small, medium, and large configuration metrics in Tables 4-6, respectively. 

Table 4 Small Configuration Metrics (reflects restricted CiscoWorks VMS license model) 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 20 IDS sensors 

Security Monitor 200 events/sec 

PIXMC 20 PIX Firewalls 

AUS 20 PIX Firewalls 

Router MC 20 VPN routers 

CSPM 20 devices . . -

Table 5 Medi um Configuration Metrics (This configuration represents the majority of the CiscoWorks VMS 
customer base): 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 100 IDS sensors 

Security Monitor 300 events/sec 

PIXMC 100 PIX Firewalls 

AUS 100 PIX Firewalls 

Router MC 100 VPN routers 

CSPM 50 devices 

Table 6 Large Configuration (Reflects the theoretical maximum scalability metrics.) 

CiscoWorks VMS Module Scalability Metric (up to) 

IDSMC 300 IDS sensors 

Security Monitor 500 events/sec 

PIX MC 1000 PIX Firewalls 

AUS 1000 PIX Firewalls 

Router MC 1000 VPN routers 

CSPM 200 devices 
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Server Sizing 

Based on thPse factors . a closer examinatíon ofthe recommended server sizing for each configuration is now possible. 

1t is important to note that these specifications are minimum requirements for individual applications andare 

frequPntl y Pxreeded in many deployments. The general rule ofthumb here is, ifit is necessary to choose one metric 

that will ha vP the greatest affert on performance, then increase the amount of RAM. It is also important to pay 

attt'ntion to the scale limits of each application. Ifyou are approaching some ofthose theoreticallimits, it might be 

a good idra to increase the horsepower ofyour VMS server(s). For example, it is not out of the question to see a P4 

2.2Gll7 C PU with 4 GB of RAM running VMS applicatíons. For a general guideline, please see Table 7. 

Table 7 Server Recommendations for CiscoWorks VMS Configurations 

Configur•tion Sm•ll Medium Large 

CPU PllllGHz PIII1 .4GHz P4 2.0GHz 

RAM 1GB 1.5GB 2GB 

Virtulll memory 2GB 3GB 4GB 

Hard dtsk space 9GB 20GB 40GB 

Server Deployment Rules of Thumb 

In terms of applicatíon compatibility, there are severa! rules to follow: 

• CD-One. RME, and VPN Monitor MUST reside on the same server. 

• Router MC. IDS MC. Security Monitor, PIX MC, and AUS must be installed on top of Common Services. 

However. since more than one instance o f Common Services can be installed, these can still be deployed across 

different servers. 

• CD-One MUST be installed before Common Services. 

Given these conditions, CiscoWorks VMS can have extremely flexible deployments. Ali of the components can be 

installed and run on a single server. On the other si de o f the spectrum, each o f these components can be installed on 

its own individual server. This extremeis not practícal and deployment will generally depend on a number offactors, 

including the following four : 

1. Which applications do you actually need? 

Although VMS provides a rich , comprehensive management solution, it is possible (and perhaps even probable) that 

users will not need every single tool. The first question that should be asked is: Which applications do I actually need? 

Once this has been determined, users can choose to install only the modules that are needed. Figure 2 shows a table 

that provides the installation arder based upon the different management options provided they are installed on a 

single server. 
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Figure 2 

CiscoWorks VMS Module lnstallation Matrix 

Legend 

li] Manage VPN Router 

~ Manage PIX Firewall 

Manage lOS Sensor 

Management Options lnstallation Order 

~~ 
Ei 
~ 

~i'~ "=""""''"''"-

(l) CD-One. (2) RME, (3) VPN'Monitor, (4)'Goro!l1ó0 Services, {5) Router MC 

(1) Common Services, (2) lOS MC, (3) Securlty Monitor 

{1.) CD-One, (2) RME, (3) VPN MonítQr, (4) cammoo Servíces, (5) Router MC, 
(6) IDS MC, (.7) Securlty Monitor 

{i}CommonServices, (2)PIX MC, {3) AUS, (4) IDS MC, f5) Security Monitor 

{1) CD-One, (2) RME. (3) VPN Monitor, (4) Coromon Servíces, (5) Router MC, 
(6) PIX MC. (7) AUS, (8) IDS MC. (9) Security Monitor 

\ ~ -. 

Note: This table provides basic guidelines. Obviously, not ali the combinations and tools within VMS are 

covered-just those with installation arder dependencies. 

• Installation Option 1: For VPN management, it is the monitoring component that is covered by CD-One, RME, 

and VPN Monitor. If monitoring is not necessary, these modules do not need to be installed. 

• Installation Option 2: For PIX management, AUS is only necessary in arder to take advantage o f the auto-update 

feature for PIX configuration and software deployment. 
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2. How many devices will each application manage? 

If one o f the applications being used is approaching its theoretical scale limits, it is a good idea to dedica te a server 

to that application. For obvious reasons o f resource allocation and task distribution , it is best not to have other 

applications using valuable CPU resources when trying to manage a large number of devices. 

For example, if an instance of PIX MC is installed that is managing 800 PIX Firewalls. and the user is also trying to 

roll out a hub and spoke VPN deployment across 600 router spokes, it is probably a good idea to break these 

applications apart anta dedicated servers. 

3. How many administrators will me using these applications? 

In some multi-administrator environments, it makes sense to explore different deployment options for VMS. Because 

there are so many applications involved, and they each have a very distinct purpose, it is possible that there will be 

different security administrators using different applications. In this case, it is probably better to split these 

applications anta dedicated servers. This way, if one application is busy with a resource-intensive task such as 

generating configuration files, the second application will not suffer any degradation in performance. 

4. What types of cost restrictions exist in terms of server procurement? . 

Does the organization using CiscoWorks VMS have (or have the ability to get) multiple servers? In some cases, there 

may only be enough budget to allocate to one server. Ifthis is the case. then it is always better to shoot for a high-end 

server that exceeds the minimum system requirements. This allows roam for growth, as well as improved 

performance. 

More is Better 

The bottom line is, if at ali possible, use multi pie servers and split the applications across them as they make sense. 

Generally, for better scalability, resource allocation. task distribution, and roam for growth, more is better as long 

as it doesn't become cumbersome and unmanageable. Also keep in mind that ifyou decide to combine multiple 

applications onto a single server, you will need to pay special attention to the hardware requirements o f each 

application and adjust accordingly. 

The following figure and section breaks down some basic deployment options and provides some general guidelines 

covering most customer scenarios (Figure 3). Note that these are simply recommendations, and do not necessarily 

indicate that CiscoWorks VMS must be deployed in this manner. 
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Figure 3 

Server Deployment Options 

_Single~ 

• CD-One 
•RME 
• Vf>N Monitor 
-• Common.Servlces 
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~ ·1Q$ .MG . 
~ TsecurítY Monitor,-· 
") • lOS Hbst Console 

·CSPM 

Option 1: Single Server Deployment 

Server 1 ~itoring) 
•CD-Oile 
•RME 
• VPN Monitor 
• common Servic~ 
• SecUtity MonitOr . 

Sérver 2 (Confi~on) , 
• C():,Qne toptlonal) 
• ~ME (pPtlonal} 
• Common Servlces· 
•PIXMC 

. .. VPN ~rvater .ue=·: -: -
~ -~ • o# ~;'f,..~~ . • t~· .Ç "" 

•IDSMC 
•lOS HostConsole 
•CSPM 
Sérver a (Auto Update) 

• Common Services 
• Auto Upd;:Jte 

For small-scale security environments with a single network security administrator, a single server deployment is 

recommended. This has the benefit of being Iow cost to the organization and guarantees ease of administration. 

Option 2: 2 Servers: Configuration and Monitoring 

This deployment option breaks down the VMS applications across function. One server is dedicated for monitoring 

and the second server is dedicated for configuration. 

Server 1: Configuration 

This security management server is designed to combine ali of the CiscoWorks VMS applications that assist in 

configuration. Whether the infrastructure is VPN Router, PIX Firewall, IDS Sensor, or Host IDS Agent, this server's 

primary function will be configuration. The relevant applications are: 

• Common Services 

• PIX MC 

• AUS 1 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

• Cisco Secure Policy Manager (CSPM) 

I. AUS primarily provides configuration and software updates to remate PIX Firewalls. For this reason, it is frequently recommended to place the 
AUS within the organization's DMZ. lf this is the case. we recommend using a dedica ted server for AUS. 
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Server 2: Monitoring 

The second server in this deployment option is dedicated for monitoring. VPN Monitor is used for IPsec MIB 

monitoring and Security Monitor is used for consolidated event viewing o f Post Office IDS, Host IDS, PIX, and lOS 

Syslog messages. The applications for this server are: 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Option 3: 3 Servers: Security Application Function 

The third deployment option centers around splitting up the CiscoWorks VMS application according to security 

technology (or infrastructure) managed. The first server deals with VPNs, and generally this covers IOS-based VPN 

routers. The second server contains the applications used to manage the PIX Firewall. Finally, the third server is 

dedicated to the management and monitoring of IDS-both network-based and host-based IDS. 

Server 1: VPN 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• VPN Router MC 

Server 2: Firewall 

• Common Services 

• PIX MC 

• AUS 

• CSPM 

Server 3: IDS 

• Common Services 

• IDS MC 

• Security Monitor 

• Cisco Host IDS Console 

Option 4: 4 Servers: Granular Management Contrai 

For greater granularity and scalability benefits, further divide the deployment. The main difference with this option 

is the use o f a dedicated server for AUS, since it is placed within a different subnet o f the network. The other 

difference is the use o f a dedicated server for the policy management tool CSPM. This makes sense because CSPM 

does not have any natural integration with the other products in the bundle and it is also resource intensive. As such, 

it is recommended to split it up and have a dedicated system for policy management across mixed environments. 
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Server 1: Configuration 

• Common Services 

• PIX MC 

• VPN Router MC 

• IDS MC 

• Cisco Host IDS Console 

Server 2: Monitoring 

• CD-One 

• RME 

• VPN Monitor 

• Common Services 

• Security Monitor 

Server 3: Remote Management (placed in DMZ) 

• Common Services 

• AUS 

Server 4: Policy 

• CSPM 

\b 
) ~:> .'> 
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Again, keep in mind that these are only recommendations. There are numerous combinations and deployment 

options available and each case should be considered on an individual basis. There willlikely be many cases where 

customers don't even want to use ali of the possible applications within VMS. 

CiscoWorks VMS Applied 

Now that we have determined how to deploy the components of CiscoWorks VMS from an installation perspective, 

we need to take a look at how these applications should be deployed from a functional standpoint. Three basic 

questions will be addressed in this section: 

1. What is the management function of each application? 

2. What devices can I manage? 

3. What types of services do I need to enable? 

The first question requires a detailed look in to the capabilities o f each product. This information is used to figure out 

what aspects o f security management can and should be managed by each o f the components within VMS. 

Answering the second question will clarify confusion surrounding the variances in device support by the component 

applications. Finally, the last question looks at how each application touches the device(s) that it manages. By 

examining the communication protocols being used, we can compile a listo f requirements that ensures a successful 

deployment of VMS. For the sake of clarity, we will examine each o f the questions on a product/server basis. 

Note: The components of a Cisco network infrastructure are diverse and varied; however, for this discussion 

surrounding security, we will focus on five classes o f objects: lOS routers, PIX Firewalls, VPN concentrators, IDS 

sensors, and IDS host agents. This does not imply that VMS is not able to manage other elements , simply that these 

are the pieces we must pay special attention to for security issues. 
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A Word About Management Subnets (Out-of-Band Management) 

In man~· nrtworks. it is desirable to design a separate management subnet. This is commonly referred to as 

out -of band management and describes a situation where the management stations reside on an isolated subnet 

separatr from the network elements they are trying to manage. This is attractive to many network administrators 

dur to thr inhrrent higher levrl of security and clear functionai division within their network . 

A~ i ~ tht> ra~e with ali network management toois, however, CiscoWorks VMS requires network access to the devices 

that it i' tn ing to manage. So when making this decision, consider that, while it might be desirable to have a 

completrly isolated management subnet, it will do no good unless there is IP connectivity to the rest ofthe network. 

Thi~ mmt br rarefully planned out when deploying VMS in such an environment. 

CD-One (CiscoView) 

What 1s the management function? 

CisroView provides graphical Web-based device management. Users ofCiscoView see a graphical representation on 

their computer screen and are able to monitor real-time device status, and in certain cases make configuration 

changl'S to those devices. From a CiscoWorks VMS perspective, CiscoView is positioned as a troubleshooting tool. 

I f there is a problem within the network, and that probiem has been isoiated to a single device or interface, then 

CiscoView can be used to take a look at the statistics associated with that device and potential configure variabie(s) 

to solve the problem. 

What devices does it manage? 

CiscoView provides support for the majority of the Cisco lOS routers, Cisco VPN 3000 Series Concentrators, and 

the Cisco PIX Firewall 50 I and 506 Series. 

Which services do I need to enable? (Application protocol requirements) 

Cisco View relies entirely on SNMP get/set operations (UDP port 16 I) for its functionality. From the Cisco View server 

to the device, you need to enable SNMP traffic. Furthermore, the devices that you are managing must be configured 

to support SNMP. The Cisco lOS Software devices can support both get and set operations (for both monitoring and 

configuration) . so both read and write community strings are configured separateiy to provide this levei of 

granularity. For the VPN 3000 Concentrators and the PIX Firewalls, only SNMP read operations are supported-so 

while you can monitor these devices, configuration using CiscoView is not possible. 

Resource Manager Essentials 

What is the management function? 

Describing the functions o f Resource Manager Essentials (RME) would take an entire pape r by itself. In general (and 

from a security perspective). this application provides basic network management operations and administration. 

Bas ically. this tool provides: 

• lnventory management to keep track of the devices within the infrastructure 

• Configuration management to manage configuration o f the network devices 

• Change audit contrai to keep track o f any changes (configuration or otherwise) occurring in the network 

• Software image management to facilitate the maintenance o f software versions 

• Sys log management to receive and analyze syslog messages sourced from the network devices 
L 
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This list confirms that RME functionality provides benefits beyond the scope o f security infrastructure management. 

For the purposes o f this discussion, focus is on the benefits it provides to ou r reference environment. O f special 

interest is the fact that RME can generate configuration reports, software image upgrade analysis, and syslog reports 

specific to VPN-related infrastructure and environments. 

What devices does it manage? 

RME provides support for Cisco lOS routers, VPN 3000 Concentrators, and PIX Firewalls (506, 515, 520, and 525 

Series) . For the concentrators, RME does NOT support configuration management and only provides limited 

support for software image management. For the PIX Firewalls, RME provides limited support for syslog 

management. Refer to the diagram of our reference topology and notice this covers ali aspects of our network with 

the exception of the lOS sensor. For this reason, RME is frequently referred to as our "core" management 

application. 

Which services do I need to enable? (Application protocol requirements) 

RME depends on severa! protocols to manage its devices. These include SNMP, Telnet, TFTP, and Syslog, among 

others. Because the subcomponents of RME are so varied, along with the different devices, we've summarized the 

application protocol requirements for this tool in Table 8. 

Table 8 CiscoView and RME Protocol Requirements 

Application Traffic Flow Service(s) TCPIUDP Port Number 

CiscoView 

~-~ 
SNMP UDP 161 

............. . 

lnventory Manager 

~ -- ·~ 
SNMP UDP 161 

~~ -

'----' 

Configuration Manager 
~-Sl!fl 

Telnet TCP 23 

.____, '] TFTP UDP69 

SNMP UDP 161 

Software lmage Manager 
~ ~ 

Telnet TCP 23 

-.-"' gl TFTP UDP69 :...._.JJ 
SNMP UDP 161 

Change Audit Services 

~~-~ 
Syslog UDP 514 

~J 

Availability Manager Telnet TCP 23 

~-~1 SNMP UDP 161 ..___, 
ICMP N/ A 

Syslog Analyzer 

~-~-
Syslog UDP 514 

---' . 
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Based on this matrix, it is necessary to make sure the devices being managed with RME are configured to provide 

the proper information. SNMP read (and write where applicable) community strings need to be configured. The 

Telnet service, along with a login password, needs to be enabled. Finally, the devices need to be configured to point 

their syslog messages at the RME server. 

Common Services 

What is the management function? 

Common Services is a server environment that provides a common set of services and management functions to a 

suite o f client applications-the Management Centers. These services and functions include the following: 

• Data storage and management 

• A web infrastructure 

• Session management 

• User authentication/permission management 

• Common environment for multiple client applications 

Common Services must be installed on the server before any ofthe MCs, Security Monitor, or AUS can be installed. 

These applications integrate with Common Services and use the services and management functions provided by 

Common Services. 

Note: To install Common Services and CD-One on the same system, CD-One MUST be installed first! Common 

Services can be installed on top o f an existing CD-One Edition 5 installation, which allows the user to install and 

access applications such as RME and Router MC from a single server. 

What devices does it manage? 

Common Services provides the server environment, and does not directly manage any particular network devices. 

The management is typically handled by the applications that sit on top o f Common Services. 

Which services do I need to enable? (Application protocol requirements) 

Common Services is responsible for the web infrastructure o f the VMS MC applications, so in terms o f application 

protocols, it is important to maintain the connection from the Web client to the Web server. Typically this will be 

HTTP and HTTPS traffic through pre-assigned port numbers: 

• TCP 1741 

• TCP 1742 

• TCP 1751 

For a comprehensive list of TCP and UDP port numbers used by Common Services. please consult the product 

documentation "Installing CiscoWorks Common Services on Windows 2000." 
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Management Center for VPN Routers 

What is the management function? 

Management Center for VPN Routers (Router MC) provides an easy management interface to set up and maintain 

VPN connections between multi pie supported Cisco IOS Software devices in a hub-and-spoke topology. Router MC 

allows network managers to quickly and easily provision ali criticai connectivity, security, and performance 

parameters for a site-to-site, large-scale VPN. Utilizing a point-and-click web-based interface and preconfigured 

components for VPN creation, Router MC also allows the quick configuration o f smaller, simpler VPNs. In addition 

to configuring hub and spoke VPNs, Router MC also lets users replace leased line connections with VPN 

connections, or prepare VPN configurations for routers not yet on the network 

What devices does it manage? 

Router MC is used to manage VPNs across Cisco IOS Routers. In general, the application is hardware-platform 

agnostic. It only cares about the version o f Cisco IOS Software and the supported feature set. The basic rui e is that 

the routers have to support IPs.ec. SSH. and named access lists. Table 9 lists the Cisco IOS Software versions that have 

been tested with Router MC. 

Table 9 Supported Cisco lOS Software Versions in Router MC 

Cisco lOS Software Platform Minimum Cisco lOS Software Version 

7100, 7200 (Hub) 12.1(9)E 

3640/60 (Hub) 12.2(2)T. 12.2(3) 

7100, 7200 (Spoke) 12.2(2)T. 12.2(3) 

2610/20/50 and 3620/40/60 12.2(2)T. 12.2(3) 

1720/50 12.2(2)T. 12.2(3) 

806 12.2(1)XE 

803 12.2(2)XH 

Which services need to be enabled? (Application protocol requirements) 

Router MC uses SSH (TCP port 22) to configure the lOS routers. The SSH session is established when devices are 

initially imported into Router MC. Then when configurations are pushed out to the devices, this session is also 

encrypted via SSH. Figure 4 shows how Router MC is applied to our reference topology. 
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Figure 4 
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Management Center for PIX Firewalls (PIX MC) enables Cisco PIX Firewall infrastructure management by 

configuring new firewalls and importing configurations from existing firewalls. Firewall device settings, access rules, 

and translations rules can be configured, and these configuration changes can then be deployed to the firewalls on 

the network. PIX MC also provides a powerful tool for controlling changes made to the network, showing 

configuration and status changes. 

What devices does it manage? 

PIX MC is used to manage the PIX Firewall deployed throughout the network. These include ali the PIX platforms: 

501, 506E, 515E. 525, and 535 Series. The PIX MC supports the command sets for PIX OS version 6.1 , and supports 

the Auto Update and the Easy VPN command sets found in version 6.2. 

Which services must be enabled? (Application protocol requirements) 

PIX MC uses an encrypted session to manage its PIX Firewall devices. The protocol that it uses is SSL (or HTTPS) 

and the port number assigned for this connection is TCP port 443. Therefore , it is necessary to permit TCP 443 to a 

PIX Firewall (from the management interface) in arder for PIX MC to properly manage the device . Figure 5 shows 

how PIX MC is applied to our reference topology. 
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Figure 5 

PIX MC Applied 
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AUS is responsible for storing configurations and software images for PIX Firewalls. Firewalls operating in 

auto-update mode periodically contact AUS to upgrade software images, configurations, and versions o f PDM, and 

to pass device information and status to AUS. Using AUS also facilitates managing devices that obtain their addresses 

through Dynamic Host Configuration Protocol (DHCP) or that sit behind Network Address Translation (NAT) 

boundaries. Typically, because ofthis management function, the AUS is deployed in a publicly accessible DMZ which 

the remate side PIX Firewalls can contact directly. 

What devices does it manage? 

PIX MC is used to manage the PIX Firewalls deployed throughout your network. These include ali the PIX platforms: 

501 , 506E, 515E, 525, and 535 Series. AUS requires that PIX Firewalls run OS version 6.2 since it requires the Auto 

Update feature . 

Which services need to be enabled? (Application protocol requirements) 

AUS talks to two different pieces in ou r topology diagram. The first piece it talks to is the PIX MC server. If these 

two applications are installed on the same system, no changes are necessary to the communication architecture. 

However, i f they are installed on different servers, the PIX MC server will push configuration files to AUS using SSL. 

making it necessary to open up TCP 443 to the AUS system. 
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Thr srrond pirce is the actual cornmunication between the AUS and the PIX Firewall itself. In this scenario, there is 

two·way rommunication and both occur via SSL. Therefore, it is not only necessary to open up TCP 443 to the AUS 

from thr PIX . but also vier versa. For transfer ofbinary images (PIX and PDM software). this will be transferred via 

standard HITP over TCP 1751 (I his can optionally be changed to SSL). Figure 6 illustrates how AUS is applied to 

our rrfrrrnrr topology. 
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What is the management function? 

Management Center for IDS (IDS MC) manages configurations for Cisco Intrusion Detection System Sensors. Ali 

aspects o f senso r configuration can be managed through a series o f Web-based screens, including individual sensors 

o r a group o f sensors having a common configuration. The senso r configuration data resides in a data base. IDS MC 

can also perform signature updates by downloading the update archives from the Cisco web location and then 

distributing the::.e signature updates to the appropriate sensor groups. 

A sepa rate but closely related product, Monitoring Center for Security (Security Monitor) . provides event collection, 

viewing. and reporting capability for network devices. This is covered in the next section. 
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What devices does it manage? 

IDS MC manages the Cisco IDS appliance sensors as well as the Cisco IDS Module for the Catalyst 6500. The IDS 

software required for the application depends on the platform (See Table 10). 

Table 10 Required IDS Sensor Software for IDS MC 

IDS Sensor Platform Minimum Required Software 

Cisco IDS Appliance Sensor 

Catalyst 6000 IDS Module 3.0.51 

1. lOS 4.0 software will be supponed in a future release of lOS MC and Security Monitor. 

Which services need to be enabled? (Application protocol requirements) 

IDS MC uses two protocols to manage the IDS sensors: First, it uses Secure Shell (SSH) to secure remate Iogin to the 

sensors. Second, it uses SCP to secure the transfer of the actual sensor configuration files. Session-Control Protocol 

(SCP) uses SSH for data transfer. so TCP 22 needs to be allowed to the sensors. Figure 7 illustrates how IDS MC is 

applied to our reference topology. 

Figure 7 

lOS MC Applied 
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Security Monitor 

What is the management function? 

Monitoring Center for Security (Security Monitor) provides a Web-based interface for event collection , viewing. and 

monitoring for the following devices: 

• Cisco Intrusion Detection System Sensor running Post Office software 

• Cisco lOS router running IDS software 

• Host IDS Sensor via the Console 

• PIX Firewall \.1 
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The Security Monitor displays events on a customizable event viewer, and allows the user to write some basic event 

correlation rules to consolidate events. These rules can also be set up to kick off real time notifications. 

What devices does it manage? 

Security Monitor can receive security events from tive sources with the following software requirements: 

Table 11 Required Software for Security Monitor Devices 

Security Event Source Minirnum Software Required 

Cisco IDS Appliance Sensor 3.0 .1 

Catalyst 6000 lOS Module 3.0.5 

lOS router lOS with IDS features set 

PIX Firewall Any version that supports syslog 

Host IDS Console 2.5 or later with integrator software 

Which services do I need to enable? (Application protocol requirements) 

Beca use o f the number o f data inputs, consider each o f these individually in terms of application protocol 

requirements. For the Post Office devices (sensor appliance and IDS module), Security Monitor uses Post Office 

protocol to forward events. For the other data sources (Cisco lOS Software, PIX and Host IDS), the events are sent 

to Security Monitor via syslog. So make sure to allow Post Office (UDP 45000) and syslog (UDP 514) to the Security 

Monitor server. Figure 8 illustrates how Security Monitor is applied to our reference topology. 

Figure 8 

Security Monitor Applied 
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~::< ·· ·· ·· · · · 
~.J ····· . . 

Securlty Monitor ··.. · ... 

lOS VPN Router 

....... .,. PostOffice 

....... ._ Syslog 
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VPN Monitor 

What is the management function? 

VPN Monitor provides monitoring statistics for the enterprise head-end VPN devices-this means the " hubs" of a 

hub-and-spoke VPN topology. In our reference topology, this refers to both the Cisco 7XOO Series Router and the 

VPN 3000 Concentrator, so proper connectivity from the VPN Monitor server to those devices is necessary. This 

application provides statistical VPN information in both graphical and tabular format. It can also be used as a 

graphical notification tool when certain VPN-related thresholds (that are user configurable) are violated. With VPN 

Monitor, network administrators can get an overall view of how their VPNs are doing by looking at metrics that 

include encrypted traffic statistics, secure handshake negotiations, packet replays, and so on. 

What devices does it manage? 

VPN Monitor supports Cisco lOS VPN routers with the necessary IPSec MIB support as well as VPN 3000 

Concentrators. Currently, the application supports the Cisco1700, 2600, 3600, 7100, and 7200 Series routers. The 

software image version requirements are: 

o 1700, 2600, or 3600 lOS Router-12.2(4)T or !ater 

o 7100 o r 7200 lOS Router-12.1 (5a)E or !ater 

o VPN Concentrator 3000 Series-2.5.2f or !ater 

Which services do I need to enable? (Application protocol requirements) 

Much like CiscoView, VPN Monitor requires SNMP (UDP port 161) to function. The VPN Monitor server 

periodically polls the devices to retrieve the IPSec MIB information. Since this is purely a monitoring tool, it is only 

necessary to consider SNMP get operations on these two classes o f devices. This corresponds to configuring the 

SNMP read community string on the network devices that need to be managed with VPN Monitor. Figure 9 

illustrates how VPN Monitor is applied to our reference topology. 

Figure 9 

VPN Monitor Applied 
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Note: Given these requirements, it IS possible to use VPN Monitor on a remate VPN device. However, this is n 

entirely practical for two reasons: First, this type of monitoring does not scale as well. Second, in most cases it is 

sufficient to view the VPN metrics from one end o f the tunnel (and not both). 

Cisco lOS Host Sensor 

What is the management function? 

The Cisco IDS Host Sensor (Cisco HIDS) application is a product that complements the network-based IDS 

management provided in IDS MC and Security Monitor, and gives CiscoWorks VMS a truly comprehensive solutio 

to manage intrusion detection. The basic premise o f Cisco HIDS is to protect individual host systems from intrusio 

detection. The software (agent) sits on the host itself and examines system calls to the OS kernel, comparing these t• 

a data base o f well-known signatures. Events are reported back to a central Cisco HIDS Console system, which 

consolidates the information from the agents it is managing. If a signature match is found , Cisco HIDS will preven 

the operation and shoot off a real-time notification. 

This protection model is provento mitigate well-known threats such as the NIMDA and Code-Red worms withou 

any user configuration. This means the Cisco HIDS agent software is especially important to use on important 

network hosts, at the user's discretion. In our reference topology, the Cisco HIDS agent code is installed on ali the 

network management servers that comprise the VMS solution, thus protecting the important network managemen1 

systems. These servers report IDS events back to the HIDS Console system, which are then forwarded to Security 

Monitor, provided the integrator software is installed on the HIDS Console. Users are asked to provi de the IP addres~ 

and syslog listening port o f Security Monitor during the installation o f the integrator. 

What devices does it manage? 

The Cisco HIDS application does not directly interact with Cisco network devices. It interacts with network hosts 

with the Cisco HIDS Agent code installed. At present, the following server OS versions are protected: 

• Windows NT 4.x Server 

• Windows NT Enterprise Server (SP 3 or !ater) 

• Windows 2000 Server 

• Windows 2000 Advanced Server 

• Solaris 2.6, 2.7 , and 2.8 

The following Web servers are protected: 

• Windows IIS Web Server 

• Solaris Apache 

• Solaris Netscape Enterprise 

• Solaris iPianet 

Consult product documentation to verify the current available option of the Cisco HIDS Agent software. 
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Which services do I need to enable? (Application protocol requirements) 

For Cisco HIDS to work properly, the agents must be able to communicate with the console. This is necessary so tha; 

the agents can report lDS events to the console, and just as importantly, the console can pus h configuration change! 

out to the agents. This communication is accomplished through a proprietary protocol that travels on TCP port 

5000. This port number is actually a configurable option upon install, but TCP port is the default value. Figure 10 

illustrates how the Cisco HIDS application is applied to our reference topology. 

Figure 10 

Cisco HIDS Console and Agents Appl ied 

Cisco Secure Policy Manager 

" 
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Cisco HIDS 
Console 

Server 2-
Security Monitor 

What is the management function? 

Cisco Secure Policy Manager (CSPM) is an end-to-end security policy tool. Network administrators use CSPM to 

define and deploy security policies for their networks. This can be something as simple as what hosts or networks 

are allowed to access their network, or it can be something much more complex involving encryption, access 

methods, and other variables. The point is that, using CSPM, network administrators can implement policy 

management across their mixed network infrastructures. 

From the perspective o f ou r reference topology. the role o f CSPM is twofold: 1. lt manages traffic encryption policy 

by handling the VPN configuration that allows the user to configure the hub and spoke VPN tunnels between the 

7XOO Series Router on the corporate network to the endpoints on the branch sites (both lOS and PlX devices). 2. It 

allows the user to configure security policies on the PlX Firewall(s) and also the firewall feature set on the lOS 

enterprise gateway, defining basic firewall policy distribution. 

What devices does it manage? 

As can be inferred from the previous paragraph, CSPM is able to manage the Cisco lOS routers and PlX Firewalls . 

The software image version requirements are: 

• Cisco lOS Router-12 .0(5) or !ater with the FW-DES feature set 

• PlX Firewall-4 .2.4 or !ater with the Data Encryption Standard (DES) feature set 

Other versions can be added and managed as well , using the version management utility in CSPM. 
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Whtch scrvices do I need to enable? (Application protocol requirements} 

CSPM n·quirrs severa! protocols in arder to function. First, when applying a security policy across the network, 

CSPI\1 will usr Telnet (TCP port 23) to connect to the device(s) and make configuration changes. The second protocol 

is ~y~ l og (UDP port 514) . Thr CSPM h as the ability to receive and consolidate syslog messages from the Cisco devices 

that it i\ managing. The application keeps an archive ofthese syslog messages and can use them to generate reports 

ba~!'d upon the inforrnation they provide. Based on these requirements, the devices must then be configured to 

support tht·~" services. For both Cisco lOS Software and PIX, the telnet service along with a login password must be 

enabh>d . . , hP~I' devices also nrt>d to be configured to point their syslog messages to the CSPM server. Note that those 

drvir~ managrd by both RME and CSPM will now be sending their syslog messages to two different hosts. Figure 

11 illustrat~ how CSPM is applied in our reference topology. 

Figure11 
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Putting lt Ali Together 

Clearly. it is important to distinguish which components to use, determine where to deploy the various components 

o f VMS, and identity what elements o f the network infrastructure each piece manages. Table 12 summarizes the 

information presented in this seCtion along with the associated management protocols that must be enabled in order 

for the applications to function properly. 

Table 12 Summary of CiscoWorks VMS Components Applied 

Application Traffic Flow Service(s) TCP/UDP Port Number 

CiscoView 

~ o SNMP UDP 161 
---+ -. ··~ 

-...;iJd 

lnventory Manager SNMP UDP 161 
~-9,'-. . 

' ---' 

Configuration Manager 

~-iEP 
Telnet TCP 23 

TFTP UDP69 

SNMP UDP 161 

Software lmage Manager 
~-~1 

Telnet TCP 23 

"-----' ;;) TFTP UDP69 

SNMP UDP 161 

Change Audit Services 
~-tr~ 

Syslog UDP 514 

"---" 

Availability Manager 

~J-w 
Telnet TCP 23 

SNMP UDP 161 

I CMP N/ A 

Syslog Analyzer 
~ ""<:..:; 

Syslog UDP 514 -· ~J 

Caveats 

When deploying VMS. it is important to realize the specific services required by each individual application, as 

outlined in the previous section. In certain instances, two different applications may require the same type of access 

to a particular device (for example, CiscoView and VPN Monitor both use SNMP to retrieve the management 

information) . However, beca use some ofthe applications within VMS have a security focus , sharing access to a device 

can be a potentially contentious situation. This section discusses some ofthe things that need to be considered should 

you deviate from the deployment guidelines provided in this document. 

Considerations with Network Address Translation 

In many topologies, Network Address Translation (NAT) is used . This is an excellent feature for security and address 

space conservation, but it can c reate some problems with management tools. This section points out some o f the 

caveats and issues that may occur if CiscoWorks VMS is deployed into a network environment with NAT. 

.l 
. I . 
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NAT and AUS 

If the AUS application is used and the server is sitting behind a NAT gateway, pay special attention to the PIX 

Firewalls you are managing. Considera remate PIX that contacts the AUS server. lt will actually contact the NAT 

address (not the real address). When the AUS responds with the proper URL to download the updated configuration 

or software image, it will use the NAT address. Conversely, if the AUS is NOT behind a NAT gateway, you could 

also configure it to provide it's real address (Figure 12). The bottom line is that you have to decide to use the NAT 

address or the real address for ALL the PIX Firewalls you are managing-NAT and non-NAT addresses cannot be 

mixed within a single installation of AUS. 

Figure 12 

NAT and AU S 

AUS 

ReaiiP: 10.1.1 .1 q: -.
1

;:). 
NAT IP: 192.168.1.1 ' ·~-~ -..: 

' ., ··· .... 
. · ~r. · ... ~ •• •• •••••• •• • 

DMZ ••••••••• •··..•• .•• Auto Update to AUS 

··\··· ~espond·~~;:·~~~·;~~::::::::::· · ······· · · · · ~. 
NAT'd IP in URl •·•· ••.. :A. 

~· Public 

PIXfirewall 
(NAT Gateway) 

Internei ' Remote PIX 
Firewall 

When it is necessary to manage PIX Firewalls (both internai and externai), we recommend installing two copies o f 

AUS-one for the externai firewalls that will use the NAT address and one for the internai firewalls that will use the 

real IP address. 

NAT and Router MC (Hub Side) 

When using Router MC to set up a hub-and-spoke VPN environment, be careful about the hub router VPN interface. 

Beca use o f the way the product is designed, this interface cannot be behind a NAT gateway. The VPN termination 

interface must be a publicly addressable IP subnet. If it was behind a NAT gateway, then from the perspective o f the 

peer it would be necessary to assign it the NAT'd address. The Router MC application, however, only allows you to 

assign by interface and not IP address-so the peer statements will be incorrect. Refer to Figure 13 to see how the 

VPN topology must be built for compatibility with Router MC. 
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Figure 13 

NAT and Router MC 
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There is also a deployment caveat with NAT and VPN spoke devices. Router MC needs to manage the spoke devices 

(VPN peers) with their real IP address. The current version o f Router MC does not support the situation where the 

spoke is behind a NAT gatew(ly. 

Managing a Device with CSPM and a MC 

With the number of different applications within the VMS bundle, it is possible to have some functional overlap 

between tools. For example, if you want to change a PIX Firewall access rule, you can use either CSPM or PIX MC. 

This section describes some caveats and issues that exist when using overlapping applications. 

CSPM and PIX MC 

The first area offunctional overlap is between CSPM and PIX MC. Both applications can be used to manage firewall 

device settings and access rules. So what happens when somebody tries to use both tools? Will this configuration even 

work? 

The short answer is that this will NOT work. What will happen is when a configuration change is made using one 

ofthe applications, it will overwrite that change with the other application. This can be avoided by doing a re-import 

o f the existing configuration before every deployment, but this is not practical. Also, you wquld need to make sure 

that you had an access rule set up to allow SSL traffic to the PIX. The recommendation here is to either use CSPM 

or PIX MC to manage a device, but not both. 

CSPM and Router MC 

The second area of functional overlap involves CSPM and Router MC. Both applications can be used to configure 

site-to-site VPNs on lOS VPN routers. CSPM can also be used to configure the firewall features set on those routers . 

Here, the consideration when each application would be used and how the two can work together. 

As with PIX MC, avoid managing a single router's VPN settings with multiple applications. Even though Router MC 

does not push out a whole configuration file to the device (it sends out individual commands) , it is possible that 

something will get overwritten in the original configuration. Looking at the reverse, it is definitely a problem i f CSPM 

tries to configure a router that has already been configured with Router MC. The device will need to be re-imported 

in to the CSPM database every time, just to make sure your configuration is current. This is also not a very practical 

solution. Either use CSPM or Router MC to manage a device, but not both. 
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When To Use What 

Based on some of the overlap in product functionality, it can be confusing to decide which product should be used 

in what situations. CSPM is currently the only product that can help manage a mixed environment, so you need to 

use CSPM to set up a VPN tunnel between a PIX device and an lOS device. Otherwise, since they are designed for 

better scalability, it is ALWAYS recommended to use the MC applications instead, based on the network environment 

and management needs. 

Multiple Syslog Daemons 

Severa! applications within the VMS bundle can receive syslog messages from multiple sources. Now, with Cisco 

modified OS support, ali o f these applications can also be installed on a single server. In this case, it is necessary to 

determine how to make ali o f these syslog daemons compatible. 

First, look at which applications can receive syslog messages, and from which devices (Table 13): 

Table 13 Summary of Syslog Server Applications in VMS 

CiscoWorks VMS Module Syslog Source 

RME lOS, PIX, VPN3K 

CSPM lOS, PIX 

Security Monitor lOS, PIX, Host lOS Console 

By default, ali ofthese application listen on UDP port 514. This is nota problem ifthese applications are split across 

different servers-simply send syslog messages to multiple sources. However, what happens when ali o f these 

applications are installed on a single system AND the customer wants to try and take advantage of ali three syslog 

daemons? (Figure 14 .) 

Figure 14 

Syslog Consolidation in VMS 

Cisco HIDS Console 

lOS Router 

PIX Firewall 

There are two ways that Security Monitor can alleviate this problem. The first is to configure what port number it 

should listen for syslog messages. By default it is UDP 514, but it can be changed. Also, Security Monitor can be set 

up to forward the syslog messages to another port on that same system. This is important because CSPM can change 

the port numbers they listen to for syslog messages. The other important factor is that PIX Firewalls can send syslog 

messages to the same host, but different port numbers. In this situation, here is the solution to maximize the syslog 

functionality: 
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• From lOS, send syslog to RME at UDP 514 

• From PIX, send syslog to RME at UDP 514 

• From PIX, send syslog to Security Monitor at port x 

• From Cisco HIDS Console, send syslog to Security Monitor at port x 

• From Security Monitor, forward syslog to CSPM at port y 

The only caveat here is that CSPM will not be able to receive lOS syslog messages. 

ldeally, at least two servers would be used in this scenario to take advantage o f ali three tools. The first box would 

run Security Monitor and CSPM, and the second system would run RME. This way, no syslog functionality within 

VMS is lost. 

Running the Cisco HIDS Software with other Applications 

A major component o f the CiscoWorks VMS bundle is the ability to manage IDS on a host levei-ar rather, to 

provide intrusion protection to criticai servers. The management servers for VMS should definitely be considered 

criticai and as such, we also recommend installing the Cisco HIDS agent software on these systems. 

When installing another CiscoWorks VMS module on a server with Cisco HIDS, make sure the agent is in "Full 

Warning" mode during the install process. Running in "Full Protect" mode, it is possible that the normal operations 

ofthe software may trigger a HIDS event and, as such, may actually be prevented. In this case, a false positive would 

have an adverse effect on your management system by not allowing it to perform a legitimate task. In most cases, 

you should first install the Cisco HIDS agent and run it in "Full Warning" mode. Do this for the first severa! weeks 

o f regular use to develop a baseline. This allows the user to first see events-but they will NOT be prevented. Based 

on this activity you can then identify any false positives and create appropriate exceptions. When the exceptions are 

configured, then you can change the status o f your management server agents to "Full Protect" to ensure that the 

server is properly shielded. 

Even using this deployment method, note that even in "Full Protect" mode out ofthe box, the HIDS agent software 

does not prevent any normal operations by any o f the applications in the VMS bundle. 

Compatibility lssues with IDS Event Viewer 

Cisco IDS Event Viewer (IEV) is a java-based application that lets users view and manage alarms from up to three 

IDS sensors. At the time o f this writing. when IEV is installed on a PC, that PC can NOT be used as a client for the 

CiscoWorks VMS Web-based modules. While this compatibility limitation will be addressed in future releases, the 

current workarounds for this limitation are: 

• Uninstall IEV from that client system 

• Use a different PC as your client system 

This will not be an issue for most users. Those using IDS MC and Security Monitor will most likely not need IEV 

as well. 
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Out-of-Band Management 

In many networks, it is desirable to design a separate management 

subnet. This is commonly rrferred to as out-of-band management 

and describes a situation wherr the management stations reside on 

an isolated subnet separate from the network elements they are 

trying to manage. This is at1 rartive to many network administrators 

dueto the inherent higher lrvrl of !f>l'furity and clear functional 

division within their network. 

As is the case with ali network management tools. however. 

CiscoWorks VMS requires nrtwork arress to the devices it is trying 

to manage. So when making this drcision. consider that . while it 

might be nice to have a complrtrly isolated managrment subnet. it 

will do no good unless therr is IP connectivity to the rest o f the 

network. This must be carrfully planned out when deploying VMS 

in such an environment. 

o 

Conclusions 1 b \'Og 
Evolution of VPNs and Security ~-
In the recent past. we have seen huge growth in the nee rk 

security, specifically in two areas: perimeter network security an 

secured transactions over public infrastructure. This growth has 

made it necessary to evolve how a management scheme handles this 

environment, which has resulted in the introduction o f the 

CiscoWorks VPN/Security Management Solution (VMS). 

The CiscoWorks VMS provides customers with applications to 

assist in the management oftheir security-specific hardware such as 

the Cisco VPN 3000 Concentrator series, Cisco IOS VPN routers, 

Cisco PIX Firewalls, and Cisco IDS products. VMS addresses the 

challenges of VPN deployment, monitoring. development of 

perimeter security policies, and management o f intrusion detection. 

This paper provides some basic deployment guidelines for VMS by 

outlining the different components o f the solution, what they do, 

and how they can be configured to work together. After reading this 

document, the user should clearly understand how VMS fits into the 

network management scheme and the values it adds. 

As with any dynamic environment, the needs and technologies 

around network security are constantly evolving. From a network 

management perspective, CiscoWorks VMS will continue to evolve 

to provide a comprehensive set of tools to manage the unique 

aspects of this environment. 
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This document discusses object groups, a feature introduced in PIX code version 6.2. Object grouping allows 
objects such as IP hosts or networks, protocols, ports, and Internet Contrai Message Protocol (ICMP) types to 
be collected into object groups. Once configured, an object group can then be used with the standard conduit 
or access-list PIX commands to reference ali objects within that group. This will reduce the configuration 
size. 

Before Vou Begin 

Conventions 

For more information on document conventions, see the Cisco Technical Tips Conventions. 

Prerequisites 

There are no specific prerequisites for this document. 

Components Used 

The information in this document is based on the software and hardware versions below. 

• Cisco PIX Software Release 6.2(2) 
• Cisco 515 PIX Firewall (any PIX model will work with these configurations) 

The information presented in this document was created from devices in a specific lab environment. Ali of the 
devices used in this document started with a cleared (default) configuration. If you are working in a live 
network, ensure that you understand the potential impact of any command before using it. 

Cisco - Using and Configuring PIX Object Groups 
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Network Diagram 

10.1.1.0124 

FTP r.-----; 

10.1.1.14 

FTPII---l PIX 

myFTPserver 

Using Object Groups 

When using an object group within a command, the keyword object-group must be used before the group 
name, as shown in the following example. 

access-list 100 permit object-group protocols object-group 
remates object-group locals object-group services 

In this example, protocols, remates, locais, and services are previously defined object group names. Object 
groups can also be nested, where one object group can be included as a subset of another object group. 

The command set is shown below. 

object-group grp_id 
object-group description description_text 
group-object object_ grp_name 

object-group icmp-type grp_id 
icmp-object icmp_type 

object-group network grp_id 
network-object host host_addr 
network-object net_addr netmask 

object-group protocol grp_id 
protocol-object protocol 

object-group service grp_id {tcpfudpftcp-udp} 
port-object eq service 
port-object range begin_service end_service 

Configuring Object Groups 

ICMP-Type Configuration 

The ICMP-type object group is used to specify specific ICMP types for use only with ICMP access contrai 
lists (ACLs) and conduits. A full listing of ICMP types can be found in the PIX command reference for the 

K' 
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object-group command. 

(conf ig)# object-group icmp-type icmp-allowed 
(conf l g - icmp - type)# icmp- object echo 
(config- i cmp-type}# icmp-object time-exceeded 
(confi g-icmp- type}# exit 

(confi g)• access-list 100 permit icmp any any object-group icmp-allowed 

Network Configuration 

I..J 

The network ohjcct group is used to specify host IP addresses or subnet ranges to be defined in an ACL or 
conduit. Host IP addrcsses are prcfixcd with the keyword host, and can be either an IP address ora hostname 
already defined with the name command. This object group can be used as either the source or destination in 
the associated ACI..Jconduit. 

(con flg) • names 
(config)• name 10.1.1.10 myFTPserver 

(confi g)~ object-group network ftp_servers 

(conf ig-nc twor k}# network-object host 10.1.1.14 
(conf ig-nctwork }# network-object host myFTPserver 

(conf ig- networ k}# network-object 10.1.1.32 255.255.255.224 
(conf ig- network}# exit 

(config) W access-list 101 permit ip any object-group ftp_servers 

If this list consists only o f FTP servers, the following specific example applies. 

(config) # access-list 101 permit tcp any object-group ftp_servers eq ftp 

Protocol Configuration 

The protocol object group is used to specify a protocol(s) to be defined in an ACL or conduit. This object 
group can be used as the protocol type only in the associated ACL or conduit. Note that the allowed protocols 
for this object group are only the standard PIX protocol names allowed in an access-Jist or conduit 
command, such as Transmission Contrai Protocol (TCP), User Datagram Protocol (UDP), Generic Routing 
Encapsulation (GRE), Enhanced Interior Gateway Routing Protocol (EIGRP), Encapsulating Security Payload 
(ESP), Authentication Header (AH), and so on. Protocols that sit on top of TCP or UDP cannot be specified 
with a protocol object group. Instead, these protocols will use an object group, as shown in the following 
example. 

(config}# object-group protocol proto_grp_l 

(config - protocol}# protocol-object udp 
(config-pro tocol}# protocol-object tcp 
(config-protocol}# protocol-object esp 
(config-protoco l} # exit 

(conf i g}# access-list 102 permit object-group proto_grp_l any any 

I I 

·'"' 
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Service Configuration 
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The service object group is used to specify specific or ranges o f TCP ancilor UDP ports to be defined Tn an I , 
ACL or conduit. This object group can be used as either the source port(s) or destination port(s) in the -
associated ACL/conduit, as shown in the following example. 

(config)# object-group service allowed_prots tcp 
(config-service)# port-object eq ftp 
(config-service)# port-object range 2020 2021 
(config-service)# exit 

(config)# object-group service high_ports tcp-udp 
(config-service)# port-object range 1024 65535 
(config-service)# exit 

(config)# access-list 103 permit tcp any object-group 
high_ports any object-group allowed_prots 

Object-Group Nesting Configuration 

Only object groups of the same type can be nested withín another. For example, you cannot nest a 
protocol-type object group withín a network-type object-group. 

To nest a group wíthín a group, íssue the group-object subcommand. In the followíng example, you could 
use the all_hosts group in an ACL or conduít to specífy all four hosts. Or, you could use eíther host_grp_l or 
host_grp_2 to specífy only the two hosts wíthín each group. 

(config)# object-group network host_grp_l 

(config-network)# network-object host 10.1.1.10 
(config-network)# network-object host 10.1.1.14 
(config-network)# exit 

(config)# object-group network host_grp_2 

(config-network)# network-object host 172.16.10.1 
(config-network)# network-object host 172.16.10.2 
(config-network)# exit 

(config)# object-group network all_hosts 

(config-network)# group-object host_grp_l 

(config-network)# group-object host_grp_2 

(config-network)# exit 

Verify 

This section pro v ides information you can use to confirm your configuration is working properly. 

Certain show commands are supported by the Output Interpreter Tool ( registered customers only) , which allows 
you to view an analysis of show command output. 

• show object-group - Shows the currently defined ACLs. 
I~ : ' 
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• show access-list <acl> - Shows the ACL and the associated hit counter for each line. This comrpani 
shows the expanded ACL entries for each object group defined. \~ J (.) 

!......-

Related lnformation 

• Documentation for PIX Firewall 
• PIX Command Reference 
• PIX Support Page 
• Requests for Comments (RFCs) 
• Technical Support - Cisco Systems 

Ali contents are Copyright © 1992-2003 Cisco Systems, Inc. Ali rights reserved. Important Notices and Privacy Statement. 
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A through B Commands 

aaa accounting 

~ Syntax Description 

78-13849-01 

Enable, disable, or view LOCAL, TACACS+, or RADIUS user accounting (on a server designated by 
the aaa-server command). (Configuration mode.) 

Configure with the command ... Remove with the command ... 

aaa accounting include I exclude 
acctg_service inbound I outbound I 
if_name local_ip local_maskforeign_ip 

foreign_mask group_tag 

no aaa accounting include I exclude 
authen_service inbound I outbound 
if_name group_tag 

clear aaa [accounting include I exclude 
authen_service inbound I outbound I 
if_name group_tag] 

aaa accounting match acl_name inbound I 
outbound I if_name group_tag 

no aaa accounting match acl_name 
inbound I outbound I if_name 
group_tag 

Show command options Show command output 

show aaa 

accounting 

acctg_se rvice 

foreign_ip 

Displays the AAA authentication configuration . 

Enable or disable accounting services with authentication server. Use of this 
command requires that you previously used the aaa-server command to designate 
an authentication server. 

The accounting service. Accounting is provided for ali services or you can limit it 
to one or more services . Possible values are any, ftp , http, telnet, or protocollport. 
Use any to provide accounting for ali TCP services. To provide accounting for 
UDP services, use the protocol/port form. 

For protocollport, the TCP protocol appears as 6, the UDP protocol appears as 17, 
and so on, and port is the TCP or UDP destination port. A port value of O (zero) 
means ali ports . For protocols other than TCP and UDP, the port is not applicable 
and should not be used. 

The IP address of the hosts you want to access the local_ip address. Use O to mean 
ali hosts. 

~ \ ' 
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foreign_mask 

exclude 

group_tag 

if_name 

indu de 

inbound 

local_ip 

local_mask 
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Network mask ofjoreign_ip. Always specify a specific mask value. Use O if the 
IP address is O. Use 255.255.255.255 for a host. 

Create an exception to a previously stated rule by excluding the specified service 
from authentication, authorization, or accounting to the specified host. The exclude 
parameter improves the former except option by allowing the user to specify a port 
to exclude to a specific host or hosts. 

The AAA server group tag defined by the aaa-server command. To use the local 
PIX Firewall user authentication database, enter LOCAL for this parameter. 

Interface name from which users require authentication. Use if_name in 
combination with the local_ip address and theforeign_ip address to determine 
where access is sought and from whom. The local_ip address is always on the 
highest security levei interface andforeign_ip is always on the lowest. 

Create a new rule with the specified service to include. 

Authenticate or authorize inbound connections. Inbound means the connection 
originates on the outside interface and is being directed to the inside interface. 

The IP address of the host or network of hosts that you want to be authenticated or 
authorized. You can set this address to O to mean ali hosts and to let the 
authentication server decide which hosts are authenticated. 

Network mask of local_ip . Always specify a specific mask value. Use O i f the IP 
address is O. Use 255.255.255.255 for a host. 

match acl_name Specify an access-Iist command statement name. 

outbound Authenticate or authorize outbound connections. Outbound means the connection 
originates on the inside and is being directed to the outside interface. 

Usage Guidelines User accounting services keep a record of which network services a user has accessed. These records are 
also kept on the designated AAA server. Accounting information is only sent to the active server in a 
server group. 

~ ... 

Use the aaa accounting command with the aaa authentication and aaa authorization commands . 

The include and exclude options are not backward compatible with previous PIX Firewall versions. If 
you downgrade to an earlier version, the aaa command statements wiii be removed from your 
configuration. 

Note Traffic that is not specified by an include statement is not processed. 

p 

For outbound connections, first use the nat command to determine which IP addresses can access the 
PIX Firewall. For inbound connections, first use the static and access-list command statements to 
determine which inside IP addresses can be accessed through the PIX Firewall from the outside network. 

If you want to allow connections to come from any host, code the local IP address and netmask as 
0.0.0.0 0.0.0.0, orO O. The same convention applies to the foreign host IP address and netmask; 0.0.0.0 
0.0.0.0 means any foreign host. 

Tip The help aaa command displays the syntax and usage for the aaa authentication, aaa authorization, 
aaa accounting, and aaa proxy-limit commands in summary form. 
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Examples 

o Related Commands 

aaa authentication • 

The default PIX Firewall configuration provides the following aaa-server protocols: 

aaa - s e rver TACACS+ pro t oco l tacacs+ 

aa a - s t> rver RADI US protocol radius 
a aa - sP rve r LOCAL pro t ocol l ocal 

Thl" fo llowing example uses the default protocol TACACS+ with the aaa commands: 

aaa - sc r ve r TACACS• ( i ns ide ) hos t 10 . 1.1.10 thekey timeout 20 
aaa au:he n ti ca t i on 1nc! ude a ny outbound O O O O TACACS+ 
aaa a u: hor i za tion i nclude any outbound O O O O 
aad dccounti ng inc l ude any outbound O O O O TACACS+ 
aaa a:.;:h e n t icat ion ser i a l c onsol e TACACS+ 

c· 
. ;J C J 
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Th1' example speci fies that the authentication server with the IP address 10. 1.1.1 O resides on the inside 
mterfa(;c and is in the default TACACS+ server group. The next three command statements specify that 
any u~er~ starting outbound connections to any foreign host will be authenticated using TACACS+, that 
the u~e r~ who are successfully authenticated are authorized to use any service, and that ali outbound 
connec tion information will be logged in the accounting database. The last command statement specifies 
that ac(;ess to the PIX Firewall unit's serial console requires authentication from the TACACS+ server. 

aaa authorization 

auth-prompt 

ssh 

telnet 

virtual 

aaa authentication 

78-13849-01 

Enable, di sable, or view LOCAL, TACACS+, or RADIUS user authentication (on a server designated by 
the aaa-server command). Additionally, the aaa authentication command has been modified to 
support PDM authentication . (Configuration mode.) 

Configure with the command .•. 

aaa authentication include I exclude 
authen_service inbound I outbound I 
if_name local_ip local_mask foreign_ip 

f oreign_mask group_tag 

aaa a uthentication match acl_name 
inbound I outbound I if_name 
group_tag 

aaa authentication [serial I enable I telnet I 
ssh I http] console group_tag 

Remove with the command ... 

no aaa authentication [include I exclude 
authen_service inbound I outbound I 
if_name local_ip local_maskforeign_ip 

foreign_mask group_tag] 

clear aaa [authentication include I exclude 
authen_service inbound I outbound I 
if_name local_ip local_mask f oreign_ip 

f oreign_mask group_tag] 

no aaa authentication match acl_name 
inbound I outbound I if_name 
group_tag 

no aaa authentication [serial I enable I 
telnet I ssh I http] console group_tag 

, r.~ 
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Show command options 

show aaa 

Syntax Description authen_service 

o 
authentication 

console 

o enable 

exclude 

foreign_ip 

foreign_mask 

group_tag 

Cisco PIX Firewall Command Reference 

Chapter 3 A through B Commands 

Show command output 

Displays the AAA authentication configuration. 

The application with which a user is accessing a network. Use any, ftp, 
http, or telnet. The any value enables accounting or authentication for ali 
TCP services. To have users prompted for authentication credentials, they 
must use FTP, HTTP, or Telnet. (HTTP is the Web and only applies to web 
browsers that can prompt for a username and password.) 

If the authentication or authorization server is authenticating services other 
than FTP, HTTP, or Telnet, using any will not permit those services to 
authenticate in the firewall. The firewall only knows how to communicate 
with FTP, HTTP, and Telnet for authentication and authorization. 

Only set this parameter to a service other than any if the authentication or 
authorization server is set the same way. Unless you want to temporarily 
restrict access to a specific service, setting a service in this command can 
increase system administration work and may cause ali connections to fail 
i f the authentication or authorization server is authenticating one service 
and you set this command to another. 

Enable or disable user authentication, prompt user for username and 
password, and verify information with authentication server. 

When used with the console option, enables or disables authentication 
service for access to the PIX Firewall console over Telnet or from the 
Console connector on the PIX Firewall unit. 

Use of the aaa authentication command requires that you previously used 
the aaa-server command to designate an authentication server. 

The aaa authentication command supports HTTP authentication. The 
PIX Firewall requires authentication verification of the HTTP server 
through the aaa authentication http console command before PDM can 
access the PIX Firewall. 

Specify that access to the PIX Firewall console require authentication and 
optionally, log configuration changes to a syslog server. The maximum 
password length for accessing the console is 16 characters. 

Access verification for the PIX Firewall unit's privilege mode. 

Create an exception to a previously stated rule by excluding the specified 
service from authentication, authorization, or accounting to the specified 
host. The exclude parameter improves the former except option by allowing 
the user to specify a port to exclude to a specific host or hosts. 

The IP address of the hosts you want to access the local_ip address. Use O 
to mean ali hosts . 

Network mask ofjoreign_ip. Always specify a specific mask value . Use O if 
the IP address is O. Use 255 .255.255.255 for a host. 

The AAA server group tag defined by the aaa-server command. To use the 
local PIX Firewall user authentication database, enter LOCAL for this 
para meter. 

78-13849-01 
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Defaults 
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Tip 

Usage Guidelines 
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http 

if_name 

inbound 

include 

local_ip 

local_mask 

match acl_name 

outbound 

serial 

ssh 

telnet 

aaa authentication • 

Access verification for the HTTP (Hypertext Transfer Protocol) access to 
the PIX Firewall (via PDM). The maximum username prompt for HTTP 
authentication is 30 characters. The maximum password length is 15 
characters. 

The interface name from which to authenticate users. 

Authenticate or authorize inbound connections. Inbound means the 
connection originates on the outside interface and is being directed to the 
inside interface. 

Create a new rule with the specified service to include. 

The IP address of the host or network of hosts that you want to be 
authenticated or authorized. You can set this address to O to mean ali hosts 
and to let the authentication server decide which hosts are authenticated. 

Network mask of local_ip. Always specify a specific mask value. Use O if 
the IP address is O. Use 255.255.255.255 for a host. 

Specify an access-list command statement name. 

Authenticate or authorize outbound connections. Outbound means the 
connection originates on the inside and is being directed to the outside 
interface. 

Access verification for the PIX Firewall unit's serial console. 

Access verification for the SSH access to the PIX Firewall console. 

Access verification for the Telnet access to the PIX Firewall console. 

If an aaa authentication http console group_tag command statement is not defined, you can gain access 
to the PIX Firewall (via PDM) with no username and the PIX Firewall enable password (set with the 
password command). Ifthe aaa commands are defined but the HTTP authentication requests a time out, 
which implies the AAA servers may be down or not available, you can gain access to the PIX Firewall 
using the username pix and the enable password. By default, the enable password is not set. 

PIX Firewall supports authentication usernames up to 127 characters and passwords of up to 
63 characters. A password or username may not contain an "@" character as part of the password or 
username string, with a few exceptions. 

The help aaa command displays the syntax and usage for the aaa authentication, aaa authorization, 
aaa accounting, and aaa proxy-limit commands in summary form. 

To use the aaa authentication command, you must first designate an authentication server with the 
aaa-server command. Also, for each IP address, one aaa authentication command is permitted for 
inbound connections and one for outbound connections. 

Use the if_name, local_ip , andforeign_ip variables to define where access is sought and from whom. 
The address for local_ip is always on the highest security levei interface andforeign_ip is always on the 
lowest. 

The aaa authentication command is not intended to mandate your security policy. The authentication 
servers determine whether a user can or cannot access the system, what services can be accessed, and 
what IP addresses the user can access. The PIX Firewall interacts with FTP, HTTP (Web access), and 
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Telnet to display the credentials prompts for logging in to the network or logging in to exit the network. 
You can specify that only a single service be authenticated, but this must agree with the authentication 
server to ensure that both the firewall and server agree. 

The include and exclude options are not backward compatible with previous PIX Firewall versions. If 
you downgrade to an earlier version, these aaa authentication command statements will be removed 
from your configuration . 

The aaa authcntication console Command 

The aaa authcntication serial console command allows you to require authentication verification to 
access the PIX Firewall unit's serial console. The serial console options also logs to a syslog server 
changes made to the configuration from the serial console. 

Authenticated access to the PIX Firewall console h as different types o f prompts depending on the option 
you choose with the aaa authentication [serial I enable I telnet I ssh] console command. While the 
enable and ssh options allow three tries before stopping with an access denied message, both the serial 
and telnet options cause the user to be prompted continually until successfully logging in. The serial 
option requests a username and password before the first command line prompt on the serial console 
connection . The telnet option forces you to specify a username and password before the first command 
tine prompt of a Telnet console connection. The enable·option requests a username and password before · 
accessing privileged mode for serial, Telnet, or SSH connections. The ssh option requests a username 
and password before the fir:st command line prompt on the SSH console connection. The ssh option 
allows a maximum of three authentication attempts . 

Telnet access to the PIX Firewall console is available from any internai interface, and from the outside 
interface with IPSec configured, and requires previous use of the telnet command. SSH access to the 
PIX Firewall console is also available from any interface without IPSec configured, and requires 
previous use of the ssh command. 

The new ssh option specifies the group of AAA servers to be used for SSH user authentication. The 
authentication protocol and AAA server IP addresses are defined with the aaa-server command 
statement. 

Similar to the Telnet model, if an aaa authentication ssh console group_tag command statement is not 
defined, you can gain access to the PIX Firewall console with the username pix and with the 
PIX Firewall Telnet password (set with the passwd command) . If the aaa command is defined but the 
SSH authentication requests timeouts, which implies the AAA servers may be down or not available, 
you can gain access to the PIX Firewall using username pix and the enable password (set with the enable 
password command) . By default, the Telnet password is cisco and the enable password is not set. 

If the console Iogin request times out, you can gain access to the PIX Firewall from the serial console 
by entering the pix username and the enable password. 

Enabling Authentication 

The aaa authentication command enables or disables the following AAA (authentication , 
authorization, and accounting) features: 

User authentication services provided by a TACACS+ or RADIUS server are first designated with 
the aaa authorization command. A user starting a connection via FTP, Telnet, or over the World 
Wide Web is prompted for their username and password. I f the username and password are verified 
by the designated TACACS+ or RADIUS authentication server, the PIX Firewall unit will allow 
further traffic between the authentication server and the connection to interact independently 
through the PIX Firewall unit's "cut-through proxy" feature . 

Administrative authentication services providing access to the PIX Firewall unit's console via 
Telnet, SSH, or the serial console. Telnet access requires previous use of the telnet command. SSH 
access requires previous use of the ssh command . 

" 
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The prompts users see requesting AAA credentials differ between the three services that can access the 
PIX Firewall for authentication: Telnet, FTP, and HTTP (Web): 

Telnet users see a prompt generated by the PIX Firewall that you can change with the auth-prompt 
command. The PIX Firewall permits a user up to four chances to log in and then i f the username or 
password still fails, the PIX Firewall drops the connection. 

FTP users receive a prompt from the FTP program. If a user enters an incorrect password, the 
connection is dropped immediately. If the username or password on the authentication data base 
differs from the username or password on the remote host to which you are using FTP to access, 
enter the username and password in these formats : 

authentication_user_name@remote_system_user_name 
authentication_password@remote_system_password 

If you daisy-chain PIX Firewall units, Telnet authentication works in the same way as a single unit, 
but FTP and HTTP authentication have additional complexity for users because they have to enter 
each password and username with an additional at ( @) character and password or username for each 
daisy-chained system. Users can exceed the 63-character password limit depending on how many 
units are daisy-chained and password length. 

Some FTP graphical user interfaces (GUis) do not display challenge values. 

HTTP users see a pop-up window generated by the browser itself. If a user enters an incorrect 
password, the user is reprompted. When the web server and the authentication server are on different 
hosts, use the virtual command to get the correct authentication behavior. 

Authenticated access to the PIX Firewall console has different types ofprompts depending on the option 
you choose with the aaa authentication console command: 

enable option-Allows three tries before stopping with "Access denied." The enable option 
requests a username and password before accessing privileged mode for serial or Telnet 
connections. 

serial option-Causes the user to be prompted continually until successfully logging in. The serial 
option requests a username and password before the first command line prompt on the serial console 
connection. 

ssh option-Allows three tries before stopping with "Rejected by Server." The ssh option requests 
a username and password before the first command line prompt appears. 

telnet option- Causes the user to be prompted continually until successfully logging in . The telnet 
option forces you to specify a username and password before the first command line prompt of a 
Telnet console connection. 

You can specify an interface name with the aaa authentication command. In previous versions, if you 
specified aaa authentication include any outbound O O server, PIX Firewall only authenticated 
outbound connections and not those to the perimeter interface. PIX Firewall now authenticates any 
outbound connection to the outside as well as to hosts on the perimeter interface. To preserve the 
behavior of previous versions, use these commands to enable authentication and to disable 
authentication from the inside to the perimeter interface : 

aaa authentication inc1ude any outbound O O server 
aaa authentication exc1ude outbound perim_net perim_ mask server 

When a hostis configured for authentication, ali users on the host must use a web browser or Telnet first 
before performing any other networking activity, such as accessing mail ora news reader. The reason for 
this is that users must first establish their authentication credentials and programs such as mail agents 
and newsreaders do not have authentication challenge prompts. 

~~ 
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The PIX Firewall only accepts 7-bit characters during.authenti~ation. After authentication, the client ande 
server can negotiate for 8 bits if required. During authentication, the PIX Firewall only negotiates 
Go-Ahead, Echo, and NVT (network virtual terminal). 

HTTP Authentication 

When using HTTP authentication to a si te running Microsoft IIS that has "Basic text authentication" or 
"NT Challenge" enabled, users may be denied access from the Microsoft IIS server_ This occurs because 
the browser appends the string: "Authorization: Basic=Uuhjksdkfhk==" to the HTTP GET commands. 
This string contains the PIX Firewall authentication credentials. 

Windows NT Microsoft IIS servers respond to the credentials and assume that a Windows NT user is 
trying to access privileged pages on the server_ Unless the PIX Firewall username password 
combination is exactly the same as a valid Windows NT username and password combination on the 
Microsoft IIS server, the HTTP GET command is denied. 

To solve this problem, PIX Firewall provides the virtual http command, which redirects the browser's 
initial connection to another IP address, authenticates the user, then redirects the browser back to the 
URL which the user originally requested. 

Once authenticated, a user never has to reauthenticate no matter how low the PIX Firewall uauth timeout 
is set. This is because the browser caches the "Authorization: Basic=Uuhjksdkfhk==" string in every 
subsequent connection to that particular site. This can only be cleared when the user exits all instances 
of Netscape Navigator or Internet Explorer and restarts. Flushing the cache is of no use. 

As longas the user repeatedly browses the Internet, the browser resends the "Authorization: 
Basic=Uuhjksdkfhk==" string to transparently reauthenticate the user_ 

Multimedia applications such as CU-SeeMe, Intel Internet Phone, MeetingPoint, and MS Netmeeting 
silently start the HTTP service before an H-323 session is established from the inside to the outside. 

Network browsers such as Netscape Navigator do not present a challenge value during authentication; 
therefore, only password authentication can be used from a network browser_ 

To avoid interfering with these applications, do not enter blanket outgoing aaa command statements for 
ali challenged ports such as using the any option. Be selective with which ports and addresses you use 
to challenge HTTP, and when to set user authentication timeouts to a higher timeout value. If interfered 
with, the multi media programs may fail on the PC and may even crash the PC after establishing outgoing 
sessions from the inside. 

TA CA CS+ and RADIUS servers 

Up to 196 TACACS+ or RADIUS servers are permitted (up to 14 servers in each of the up to 14 server 
groups-set with the aaa-server command). When a user logs in, the servers are accessed one at a time 
starting with the first server you specify in the configuration, until a server responds. 

The PIX Firewall permits only one authentication type per network. For example, i fone network 
connects through the PIX Firewall using TACACS+ for authentication, another network connecting 
through the PIX Firewall can authenticate with RADIUS, but one network cannot authenticate with both 
TACACS+ and RADIUS. 

For the TACACS+ server, i f you do not specify a key to the aaa-server command, no encryption occurs. 

The PIX Firewall displays the same timeout message for both RADIUS and TACACS+. The message 
"aaa server host machine not responding" displays when either of the following occurs: 

The AAA server system is down. 

The AAA server system is up , but the service is not running. 

l i 
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aaa authentication • 

Previously, TACACS+ differentiated between the two preceding states and provided two different 
timeout messages, while RADIUS did not differentiate between the two states and provided one timeout 
messagc. 

matl·h acl_name Option Usagc 

The syntax for this command is as follows: 

aaa authentication I authorization I accounting match acl_name inbound I outbound I 
interface_name !:mup_tag 

An e:r.ample follows: 

sbow access-list 
d rc <·ss -:l st mylis t p e r nit tcp 10.0.0.0 255.255.255.0 172.23.2.0 255.255.255 . 0 (hitcnt=O) 
acces s-i1 st yourlist p e rmit tcp any any (hitcnt=O) 
sbow aaa 
aao a ·.J :. hentication match mylist outbound TACACS+ 

Similar to IPSec, the keyword permit means "yes" and deny means "no." Therefore, the following 
t·ommanJ. 

aaa autbentication matcb yourlist outbound tacacs 

is equal to this command : 

aaa autbentication include any outbound 0.0.0.0 0.0.0.0 0.0.0.0 0.0.0.0 tacacs 

The aaa command statement list is order dependent between access-list command statements. If the 
following command is entered: 

aaa authentication match yourlist outbound tacacs 

after this command: 

aaa authentication match mylist outbound TACACS+ 

PIX Firewall tries to finda match in the mylist access-list command statement group before it tries to 
finda match in the yourlist access-list command statement group. 

OIJ aaa command configuration and functionality stays the same and is not converted to the access-list 
formal. Hybrid configurations; that is, old configurations combined with the new access-Iist 
configuration are not recommended. 

The following example shows use of the aaa authentication command: 

pixfirewall(config) aaa authentication telnet console radius 

Cisco PIX Firewall Cofumand Reference 
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The following example lists the new include and exclude options: 

aaa authentication include any outbound 172.31.0.0 255.255.0.0 0.0.0.0 0.0.0.0 tacacs+ 
aaa authentication exclude telnet outbound 172.31.38.0 255.255.255.0 0.0.0.0 0.0.0.0 
tacacs+ 

The following examples demonstrate ways to use the if_name parameter. The PIX Firewall has an inside 
network of 192.168.1.0, an outside network of 209.165.201.0 (subnet mask 255.255.255.224), anda 
perimeter network of 209.165.202.128 (subnet mask 255.255.255.224). 

This example enables authentication for connections originated from the inside network to the outside 
network: 

aaa authentication include any outbound 192.168.1.0 255.255.255.0 209.165.201.0 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated from the inside network to the perimeter 
network: 

aaa authentication include any outbound 192.168.1.0 255.255.255.0 209.165.202.128 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated from the outside network to the inside 
network: 

aaa authentication include any inbound 192.168.1.0 255.255.255.0 209.165.201.0 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated from the outside network to the 
perimeter network: 

aaa authentication include any inbound 209.165.201.0 255.255.255.224 209.165.202.128 
255.255.255.224 tacacs+ 

This example enables authentication for connections originated from the perimeter network to the 
outside network: 

aaa authentication include any outbound 209.165.202.128 255.255.255.224 209.165.201.0 
255.255.255.224 tacacs+ 

This example specifies that IP addresses 1 0.0.0.1 through 1 0.0.0.254 can originate outbound connections 
and then enables user authentication so that those addresses must enter user credentials to exit the 
PIX Firewall. In this example, the first aaa authentication command permits authentication on FTP, 
HTTP, or Telnet depending on what the authentication server handles. The second aaa authentication 
command lets host 10.0.0.42 start outbound connections without being authenticated. This example uses 
the default authentication group tacacs+. 

nat (inside) 1 10.0.0.0 255.255.255.0 
aaa authentication include any outbound O O tacacs+ 
aaa authentication exclude outbound 10.0.0.42 255.255.255.255 tacacs+ any 

This example permits inbound access to any IP address in the range of 209.165.201.1 through 
209.165.201.30 indicated by the 209.165.201.0 network address (subnet mask 255 .255 .255.224). Ali 
services are permitted by the access-list command, and the aaa authentication command permits 
authentication on FTP, HTTP, or Telnet depending on what the authentication server handles. The 
authentication server is at IP address I 0.16.1.20 on the inside interface . 

aaa-server Authin protocol tacacs+ 
aaa-server Authin (inside) host 10.16.1.20 thisisakey tLmeout 20 
static (inside,outside) 209.165.201.0 10.16.1.0 netmask 255.255.255.224 
access-list acl_out permit tcp 10.16.1.0 255.255.255.0 209.165.201.0 255.255.255.224 
access-group acl_out in interface outside 
aaa authentication include any inbound O O Authin 
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Related Commands aaa authorization 

auth-prompt 

service 

ssh 

telnet 

virtual 

aaa authorization 

aaa authorization • . 
.:._·c i 

Enable or disable LOCAL or TACACS+ user authorization services. (Configuration mode.) 

78-13849-01 

Configure with the command ... 

aaa authorization command {LOCAL I 
tacacs_server _tag} 

aaa authorization include I exclude 
author _service inbound I outbound I 
if_name local_ip local_maskforeign_ip 
foreign_mask 

aaa authorization match acl_name 
inbound I outbound I if_name 
group_tag 

Show command options 

show aaa 

Remove with the command ... 

no aaa authorization command {LOCAL I 
tacacs_server _tag} 

no aaa authorization [include I exclude 
author _service inbound I outbound I 
if_name local_ip local_maskforeign_ip 
foreign_mask] 

clear aaa [authorization [include I exclude 
author _service inbound I outbound I 
if_name local_ip local_maskforeign_ip 
foreign_mask]] 

no aaa authorization match acl_name 
inbound I outbound I if_name 
group_tag 

Show command output 

Displays the AAA authentication configuration. 

( 
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Syntax Description authorization Enable or disable TACACS+ user authorization for services (PIX Firewali does not 
support RADIUS authorization). The authentication server determines what 
services the user is authorized to access. 

o 

o 

author _service The services which require authorization. Use any, ftp, http, telnet, or 
protocollport. Use any to provide authorization for ali TCP services. To provide 
authorization for UDP services, use the protocollport form. 

foreign_ip 

f o r e ign_mask 

exclude 

group_tag 

if_name 

include 

Services not specified are authorized implicitly. Services specified in the aaa 
authentication command do not affect the services which require authorization. 

For protocol/port: 

• protocol-the protocol (6 for TCP, 17 for UDP, 1 for ICMP, and so on). 

• port-the TCP or UDP destination port, or port range. The port can also be the 
ICMP type; that is, 8 for ICMP echo or ping. A port value of O (zero) means 
ali ports. Port ranges only applies to the TCP and UDP protocols, not to ICMP. 
For protocols other than TCP, UDP, and ICMP the port is not applicable and 
should not be used. An example port specification foliows. 

aaa authorization include udp/53-1024 inside O O O O 

This example enables authorization for DNS lookups to the inside interface for ali 
clients, and authorizes access to any other services that have ports in the range of 
53 to 1024. 

Note Specifying a port range may produce unexpected results at the 
authorization server. PIX Firewaii sends the port range to the server as a 
string with the expectation that the server will parse it out into specific 
ports. Not ali servers do this. In addition, you may want users to be 
authorized on specific services, which will not occur if a rangeis accepted. 

The IP address of the hosts you want to access the local_ip address. Use O to mean 
ali hosts. 

Network mask of foreign_ip. Always specify a specific mask v alue. Use O i f the 
IP address is O. Use 255.255.255.255 for a host. 

Create an exception to a previously stated rule by excluding the specified service 
from authentication, authorization, or accounting to the specified host. The exclude 
parameter improves the former except option by aliowing the user to specify a port 
to exclude to a specific host or hosts. 

Specifies the AAA server. Enter LOCAL for the group tag value for local AAA 
services such as local command authorization using privilege leveis, or use the 
AAA server group tag as defined by the aaa-server command. 

Interface name from which users require authentication . Use if_name in 
combination with the local_ip address and theforeign_ip address to determine 
where access is sought and from whom. The local_ip address is always on the 
highest security levei interface andforeign_ip is always on the lowest. 

Create a new rule with the specified service to include. 
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inbound 

LOCAL 

local_ip 

local_mask 

aaa authorization • 

Authenticate or authorize inbound connections. Inbound means the connection 
originates on the outside interface and is being directed to the inside interface. 

Specifies to use the PIX Firewalllocal user database for local command 
authorization (using privilege leveis). 

The IP address of the host or network of hosts that you want to be authenticated or 
authorized. You can set this address to O to mean ali hosts and to Jet the 
authentication server decide which hosts are authenticated. 

Network mask of local_ip. Always specify a specific mask value. Use O if the IP 
address is O. Use 255.255.255.255 for a host. 

match acl_name Specify an access-Iist command statement name. 

outbound 

tacacs_server 
_tag 

Authenticate or authorize outbound connections. Outbound means the connection 
originates on the inside and is being directed to the outside interface. 

Specifies to use a TACACS user authentication server. 

Q Usage Guidelines Except for its use with command authorization, the aaa authorization command requires previous 
configuration with the aaa authentication command; however, use o f the aaa authentication command 
does not require use of an aaa authorization command. 

o 

78-13849-01 
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Currently, the aaa authorization command is supported for use with LOCAL and TACACS+ servers but 
not with RADIUS servers. 

Tip The help aaa command displays the syntax and usage for the aaa authentication, aaa authorization, 
aaa accounting, and aaa proxy-limit commands in summary form. 

~.6 

For each IP address, one aaa authorization command is permitted. lf you want to authorize more than 
one service with aaa authorization, use the any parameter for the service type. 

If the first attempt at authorization fails and a second attempt causes a timeout, use the 
service resetinbound command to reset the client that failed the authorization so that it will not 
retransmit any connections . An example authorization timeout message in Telnet follows. 

Unable to connect to remote host: Connection timed out 

User authorization services control which network services a user can access. After a user is 
authenticated, attempts to access restricted services cause the PIX Firewall unit to verify the access 
permissions of the user with the designated AAA server. 

The include and exclude options are not backward compatible with previous PIX Firewall versions. If 
you downgrade to an earlier version, the aaa command statements will be removed from your 
configuration . 

Note RADIUS authorization is supported for use with access-Iist command statements and for use in 
configuring a RADIUS server with an acl=acl_name vendor-specific identifier. Refer to the access-Iist 
command page for more information . Also see the aaa-server radius-authport commands. 

If the AAA console login request times out, you can gain access to the PIX Firewall from the serial 
console by entering the pix username and the enable password. 

,-'(' 

-,-
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Examples 
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Related Commands 

Chapter 3 A through B Commands 

The default PIX Firewall configuration provides the following aaa-server protocols: 

aaa-server TACACS+ protocol tacacs+ 
aaa-server RADIUS protocol radius 
aaa-server LOCAL protocol local 

The following example uses the default protocol TACACS+ with the aaa commands: 

aaa-server TACACS+ (inside) host 10.1.1.10 thekey t i meout 20 
aaa authentication include any outbound O O O O TACACS+ 
aaa authorization include any outbound O O O O 
aaa accounting include any outbound O O O O TACACS+ 
aaa authentication serial console TACACS+ 

I •-i 55 

This example specifies that the authentication server with the IP address I 0.1.1.1 O resides on the inside 
interface and is in the default TACACS+ server group. The next three command statements specify that 
any users starting outbound connections to any foreign host will be authenticated using TACACS+, that 
the users who are successfully authenticated are authorized to use any service, and that ali outbound 
connection information will be logged in the accounting database. The last command statement specifies 
that access to the PIX Firewall unit's serial console requires authentication from the TACACS+ server. 

The following example enables authorization for DNS lookups from the outside interface: 

aaa authorization include udp/53 inbound 0.0.0.0 0.0.0.0 

The following example enables authorization o f ICMP echo-reply packets arriving at the inside interface 
from inside hosts: 

aaa authorization include 1/0 outbound 0.0.0.0 0.0.0.0 

This means that users will not be able to ping externai hosts if they have not been authenticated using 
Te1net, HTTP, or FTP. 

The following example enables authorization for ICMP echoes (pings) only that arrive at the inside 
interface from an inside host: 

aaa authorization inc1ude 1/8 outbound 0.0.0.0 0.0.0.0 

aaa authorization 

auth-prompt 

service 

ssh 

telnet 

virtual 
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~ Syntax Description 

Usage Guidelines 

Examples 
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Spccifies lhe number of concurrent proxy connections allowed per user. (Configuralion mode.) 

Configure with the command ..• 

aaa proxy-limit pmxy_linzit I disable 

Sho" command options 

show aaa prox_y-limit 

disable Disables the proxy limit. 

Remove with the command ... 

no aaa-server group_tag (if_name) host 
serve r _ip key timeout seconds 

clear aaa-server [g roup _tag) 

Show command output 

Displays the number of outslanding authentication 
requests allowed, or indicales lhat the proxy limit 
is disabled if disabled. 

xmup _tag Specifies the AAA server. Enter LOCAL for the group tag value for local 
AAA services such as local command authorization using privilege leveis, 
or use the AAA server group tag as defined by the aaa-server command. 

pro:r:y_limit Specifies the number of concurrent proxy connections allowed per user, 
from I to 128. (The default value is 3.) 

The aaa proxy-limit command enables you to manually configure the uauth session limit by setting the 
maximum number of concurrent proxy connections allowed per user. By default, this value is set to 3. 
I f a source address is a proxy server, consider excluding this IP address from authentication or increasing 
lhe number of allowable outstanding AAA requests. 

The following example shows how to set and display the maximum number of outstanding 
aulhenlication requests allowed: 

p ixdoc515(config)# aaa proxy-limit 6 
pixdoc5 15(config)# show aaa proxy-limit 
aaa p roxy-limit 6 
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aaa-server 

o 
Syntax Description 

() 

Specify an AAA server. (Configuration mode.) 

Configure with the command ... Remove with the command ... 

aaa-server group_tag (if_name) host no aaa-server group_tag (if_name) host 
serve r _ip key timeout seconds serve r _ip key timeout seconds 

clear aaa-server [group_tag] 

aaa-server group_tag protocol N/ A 
auth_protocol 

aaa-server radius-acctport port N/ A 

aaa-server radius-authport port N/ A 

debug radius session N/ A 

show aaa-server 

Show command options 

show aaa-server 

aaa-server 

aaa-server 
radius-acctport 

aaa-server 
radius-authport 

debug radius session 

group_tag 

host serve r _ip 

if_name 

key 

no aaa-server 

N/ A 

Show command output 

Displays AAA server configuration. 

Specifies an AAA server or up to 14 groups of servers with a maximum of 
14 servers each. Certain types of AAA services can be directed to different 
servers. Services can also be set up to fail over to multiple servers. 

Sets the port number o f the RADIUS server which the PIX Firewall unit will 
use for accounting functions . The default port number used for RADIUS 
accounting is 1646. 

Sets the port number ofthe RADIUS server which the PIX Firewall will use 
for authentication functions . The default port number used for RADIUS 
authentication is 1645. 

Captures RADIUS session information and attributes for sent and received 
RADIUS packets. 

An alphanumeric string which is the name of the server group. Use the 
group_tag in the aaa command to associate aaa authentication and aaa 
accounting command statements to an AAA server. Up to 14 server groups 
are permitted. However, LOCAL cannot used with aaa-server command 
because LOCAL is predefined by the PIX Firewall. 

The IP address of the TACACS+ or RADIUS server. 

The interface name on which the server resides . 

A case-sensitive, alphanumeric keyword of up to 127 characters that is the 
same value as the key on the TACACS+ server. Any characters entered past 
I 27 are ignored. The key is used between the client and server for 
encrypting data between them. The key must be the same on both the client 
and server systems. Spaces are not permitted in the key, but other special 
characters are . 

Unbinds an AAA server from and interface or host. 
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Usage Guidelines 
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port 

aaa-server 

Specifies the destination TCP/UDP port number of the remote RADIUS 
server host to which you wish to assign authentication or accounting 
functions for the PIX Firewall. 

These port pairs are listed as assigned to authentication and accounting 
services on RADIUS servers: 

1645 (authentication), 1646 (accounting)- default for PIX Firewall 

1812 (authentication), 1813 (accounting) - alternate 

You can view these and other commonly used port number assignments 
online at the following website: 

http://www.iana.org/assignments/port-numbers 

See "Ports" in Chapter 2, "Using PIX Firewall Commands" for additional 
information. 

protocol auth_protocol The type of AAA server, either tacacs+ or radius. 

timeout seconds The timeout interval for the request. This is the time after which the 
PIX Firewall gives up on the request to the primary AAA server. If there is 
a standby AAA server, the PIX Firewall will send the request to the backup 
server. The retransmit timeout is currently set to I O seconds and is not user 
configurable. 

The aaa-server command lets you specify AAA server groups. PIX Firewalllets you define separate 
groups of TACACS+ or RADIUS servers for specifying different types of traffic; such as, a TACACS+ 
server for inbound traffic and another for outbound traffic. Another use is where ali outbound HTTP 
traffic will be authenticated by a TACACS+ server, and ali inbound traffic will use RADIUS . 

AAA server groups are defined by a tag name that directs different types o f traffic to each authentication 
server. If the first authentication server in the list fails, the AAA subsystem fails over to the next server 
in the tag group. You can have up to 14 tag groups and each group can have up to 14 AAA servers for a 
total of up to 196 AAA servers. 

If your RADIUS server uses ports 1812 for authentication and 1813 for accounting, you are required to 
reconfigure the PIX Firewall to use ports 1812 and 1813. 

If accounting is in effect, the accounting information goes only to the active server. 

If you are upgrading from a previous version of PIX Firewall and h ave aaa command statements in your 
configuration, using the default server groups lets you maintain backward compatibility with the aaa 
command statements in your configuration. 

Usage Notes 

1. The aaa command references the tag group. This is a global setting that takes effect when the 
RADIUS service is started. 

2. The previous server type option at the end of the aaa authentication and aaa accounting 
commands has been replaced with the aaa-server group tag. Backward compatibility with previous 
versions is maintained by the inclusion of two default protocols for TACACS+ and RADIUS. 

3. Changing authorization and accounting port settings is possible. By default, PIX Firewalllistens for 
RADIUS on ports 1645 and 1646. If your RADIUS server uses ports 1812 and 1813, you may also 
reconfigure it to use ports 1812 and 1813 with the aaa-server radius-authport and aaa-server 
radius-acctport commands. 

r-< 
~ 
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Defaults 

Examples 
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4. Newer RADIUS servers may use the port numbers 1812 and 1813 as defined in RFC 2138 and L. 
RFC 2139. If your server uses ports other than 1645 and 1646, then you shou1d define ports using 
the aaa-server radius-authport and aaa-server radius-acctport commands prior to starting the 
RADIUS service with the aaa-server command. 

By default, the PIX Firewall Iistens for RADIUS on ports 1645 for authentication and 1646 for 
accounting. (The default ports are 1645 for authentication and 1646 for accounting as defined in 
RFC 2058.) 

The default configuration provides the following aaa-server protocols: 

aaa-server TACACS+ protocol tacacs+ 
aaa-server RADIUS protocol radius 
aaa-server LOCAL protocol local 

The following example uses the default protocol TACACS+ with the aaa commands: 

aaa-server TACACS+ (inside) host 10.1.1.10 thekey timeout 20 
aaa authentication include any outbound O O O O TACACS+ 
aaa authorization include any outbound O O O O 
aaa accounting include any outbound O O O O TACACS+ 
aaa authentication serial console TACACS+ 

This example specifies that the authentication server with the IP address I 0.1.1.1 O resides on the inside 
interface and is in the default TACACS+ server group. The next three command statements specify that 
any users starting outbound connections to any foreign host will be authenticated using TACACS+, that 
the users who are successfully authenticated are authorized to use any service, and that ali outbound 
connection information will be logged in the accounting database. The last command statement specifies 
that access to the PIX Firewall unit's serial console requires authentication from the TACACS+ server. 

This example creates the Authüut and Authln server groups for RADIUS authentication and specifies 
that servers 1 0.0.1.40, 10.0.1.41, and 10.1.1.2 on the inside interface provi de authentication. The servers 
in the Authln group authenticate inbound connections, the Authüut group authenticates outbound 
connections. 

aaa-server Authin protocol radius 
aaa-server Authin (inside) host 10.0.1.40 ab timeout 20 
aaa-server Authin (inside) host 10.0.1.41 abc timeout 4 
aaa-server AuthOUt protocol radius 
aaa-server AuthOUt (inside) host 10.1.1.2 abc123 timeout 15 
aaa authentication include any inbound O O O O Authin 
aaa authentication include any outbound O O O O Authout 

The following example lists the commands that can be used to establish an Xauth crypto map: 

ip address inside 10.0.0.1 255.255.255.0 
ip address outside 168.20.1.5 255.255.255.0 
ip local pool dealer 10.1.2.1-10.1.2.254 
nat (inside) O access-list 80 
aaa-server TACACS+ host 10.0.0.2 secret123 
crypto ipsec transform-set pc esp-des esp-md5-hmac 
crypto dynamic-map cisco 4 set transform-set pc 
crypto map partner-map 20 ipsec-isakmp dynamic cisco 
crypto map partner-map client configuration address initiate 
crypto map partner-map client authentication TACACS+ 
crypto map partner-map interface outside 
isakmp key ciscol234 address 0.0.0.0 netmask 0.0.0.0 
isakmp client configuration address-pool local dealer outside 
isakmp policy 8 authentication pre-share 

\o 
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Related Commands 

isakmp policy 8 
isakmp policy 8 
isakmp policy 8 
isakmp policy 8 

encryptio n des 
hash mdS 
group 1 

lifetime 86400 

access-group 

\ (..) j.. ,·, _~ 

I._. 

The aaa-server command is used with the crypto map command to establish an authentication 
association so that VPN clients are authenticated when they access the PIX Firewall. 

crypto ipsec 

isakmp 

access-group 
Binds the access list to an interface. (Configuration mode.) 

Configure with the command ..• 

access-group acl_ID in interface 
interface _name 

Show command options 

show access-group [acl_ID] 

Remove with the command ... · 

no access-group acl_ID in interface 
interface_name 

clear access-group [acl_ID] 

Show command output 

Displays the current access list bound to the 
interfaces. 

Syntax Description acl_ID The name associated with a given access list. 
~~--~-----------=~~~--~--~----~~--~--~--------------------------in interface Filter inbound packets at the given interface. 

interface_name The name of the network interface. 

~ Usage Guidelines The access-group command binds an access list to an interface. The access list is applied to traffic 
inbound to an interface . If you enter the permit option in an access-list command statement, the 
PIX Firewall continues to process the packet. If you enter the deny option in an access-list command 
statement, PIX Firewall discards the packet and generates the following syslog message. 

78-13849-01 

%PIX-4-106019 : IP packet from source_addr to dest ination_addr , protocol protocol received 
from interface interface_name deny by access-group acl_ ID 

Always use the access-list command with the access-group command. 

Note The use of access-group command overrides the conduit and outbound command 
statements for the specified interface_name. 

The no access-group command unbinds the acl_ID from the interface interface_name . 

The show access-group command displays the current access list bound to the interfaces. 
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Examples 

access-list 
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. •;'j;2 iÍo ~ 
The clear access-group command removes ali entries from an access list indexed by acl_ID. If acl_ID · 
is not specified, ali access-Iist command statements are removed from the configuration. L 

The following example shows use of the access-group command: 

static (inside,outside) 209.165.201.3 10.1.1.3 
access-list acl_out per.mit tcp any host 209.165.201.3 eq 80 
access-group acl_out in interface outside 

The static command statement provides a global address of209.165 .20 1.3 for the web server at I 0.1.1.3. 
The access-Iist command statement lets any host access the global address using port 80. The 
access-group command specifies that the access-list command statement applies to traffic entering the 
outside interface. 

Create an access list, or use downloadable access lists. (Downloadable access lists are supported for 
RADIUS servers only). (Configuration mode.) 

Configure with the command ... 

access-Iist [acl_ID] compiled 

access-Iist acl_ID { deny I permit} icmp 
{ source_addr llocal_addr} 
{ source_mask llocal_mask} 
{ destination_addr I remote_addr} 
{ destination_mask I remote_mask} 
icmp_type 

access-list id { deny I permit} icmp 
{ source_addr llocal_addr} 
{ source_mask llocal_mask} I 
object-group network_obj__grp_id 
{ destination_addr I remote_addr} 
{ destination_mask I remote_mask} I 
object-group network_obj__grp_id 
[icmp_type I object-group 
icmp_type_obj__grp_id) 

access-Iist acl_ID { deny I permit} protocol 
{ source_addr llocal_addr} 
{source_mask llocal_mask}[operator 
port [port] { destination_addr I 
remote_addr} { destination_mask I 
remote_mask} [operator port [port] 

Remove with the command ... 

no access-Iist [acl_ID] compiled 

no access-Iist [acl_ID { deny I permit} icmp 
{ source_addr llocal_addr} 
{source_mask llocal_mask} 
{destination_addr I remote_addr} 
{ destination_mask I remote_mask} 
icmp_type] 

no access-Iist id { deny I permit} { icmp 
{ source_addr llocal_addr} 
{source_mask llocal_mask} I 
object-group network_obj__grp_id 
{ destination_addr I remote_addr} 
{destination_mask I remote_mask} I 
object-group network_obj__grp_id 
[icmp_type I object-group 
icmp_type_obj__grp_id)} 

no access-Iist acl_ID [ { deny I permit} 
protocol { source_addr llocal_addr} 
{source_mask llocal_mask} [operator 
port [port] { destination_addr I 
remote_addr} { destination_mask I 
remote_mask} [operator port [port]] 

r-<C · · 1 

• Cisco PIX Firewall Command Reference 
(,!=- . , 

1 o 2 



o 

o 

LChapter 3 A through B Commands 

Configure with the command ... 

access-list id { dcny I permit} {protocoll 
object-group protocol_obj_grp_id 
{ source_addr llnra l_addr} 
{ source_mask llncal_mask} I 
object-group network_obj_grp_id 
I opera ror pnrt iport I I object-group 
.H' n·ice_ohj -R rp_idl { destination_addr I 
remote_addr} { dl·srination_mask I 
rt•mote_mask} I object-group 
nerwork_obj_-.:rp_id loperator port 
lport] I object-group 
scn·ice_obj_Rrp_idl} 

dchug access-list ali I standard I turbo 

N/ A 

N/ A 

Sho"· command options 

show access-list [lac/_10] source_addr] 

Remove with the command ... 

access-Iist 

),C j. L) 
(/ 

no access-Iist id { deny I permit} {protocoll 
object-group prorocol_obj_grp_id 
{source_addr llocal_addr} 
{source_mask llocal_mask} I 
object-group network_obj_grp_id 
[operator port [porr] I object-group 
service_obj_grp_id] {destination_addr I 
remote_addr} { destination_mask I 
remote_mask} I object-group 
network_obj_grp_id [operator port 
[port] I object-group 
service_obj_grp_id]} 

no debug access-list ali I standard I turbo 

clear access-list [ac/_1 D] 

clear access-list ac/_1 D counters 

Show command output 

Displays the access-list command statements In 
the configuration, the hit count of the number of 
times each element has been matched during an 
access-list command search, and whether or not 
the list is configured for TurboACL. 

The source_addr option filters the show output so 
that only those access-list elements that match the 
source IP address ( or with any as source IP 
address) are displayed. 

Syntax Description ac/_1 D Name of an access list. You can use either a name or number. 
----~~------~~----~--~--~--~~~------~------~~~------~~~~~ 

compiled When used in conjunction with the access-list command, this turns on TurboACL 

debug 

78-13849-01 

unless the no qualifier is used, in which case the command no access-list acl_ID 
compiled turns off TurboACL for that access list. 

To use TurboACL globally, enter the access-list compiled command and to 
globally turn off TurboACL, enter the no access-list compiled command. 

After TurboACL has been globally configured, individual access lists or groups can 
have TurboACL enabled or disabled using individual [no] access-list acl_ID 
compiled commands. 

TurboACL is compi led only i f the number of access list elements is greater than or 
equal to 19. 

Outputs access list debugging information to the console. 
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When used with the access-group command, the deny option does not allow a 
packet to traverse the PIX Firewall. By default, PIX Firewall denies ali inbound or 
outbound packets unless you specifically permit access . 

When used with a crypto map command statement, deny does not select a packet 
for IPSec protection. The deny option prevents traffic from being protected by 
IPSec in the context of that particular crypto map entry. In other words, it does not 
allow the policy as specified in the crypto map command statements to be applied 
to this traffic. 

destination_addr IP address of the network or host to which the packet is being sent. Specify a 
destination_addr when the access-list command statement is used in conjunction 
with an access-group command statement, or with the aaa match access-list 
command and the aaa authorization command. For inbound and outbound 
connections, destination_addr is the address before NAT has been performed. 

destination_mask Netmask bits (mask) to be applied to destination_addr, if the destination address is 
a network mask. 

icmp_type 

local_addr 

local_mask 

object-group 

obj_grp_id 

For non-IPSec use only, permit or deny access to ICMP message types. Refer to 
Table 3-1 for a list of message types. Omit this option to mean ali ICMP types. 

ICMP message types are not supported for use with IPSec; that is when the 
access-list command is used in conjunction with the crypto map command, the 
icmp_type is ignored. 

Address o f the network or host local to the PIX Firewall. Specify a local_addr 
when the access-Iist command statement is used in conjunction with a crypto 
access-list command statement, a nat O access-list command statement, or a 
vpngroup split-tunnel command statement. The local_addr is the address after 
NAT has been performed. 

Netmask bits (mask) to be applied to local_addr, if the local address is a network 
mask. 

Specifies an object group. Refer to the object-group command for information on 
how to configure object groups. 

An existing object group. 

:·~ ( I, 
{. 

• Cisco PIX Firewall Command Reference 

, I" 
78-13849-01 

_5_2 7 
MfJW 

o 
Ot - --



~hapter 3 A through B Commands 

operator 

o 

permit 

port 

protocol 
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The operator compares the source IP address (sip) or destination IP address (dip) 
ports. Possible operands include lt for less than, gt for greater than, eq for equal, 
neq for not equal, and range for an inclusive range. Use the access-list command 
the without an operator and port to indicate ali ports by default. 

For example, 

access-list acl_out per.mit tcp any host 209.165.201.1 

Use eq anda port to permit or deny access to just that port. For example, use eq ftp 
to permit or deny access only to FTP. 

access-list acl_out deny tcp any host 209.165.201.1 eq ftp 

Use lt anda port to permit or deny access to ali ports less than the port you specify. 
For example, use lt 2025 to permit or deny access to the well known ports (1 to 
1024). 

access-list acl_ dmz1 per.mit tcp any host 192 . 168.1.1 lt 1025 

Use gt anda port to permit or deny access to ali ports greater than the port you 
specify. For example, use gt 42 to permit or deny ports 43 to 65535 . 

access-list acl_dmz1 deny udp any host 192.168.1.2 gt 42 

Use neq anda port to permit or deny access to every port except the ports that you 
specify. For example, use neq 10 to permit or deny ports .1-9 and 11 to 65535. 

access-list acl_dmz1 deny tcp· any host 192.168.1.3 neq 10 

Use range anda port range to permit or deny access to only those ports named in 
the range. For example, use range 10 1024 to permit or deny access only to ports 
1 O through 1024. Ali other ports are unaffected. The use o f port ranges can 
dramatically increase the nuniber of IPSec tunnels . For example, i f a port range of 
5000 to 65535 is specified for a highly dynamic protocol, up to 60,535 tunnels can 
be created. 

When used with the access-group command, the permit option selects a packet to 
traverse the PIX Firewall . By default, PIX Firewali denies ali inbound or outbound 
packets unless you specifically permit access . 

When used with a crypto map command statement, permit selects a packet for 
IPSec protection . The permit option causes ali IP traffic that matches the specified 
conditions to be protected by IPSec using the policy described by the corresponding 
crypto map command statements. 

Services you permit or deny access to. Specify services by the port that handles it, 
such as smtp for port 25, www for port 80, and so on. You can specify ports by 
either a literal name ora number in the range of O to 65535 . 

You can view valid port numbers online at the following website : 

http ://www.iana.org/assignments/port-numbers 

See "Ports" in Chapter 2, "Using PIX Firewall Commands" for a list of valid port 
literal names in port ranges ; for example, ftp h323. You can also specify numbers . 

Name or number of an IP protocol. It can be one of the keywords icmp, ip, tcp, or 
udp, or an integer in the range I to 254 representing an IP protocol number. To 
match any Internet protocol , including ICMP, TCP, and UDP, use the keyword ip. 

( i l ; r:· I ' I { 
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------~~----~~----~~----~--~--~--~~~----~~~~----~--~~~~~ 
source_addr Address of the network or host from which the packet is being sent. Use this field 

source_mask 

remote_addr 

remote_mask 

when an access-list command statement is used in conjunction with an 
access-group command statement, or with the aaa match access-list command 
and the aaa authorization command. 

Netmask bits (mask) to be applied to source_addr, if the source address is for a 
network mask. 

IP address of the network or host remote to the PIX Firewall. Specify a 
remote_addr when the access-list command statement is used in conjunction with 
a crypto access-list command statement, a nat O access-list command statement, 
or a vpdn group split-tunnel command statement. 

Netmask bits (mask) to be applied to remote_addr, if the remote address is a 
network mask. 

Usage Guidelines The access-list command lets you specify if an IP address is permitted or denied access to a port or 
protocol. In this document, one or more access-list command statements with the same access list name 
are referred to as an "access list." Access lists associated with IPSec are known as "crypto access lists." o 

o 

~. 

By default, ali access-list commands have an implicit deny unless you explicitly specify permit. In 
other words, by default, all.access in an access list is denied unless you explicitly grant access using a 
permit statement. 

Note Do not use the string "multicastACL" following the name of a PIX Firewall interface in an access-list 
name because this is a reserved keyword used by PIX Device Manager (PDM). 

Additionally, you can use the object-group command to group access lists like any other network object. 

Use the following guidelines for specifying a source, local, or destination address: 

Use a 32-bit quantity in four-part, dotted-decimal format. 

Use the keyword any as an abbreviation for an address and mask of 0.0.0.0 0.0.0.0. This keyword 
is normally not recommended for use with IPSec. 

Use host address as an abbreviation for a mask of 255.255.255.255. 

Use the following guidelines for specifying a network mask: 

Do not specify a mask i f the address is for a host; i f the destination address is for a host, use the host 
parameter before the address. 

For example: 

access-1ist ac1_grp permit tcp any host 192.168.1.1 

I f the address is a network address, specify the mask as a 32-bit quantity in four-part, dotted-decimal 
format. Place zeros in the bit positions you want to ignore. 

Remember that you specify a network mask differently than with the Cisco lOS software access-list 
command. With PIX Firewall , use 255 .0.0.0 for a Class A address, 255.255 .0.0 for a Class B 
address, and 255.255 .255 .0 for a Class C address. If you are using a subnetted network address, use 
the appropriate network mask. 

For example: 

access-1ist ac1_grp permit tcp any 209 . 165.201.0 255.255.255.224 

I ' 
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Note 

If appropriate, after you have defined an access list, bind it to an interface using the access-group 
command. For IPSec use, bind it with a crypto ipsec command statement. In addition, you can bind an 
access list with the RADIUS authorization feature (described in the next section). 

The access-list command supports the sunrpc service. 

The show access-list command lists the access-list command statements in the configuration and the hit 
count of the number of times each element has been matched during an access-Iist command search. 
Additionally, it displays the number of access list statements in the access list and indicates whether or 
not the list is configured for TurboACL. (If the list has less than eighteeen access contrai entries then it 
is marked to be turbo-configured but is not actually configured for TurboACL until there are 19 or more 
entries.) 

The clear access-Iist command removes ali access-list command statements from the configuration or, 
if specified, access lists by their acl_ID. The clear access-list acl_ID counters command clears the hit 
count for the specified access list. 

The no access-list command removes an access-list command from the configuration. If you remove ali 
the access-list command statements in an access list, the no access-Iist command also removes the 
corresponding access-group command from the configuration. 

The aaa, crypto map, and icmp commands make use of the access-Iist command 
statements. 

RADIUS Authorization 

PIX Firewall allows a RADIUS server to send user group attributes to the PIX Firewall in the RADIUS 
authentication response message. Additionally, the PIX Firewall allows downloadable access lists from 
the RADIUS server. For example, you can configure an access list on a Cisco Secure ACS server and 
download it to the PIX Firewall during RADIUS authorization . 

After the PIX Firewall authenticates a user, it can then use the CiscoSecure acl attribute returned by the 
authentication server to identify an access list for a given user group. To maintain consistency, 
PIX Firewall also provides the same functionality for TACACS+. 

To restrict users in a department to three servers and deny everything else, the access-list command 
statements are as follows : 

access-list eng permit ip any serverl 255.255.255 . 255 
access-list eng permit ip any server2 255.255.255.255 
access-list eng permit ip any server3 255.255.255.255 
access-list eng deny ip any any 

In this example, the vendar specific attribute string in the CiscoSecure configuration has been set to 
acl=eng. Use this field in the CiscoSecure configuration to identify the access-Iist identification name. 
The PIX Firewall gets the acl=acl_ID from CiscoSecure and extracts the ACL number from the attribute 
string, which it places in a user's uauth entry. When a user tries to open a connection, PIX Firewall checks 
the access list in the user's uauth entry, and depending on the permit or deny status of the access list match, 
permits or denies the connection. When a connection is denied, PIX Firewall generates a corresponding 
syslog message. If there is no match, then the implicit rui e is to deny. 

Because the source IP of a given user can vary depending on where they are logging in from, set the source 
address in the access-list command statement to any, and the destination address to identify which network 
services the user is permitted or denied access to . If you want to specify that only users logging in from a 
given subnet may use the specified services, specify the subnet instead of using any. 
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An access list used for RADIUS authorization does not require an access-group command 
to bind the statements to an interface. 

There is not a radius option to the aaa authorization command. 

Configure the access list specified in Attribute 11 to specify a per-user access list name. Otherwise, 
remove Attribute 11 from the aaa RADIUS server configuration if no access list is intended for user 
authentication. If the access list is not configured on the PIX Firewall when the user attempts to login, 
the login will fail. 

For more information on how to use RADIUS server authorization, refer to the Cisco PIX Firewall and 
VPN Configuration Cuide, version 6.2 or higher. 

TurboACL 

On the PIX Firewall, TurboACL is turned on globally with the command access-Iist compiled (and 
turned off globally by the command no access-list compiled). 

The PIX Firewall default mode is TurboACL off (no access-list compiled), and TurboACL is active only 
on access lists with 19 or more entries. 

The minimum amount of Flash memory required to run TurboACL is 2.1 MB . If memory allocation 
fails , the TurboACL lookup tables will not be generated. 

Note Use TurboACL only on PIX Firewall platforms that have 16MB or more of Flash memory. 
Consequently, TurboACL is not supported on PIX 501 because it has 8MB of Flash memory. 

IfTurboACL is configured, some access controllist or access controllist group modifications can trigger 
regeneration of the TurboACL internai configuration. Depending on the extent of TurboACL 
configuration(s), this could noticeably consume CPU resources. Consequently, we recommend 
modifying turbo-compiied access lists during non-peak system usage hours. 

For more information on how to use TurboACL, refer to the Cisco PIX Firewall and VPN Configuration 
Cuide , version 6.2 or higher. 

Usage Notes 

1. The clear access-list command automatically unbinds an access list from a crypto map command 
or interface. The unbinding of an access list from a crypto map command can lead to a condition 
that discards ali packets because the crypto map command statements referencing the access list 
are incomplete. To correct the condition , either define other access-list command statements to 
complete the crypto map command statements or remove the crypto map command statements that 
pertain to the access-list command statement. Refer to the crypto map command for more 
information . 

2. Access contrai lists that are dynamically updated on the PIX Firewall by an AAA server can only 
be shown using the show access-list command. The write command does not save or display these 
updated lists . 

3. The access-list command operates on a first match basis. 

4. If you specify an access-list command statement and bind it to an interface with the access-group 
command statement, by default, ali traffic inbound to that interface is denied. You must explicitly 
permit traffic . Note that " inbound" in this context means traffic passing through the interface, rather 
than the more typical PIX Firewall usage of inbound meaning traffic passing from a lower security 
levei interface to a higher security levei interface. .- .. 
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5. Always permit access first and then deny access afterward. If the host entries match, then use a 
permit statement. otherwise use the default deny statement. You only need to specify additional 
den)· statements i f you need to deny specific hosts and permit everyone else. 

6. You can view security leveis for interfaces with the show nameif command . 

7. The ICMP message type (icmp_type) option is ignored in IPSec applications because the message 
typc cannot be negotiated with ISAKMP. 

8. Only une access list can be bound to an interface using the access-group command. 

IJ. lt you specify the permit option in the access list, the PIX Firewall continues to process the packet. 
lf you specify the dcny option in the access list, PIX Firewall discards the packet and generates the 
following syslog message. 

'!r : >: - 4 -106019: I P packet from source_addr to destination_addr, protocol protocol 
r e r e 1ve d from int e rface interface_name deny by access-group acl_ ID 

Thc access-list command uses the same syntax as the Cisco lOS software access-list command 
t'.tct•pt that PIX Firewall uses a subnet mask, whereas Cisco lOS software uses a wildcard mask. (In 
C1~co lOS software. the mask in this example would be specified with the 0.0.0.255 value.) For 
example, in the Cisco lOS software access-list command, a subnet mask of 0.0.0.255 would be 
specified as 255.255.255.0 in the PIX Firewall access-Iist command. 

10. We recommend that you do not use the access-list command with the conduit and outbound 
commands. While using these commands together will work, the way in which these commarids 
opcrate may cause debugging issues because the conduit and outbound commands operate from 
one interface to another whereas the access-list command used with the access-group command 
applies only to a single interface. If these commands must be used together, PIX Firewall evaluates 
the access-list command before checking the conduit and outbound commands. 

11. Refer to the Chapter 3, "Managing Network Access and Use" in the Cisco PIX Firewall and VPN 
Conjiguration Cuide for a detailed description about using the access-Iist command to provide 
server access and to restrict outbound user access. 

12. Refer to the aaa-server radius-acctport and aaa-server radius-authport commands to verify or 
change port settings. 

ICMP Mcssage Types 

For non-IPSec use only, if you prefer more selective ICMP access, you can specify a single ICMP 
message type as the last option in this comrnand. Table 3-1 lists possible ICMP types values. 

Table 3-1 ICMP Type Literais 

ICMP Type Literal 

o echo-reply 

3 unreachable 

4 source-quench 

5 redirect 

6 alternate-address 

8 echo 

9 router-advertisernent 

lO router-sol ici tation 

11 ti me-exceeded 
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Table 3-1 ICMP Type Literais (continued) 

ICMPType Literal 

12 parameter-problem 

13 timestamp-reply 

14 timestamp-request 

15 information-request 

16 information-reply 

17 mask-request 

18 mask-reply 

31 converswn-error 

32 mobile-redirect 

If you specify an ICMP message type for use with IPSec, PIX Firewall ignores it. 

For example: 

access-1ist 10 permit icmp any any echo-rep1y 

J 
~ 

IPSec is enabled such that a crypto map command references the acl_ID for this access-list command, 
then the echo-repy ICMP message type is ignored. 

Using the access-Iist Command with IPSec 

If an access list is bound to an interface with the access-group command, the access Iist selects which 
traffic can traverse the PIX Firewall. When bound to a crypto map command statement, the access list 
selects which IP traffic IPSec protects and which traffic IPSec does not protect. For example, access lists 
can be created to protect ali IP traffic between Subnet X and Subnet Y or traffic between Host A and 
Host B. More information is available in the crypto map command section of this guide. 

The access lists themselves are not specific to IPSec. It is the crypto map command statement referring 
to the specific access list that defines whether IPSec processing is applied to the traffic matching a permit 
in the access list. 

Crypto access lists associated with the IPSec crypto map command statement have these primary 
functions: 

Select outbound traffic to be protected by IPSec (permit = protect). 

Indicate the data flow to be protected by the new security associations (specified by a single permit 
entry) when initiating negotiations for IPSec security associations. 

Process inbound traffic to filter out and discard traffic that IPSec protects. 

Determine whether or not to accept requests for IPSec security associations on behalf of the 
requested data flows when processing IKE negotiation from the IPSec peer. (Negotiation is only 
done for crypto map command statements with the ipsec-isakmp option.) For a peer's initiated 
IPSec negotiation to be accepted, it must specify a data flow that is permitted by a crypto access list 
associated with an ipsec-isakmp crypto map entry. 

You can associate a crypto access list with an interface by defining the corresponding crypto map 
command statement and applying the crypto map set to an interface . Different access lists must be used 
in different entries of the same crypto map set. However, both inbound and outbound traffic will be 
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evaluated against the same "outbound" IPSec access list. Therefore, the access list's criteria are applied 
in the forward direction to traffic exiting your PIX Firewall and the reverse direction to traffic entering 
your PIX Firewall. 

If you want certain traffic to receive one combination of IPSec protection (for example, authentication 
only) and other traffic to receive a different combination of IPSec protection (for example, both 
authentication and encryption), you need to create two different crypto access lists to define the two 
different types of traffic. These different access lists are then used in different crypto map entries that 
specify different IPSec policies. 

We recommend that you configure "mirror image" crypto access lists for use by IPSec and that you avoid 
using the any keyword. See the Cisco PIX Firewall and VPN Configuration Guide for more information. 

If you configure multiple statements for a given crypto access list, in general, the first permit statement 
matched, will be the statement used to determine the scope ofthe IPSec security association. That is, the 
IPSec security association will be set up to protect traffic that meets the cri teria o f the matched statement 
only. Later, iftraffic matches a different permit statement ofthe crypto access list, a new, separate IPSec 
security association will be negotiated to protect traffic matching the newly matched access list 
command statement. 

Some services sue h as FTP require two access-list command statements, one for port I O and another for 
port 21, to properly encrypt FTP traffic. 

The following example creates a numbered access list that specifies a Class C subnet for the source and 
a Class C subnet for the destination of IP packets. Bec·ause the access-list command is referenced in the 
crypto map command statement, PIX Firewall encrypts ali IP traffic that is exchanged between the 
source and destination subnets. 

access-list 101 permit ip 172.21.3.0 255.255.0.0 172.22.2.0 255.255.0.0 
access-group 101 in interface outside 
crypto map mymap 10 match address 101 

The next example only lets an ICMP message type of echo-reply be permitted into the outside interface: 

access-list acl_out permit icmp any any echo-reply 
access-group ac1_out interface outside 

activation-key 
O Updates the activation key on your PIX Firewall and checks the activation key running on your 

PIX Firewall against the activation key stored in the Flash memory of the PIX Firewall. 
(Configuration mode.) 

Configure with the command ... 

activation-key activation-key-four-tuple 

Show command options 

show activation-key 

78-13849-01 

Remove with the command ... 

N/ A 

Show command output 

Displays the results of checking the activation key 
running on the PIX Firewall against the activation 
key stored in the Flash memory of the 
PIX Firewall. 

r-I f 
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------------------------~--------------~~~----------------~--~------~(, Syntax Description activation-key Updates the PIX Firewall activation key unless there is a mismatch 

activation-key-four-tuple 

between the Flash memory and running PIX Firewall software 
versions. 

A four-element hexidecimal string with one space between each 
element. 

For example: 

Oxe02888da Ox4ba7bed6 Oxflc123ae Oxffd8624e 

(The leading Ox specfier is optional; ali values are assumed to be 
hexadecimal.) 

Usage Guidelines Use the activation-key activation-key-four-tuple command to change the activation key on your 
PIX Firewall. 

o 

o 

~ 
Caution Use only an activation key valid for your PIX Firewall software version and platform or your system may 

not reload after rebooting. 

The activation-key activation-key-four-tuple command output indicates the status of the activation key 
as follows: 

lf the PIX Firewall Flash memory software image version is the same as the running PIX Firewall 
software version, and the PIX Firewall Flash memory activation key is the same as the running 
PIX Firewall software activation key, then the activation-key command output reads as follows: 

The flash activation key has been modified. 
The flash activation key is now the SAME as the running key. 

lf the PIX Firewall Flash memory image version is the same as the running PIX Firewall software, 
and the PIX Firewall Flash memory activation key is different from the running PIX Firewall 
activation key, then the activation-key command output reads as follows: 

The flash activation key has been modified. 
The flash activation key is now DIFFERENT from the running key . 
The flash activation key will be used when the unit is reloaded. 

lf the PIX Firewall Flash memory image version is not the same as the running PIX Firewall 
software, then the activation-key command output reads as follows: 

The flash image is DIFFERENT from the running image . 
The two images must be the same in order to modify the flash activation key. 

lf the PIX Firewall Flash memory image version is the same as the running PIX Firewall software, 
and the entered activation key is not valid, then the activation-key command output reads as 
follows: 

ERROR: The requested key was not saved because it is not valid for this system. 

I f the PIX Firewall Flash memory activation key is the same as the entered activation key, then the 
activation-key command output reads as follows : 

The flash activa t ion key has not been modified. 
The requested key is the SAME as the flash activation key. 
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activation-key • 

The show activation-key command output indicates the status of the activation key as follows: 

If the activation key in the PIX Firewall Flash memory is the same as the activation key running on 
the PIX Firewall, then the show activation-key output reads as follows: 

The flash activation key is the SAME as the running key. 

If the activation key in the PIX Firewall Flash memory is the different from the activation key 
running on the PIX Firewall, then the show activation-key output reads as follows: 

The flash activation key is DIFFERENT from the running key. 
The flash activation key takes effect after the next reload . 

If the PIX Firewall Flash memory software image version is not the same as the running 
PIX Firewall software image, then the show activation-key output reads as follows: 

The flash image is DIFFERENT from the running image. 
The two images must be the same in order to examine the flash activation key. 

Usage Notes 

1. The PIX Firewall must be rebooted for a new activation key to be enabled. 

2. If the PIX Firewall software image is being upgraded to a higher version and the activation key is 
being updated at the same time, we recommend that you first install the software image upgrade and 
reboot the PIX Firewall unit, and then update the activation key in the new image and reboot the unit 
again. 

3. If you are downgrading to a lower PIX Firewall software version, we recommend that you ensure 
that the activation key running on your system is not intended for a higher version before installing 
the lower version software image. Ifthis is the case, you must first change the activation key to one 
that is compatible with the the lower version before installing and rebooting. Otherwise, your 
system may refuse to reload after installation of the new software image. 

The following example shows sample out from the show activation-key command: 

pixfirewalll(config)# show activation-key 
Serial Number: 480221353 (Oxlc9f98a9) 

Running Activation Key: Ox36df4255 Ox246dc5fc Ox39d2ec4d Ox09f6288f 
Licensed Features: 
Failover: 
VPN-DES: 
VPN-3DES: 

Enabled 
Enabled 
Enabled 

Maximum Interfaces: 6 
Cut-through Proxy: Enabled 

Enabled Guards: 
URL-filtering: 
Inside Hosts: 
Throughput: 
IKE peers: 

Enabled 
Unlimited 
Unlimited 
Unlimited 

The flash activation key is the SAME as the running key. 
pixfirewall(config)# 

r·f,· lt · 
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alias 

dntax Description 

Usage Guidelines 

~. 
Note 

Administer overlapping addresses with dual NAT. (Configuration mode.) 

Configure with the command ... 

alias [(if_name)] dnat_ip foreign_ip 
[netmask] 

Show command options 

show alias 

Remove with the command ••• 

no alias [[(if_name)] dnat_ ip foreign_ip 
[netmask]] 

clear alias 

Show command output 

Displays the alias command statements in the 
configuration. 

dnat_ip An IP address on the internai network that provides an alternate IP address for the 
externa! address that is the same as an address on the interna! network. 

foreign_ip IP address on the externai network that has the same address as a host on the internai 
network. 

if_name The interna! network interface name in which the foreign_ip overlaps. 

netmask Network mask appiied to both IP addresses. Use 255.255.255.255 for host masks . 

The alias command translates one address into another. Use this command to prevent contlicts when you 
have IP addresses on a network that are the same as those on the Internet or another intranet. You can 
also use this command to do address transiation on a destination address . For example, i f a host sends a 
packet to 209.165.201.1, you can use the alias command to redirect traffic to another address, such as, 
209.165.201.30. 

For DNS fixup to work properly, proxy-arp h as to be disabled. If you are using the alias command for 
DNS fixup, disabie proxy-arp with the following command after the alias command has been executed: 

sysopt noproxyarp internal_interface 

If the alias command is used with the sysopt ipsec pl-compatible command, a static route command 
statement must be added for each IP address specified in the alias command statement. There must be 
an A (address) record in the DNS zone file for the "dnat" address in the alias command. 

Use the no alias command to disable a previous set alias command statement. Use the show alias 
command to display alias command statements in the configuration. Use the clear alias command to 
remove ali alias commands from the configuration. After changing or removing an alias command 
statement, use the clear xlate command. 

The alias command changes the default behavior of the PIX Firewall in three ways : 

When receiving a packet coming in through the interface identified by if_name, destined for the 
address identified by dnat_ip , PIX Firewall sends it to the address identified by foreign_ip . 
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L 
When receiving a DNS A response, containing the address identified by foreign_ip, coming from a 
lower security interface, and destined for the host behind the inteface identified by if_name, 
PIX Firewall changes foreign_ip in the reply to dnat_ip. This can be turned off by using the 
c.:ommand sysopt nodnsalias inbound. 

Whcn receiving a DNS A response, containing the address identified by dnat_ip. coming from a 
DNS server behinJ the interface, if_name, and destined for a host behind the lower security 
Interface. PIX Firewall changes dnat_ip address toforeign_ip. This can be turned off using the 
c.:ommand sysopt nndnsalias outbound. 

Thc.: alias command is applieJ on a per-interface basis, while the sysopt nodnsalias changes the 
h,·h:~\ 1our for ali interfaces. Also, note that addresses in the zone transfers made across the PIX Firewall, 
are not c.:hanged. 

You ~·an specify a net alias by using network addresses for theforeign_ip and dnat_ip IP addresses. For 
example. the alias 192.168.201.0 209.165.201.0 255.255.255.224 command creates aliases for each IP 
aJJn:'~ hctween 209.165.201.1 and 209.165.201.30. 

Actl\cX hlocking does not occur when users access an IP address referenced by the alias 
wmmanJ. ActiveX blocking is set with the filter activex command. 

Usa~c !'liotcs 

To access an alias dnat_ip address with static and access-list command statements, specify the 
dnat_ip address in the access-list command statement as the address from which traffic is permitted 
from. The following example illustrates this note. 

alias (inside) 192.168.201.1 209.165.201.1 255.255.255.255 
static (inside,outside) 209.165.201.1 192.168.201.1 netmask 255.255.255.255 
access-1ist ac1_out permit tcp host 192.168.201.1 host 209.165.201.1 eq ftp-data 
access-group acl_out in interface outside 

An alias is specified with the inside address 192.168.201.1 mapping to the foreign address 
209.165.201.1. 

You can use the sysopt nodnsalias command to disab1e inbound embedded DNS A record fixups 
according to aliases that apply to the A record address and outbound replies. 

In the following example, the inside network contains the IP address 209.165.201.29, which on the 
Internet belongs to example.com. When inside clients try to access example.com, the packets do not go 
to the PIX Firewall because the client assumes 209.165.201.29 is on the local inside network. 

To correct this, use the alias command as follows: 

alias (inside) 192.168.201.0 209.165.201.0 255.255.255.224 

show alias 
alias 192.168.201.0 209.165.201.0 255.255.255.224 

When the inside network client 209.165.201.2 connects to examp1e.com, the DNS response from an 
externai DNS server to the internai client's query would be altered by the PIX Firewall to be 
192.168.201 .29. If the PIX Firewall uses 209.165.200.225 through 209.165.200.254 as the global poo1 
IP addresses, the packet goes to the PIX Firewall with SRC=209.165.201.2 and DST=l92.168 .201.29. 
The PIX Firewall translates the address to SRC=209.165.200.254 and DST=209. I 65.201.29 on the 
outside. 

~ (~(tr . ( 'I 
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In the next example, a web server is on the inside at 1 0.1.1.11 and a static command statement was 
created for it at 209.165.201.11. The source hostis on the outside with address 209.165.201.7. A DNS 
server on the outside has a record for www.example.com as follows: 

www.example.com. IN A 209.165.201.11 

The period at the end of the www.example.com. domain name must be included. 

The alias command follows: 

alias 10.1.1.11 209.165.201.11 255.255.255.255 

PIX Firewall doctors the nameserver replies to I 0.1 .1.11 for inside clients to directly connect to the web 
server. 

The static command statement is as follows: 

static (inside,outside) 209.165.201.11 10.1.1.11 

The access-list command statement you would expect to use follows: 

access-list acl_grp permit tcp host 209.165.201.7 host 209.165.201.11 eq telnet 

But with the alias command, use this command: 

access-list acl_grp permit tcp host 209.165.201.11 eq te1net host 209.165.201.7 

You can test the DNS entry for the host with the following UNIX nslookup command: 

nslookup -type=any www.example.com 

Change or view the ARP cache, and set the timeout value. (Configuration mode.) 

Configure with the command... Remove with the command ... 

arp if_name ip_address mac_address [alias] no arp if_name ip_address 

arp timeout seconds 

Show command options 

show arp [if_name] [ip_address 
mac_address alias] 

show arp timeout 

clear arp 

no arp timeout 

Show command output 

Displays the entries in the ARP tab1e. 

Displays the current timeout value. 

Syntax Description alias Make this entry permanent. Alias entries do not time out and are automatically stored 
in the configuration when you use the write command to store the configuration. 

if_name The internai or externai interface name specified by the nameif command. 

ip_address Host IP address for the ARP table entry. 

mac_address Hardware MAC address for the ARP table entry; for example, 00e0.1e4e.3d8b. 

seconds Duration that an ARP entry can exist in the ARP table before being cleared. 
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The arp command adds an entry to the PIX Firewall ARP cache. ARP is a low-level TCP/IP protocol 
that resolves a node's physical address from its IP address through an ARP request asking the node with 
a particular IP address to send back its physical address. The presence of entries in the ARP cache 
indicates that the PIX Firewall has network connectivity. The clear arp command clears the ARP table 
but not the alias (permanent) entries. Use the no arp command to remove these entries. The show arp 
command lists the entries in the ARP table. 

Note You can use the sysopt noproxyarp command to disable proxy-arps on an interface. 

r- ) Defaults 

Examples 

Use the arp command to add an entry for new hosts you add on your network or when you swap an 
existing host for another. Alternatively, you can wait for the duration specified with the arp timeout 
command to expire and the ARP table rebuilds itself automatically with the new host information. 

The no arp timeout command sets the timer to its default value. The show arp timeout command 
displays the current timeout value. 

The arp timeout command sets the duration that an ARP entry can stay in the PIX Firewall ARP table 
before expiring. The timer is known as the ARP persistence timer. The default value is 14,400 seconds 
(4 hours). 

The following examples illustrate use of the arp and arp timeout commands: 

arp inside 192.168.0.42 00e0.1e4e.2a7c 
arp outside 192.168.0.43 OOeO.le4e.3d8b alias 
show arp 

outside 192 . 168.0.43 00e0.1e4e.3d8b alias 
inside 192.168.0.42 00e0.1e4e.2a7c 

c1ear arp inside 192.168.0.42 

arp timeout 42 
show arp timeout 
arp timeout 42 seconds 

no arp timeout 
show arp timeout 
arp timeout 14400 seconds 

auth-prompt 

78-13849-01 

Change the AAA challenge text for through the firewall user sessions. (Configuration mode.) 

Configure with the command ... 

auth-prompt [accept I reject I prompt] 
string 

Remove with the command ... 

no auth-prompt [accept I reject I prompt] 
string 

clear auth-prompt 

. , 540 
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' -~~~~--~----------------------------------------------------------------~--------~~--------~ auth-prompt 

Show command options Show command output 

show auth-prompt Displays the AAA challenge text. 

Syntax Description accept If a user authentication via Telnet is accepted, display the prompt string. 

Usage Guidelines 

Examples 

~ ... 
Note 

----------~~--~~~~----------~~~--~--------~--------~----~--~--
prompt The AAA challenge prompt string follows this keyword. This keyword is optional for 

reject 

string 

backward compatibility. 

If a user authentication via Telnet is rejected, display the prompt string. 

A string of up to 235 alphanumeric characters or 31 words, limited by whichever 
maximum is first reached. Special characters should not be used; however, spaces arld 
punctuation characters are permitted. Entering a question mark or pressing the Enter 
key ends the string. (The question mark appears in the string.) 

The auth-prompt command lets you change the AAA challenge text for HTTP, FTP, and Telnet access 
through the firewall requiring user authentication from TACACS or RADIUS servers. This text is 
primarily for cosmetic purposes and displays above the username and password prompts that users view 
when logging in. If the user authentication occurs from Telnet, you can use the accept and reject options 
to display different status prompts to indicate that the authentication attempt is accepted or rejected by 
the AAA server. 

Following is the authentication sequence showing when each auth-prompt string is displayed: 

1. A user initiates a telnet session from the inside interface through the firewall to the outside 
interface. 

2. The user receives the auth-prompt challenge text, followed by the username prompt. 

3. The user enters the AAA username/password username and password, or in the formats 
aaa_user@outside_user and aaa_pass@outside_pass. 

4. The firewall sends the aaa_user/aaa_pass to the TACACS or RADIUS AAA server. 

5. If the AAA server authenticates the user, the firewall displays the auth-prompt accept text to the 
user, otherwise the reject challenge text is displayed. Authentication of http and ftp sessions 
displays only the challenge text at the prompt. The accept and reject text are not displayed. 

If you do not use this command, FTP users view FTP authentication, HTTP users view 
HTTP Authentication, and challenge text does not appear for Telnet access. 

Microsoft Internet Explorer only displays up to 37 characters in an authentication prompt. 
Netscape Navigator displays up to 120 characters, and Telnet and FTP display up to 235 
characters in an authentication prompt. 

The following example shows how to set the authentication prompt and how users view the prompt: 

auth-prompt XYZ Company Firewall Access 

After this string is added to the configuration, users view the following: 

Example.com Company Firewall Access 
User Name: 
Password : 
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The prompt keyword can be included or omitted. 

For example: 

auth-prompt prompt Hello There! 

auto-update • 

This command statement is the same as the following: 

auth-prompt Hello Therel 

auto-update 
Specifies how often to poli an Auto Update Server. (Configuration mode.) 

Configure with the command ... 

auto-update device-id hardware-serial I 
hostname I ipaddress [if_name] I 
mac-address [if_name] I string text 

auto-update poll-period poll_period 
[retry_count [retry_period]] 

auto-update server url [verify_certificate] 

auto-update timeout period 

Remove with the command ... 

no auto-update device-id hardware-serial I 
hostname I ipaddress [if_name] I 
mac-address [if_name] I string text 

no auto-update poll_period poll-period 
[retry_count [retry_period]] 

clear auto-update 

no auto-update server url [verify_certificate] 

clear auto-update 

no auto-update timeout period 

clear auto-update 
~-·~· . ~ .- · . 

Syntax Description ,.,. 

78-13849-01 

Show command options Show command output 

show auto-update Displays the Auto Update Server, poli time, and 
timeout period. 

device-id 

hardware-serial 

hostname 

if_name 

ipaddress 

mac-address 

period 

The device ID of the PIX Firewall. 

Specifies to use the hardware serial number of the PIX Firewall to uniquely 
identify the firewall. 

Specifies to use the host name of the PIX Firewall to uniquely identify the 
firewall. 

Specifies the interface to use (with its corresponding IP or MAC address) to 
uniquely identify the PIX Firewall. 

Specifies to use the IP address of the specified PIX Firewall interface to uniquely 
identify the firewall. 

Specifies to use the MAC address of the specified PIX Firewall interface to 
uniquely identify the firewall. 

Specifies how long to attempt to contact the Auto Update Server, after the last 
successful contact, before stopping all traffic passing through the PIX Firewall. 
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poll_period 

retry_count 

retry_period 

text 

url 

v e rify _c e rtificate 

Chapter 3 A through B Commands 

Specifies how often, in minutes, to poli an Auto Update Server. The default is 
720 minutes (12 hours). 

Specifies how many times to try reconnecting to the Auto Update Server if the 
first attempt fails. The default is O. 

Specifies how long to wait, in minutes, between connection attempts. The 
default is 5 minutes and the valid range of values is from 1 to 35791. 

Specifies the text string to uniquely identify the PIX Firewali to the Auto Update 
Server. 

Specifies the location of the Auto Update Server using the foliowing syntax: 
http[s]:[[user:password@] location [:port]] I pathname 

See the copy command for variable descriptions. 

Specifies to verify the certificate returned by the Auto Update Server. 

The clear auto-update command removes the entire auto-update configuration. 

The auto-update poll-period command specifies how often to poli the Auto Update Server for 
configuration or software image updates. The no auto-update poll-period command resets the poli 
period to the default. 

The auto-update server command specifies the URL of the Auto Update Server. Only one server can 
be configured. The no auto-update server command disables poliing for auto-update updates (by 
terminating the auto-update daemon). 

The auto-update timeout command is used to stop ali new connections to the PIX Firewall i f the 
Auto Update Server has not been contacted for period minutes. This can be used to ensure...thât~b._e ·· .. 
PIX Firewall has the most recent image and configuration. 

The show auto-update command displays the Auto Update Server, poli time, and timeout period. The 
following is sample output from the command: 

Server: https:pix:****** **@ 172 .23.58.115:1742 / management.cgi?1276 (verify) 
Poll period: 720, retry count: 2, retry period: 5 
Timeout: none 

( Commands 
There are no commands that start with the letter B in PIX Firewali software version 6.2 . 
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tJ COBRA TECNOLOGIA 
Integradora de Soluções em TI e Serviços 

ANEX03 

(MODELO IV) 

PROPOSTA ECONÔMICA 

PREGÃO N°050/2003- CPL!AC 

1. Razão Social da Empresa: COBRA TECNOLOGIA S/ A. 

'c- 2. CNPJ: 42.318.949/0001-84 

3. Inscrição Estadual: 82.131.515 

4. Inscrição Municipal: 00.554.855 

5. Endereço Completo: Estrada dos Bandeirantes, 7966, Jacarepaguá, Rio de Janeiro, RJ, CEP:22. 783-11 O 

6. Telefone: 21-2442-8800 Fax: 21-2441-2066 Home-Page: www.cobra.com.br 

7. Validade da Proposta: 60 (sessenta) dias 

8. Prazo de Pagamento: Conforme Edital 

9. Banco: Banco do Brasil Agência: 0493-6 C/Corrente: 5826-2 

1 O. Representante da Empresa: Eduardo Galdeano François 

11. Cargo: Diretor Comercial RG: 2.813.754 IFP CPF: 511.410.517-53 

' ~, Apresentamos nossa Proposta para locação de equipamentos de informática - novos de fábrica -incluindo 

1 
'- instalação, configuração, treinamento e operação assistida do pessoal encarregado, assistência técnica, garantia e 

instalação dos PRODUTOS locados, do objeto do Pregão no 050/2003, acatando todas as estipulações consignadas 
no Edital, conforme abaixo: 

1. ASPECTOS FINANCEIROS 

1.1. O VALOR MENSAL DA LOCAÇÃO para cada produto constante das condições específicas da contratação­
ANEXOS 1, 1-A e 1-B- para o período de 48 (quarenta e oito) meses, conforme tabela abaixo: 

COBRA Tecnologia S .. A .• 
Estraoa dos San~js-,rantes /866 

CEP 22/êJ··1·1 O Pio de J::~n~:lr() RJ 
le• 2 í 44 2 éli:SOC1 
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Integradora de Soluções em TI e Serviços 

PREÇO UNITÁRIO MENSAL DA LOCAÇÃO DOS PRODUTOS 

TIPO DE PRODUTO PREÇO UNITÁRIO DISTRIBUIÇÃO 

DE LOCAÇÃO (R$) CCDAC CDSPM TOTAL 
(DF) 

SERVIDOR INTEL TIPO 01 ·--37.719,62 14 
SERVIDOR INTEL TIPO 02 9.403,94 29 
SERVIDOR INTEL TIPO 03 3.800,71 27 
SERVIDOR RISC TIPO 01 136.006,10 8 

SWITCH TIPO 01 130.189,25 2 
SWITCH TIPO 02 3.517,50 4 
SWITCH TIPO 03 45.107,38 4 
SWITCH TIPO 04 49.726,75 8 
SWITCH TIPO 05 4.387,50 1 

ROTEADOR TIPO 01 22.684,50 1 
ROTEADOR TIPO 02 4.768,00 2 

UNIDADE DE BACKUP 96.057,50 
1 

ROBOTIZADO 
SERVIDOR DE 28.485,25 

SEGURANÇA LÓGICA 2 
TIPO 01 

SERVIDOR DE 14.600,50 
SEGURANÇA LÓGICA 1 

TIPO 02 
SERVIDOR PARA 15.664,00 
DETECÇÃO DE 1 

INTRUSÃO 
TOTAL 105 
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1.1.1. Nestes valores deverão estar inclusos: a instalação dos PRODUTOS, a assistência técnica, o treinamento, as 
despesas decorrentes dos deslocamentos de técnicos para atendimento dos chamados, frete, seguros (contra 
incêndio, roubo, danos elétricos ou provenientes de fenômenos da natureza), impostos/taxas e demais despesas com 
peças e acessórios, bem como todas as despesas decorrentes do cumprimento integral do objeto do Edital. \ , / • 

...,. o50 ~ lt 5, S! 
1.2. O VALOR TOTAL DA LOCAÇÃO será o resultado do VALOR MENSAL DA LOCAÇÃO multiplicado 
or 48 (quarenta e oito), que representa o número de meses de locação. 

1.3. A apresentação do Cronograma de Trabalho (ANEXO 1-A, item 1.2.) estipulado em I% (um por cento) do 
VALOR TOTAL DA LOCAÇÃO, subitem 1.2. desta proposta. 

1.4. O VALOR GLOBAL DA PROPOSTA será o resultado do somatório dos itens: VALOR TOTAL DA 
LOCAÇÃO (1.2.) e do Cronograma de Trabalho (1.3.) 

D' 1scnmmação os a ores: d V I 
VALOR TOTAL DA LOCAÇÃO (somatório dos 48 meses de alug_ue!)_ 
APRESENTAÇÃO DO CRONOGRAMA DE 
TRABALHO (1% do Valor Total da Locacao) 
VALOR GLOBAL DA PROPOSTA (VALOR TOTAL DA LOCAÇÃO 

R$220.998.669,41 l$u;..z.3o.q84-, '10 

232.~, ~., R$2.232.309, 7"' 2 

R$223.230.979,20 
+Cronograma de Trabalho) 

IC{22..S___;!ft 3 . -2'1~ ZO 
Duzentos e vinte e três milhões, duzentos e trinta mil, novecentos e setenta e nove reais e vmte centavos. .SfJ 

I ROS~·. Õ3i2005 - CN -1 \\ I 
I CP r' ' - COF ~=iOS j~ 
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I ~~· ' I I 5 - --6 : .. /" .. ' ,, s: 
! ~~ .. 

' 7 ">--J 
[_G08. 3.=- --.?~=~.:_J 



' - --

' 

J~J 2so:J8~)~0 

'. --~?. 
~ ·)Ç 3 7 o 2 l 

• u C,__- - - · · ~--- __ ... --



f/J COBRA TECNOLOGIA 
Integradora de Soluções em TI e Serviços 

1.5. A LI ClT ANTE deverá apresentar planilha detalhada de custo de formação do preço mensal da locação, em 
atendimento a exigência constante no subitem 5.8. do edital conforme modelo abaixo: 

ITEM 
PERCENTUAL 

(especificar o percentual de cada um) 
I. EQUIPAMENTOS: 

Subtotal 25,95% 
2. SOFTWARE 

Subtotal 29,12% 
3. TREINAMENTOS 

Subtotal 6,72% 
4. ASSISTENCIA TECNICNGARANTIA 

Subtotal 13,44% 
5. INSTALAÇÃO 

Subtotal 2,24% 
6. TRIBUTOS 

Subtotal 9,86% 
7. TRANSPORTE/FRETE/SEGURO 

Subtotal 0,13% 
8. DESPESAS ADMINISTRATIVAS 

Subtotal 1,34% 
9. LUCRO 

Subtotal 2,24% 
10. OUTROS 

Subtotal 8,96% 
TOTAL 100,00% 

2. DECLARAÇÕES QUE DEVERÃO ACOMPANHAR A PROPOSTA ECONÔMICA: 

2.1. Declaração de que dispõe ou disporá, no prazo máximo de 20 (vinte) dias da assinatura do contrato, de central 
de atendimento telefônico com discagem gratuita e/ou via internet, para processo de recepção, qualificação, controle 
e solução dos chamados de manutenção corretiva, conforme modelo no ANEXO 3 (MODELO VII). 

2.2. Declaração do fabricante, em papel timbrado e com frrma (s) reconhecida (s), mencionando o número e o objeto 
a---deste Edital, assegurando que os equipamentos cotados (citar marca e modelo) são de linha de produção continuada 
~ .: que se compromete a fornecer peças de reposição pelo período mmimo de 60 (sessenta) meses. 

2.3. Certificado de distribuidor ou revenda autorizada, em papel timbrado do emissor e com frrma (s) reconhecida 
(s), caso o proponente não seja fabricante dos equipamentos, conforme abaixo: 

a) certificado de distribuidor autorizado e sediado no Brasil, emitido pelo fabricante dos equipamentos; 

b) certificado de revenda autorizada, emitido pelo fabricante ou distribuidor dos equipamentos, devendo também, 
para este último, ser apresentado certificado conforme alínea anterior. 

2.4. Carta de solidariedade emitida pelo fabricante, em papel timbrado e com firma reconhecida, caso por oponente 
não seja o fabricante dos equipamentos, especificados no ANEXO 1-B (Servidores, Switches, Roteadores e Unidade 
de Backup Robotizado), mencionando o número e o objeto deste edital, atestando: 

COBRA Tecnologia S.A 
E:strarjd dos t}an:Je : ra nt~~~ !' ~tê<) 

SEP 22/83-1 :o F~1:; de Ja~!E.~nc r~,.. 

T2i 21 442 880C 
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Integradora de Soluções em TI e Serviços ' · 

a) sua solidariedade para com o licitante no âmbito dos produtos de sua fabricação quanto aos compromissÔs .que o 
licitante venha a assumir perante a ECT, no escopo desta licitação; 

b) que o proponente está apto a prestar assistência técnica, com o uso de peças e componentes originais, bem como 
suporte aos produtos cotados; 

c) sua responsabilidade solidária para com o proponente pelo perfeito cumprimento das exigências de garantia dos 
produtos, durante todo o prazo de vigência do contrato. 

2.5. Declaração de responsabilidade nos componentes de terceiros, utilizados na solução da proponente, conforme 
modelo no ANEXO 3 (MODELO VII). 

2.6. Certificado PMP (Project Management Professional) emitido em favor do gestor do projeto alocado pelo PMI 
(Project Management lnstitute), conforme letra "k", do subitem 1.1 , do Anexo 1-A. 

2.7. Atestados de Vistoria conforme MODELO VI constante do ANEXO 3 deste Edital, nas instalações dos 
Centros Corporativos de Dados localizados em Brasília-DF e São Paulo-SP. 

Garantia do objeto: 48 (quarenta e oito) meses (período de locação) 

Declaramos disponibilizar os PRODUTOS no prazo de 60 (sessenta) dias após o término da vigência do Contrato, 
conforme descrito no subitem 2.18. da cláusula segunda do ANEXO 2 do EditaL 

Declaramos, ainda, que tomamos conhecimento de todas as informações e condições para o cumprimento das 
obrigações objeto desta licitação e que atendemos todas as condições do Edital. 

Rio de Janeiro, 24 de julho de 2003. 

COBRA TECNOLOGIA S.A. 
CNPJ 42.318.949/0001-84 

OIS r 

f, 
· ~ 
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f/J COBRA TECNOLOGIA 
Integradora de Soluções em TI e Serviços 

ANEXO 3 

(MODELO VIl) 

DECLARAÇÃO DE RESPONSABILIDADE DOS COMPONENTES DE TERCEIROS E 
DISPONIBILIDADE DE CENTRAL DE ATENDIMENTO 

À EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS - ECT 
SBN- Quadra 01, Bloco "A"- Sobreloja- Ed. Sede ECT 
Fax: (61) 426-2759 

Ref.: Pregão n. 0 050/2003- CPLIAC 

Empresa COBRA TECNOLOGIA S.A, inscrita no CNPJ n° 42.318.949/0001-84, por intermédio de seu 
representante legal o Sr. Eduardo Galdeano François, portador(a) da Carteira de Identidade n° 2.813.754 do 
IFP e do CPF n° 511.410.517-53, declara que o fornecimento de equipamentos/ softwares ou prestação de 
serviços por terceiros, constantes da nossa proposta, não diminui, em hipótese alguma, a nossa total 
responsabilidade pelo perfeito e completo funcionamento do objeto do Edital do Pregão n.0 050/2003- CPL/AC. 
Declaramos, ainda, de que dispomos (vamos dispor, no prazo máximo de 20 (vinte) dias da assinatura do 
contrato), de central de atendimento telefônico com discagem gratuita e/ou via internet, para processo de 
recepção, qualificação, controle e solução dos chamados de manutenção corretiva. 

Atenciosamente, 

22 de Julho de 2003. 

COBRA TECNOLOGIA S.A 
42.318.949/0001-84 

~JJJ_ JkstlC~CtUcMj 
f 

ANO FRANÇOIS 
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-DECLARAÇAO 

São Paulo, 17 de Julho de 2.003 

Á 
EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 
Administração Central 
SBN -Quadra 01, Bloco "A"- Sobreloja - Ed . Sede ECT 
Brasília - D.F. 

Ref.: EDITAL DO PREGÃO N. 0 050/2003- CPL/ AC 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao Edital em epígrafe que os 
equipamentos cotados abaixo pela Cobra Computadores e Sistemas Brasileiro S/ A, 
inscrita no CNPJ sob o n° 42.318.949/0001-84, sediada na Estrada dos Bandeirantes, 
7966 - Jacarepaguá - Rio de Janeiro - RJ, são de linha de produção continuada e que 
nos comprometemos a fornecer peças de reposição pelo período mínimo de 60 
(sessenta) meses. 

~ 
I ~ 1 

·- . I I 
· .' 

I (7\~ 
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Os equipamentos cotados são : 

/ KV138A 
/ KV1301C-R2 
/ KV1300C 
/ KV 1306C 
/ RMK19A-BB 
/ KV180035 
/ EHNSlS-0035 
/ EHN382-0035 
/ EHN382-0100 
30, 0M 
/ EHN383-0100 
30,0M 
/ EHN225-0100 
/ KV134A-R2 
/ KV131A-R2 
/ KV130SC 
/ KV140050 

At enciosamente 

CHASSIS AFFINITY ARQUITETURA 8 USUARIOS 
AFFINITY USER/CPU C 1 X 4 CARO 
SERVSWITCH AFFINITY - PLACA O USER X 4 CPUS 
SERVSWITCH AFFINITY HI-DENSITY EXPANS 
SERVSWITCH AFFINITY KIT PARA RACK 19" 
SERVSWITCH AFFINITY HI-DENS EXP CABLE 
CABO SERVSWITCH CPU SUN/HD15 COM 10,6M 
CABO SERVSWITCH CPU COAX PC COM 10,6M 
CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 

CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 

CABO SERVSWITCH CONSOLE SUN/HD15 COM 30,0M 
SERVSWITCH AFFINITY - 4 CONSOLES X 16 CPUi"S 
SERVSWITCH AFFINITY W/EXPANSION MODUL 
SERVSWITCH AFFINITY - PLACA DE EMPILHAMENTO 
CABO DE EMPILHAMENTO PARA SERVSWITCH 15,2M 

São Paulo, 17 de julho de 2003 _ _ __ -- / 
---- -- ---- - - -- --- - -..-- --- / 

-' \ 

Wilson D. Batistela 
Gerente Geral 
Black Box do Brasil Ltda. 

: -- ' -
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NETW K S RVICES 

-DECLARAÇAO 

i-:;_ z /b . u 

São Paulo, 17 de julho de 2.003 

EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 
SBN -Quadra 01, Bloco "A"- Sobreloja - Ed. Sede ECT 
Brasília - D.F. 

Ref.: EDITAL DO PREGÃO N. 0 050/2003- CPL/ AC 

Prezados Senhores, 

Declaramos para fins de comprovação junto ao edital em epigrafe que a Cobra 
Computadores e Sistemas Brasileiro S/A, inscrita no CNPJ sob o n.o 
42.318.949/000184, sediada na Estrada dos Bandeirantes, 7966 - Jacarepaguá- Rio 
de Janeiro - RJ, está autorizada a comercializar, instalar, prestar serviços de 
manutenção nos produtos abaixo descritos 

./ KV138A 

./ KV1301C-R2 

./ KV1300C 

./ KV1306C 

./ RMK19A-BB 

./ KV180035 

./ EHN515-0035 

./ EHN382-0035 

./ EHN382-0100 
30,0M 
./ EHN383-0100 
30,0M 

CHASSIS AFFINITY ARQUITETURA 8 USUARIOS 
AFFINITY USER/CPU C 1 X 4 CARO 
SERVSWITCH AFFINITY - PLACA O USER X 4 CPUS 
SERVSWITCH AFFINITY HI-DENSITY EXPANS 
SERVSWITCH AFFINITY KIT PARA RACK 19" 
SERVSWITCH AFFINITY HI-DENS EXP CABLE 
CABO SERVSWITCH CPU SUN/HD15 COM 10,6M · .. 
CABO SERVSWITCH CPU COAX PC COM 10,6M 
CABO SERVSWITCH CONSOLE COAX PC/ PS2 COM 

CABO SERVSWITCH CONSOLE COAX PC/ PS2 COM 



..• 

-/ EHN225-0100 
-/ KV134A- R2 
-/ KV131A-R2 
-/ KV1305C 
-/ KV140050 

Atenciosamente 

1+-215 
0 

CABO SERVSWITCH CONSOLE SUN/HD15 COM 30,0M 
SERVSWITCH AFFINITY - 4 CONSOLES X 16 CPUi"S 
SERVSWITCH AFFINITY W /EXPANSION MODUL 
SERVSWITCH AFFINITY- PLACA DE EMPILHAMENTO 
CABO DE EMPILHAMENTO PARA SERVSWITCH 15,2M 

São Paulo, 17 de julho de 2003 "----------_--_ ·-__ ::. ...: ____________________ r-
/ --- ' /' -) ',_ ). \' 

/ / \ ·- · ' ' / 
/ ' 

Wilson D. Batistela 
Gerente Geral e= Black Box do Brasil Ltda . 

S54 
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K-aox 
NETWORK SERVICES 

Black Box do Brasil 
Av. Guido Caloi, 1935- Bl. B Térreo 
CNPJ 00.017.332/0001-89 

Carta de Solidariedade 

Ref: Edital do Pregão ECT No. 050/2003 

Vimos, por meio desta, apresentar nossa solidariedade com a Cobra Computadores e 
Sistemas Brasileiro S/A. CNPJ: 42.318.949/0001-84, localizada na Estrada dos 
Bandeirantes, 7966, CEP 22783-11 O, Cidade do Rio de Janeiro, Estado do Rio de 
Janeiro, Brasil, no Edital supracitado, que estamos solidários a esta, garantindo o 
fornecimento dos seguintes produtos: 

-/ KV138A CHASSIS AFFINITY ARQUITETURA 8 USUARIOS 

-/ KV1301C-R2 AFFINITY USER/CPU C 1 X 4 CARO 

-/ KV1300C SERVSWITCH AFFINITY- PLACA O USER X 4 CPUS 

-/ KV1306C SERVSWITCH AFFINITY HI-DENSITY EXPANS 

-/ RMK19A-BB SERVSWITCH AFFINITY KIT PARA RACK 19" 

-/ KV180035 SERVSWITCH AFFINITY HI-DENS EXP CABLE 

-/ EHN515-0050 CABO SERVSWITCH CPU SUN/HD15 COM 15,2 M 

-/ EHN382-0050 CABO SERVSWITCH CPU COAX PC COM 15,2 M 

-/ EHN382-0100 CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 
30,0M 

-/ EHN383-0100 CABO SERVSWITCH CONSOLE COAX PC/PS2 COM 
30,0M 

-/ EHN225-0100 CABO SERVSWITCH CONSOLE SUN/HD15 COM 30,0M 

-/ KV134A-R2 SERVSWITCH AFFINITY - 4 CONSOLES X 16 CPUi'S 



-/ KV131A-R2 SERVSWITCH AFFINITY W /EXPANSION MODUL 

-/ KV130SC SERVSWITCH AFFINITY- PLACA DE EMPILHAMENTO ----------- -------

-/ KV140050 CABO DE EMPILHAMENTO PARA SERVSWITCH 15,2M 

Asseguramos ainda que tais equipamentos cotados são de linha de produção continuada 
e nos comprometemos a fornecer peças de reposição pelo período mínimo de 60 
(sessenta) meses. 

Adicionalmente atestamos: 
a) nossa solidariedade com a Cobra Computadores e Sistemas Brasileiro no âmbito 

dos produtos acima listados, quanto aos compromissos por ela assumidos na 
licitação supra-citada; 

b) Que a Cobra Computadores e Sistemas Brasileiro está apta a prestar assistência 
técnica, com o uso de peças e componentes originais, bem como suporte aos 
produtos cotados. 

c) Nossa responsabilidade solidária com a Cobra Computadores e Sistemas 
Brasileiro pelo perfeito cumprimento das exigências de garantia dos produtos, 
durante o todo o prazo de vigência do Contrato. 

Carlos Cezar 
Gerente Com rcial 
Black Box do Brasil 

São Paulo, 23 de Julho de 2003. 

:o 
•" 



I 

invent 

670394-BR 

Barueri, 22 de julho de 2003. 

A 
EMPRESA BRASI LEIRA DE CORREIOS E TELEGRAFOS 

(_ ~ASILIA/DF 

Ref. : PREGÃO N°050/2003 - CPL/ AC 

·r+ -zt;t 
Hewlett Packard Com~~tad~tda. 
Rua Hum, W 1000- 'C~nú'o · industrial 
13 820- 000 - Campinas ·_ SP 

CNPJ: 00.379 .77 1/ 0001 - 3 1 

Fone : (11) 41 97 8000 

Fax: (11) 4 197 8432 

www.hp.com.br 

Obje to. : Locação e instalação de 162( cento e sessenta e dois) equipamentos de informática 
- novos de fábrica - incluindo: a configuração, o treinamento, a assistência técnica e a 
garantia, destinados aos Centros Corporativos de Dados da ECT, localizados nas cidades de 
Brasília e São Paulo, conforme condições gerais e pauta de distribuição e especificações 
constantes dos ANEXOS 1-a e 1-B deste EDITAL. 

DECLARAÇÃO DE SOLIDARIEDADE 

Declaramos, na qualidade de fabricante, que a COBRA TECNOLOGIA S/A, CNPJ no 
42 .318.949/0001-84, é nosso revendedor autorizado e está apto a comercializar os 
equipamentos ofertados por nós produzidos . 

1 ( ueclaramos ainda : 

a) nossa solidariedade para com a COBRA TECNOLOGIA S/A quanto aos compromissos que 
esta venha a assumir perante a EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS; 

b) que a COBRA TECNOLOGIA S/ A está apta a prestar assistência técnica, com uso de peças 
e componentes originais, bem como suporte aos produtos e equipamentos cotados; 

,.,.,.ç) que somos responsáveis solidários com a COBRA TECNOLOGIA S/A, pelo perfeito t.1 ....... ~._un;pr~mento das exigências de garantia dos equipamentos, durante todo o seu prazo de 
· \>:· -:;}=>_;' '§-~nela do contrato . -v \ ---

· A:enc~e~ 

Jo{;~e~o Giani Ga cia 
H'Fwfett:..Packard Com utadores Ltda 

Ctp:,_ ,O)O.j379.771/0001-31 

NR ' ~ 



i n v e n t 

22/07/2003 

A 
EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS 
BRASILIA/DF 

··-
- p - - - ~ 

tl-.211 
Hewlett Packard Company0 

Paio Alto - California -EUA 
www.hp.com 

• C cf.: PREGÃO N°050/2003- CPL/AC 

Objeto.: Locação e instalação de 162( cento e sessenta e dois) equipamentos de informática 
- novos de fábrica - incluindo: a configuração, o treinamento, a assistência técnica e a 
garantia, destinados aos Centros Corporativos de Dados da ECT, localizados nas cidades de 
Brasília e São Paulo, conforme condições gerais e pauta de distribuição e especificações 
constantes dos ANEXOS 1-a e 1-B deste EDITAL. 

DECLARAÇÃO DE SOLIDARIEDADE 

Declaramos, na qualidade de fabricante, que a COBRA TECNOLOGIA S/A, CNPJ no 
42.318.949/0001-84, é nosso revendedor autorizado e está apto a co.mercializar os 
equipamentos por nós produzidos, descritos abaixo: 

Declaramos ainda : 

' nossa solidariedade para com a COBRA TECNOLOGIA S/ A quanto aos compromissos que 
esta venha a assumir perante a EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS; I b) que a COBRA TECNOLOGIA 5/A está apta a prestar assistência técnica, com uso de peças 

-,:~ ' e componentes originais, bem como suporte aos produtos e equipamentos cotados; 
~:: · ·.:. é) que somos responsáveis solidários com a COBRA TECNOLOGIA S/A, pelo perfeito 
~" ~0 .. \ cumprimento das exigências de garantia dos equipamentos, durante todo o seu prazo de 
·...-..../-'· -.wi ência do contrato. 

Hewlett-Pac tara-co~ ~v~ 
Carlos Rocha Ribeiro da Silva 
Procurador 

558 
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i n v e n t 

670394-BR 

Barueri, 22 de julho de 2003. 

A 

( 
EM PRESA BRASILEIRA DE CORREIOS E TELEGRAFOS 
)RASILIA/DF 

• Ref. : PREGÃO NOOS0/2003 - CPL/ AC 

- . ··--.,_ 

Hewlett Packa rd Co mput~dJJ,_fk.JD 
Ru a Hum , N" 1000 - Centro Indu strial 

1 3820-000 - Campinas' - 51'.. 0 . 
CNPJ: 00.379.77 1/ 0001 ~3 ! -

Fone: (11) 419 7 8000 

Fax: (11)4 197 84 32 

www.hp .com .br 

Objeto . : Locação e instalação de 162(cento e sessenta e dois) equipamentos de informática 
- novos de fábrica - incluindo: a configuração, o treinamento, a assistência técnica e a 
garantia , destinados aos Centros Corporativos de Dados da ECT, localizados nas cidades de 
Brasília e São Paulo, conforme condições gerais e pauta de distribuição e especificações 
constantes dos ANEXOS 1-a e 1-B deste EDITAL. 

HEWLETT-PACKARD COMPUTADORES LTDA, inscrita no CNPJ/MF sob número 
00.379.771/0001-31, certifica que tem como revenda autorizada a Empresa COBRA 
TECNOLOGIA S/A, sediada na Estrada dos Bandeirantes, 7966 - Jacarepaguá - Rio de 
Janeiro/RJ, inscrita no CNPJ/MF sob número 42.318.949/0001-84, perante o cliente Correios, 

( eferente ao Edital do Pregão No 050/2003. 

l 
I 

J 
55 9 \j 
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invent 

670394-BR 

Barueri, 22 de julho de 2003. 

A 

Hewlett Packard Computadores Ltda. 

Rua Hum, N" 1000- Centro Industrial 

13820-000 - Campinas - SP 

CNPJ: 00.379.771 !000 h31 '· 

Fone: (11) 41 97 8000 . 

Fax: (11)419 7 8432 

www.hp.com.br 

EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS 
( ~SILIA/DF 

- Ref.: PREGÃO NOOS0/2003 - CPL/ AC 

( 

Objeto.: Locação e instalação de 162( cento e sessenta e dois) equipamentos de informática 
- novos de fábrica - incluindo: a configuração, o treinamento, a assistência técnica e a 
garantia, destinados aos Centros Corporativos de Dados da ECT, localizados nas cidades de 
Brasília e São Paulo, conforme condições gerais e pauta de distribuição e especificações 
constantes dos ANEXOS 1-a e 1-B deste EDITAL. 

Hewlett-Packard Computadores Ltda, CNPJ 00.379.771/0001-31, declara que, para o 
atendimento ao Pregão em epígrafe, os produtos cotados, conforme relação abaixo 
mencionada, são de nossa linha de produção continuada e terão o fornecimento garantido de 
peças de reposição pelo período mínimo de 60 (sessenta) meses. 

• 
Marca 
HP-

Modelo 
Proliant DL760, DLSSO, DL380, ML350, 
Racks 
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Barueri, 22 de julho de 2003. 

A 
EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS 

( ~RASILIA/DF 

Hewlett Packard Computadores Ltda. 

Rua Hum, N° 1 000 - Centro Industrial 

1 3820- 000 - Campinas - SP 

CNPJ: 00.379.771 / 0001 -3 1 

Fone: (11) 4197 8000 

Fax: (11)41 978432 

www.hp.com.br 

• Ref. : PREGÃO NOOS0/2003 - CPL/ AC 

I 

Objeto.: Locação e instalação de 162( cento e sessenta e dois) equipamentos de informática 
- novos de fábrica - incluindo: a configuração, o treinamento, a assistência técnica e a 
garantia, destinados aos Centros Corporativos de Dados da ECT, localizados nas cidades de 
Brasília e São Paulo, conforme condições gerais e pauta de distribuição e especificações 
constantes dos ANEXOS 1-a e 1-B deste EDITAL. 

Declaramos, na qualidade de fabricante, que teclado ABNT-2 (267145-208) é de nossa 
fabricação. 

( .tenciosamente, 

,G~~G . 
rto 1an1 arqa 

He ~ t ackard Computadores Ltda 
CNP. 00.3 9.771/0001-31 
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i n v e n t 

22/07/2003 

A 

.fJ -2& 
Hewlett Packard Company 

Paio Alto - California - ~A , 

www.hp.com f...._/ 

EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS 
( 1ASILIA/DF 

- Ref.: PREGÃO N0050/2003 - CPL/ AC 

Objeto.: Locação e instalação de 162( cento e sessenta e dois) equipamentos de informática 
- novos de fábrica - incluindo: a configuração, o treinamento, a assistência técnica e a 
garantia, destinados aos Centros Corporativos de Dados da ECT, localizados nas cidades de 
Brasília e São Paulo, conforme condições gerais e pauta de distribuição e especificações 
constantes dos ANEXOS 1-a e 1-B deste EDITAL. 

Declaramos, na qualidade de fabricante, que a COBRA TECNOLOGIA S/A, CNPJ no 
42.318.949/0001-84, é nosso revendedor autorizado e está apto a comercializar os 
equipamentos descritos abaixo e asseguramos que os equipamentos estão em nossa linha de 
produção continuada e comprometemo-nos a fornecer peças de reposição pelo período 
mínimo de 60 (sessenta) meses. '<" 
c 

• MARCA 
Hewlett-Packard 
Hewlett-Packard 
Hewlett-Packard 

,;r.r.--..,'j -iewlett-Packard 
, ,.- )~c"' ( \.~-~wlett-Packard 
f:~. -:Hewlett-Packard 
\'l;í-i~~tt-Packard 
\ -U&ti ~ 
He~t-Packard 

(!~~~Lu_jv:__ 
Hewlett-Packarét Company 
Carlos Rocha Ribeiro da Silva 
Procurador 

M.ODELO 
HP 9000(RD 2470 e RP 5430), Racks 19" 
HP 9000 SuperDome 
HP SureStore Disk System 052100 
HP SureStore Tape Array 5300 
Storageworks Core Switch 
OpenView Storage Data Protector 
HP Storageworks ESL 9000/9595 Series-Tape 

Software Família OpenView 

56 2 
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22/07/2003 

A 
EMPRESA BRASILEIRA DE CORREIOS E TELEGRAFOS 
BRASILIA/DF 

( .cf.: PREGÃO NOOS0/2003 - CPL/ AC 

Hewlett Packarp"t:V~~ 
Paio Alto - Cal'iorfiía - EUA 

www.hp.com 

Objeto. : Locação e instalação de 162( cento e sessenta e dois) equipamentos de informática 
- novos de fábrica - incluindo: a configuração, o treinamento, a assistência técnica e a 
garantia, destinados aos Centros Corporativos de Dados da ECT, localizados nas cidades de 
Brasília e São Paulo, conforme condições gerais e pauta de distribuição e especificações 
constantes dos ANEXOS 1-a e 1-B deste EDITAL. 

DECLARAÇÃO DE SOLIDARIEDADE 

Declaramos, na qualidade de fabricante, que a COBRA TECNOLOGIA S/A, CNPJ n° 
42.318.949/0001-84, é nosso revendedor autorizado e está apto a comercializar os 
equipamentos por nós produzidos, descritos abaixo: 

Declaramos ainda : 

;;;~~ _, nossa solidariedade para com a COBRA TECNOLOGIA S/A quanto ao~::compromissos que 
, "'-; .. , esta venha a assumir perante a EMPRESA BRASILEIRA DE CORREIOS E :TELEGRAFOS; 

•
, ~ 1?) \ que a COBRA TECNOLOGIA S/A está apta a prestar assistência técnica, com uso de peças 
. o. ~ componentes originais, bem como suporte aos produtos e equipamentos cotados; 
~\qiJe somos responsáveis solidários com a COBRA TECNOLOGIA S/A, pelo perfeito 

\!Lmprimento das exigências de garantia dos equipamentos, durante todo o seu prazo de 
vigência do contrato . 

~~ r~-.rv:__ 
Hewlett-Packard Company 
Carlos Rocha Ribeiro da Silva 
Procurador 

I ' 
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CONsuLADo GEI!AL Do BRASIL SÃ. o FRANcisco 1"\>. 

. ""'-;J "'''"''"''" '""'"' ;..,' "'·''"' """· """'""'"e'"""""'"· de~ .. VAL~NN ;: ;.:}

1

. VALANDANI--- .'tJ ~~ 
- S-- -t .. . . . .. . . . ·--~- "-<c,;"'"- ------------------ Jii C onliliiJ Co<f~;ii., do 
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L 
CALIFORNIA ALL-PURPOSE ACKNOWLEDGMENT 

On t::::~l)Af.,'{ 10. 1.003, before me, VAL-'-(1\J ,___j 1/.A-L-A-N l)ltNI Nôl7te.•( 'PJ6Lt~ 
Date i Name and Title of Officer (e.g., "Jari'e Doe . Notary Public") 

personally appea red _ _ __ C_'-'lA-'-Ai2J...; _ _ F--=7 __ u---'-, -:--:-C---:-':-l+'-'cA-:-:::{Z__I0:---,--A,---=-.S----------
Name(s) of Signer(s) 

~rsonally known to me 
O proved to me on the basis 
evidence 

of satisfactory 

m 
to be the person{57 whose name(-s-} is;re. 
subscribed to the within instrument a:nd 
acknowledged to me that he/she/they execát'ed 
the same in hisJheF/their authori~~d 
capacityftes7 , and that by hisf.hcr/tilêir 
signatu~e(-57 on the instrumen~ the personfs:\l,~_,o=~r 
the entrty upon behalf of whrch the persor~ 
acted, executed the instrument. 

WITNESS my hand and official seal. 

~~~Y~~y~· 
OPTIONAL---------------------

Though lhe informa/íon below is not required by law, it may prove valuable to persons relying on lhe document 
and could preveni fraudu/ent remova/ and reattachment of this form to another document. 

Description of Attached Document 

Title or Type of Document: ----------------------------

Document Date:----------- - ----- Number of Pages: _ _____ _ 

Capacity(ies) Claimed by Signer 

Signer's Name: -------------------::::..4iillfll!~~~~~ 
O Individual 
O Corporate Officer- Title(s): 

RIGHT THUMBPRINT 
OFSIGNER 

Top of lhumb here 

© 1999 National Notary Associalion • 9350 De Solo Ave., P.O. Box 2402 • Chatsworth. CA 91313-2402 • www.nationalnotary.org Prod. No. 5907 
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HELOISA DO LAGO ALVES PEQUENO 
TRADUTORA PÚBLICA E INTÉRPRETE COMERCIAL 

Idioma: Inglês 
Rua Des. Eliseu Guilherme, 304 - Conj 51 - Paraíso - CEP 04004-030- São Paulo - SP 

Tel:(11) 3887-0822 Fax: (11 ) 3051-2395 
www. heloisapequeno.com.br E-mail: helopeq@heloisapequeno.com.br 

Matrícula JUCESP n° 1001 RG n° 4.988.499-2 CPF n° 063.193.638-60 CCM no 22441 47-6 

TRADUÇÃO N° 360 LIVROW 008 FOLHA N° I 

Cert i fico e dou fé , para os devi dos fins , que , nesta data , me fo i 

apresent ado um documento l avrado n o i di oma i ng l ês, com a seguinte 

i dentificação : PROCURAÇÃO , contendo 1 (uma) página dati logra f ada e 

apensos , que passo a t raduz i r para o vernáculo , no seguint e teor : 

Este documento está escrito em duas colunas, sendo uma em inglês e a outra, já 
em português, cujo texto transcrevo a seguir: 

PROCURAÇÃO 

OUTORGANTE: HEWLETT-PACKARD COMPANY, empresa devidamente 
constituída de acordo com as leis do Estado de da Califórnia, Estados Unidos da 
América , com sede em 3000 Hanover Street, na cidade de Paio Alto , através de 
seu representante legal, o Sr. Charles N. Charnas. 

;t\ 
.-· 
'-· 

OUTORGADAS: HEWLETT PACKARD BRASIL L TDA. , com sede em Barueri-SP, 7' 
na Alameda Rio Negro, 750, fundos, 1° andar- sala 4 Alphaville, inscrita no CNPJ v­
sob o n° 61 .797.924/0001-55 e HEWLETT- PACKARD COMPUTADORES L TDA, ou 
com sede em Campinas-SP, NA Rua Um, 1000-Distrito Industrial - inscrita no 
CNPJ sob o n° 00.379.771/0001-31 , representadas por: 

• Carlos Rocha Ribeiro da Silva, cidadão brasileiro, casado, engenheiro, 
.residente na Avenida Professor Rubens Gomes de Souza, 1359,na Cidade de 
São Paulo, Estado de São Paulo, Brasil, com RG número 17.817.356-9 (SSP­
SP) e CPF sob o número 405.086.097-04; 

• Ivo Romani, cidadão brasileiro, casado, administrador de empresas, residente 
na Rua Sergipe,309,3° andar, na Cidade de São Paulo, Estado de São Paulo, 
Brasil, com RG número 7.187.356-9 (SSP-SP) e CPF sob o número 
903.621 .798-91; 

• Décio Alarcon , cidadão brasileiro, solteiro, advogado, residente na Rua 
Guararapes, 78, apartamento 15, na Cidade de São Paulo, Estado de São 
Paulo, Brasil, com RG número 7.811.131-6 (SSP-SP) e CPF sob o número 
012.139.148-50; 

PODERES: Pelo presente instrumento e na melhor forma de direito, a 
OUTORGANTE nomeia e constitui a OUTORGADA sua bastante procuradora, para 

28113 

~~ ....... 
F ~t· 
o 

\"'.:) t:·~ 

<::::: ...... ~ 
-:'N' . ;~~::; 

.~:::: :c~ 

..... ~ 
() 

o fim especial de assinar, cartas de solidariedade do fabricante referente a gfl:!~lt-la------11~ 
dos produtos, em processos licitatórios no Brasil , nos quais particip R9&1§0 03/2005 - C 
Outorgadas acima, perante os Órgãos Federais, Estaduais e Municipais, be ~Mb - CORREIOS 
praticar todos os demais atos necessários ao fiel cumprimento deste m ndato, 

~ 6 '7 Fls N° ..._, ·' ----
N~ 3 7 O 2 
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HELOISA DO LAGO ALVES PEQUENO l­
TRADUTORA PÚBLICA E INTÉRPRETE COMERCIAL 

Idioma: Inglês 
Rua Des. Eliseu Guilherme, 304- Conj 51 -Paraíso- CEP 04004-030- São Paulo- SP 

Tel:(11) 3887-0822 Fax: (11) 3051-2395 
www.heloisapequeno.com.br E-mail: helopeq@heloisapequeno.com.br 

Matrícula JUCESP n° 1001 RG n° 4.988.499-2 CPF n° 063.193.638-60 CCM n° 2244147-6 

TRADUÇÃO No 360 LIVRON°008 FOLHA No 2 

inclusive substabelecer. O presente mandato terá validade de 18 meses a partir 
desta data. 

Data: 1 O de fevereiro de 2003 

Assinaturas, nas duas colunas, de Charles N. Chamas, Vice Presidente, Vice 
Conselheiro Geral e Secretário Assistente 

Em anexo, consta um formulário de notarização, denominado "Autenticação para 
todos os fins, da Califórnia", nos seguintes termos: 

Estado da Califórnia 
} SS. 

Condado de Santa Clara 
rr1 . .. .. 

Em 10 de fevereiro de 2003, perante mim, Valynn Valandani, Tabeliã Pública, :::; 
compareceu pessoalmente Charles N. Chamas, que conheço pessoalmente 1 

U'! como sendo a pessoa cujo nome está subscrito ao instrumento anexo e que '1j 

perante mim comprovou ter assinado o mesmo, na qualidade para a qual está 
autorizada, sendo que mediante a sua assinatura aposta a esse instrumento, a 
pessoa ou a empresa em nome da qual agiu, também firmou o referido 
instrumento. 
EM TESTEMUNHO DO QUE, aponho minha assinatura e afixo o selo de meu 
ofício. 
Assinatura e carimbo de Valynn Valandani, Tabeliã Pública do Condado de 
Santa Clara, na Califórnia, habilitação W 1273761, que expira em 13 de agosto 
de 2004. 

OPCIONAL - Embora as informações abaixo não sejam exigidas por lei, podem 
ser de valia para pessoas que precisem confiar no documento e podem evitar a 
retirada e recolocação fraudulenta do presente formulário em outro documento. 
(Todos os campos estão em branco) 

2003 

......... 
~ 
ç-
(J'l 
0'1 

·.:0··.· 

~t::f ;~{ :• 

r. ··) ~.~· .. ~ 

t~ ~i; 
~:;~ ~· : 

rr~ ~··. ·: 
:..·.::• 

() ) 

\ 

f
-0- ~·-

. _ . . . S n 03/2005 - CN -
Em apenso, encontra-se a legahzaçao consular, em vemaculo, transcnta aba1x ~ 
"CONSULADO GERAL DO BRASIL EM SÃO FRANCISCO Ml - CORRE 0~. 

' 56 
.fls N° ·. 

N~ 3 7 O 2 
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HELOISA DO LAGO ALVES PEQUENO 
TRADUTORA PÚBLICA E INTÉRPRETE COMERCIAL 

Idioma: Inglês 
Rua Des. Eliseu Guilherme, 304- Conj 51 - Paraiso- CEP 04004-030- São Paulo- SP 

Tel:(11) 3887-0822 Fax: (11) 3051-2395 
www.heloisapequeno.com.br E-mail: helopeq@heloisapequeno.com.br 

.. . ., 
o • .l' 

Matricula JUCESP n° 1001 RG n° 4.988.499-2 CPF n° 063.193.638-60 CCM n° 2244147-6 

TRADUÇÃO N° 360 LIVRO N° 008 FOLHA N° 3 

Reconheço verdadeira a assinatura, no documento anexo, de Valynn Valandani, 
Escrivão (sic) da Corte do Condado de Santa Clara, Estado da Califórnia, 
Estados Unidos da América. E, para constar onde convier, mandei passar o 
presente, que assinei e fiz selar com o Selo deste Consulado. Dispensado 
reconhecimento de firma de acordo com o Decreto n° 84.451, do 31-01-1980. A 
legalização deste documento não implica aceitação ou aprovação de seu 
conteúdo. São Francisco, 12 de fevereiro de 2003. Assinatura de Jairo Collier, 
Cônsul Adjunto ." 
Constam carimbos do Serviço Consular da República Federativa do Brasil em 
São Francisco, CA, e a estampilha consular, no valor de R$ 20,00 (ouro) ou US$ 
20,00, conforme a Tabela 416." 

NADA MAIS CONSTAVA DO DOCUMENTO QUE ME FOI ENTREGUE, QUE DEVOLVO 
JUNTAMENTE COM ESTA TRADUÇÃO, DATILOGRAFADA EM 03 (TRÊS) PÁGINAS 
DEVIDAMENTE RUBRICADAS, E QUE CONFERI, ACHEI CONFORME E À QUAL 

APONHO MINHA ASSINATURA E AFIXO O SELO DE MEU OFÍCIO PÚBLICO, 
NESTE DIA 2 4 DE FEVEREIRO DE 2003. 

Emolumentos: R$ 106,40 
Talonário no 005 
Recibo no 0230 

CERTIFICO E DOU FÉ. 

HELA~ói~ QUENO; 
Traduk>ra Pública e lntérp ele Comercial ;~~ 
Mltriet.dada na JUCESP sob. n° 1001 
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Cuc o SvsTEMS 

São Paulo, 21 de julho de 2003 

EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 

Re.: PREGÃO N.2 050/2003- CPUAC 

Prezados Senhores, 

Declaramos para fins do pregão acima que 
COBRA COMPUTADORES E SISTEMAS 
BRASILEIROS S.A., CNPJ 42.318.949/0001-
84, com endereço na Estrada dos 
Bandeirantes, 7966, CEP: 22783-110 - Rio 
de Janeiro - RJ, doravante EMPRESA, é 
revendedor autorizado Cisco no Brasil. 

Versão em inglês para referência apenas 
English version for reference only 

We hereby inform for the purposes of the 
above process that COBRA 
COMPUTADORES E SISTEMAS 
BRASILEIROS S.A., CNPJ 42.318.949/0001-
84, com endereço na Estrada dos 
Bandeirantes, 7966, CEP: 22783-110- Rio de 
Janeiro - RJ , hereinafter COMPANY is an 
authorized reseller in Brazil. 

Asseguramos para fins do certame em We certify for the purposes of the above 
referência: process: 

- o fornecimento e a garantia dos produtos 
Cisco no anexo relacionados; e que 
- os equipamentos Cisco cotados pela 
EMPRESA, relacionados no anexo são de 
linha de produção continuada e que serão 
fornecidas peças de reposição pelo período 
mínimo de 60 (sessenta) meses. 
Atestamos ainda, com relação aos 
equipamentos Cisco relacionados no anexo: 

a) nossa solidariedade para com a EMPRESA 
no âmbito dos produtos Cisco quanto aos 
compromissos----que a- EMP~cs-A-venha a 
assumir perante a ECT, no escopo desta 
licitação; 

b) que a EMPRESA está apta a prestar 
assistência técnica, com o uso de peças e 
componentes originais, bem como suporte aos 
produtos Cisco cotados; 

- the supply and warranty of the Cisco products 
listed in the attachment hereto; and that 
- the Cisco equipment offered by COMPANY 
are from a continued line of production and that 
spare parts will be available for a minimum 
period of 60 (sixty) months. 

We also certify with regards to the Cisco 
products listed in the attachment hereto: 

a) our joint liability with COMPANY with 
regards to Cisco products in relation to the 
obltgations that--COMF>-ANY commits before 
ECT, within this process ; 

b) that COMPANY is capable of rendering 
technical assistance, with the use of original 
spare parts, as well as support to the Cisco 
products offered; 

RQS n° O~- CN­
CPMI - :, RREIOS 

70 
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"' ' 
:;~~ nossa responsabilidade solidária para com 

a EMPRESA pelo perfeito cumprimento das 
exigências de garantia dos produtos Cisco, 
durante todo o prazo de vigência do contrato. 

• 

c) our joint liability responsibility with 
COMPANY for the perfect fulfillment of 
warranty of Cisco products, during the whole 
term of the agreement. 

: 30 .CARTORIO REGI:3fRO 
:?.V.Hova I · 
:vruoo 

·.aéi8 n°· 0312005 • CN · 
CP~I - CORREIOS 

J • , I 

F'ls ~ 571 ------
N~ 3 702 
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CISCO SYSTEMS 

® 

Cisco do Brasil Ltda . 
Av. Nações Unidas, 12.901 - 26° and. 
04578-000 - São Paulo- SP 
Tel.: (011) 5508-9999 
Fax: (0 11) 5508-9998 
www .cisco.com 

São Paulo, 21 de julho de 2003 

t A 
• EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS - ECT 

• 
• 
t Ref.: PREGÃO N.º 050/2003- CPUAC 

~ 
Prezados Senhores, 

Declaramos, para fins de comprovação no edital em epígrafe que a empresa 
MULTIREDE INFORMÁTICA L TOA., inscrita no CNPJ/MF sob o número 
66.060.088/0001-45 e localizada na rua Dr. Eduardo de Souza Aranha, 387 -
ltaim Bibi - São Paulo - SP é atualmente parceiro certificado pela Cisco 
Systems, Inc. como Cisco Learning Solutions Partner. 

Esclarecemos por oportuno que os cursos CWFUN e CWLAW foram 
descontinuados e substituídos pelo curso CWENT. 

Ci od 
Serglv--..a.~~·a 
Representante Legal 

RQS n° 03/2005 • CN 

CPMI • CORRE IO 
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CISCO SYSTEMS Ci!-il'O do Brasil Ltda. 

A.\ . Na~ües Untda:-. . 1.::.\JOI ~ 2h ;uu.l 
11~57f:-91J .\- S;it~l'<tult~ - SI' 

® 

Procuração 

Td.: tiiii15511X-'I 'I'I'I 
F<tx: ! 11 I I l .1 50)-'I'I'IX 

www.risl'll .l'fHII 

Outorgante: Cisco do Brasil Ltda .. com sede na cidade de São Paul o . Estado ele Sãu 

l';itdt l. ne~ Avenida Nações Unidas. 12.90 1. 18°. e 26° andares. CEP 0457:-1-903. 

in ..,c nra no CNPJ sob o n° 00.028.666/0001-58. neste ato represe ntada por se u 
!;LTL'Ilfc de legado. Sr. Carlos Carnevali. brasileiro. casado. engenheiro. portador da 

L·é dula de identidade RG n° 3.500.054-SSP/SP. inscrito no CPF-MF sob o no 
.205.60 I.X -+ 8-91 . res idente e domiciliado na Cidade de São Paulo-SP. com esc ritório 

11 ;1 Cidade de São Paulo-SP. na Avenida Nações Unidas. 12.901. To rre Oeste. 26° 
; lllll:ir. 

Outorgados: Luis Carlos Araújo Moraes Rego Júnior. brasileiro. engenheiro 

e lé trico. portador da cédula de identidade RG no 6.953.526-7-SSP/SP. inscrito no 

CPF-MF sob o n°. 082.948.428-00. e Sérgio Fumiaki Tsujioka. brasileiro. técnico 

;idmin·istrativo. portador da cédula de identidade RG n°. 4 .639.759-0-SSP/SP. inscrito 

IHI CPF-MF sob o n° 682.843.908-25. ambos residentes e domiciliados na Cidade de 
S;ltl Paulo-SP. com escritório na Cidade de São Paulo-SP. na Avenida Nações Unidas. 

I ~-')0 I. Turre Oeste.l8°. andar. 

Poderes : Pelo presente instrumento particular e nos termos do seu Contrato Social 
;ltu;ilmcnte em vigor. a Outorgante nomeia e constitui os Outorgados seus bastante 
pl!lcuradores com poderes para individualmente (i) representar a Outorgante perante 
;~ .., rcparti<;fies públicas federais. estaduais e municipais. entidades autárquicas c 
par;1cstatais. incluindo mas não limitando ao Banco Central do Brasil e üs Junta.\ 
Comerciais. INSS. neles requerendo. assinado cartas. petições. formulários. 
documentos de cfunbio. arquivar e retirar documentos: (i i) as si na r contratos com 
L'lllpresas de utilidade pública -e prestadores de serviços. incluindo mas não se 
limitando a contratos bancários e contratos de câmbio: (iii) representar a Outorgante 
L'lll licit<H.;t"ies. estando autorizado. para esse fim. a assinar documentos em benefício 
d;t Outmgante: (iv) interpor e responder recursos administrativos perante qualquer 
~ -~~-~Jo da Administraç~o Pública: (v) movimentar as contas bancárias em nome da 
Ouwrganle. assinar cheques e transferências. autorizar ordens de pagamento: e (vi) 
praticar todos os demais atos necessários ao bom e fiel cumprimento do presente 
m;111dato. mas sempre de total conformidade com as disposições e restrições contidas 
tHJ Contrato Social da Outorgante . É vedado o substabelecimento no todo ou em parte 
da presente procuração . 

Validade: A presente procuração vigorará de 03 de 
.Janeit·o de 2004. a menos que anteriormente revogada . 

anóm de)Otn até 03 de 

9 de dezeJJ'lbro de 2002 

·vai i 
Gerente Deleg·ado 
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CERTIFICADO 
A BRTÜV certifica que a Empresa: 

CISCO SYSTEMS, INC. 
170 West Tasman Drive 

San Jose, CA 95134-1706 

Implantou e utiliza um Sistema de Qualidade 
para a seguinte área de aplicação: 

Projeto, desenvolvimento, fabricação, serviço e 
suporte para solução de rede para internet. 

O Sistema auditado está em conformidade com a norma: 

NBR ISO 9001: 2000 

Este Certificado é válido até: 30 I Novembro I 2003 
N°. de Registro do Certificado: CSQ- Q-1 095 

A validade d es te certificado está s ujeita ao atendimento satisfatório e continuo pela empresa das condições estabelecidas em contrato. 
Este certificado dâ dire ito ao registro n a Lista de Empresas Certificadas do Sistema Bras ileiro d e Certificação. 

Barueri- SP, 2/6 / 2003 :~ 
/NMETRO OCS • 01112 

j;;Jl~ 
B ~aliações da QualidadeS / C Ltda. 

RQS n° 03/2005 -
CP MI • CORREIOS 

No 574 
-----
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CERTIFICA TE 
BRTÜV hereby certifies that Company: 

CISCO SYSTEMS, INC. 
170 West Tasman Drive 

San Jose, CA 95134-1706 

Has established and applies a Quality Assurance System for: 

Design, development, manufacture, service and 
support of networking solutions for the internet. 

The System complies with the standard: 

NBR ISO 9001: 2000 

This Certificate is valid until: 30 I November I 2003 
Certificare registration nr.: CSQ- Q-1095 

The validity of thts certifica te is subject to the continuous and satisfactory compliance of the company to th~ conditi~ns ~tated. in the contract. 
Tlus certificate enutles the company to be registered in lhe list of certified compames of the Brazthan Ceruficauon System. 

Barueri · SP, 2/6/2003 ~ \1) 
IN METRO OCS· 0012 

TABELIÃO DE IBIRAPUERA 
·sto Flaulo. Ct!illl• 'rei: SSOS4570 
ll!flliU!h: IIU c6PIA lllltllAIICA 
COUIIttu O OIICIII( IA tU LI 
Oou F!!. · 

~~ 
BRTUV Avaliações da Qualidade S /C Ltda. 

RQS n° 03/2005 - CN -
PMI - CORREIOS . 

575 
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Item 3.1 
Produto 

WS-C6513 
WS-C6K-13SLT-FAN2 
WS-CAC-2500W 
W S-CAC-2500W /2 
CAB-AC-2500W-INT 
S6S22ZK2-12119E 
WS-X6K-S2-MSFC2 
WS-X6500-SFM2 
WS-X6516A-GBIC 
WS-F6K-DFC 
MEM-DFC-128MB 
WS-X6548-GE-TX 
WS-X6548-GE-TX 
WS-X6548-GE-TX 
WS-X6516-GE-TX 
WS-F6K-DFC 
MEM-OFC-128MB 
WS-X6066-SLB-APC 
SC6K-3.1.3-CSM 
WS-SVC-NAM-1 
SC-SVC-NAM-3.1 
WS-X6516-GE-TX 
WS-F6K-OFC 
MEM-DFC-128MB 
WS-X6516-GE-TX 
WS-F6K-OFC 
MEM-OFC-128MB 
WS-X6516-GE-TX 

ME~-(3iq -128MB 
W~5lt8 

01 

' o 
~ 

Oi\) 
o o 
::0 g , 
::tl. 

~~(~---

Cobr Equipamentos de rede ECT rev 05 

Switc~ tipo 1 (layer 3- GE) 
Descrição Qtd. 

Cat 61>13 Chassis, 13slot, 19RU, No Pow Supply, No Fan Tray 
High ~peed Fan Tray for Catalyst 6513 I Cisco 7613 
Catai ' st 6000 2500W AC Power Supply 
Catai st 6000 Second 2500W AC Power 
Powe Cord, 250Vac 16A, INTL 2 
Catai st 6000 SUP2/MSFC2 lOS SP WIVIP SSH 30ES 
Catai st 6500 Supervisor Engine-2, 2GE, olus MSFC-2 I PFC-2 
Catai st 6500 Switch Fabric Module 2 
Catai st 6500 16-port GioE Mod, fabric-enabled (Rea. GBICs) 
Oist wd Card for 65xx, 6816 Modules used with SUP1NSUP2 
128 1 B ORAM FOR OFC 
Catalyst 6500 48-port fabric-enabled 10/100/1000 Module 
Catalyst 6500 48-port fabric-enabled 10/100/1000 Module 
Catai o~st 6500 48-port fabric-enabled 10/100/1000 Module 
Catai st 6500 16-port Gig/Copper Module, x-bar 
Dist wd Card for 65xx, 6816 Modules used with SUP1NSUP2 
128 B ORAM FOR OFC 
CataiJst 6000 Content Switching Module 
CSM 13.1.3 Software Release 
Catal :vst 6500 Network Analysis Module-1 
Catalvst 6500 NAM SW Release 3.1 
Catalf./st 6500 16-port Gio/Copper Module, x-bar 
Oist . wd Card for 65xx, 6816 Modules used with SUP1 NSUP2 
128 MB ORAM FOR DFC 
Catal~st 6500 16-port Gig/Copper Module, x-bar 
Oist fj'wd Card for 65xx, 6816 Modules used with SUP1 NSUP2 
128 ~B ORAM FOR OFC 
Catalyst 6500 16-port Gig/Copper Module, x-bar 
Oist ~wd Card for 65xx, 6816 Modules used with SUP1NSUP2 
128 ~B ORAM FOR OFC 
1000BASE-SX Short Wavelenoth GBIC (Multimode oniVf 16 



MEM-S2-128MB 
MEM-MSFC2-128MB 

Item 3.2 
Produto 

WS-C2950G-48-EI 
CAB-AC 
WS-G5484= 
WS-X3500-XL 
PWR675-AC-RPS-N1 = 
CAB-AC 

Item 3.5 
Produto 

CVPN3060-NR 
CVPN3060-SW -K9 
CAB-AC 
CVPN3000-PW R= 

Item 3.5 (cont.) 
Produto 

CSACSE-1111-K9 
CAB-AC 
CSACSE-3.2-SW-K9 

. , 

Catai st 6000 Sup2 Mem, 128MB ORAM Option 
Catai st 6000 MSFC-2 Mem, 128MB ORAM Option 

Equipamento (unitário) 
Total de equipamentos 

Swit( h tipo 2 (FE) 
Descrição 

Catai st 2950, 48 10/100 with 2 GBIC slots, Enhanced lmage 
Powe Cord,110V 
1000 tsASE-SX Short Wavelength GBIC (Multimode only) 
Giqa$tack Stackinq GBIC and 50cm cable 
675W Redundant Power Supply with 1 connector cable 
Powe Cord,110V 

Equipamento 
Total de equipamentos 

Switqh tipo 5 (Concentrador de VPNs) 
I Descrição 

VPN ~060 Concentrator (Non-Redun, 1 P/S); 
5000 ~sers@ 1 OOMbps 
Softv.pre for VPN3060 Concentrator 
Power Cord,11 o v 
Ciscq VPN 3000 Concentrator Power Supply 

Equipamento 
Total de ~uipamentos 

Servi~or de Autenticação para o Switch tipo 5 

1 
1 

4 

Qtd. 
1 
1 
1 
1 
1 
1 

6 

Qtd. 

4 

Descrição Qtd. 
Ciscd Secure ACS 3.2 Solution; includes HW and SW 1 
Power Cord,110V 1 
Config. Option; CSACS 3.2 Software loaded on Cisco 1111 1 

1 Equipamento 
Total de equipamentos 2 

Router tipo 1 
Descrição Qtd. 

I .. 



~----------------------------- -

CISC03745 3700 Series, 4-Siot, Dual FE, Multiservice Access Router 1 
PWR-3745-AC ACP )Wer Supply for the Cisco 3745 1 
PW R-37 45-AC/2 Redu ~dant AC System Power Suppy for the Cisco 3745 1 
CAB-AC Powe Cord,110V 2 
S37 4AK9-12301 Cisco 3745 Ser lOS ENTERPRISE PLUS IPSEC 3DES 1 
NM-1FE2W 1 10/ 00 Ethernet with 2 W AN Card Slot Network Module 1 
WIC-2T 2-Por Serial WAN Interface Card 2 
NM-1A-E3 1-Por E3 ATM Network Module 1 
NM-1GE 1 Por GE Network Module 1 
WIC-2T 2-Po Serial W AN Interface Card 2 
CAB-SS-V35MT V.35 1---able, DTE Male to Smart Serial, 10 Feet 8 
ROUTER-SDM Devic e manager for routers 1 
WS-G5483= 1000 eASE-T GBIC 1 

Equipamento 

I Total de equipamentos 2 
I 

Item 3.7 Rout~r tipo 2 
Produto Descrição Qtd. 

CISC01751-V 10/1 QO Modular Router wNoice,32F/64D 1 
MEM1700-64U96D Ciscc 1751-V 64MB to 96MB ORAM Factor-y U!)grade 1 
S17C7HVK9-12208T Ciscc 1700 lOS IP/ADSLNOICE/FW/IDS PLUS IPSEC 3DES 1 
WIC-2T 2-Po Serial WAN Interface Card 1 
VIC-2FXO Two- port Voice Interface Card- FXO 1 
VIC-2FXS Two- port Voice Interface Card - FXS 1 
PVDM-256K-4 4-Ch ~nnel Packet Voice/Fax DSP Module 2 
CAB-AC Powe r Cord,110V 1 
CAB- SS-V35FC V.35 Cable, DCE Female to Smart Serial, 10 Feet 1 
CAB-SS-V35MT V.35 Cable, DTE Male to Smart Serial, 10 Feet 1 

Equipamento 
Total de equipamentos 2 

IIC> 

l Item 6.1 Servidor Segurança Lógica tipo 1 

I 
Produto Descrição Qtd. 

. -h 'I.A\04;1 PIX Firewall 535 Chassis 1 
. ~ I, ;;; C.t.lil-~ Power Cord,11 OV 1 
. ~ CJ'I~ PI~Vl;f\ 3DES 168-bit 3DES VPN feature license for PIX Firewall 1 
' c~~ -........~ . ~ 

I • o o~ 
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PIX-535UR-SW Unres ricted feature license for PIX 535 Firewall 1 
SF-PIX-6.2 PIX v p.2 Software for the PIX 515E, 525 and 535 Chassis 1 
PIX-1GE-66 66MI- z Gigabit Ethernet Interface, Multimode (SX) SC 1 
PIX-1GE-66 66MI- z Gigabit Ethernet Interface, Multimode (SX) SC 1 
PIX-4FE-66 PIX 6 :>-MHz Four-oort 10/100 Ethernet Interface, RJ45 1 
PIX-535-PW R-AC Redu dant AC power supply for PIX 535 1 
PIX-1FE Sinal E 10/100 Fast Ethernet lnteface for PIX Firewall, RJ45 1 
PIX-1FE Sinal E 10/100 Fast Ethernet lnteface for PIX Firewall, RJ45 1 
PIX-VPN-ACCEL VPN fl,ccelerator Card for PIX 515E/525/535-UR/FO Firewall 1 
PIX-535-MEM-512 PIX 5 35 512MB RAM Upgrade (2-256MB DIMM, UR Only) 1 
PIX-535-PWR-BLANK Blank to fill unused oower suooly slot on PIX 535 1 
PIX-535 PIX F rewall 535 Chassis 1 
CAB-AC Powe Cord,110V 1 
PIX-VPN-3DES 168-t it 3DES VPN feature license for PIX Firewall 1 
PIX-535FO-SW F ai lo er feature license for PIX 535 Firewall 1 
SF-PIX-6.2 PIX v :>.2 Software for the PIX 515E, 525 and 535 Chassis 1 
PIX-1GE-66 66MI- z Giaabit Ethernet Interface, Multimode (SXl SC 1 
PIX-1GE-66 66Mt- z Giaabit Ethernet Interface, Multimode (SX) SC 1 
PIX-4FE-66 PIX 6 6-MHz Four-port 10/100 Ethernet Interface, RJ45 1 
PIX-535-PW R-AC Redu ndant AC power supply for PIX 535 1 
PIX-1FE Sinal ~ 10/100 Fast Ethernet lnteface for PIX Firewall , RJ45 1 
PIX-1FE Singl ~ 1 0/100 Fast Ethernet lnteface for PIX Firewall, RJ45 1 
PIX-VPN-ACCEL VPN ~ccelerator Card for PIX 515E/525/535-URIFO Firewall 1 
PIX-535-MEM-512 PIX 835 512MB RAM Uoarade (2-256MB DIMM, UR OniVf 1 
PIX-535-PWR-BLANK BlanK to fill unused power supply slot on PIX 535 1 

I Equipamento 
Total de eQuipamentos 4 

Item 6.2 Servidor Segurança Lógica tipo 2 
Produto I Descrição Qtd. 

PIX-525 PIX Rirewall 525 Chassis 1 
CAB-AC Powelr Cord,11 OV 1 

; ;J ~ PIX&tlb DES 168-t it 3DES VPN feature license for PIX Firewall 1 

. ~ I (f) PIX-~~1 fi/-UR Unre ~tricted feature license for PIX 525 Firewall 1 
z SF-~-5- PIX \1.6.2 Software for the PIX 515E, 525 and 535 Chassis 1 

I o PIX-4FE6ll PIX 66-MHz Four-port 10/1 00 Ethernet Interface, RJ45 1 

~2\ n~ 
c;.,.,.l, 1....' I ;ó 8 
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PIX-1GE-66 66MH z Gigabit Ethernet Interface, Multimode {SX) SC 1 
PIX-VPN-ACCEL VPN ccelerator Card for PIX 515E/525/535-URIFO Firewall 1 
PIX-525 PIX F rewall 525 Chassis 1 
CAB-AC Powe Cord, 110V 1 
PIX-VPN-3DES 168-b t 3DES VPN feature license for PIX Firewall 1 
PIX-525-SW -FO F ai lO\ er feature license for PIX 525 Firewall 1 
SF-PIX-602 PIX v )02 Software for the PIX 515E, 525 and 535 Chassis 1 
PIX-4FE-66 PIX 6 i3-MHz Four-oort 10/100 Ethernet Interface, RJ45 1 
PIX-1GE-66 66MH z GiQabit Ethernet Interface, Multimode {SX) SC 1 
PIX-VPN-ACCEL VPN 1\ccelerator Card for PIX 515E/525/535-URIFO Firewall 1 

Equipamento 

I Total de equipamentos 2 

Item 6o3 Servi~or para Detecção de Intrusão- lOS 
Produto Descrição Qtd. 

IDS-4250-TX-K9 4250 Sensor {chassis, s/w, SSH, 10/100/1000BaseT w/ RJ-45) 1 
CAB-AC Power Cord, 11 OV 1 
IDS-RAIL-2 2 pos~ Rail Kits for lhe lOS 4235/4250 Sensor Platforms 1 

' Equipamento 

i Total de equipamentos 2 
I 

CiscqWorks VPN/Security Management Solution (VMS) 
Produto I Descrição Qtd. 

CWVMS-202-UR-K9 VMS ~ 02 WIN/SOL Unrestricted 1 
CWVMS-MCCSA-400 Expa(lded Part use Onlv: MC for Cisco Securitv AQents 400 1 

I Equipamento 

I Total de equipamentos 2 

9i'cS Ciscc!»Works LAN Management Solution 
Produto I Descrição Qtd. 

CWLMS-202-K9 LAN Managment 202 for WIN/SOL; CM, DFM, RME, RTM, CV 1 
i .~... Equipamento I 

' Total de equipamentos 2 
o ;? c:.N -n ~~ I 

2 ~ Ü) 
~C/) CiscoWorks2000 Routed WAN Management 1 --...J z ~ Produto Descrição Qtd. o o o - I C) 

~~ --""~ - !( g 
i (..5"1 :::0(.11 o ;;o 

\D 00 o. ~ o C/) -
I ......._,_ I . 
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CWRW -1.3-K9 R ou te ff WAN Mgmt 1.3 for WIN/SOL; ACL, IPM, RME, CV 1 
Equipamento 

Total de equipamentos 2 
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DECLARAÇÃO DE SOLIDARIEDADE DO FABRICANTE/REVENDA 

A EMC Com pu ter Systems Brasil Ltda, inscrita no CNPJ /MF sob o n . o 

01.462.017/0001-12 declara, para fins de prova do subitem 2.4 do 
Anexo 3 , do Edital de Pregão n. 0 050/2003 , na condição de 
fabricante/revenda, que a empresa licitante COBRA Tecnologia S.A. , 
inscrita no CNPJ/MF sob número 42.318.949/0001-84, está autorizada 
a comercializar o produto Connectrix ED-12000B . 

A EMC Computer Systems Brasil Ltda declara sua solidariedade com a 
empresa licitante COBRA Tecnologia S .A., no ãmbito dos produtos de sua 
fabricação quanto aos compromissos que a referida empresa licitante 
venha a assumir perante a ECT, no escopo desta licitação. 

A EMC Computer Systems Brasil Ltda, informa que a licitante COBRA 
Tecn ologia S.A. esta apta a prestar assistência técnica, com uso de peças 
e componetes originais, bem como suporte aos produtos cotados . 

Adicionalmente a EMC Computer Systems Brasil Ltda, declara sua 
responsabilidade solidária para com o proponente pelo perfeito 
cumprimento das exigências de garantia dos produtos, durante todo o 
prazo de vigência do contrato . 

São Paulo, 17 de Julho de 2003 . 

/ 
j,Rinaldo Sg l ela 

/ Diretor Finm:;tceiro 
- - - ------JI-LÍ----v-lf-

EMC Computer Systems Brasil Ltda. 

: ...... 

t ua Ve r bo Di vino , 1.488 4° andar 047 19-9 04 
,_?ão Paulo. SP Tel .: (11) 5185.8800 Fax : (11) 5185 .8999 
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CERTIFICADO 

A EMC Computer Systems Brasil Ltda., estabelecida na Rua Verbo Divino, • • • • 
1.488, 4° andar, São Paulo, SP, inscrita no CNPJ/MF sob número 

=~ • • • • • • • • • • • :c 
• • • • • • • • • • • • • • • 

01.462.107/0001-23, subsidiária da EMC Corporation, certifica que tem 

como revenda autorizada a Empresa COBRA Tecnologia S.A., sediada na 

Estrada dos Bandeirantes, 7.966, Jacarepaguá, Rio de Janeiro- RJ, inscrita 

no CNPJ/MF sob número 42.318.949/0001-84, perante o cliente Correios, 

referente ao Edital do Pregão 050/2003. 

São Paulo, 14 de Julho de 2003 

EMC Computer Systems Brasil Ltda. 

,., 

tua Ve rbo Di vi no , 1,488 4° andar 04719-904 
_são Paulo , SP Tel.: (11) 5185.8800 Fax: (11) 5185 .8999 
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CERTIFICADO 

A EMC Computer Systems Brasil Ltda., estabelecida na Rua Verbo 

Divino, 1.488, 4° andar, São Paulo, SP, inscrita no CNPJ /MF sob 

número 01.462 . 107/0001-23, subsidiária da EMC Corporation, assegura 

que os equipamentos cotados, EMC Connectrix ED-12000B, são de linha 

de produção continuada e que se compromete a fornecer peças de 

reposição pelo período mínimo de 60 (sessenta) meses, perante o cliente 

Correios, referente ao Edital do Pregão N° 050/2003 . 

São Paulo, 22 de Julho de 2003 

-------------

EMC Computer Systems Brasil Ltda . 
., Ve rbo Di vino, 1. 488 4° andar 047 19· 904 
~o Paulo. SP Tel . : (1 11 5185. 8800 Fax: (11) 5185.8999 
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CORREIO< ADMINISTRAÇÃO CENTRAL 

ATESTADO DE VISTORIA 

Atestamos para fins de Licitação, relativamente ao Edital do Pregão n .º 050/2003- CPUAC, cujo 

objeto é a locação de equipamentos de informática, que o Sr(a) 

)26 i t-. }J/ <: f2od 6\-1 u e's Pe Cl2 L ''e- , representante da empresa 

0!ofx.l7:;rrrev4Joí'c.> s;- ~J.;3r:-cs/ !et'<OS:. ~;{ft~ve visitando nesta data, as instalações físicas do Centro 

Corporativo de Dados de ·f-:, Ç'csc /c e. - .D f"" · , visando obter subsídios para a proposta econômica 

da licitação em questão . 

1 . 

Matrícula: 

Assinatura: =---~"---'-"'----"'--------------

Data~ 7- /]_/2003 . 

2. Representante da Licitante · 

Nome em letra de for a O A3 -k ·v- N :-~d ~ · ues Pe c'Q; r-

Assinatura: ::---:--=--""t---\-:7-'='--b-L--+......L=-----~ 
Data: O lfr O :m_ 

Brasília-DF,-.f_7_ de _J_u_} ___ fKJ ___ de 2003 . 

OBSERVAÇÕES: 

o 

o 

o 

Os interessados em participar desta Licitação deverão realizar, obrigatoriamente, vistoria nos Centros 

Corporativos de Dados de Brasília e São Paulo, devidamente acompanhada de representante da ECT. 

Os endereços dos CCDs são os seguintes: 

Brasília : SBN - QUADRA 01- BLOCO A- 2º SUBSOLO- ED. SEDE ECT- BRASÍLINDF 

São Paulo : RUA MERGENTHALER, W 592- BLOCO 3-4° ANDAR- VILA LEOPOLDINA CEP: 05311-900 

SÃO PAULO- SP 

As vistorias deverão ocorrer no prazo de até 02 (dois) dias úteis antes da data de abertura da licitação, 

objetivando conhecer, principalmente, as características técnicas do ambiente e os I in.stalaç.ã_o_ os 

produtos. RQS no 03/2005 - CN -

O agendamento das vistorias deverá ser previamente efetuado junto aos seguintes telefon F PMI - CORRE IOS 

Brasília: (Oxx61) 426-2214/1754/1896 S 8 6 
São Paulo: (Oxx11) 3838-7755/7000/7001 ~ls N° __ --.. __ _ 
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tU/CORREIQ(I_Ao_M_IN_IsT_R_Aç=--A_o _cE_NT_R_AL _______ ~_'-'_ 
ANEXO 3 

(MODELO VI) 

ATESTADO DE VISTORIA 

Atestamos para fins de Licitação. relativamente ao Edital do Pregão n.0 050/2003- CPUAC, cujo 

objeto é a locação de equipamentos de informática, que o Sr(a) 

_::)'~ 'oft _AM....f~..e.C.. _E;P«""'--.2-.&~.e ... _. representante da empresa 

e~_e.!!f.*~·f aÁ~L~~...!LJ.~ esteve visitando nesta data, as instalações físicas do Centro 

Corporativo de Dados de _ _(...-<1_? fJu.J_'-00 ~#f._ , visando obter subsídios para a proposta econômica 

da licitação em questão. 

1. Responsável pelo Termo de Vistoria 

Nome em letra de forma: _OCI!~_OC (J/l..!Jc:> __ _ 
Matrícula: f2_f)8_'{JB -b__ ______ _ 
Assinatura : -~----------­
Data: fl!_(~]/2003 . 

2. Representante da Licitante 

Nome em letra de forma: 

.J~r?J2 llJ 
Brosill!f-DF, _j]_ d~- de 2003. 

OBSERVAÇÕES: 

o Os interessados em participar desta Licitação deverão realizar, obrigatoriamente, vistoria nos Centros 

Corporativos de Dados de Brasília e São Paulo, devidamente acompanhada de representante da ECT . 

os-e-naeTeços-dos-eef)s-s"ão-us-se·guintes: · ·- · - -

Brasília : SBN- QUADRA 01- BLOCO A- 2° SUBSOLO- ED. SEDE ECT- BRAS[LIA/DF 

São Paulo : RUA MERGENTHALER, W 592- BLOCO 3-4° ANDAR- VILA LEOPOLDINA CEP: 05311-900 

SÃO PAULO- SP 

o As vistorias deverão ocorrer no prazo de até 02 (dois) dias úteis antes da data de abertura da licitação, 

objetivando conhecer, principalmente, as características técnicas do ambiente e os locais de instalação dos -- - ......... -... 
produtos. RQS n° 03/2005 - CN • 

o O agendamento das vistorias deverá ser previamente efetuado junto aos seguintes telefone tPMI _ CORREIOS 
Brasília: (Oxx61) 426-2214/1754/1896 

São Paulo: (Oxx11) 3838-7755/7000/7001 587 
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CISCO SYSTEMS 

® 

São Paulo, 22 de julho de 2003 

EMPRESA BRASILEIRA DE CORREIOS E TELÉGRAFOS- ECT 

Re.: PREGÃO N.º 050/2003- CPLIAC 

Prezados Senhores, 

Informamos abaixo algumas características técnicas dos produtos Cisco abaixo relacionados: 

1) As fontes de alimentação do concentrador Cisco VPN 3060 possuem recurso de troca sem interrupção 
(HOT -SWAPPABLE/HOT -PLUGGABLE). 

2) O roteador Cisco 3745 possui capacidade de roteamento de até 225.000 (duzentos e vinte e cinco mil) 
pacotes por segundo, utilizando pacotes de 64 (sessenta e quatro) bytes, sem perdas de pacotes. 

3) O roteador Cisco 3745 possui MTBF (Mean Time Between Failures) superior a 50.000 (cinqüenta mil) 
horas . 

4) O roteador Cisco 3745 permite a configuração de 1024 (mil e vinte e quatro) rotas estáticas. 

5) A módulo de rede NM-1A-E3, compatível com o roteador Cisco 3745, possui interface compatível com 
o padrão ITU-T G.703. 

6) O roteador Cisco 1751-V possui fonte de alimentação elétrica de 90 a 240 Volts com comutação 
automática e freqüencia de 60 (sessenta) Hertz . 

I 7) A Cisco do Brasil recomenda, para o Edital 050/2003 da Empresa de Correios e Telégrafos, o uso o 

~ &' :~s:~:e::r:a~i:::l ::: ~:5v:::o: ::,::: 
0

;ofi:~:::a C~::~:::~ ;i~i::
2

: 2 possui capacidade de 
: :;o~e::e:e::es~:,::~: ::~n~~:::~D:::Sc~a~:rmrte a detecção de ataques que ~ilizam recursos de ~ I 
J detecção Whisker anti-IDS. "----' ~ 
I 10) O sistema de detecção de intrusão IDS 4250 permite a detecção de Probin Attacks através das '\._, 

~;~~~u~~~:ee_a~~~~~~0~o P~~~e=rz~ep~~:oT~o~ ~~~6~: Finger _Erobe, Ap~~~~;;;;~~~~~;;;,;~;;;;~·--:,~;~;,~;;;:.~ ·· _ 
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1. ASPECTOS GERAIS 

a) A Empresa Brasileira de Correios e Telégrafos será tratada como CORREIOS, a COBRA 
TECNOLOGIA S.A. será tratada como COBRA. Entende-se por PRODUTO todo e qualquer 
componente de hardware, software ou serviço fornecido pela COBRA; 

b) A COBRA fornecerá, garantirá compatibilidade e portabilidade, instalará, configurará, dará 
garantia e assistência técnica aos PRODUTOS fornecidos e treinará a equipe técnica da 
CORREIOS, durante a vigência do Contrato; 

c) O fornecimento contemplará os PRODUTOS descritos nesta proposta, provendo a: 
• Preparação do ambiente de produção, realizando integração e interoperabilidade com o 

ambiente já existente, relativamente aos itens Rede TCP/IP e Segurança de Rede; 
• Integração e interoperabilidade da Rede SAN - Storage Area Network, existente no 

CORREIOS com a Rede SAN fornecida, de forma que os Servidores e o Sistema de 
Backup fornecidos pela COBRA possam acessar os dados armazenados no atual 
sistema de armazenamento (Storage IBM 2105 F20), com a performance compatível 
com as aplicações existentes. 

d) Os PRODUTOS descritos nesta proposta possuem quantidades e especificações suficientes 
para a execução das funcionalidades solicitadas pelo edital 050/2003 do CORREIOS. 
PRODUTOS adicionais, necessários ao cumprimento das exigências funcionais e de 
performance, verificadas durante a vigência do Contrato, serão fornecidos pela COBRA; 

e) Caberá à COBRA, a obrigatoriedade de fornecer, instalar e configurar, a critério exclusivo da 
CORREIOS, as atualizações e correções de todos os softwares fornecidos, englobando, 
inclusive, a evolução das versões, sem ônus adicionais à CORREIOS, durante a vigência do 
Contrato; 

f) Serão de exclusiva responsabilidade da COBRA a entrega, a instalação, a configuração, os 
testes, a garantia e assistência técnica dos PRODUTOS, bem como o fornecimento dos 
recursos adicionais que sejam necessários ao pleno atendimento das funcionalidades 
exigidas neste Edital; 

g) A COBRA procederá a entrega e a instalação física de todos os PRODUTOS nas Salas de 
Segurança Física, nas cidades de Brasília/DF e São Paulo/SP, conforme pauta de 
distribuição descrita no Item 01 do ANEXO 1-B do edital oS0/2003 do CORREIOS; 

h) Serão fornecidos pela COBRA, quando da instalação dos PRODUTOS, todos os insumos, 
suprimentos e componentes, tais como, e não se limitante a: cabos, acessórios, mídias, 
manuais e documentações necessárias; 

i) Serão fornecidos pela COBRA todos os controladores (drivers) necessários para o 
funcionamento dos equipamentos fornecidos, bem como todos os demais programas 

___n_ecessários à instalação, configuração e diagnóstico dos equipamentos, periféricos e 
interfaces; - -

j) A COBRA, na data de assinatura do contrato, apresentará equipe de trabalho e seus 
integrantes, relacionando-os nominalmente e informando currículo e telefone para contato, 
e será alocado um profissional como gestor do projeto durante a vigência do Contrato; 

COBRA Tecnologia S.A . 
Estrada dos Bandeirantes 7966 

CEP 22783-1 1 O R1o de .Jane1ro RJ 
Tel. 21 2442-8800 
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k) O gestor do projeto alocado será certificado PMP (Project Management Professional) pelo 
PMI (Project Management Institute). Uma cópia deste certificado, atualizado e 
vigente,constará na Proposta Econômica da COBRA; 

I) O CORREIOS poderá solicitar, a qualquer momento da vigência do Contrato, a seu critério, a 
substituição de qualquer membro da equipe de trabalho, comprometendo-se a comunicar 
com antecedência de 15 (quinze) dias; 

m) O CORREIOS deverá indicar, na data da assinatura do contrato, o nome do Gestor e o 
nome dos componentes da sua equipe técnica para coordenar e orientar todo o processo de 
instalação, configuração e testes dos PRODUTOS, cabendo ao Gestor acompanhar o 
cumprimento dos prazos e atestar a qualidade dos PRODUTOS entregues; 

n) A COBRA detalhará o plano de trabalho, conforme Item 1.2 deste Anexo, para implantação 
dos PRODUTOS, informando o cronograma de atividades detalhado em fases, atividades, 
prazos e recursos alocados; 

o) No que se refere a PRODUTOS, periféricos, acessórios, instalação, garantia, recursos 
humanos, translado, tarifas telefônicas, transporte, hospedagem, embalagens, e outras 
despesas, diretas e indiretas, necessárias ao cumprimento das obrigações da COBRA, serão 
de responsabilidade da COBRA e não gerarão qualquer ônus ao CORREIOS; 

q) O CORREIOS poderá, a seu critério, solicitar o deslocamento e/ou movimentação dos 
equipamentos dentro das Salas de Segurança Física de Brasília-DF e São Paulo-SP. Todos 
as despesas relativas a este movimentação serão de responsabilidade da COBRA. O 
CORREIOS poderá solicitar os deslocamentos durante a vigência do contrato. 

2. DETALHAMENTO DO CRONOGRAMA DE TRABALHO 

a) A COBRA apresentará, para validação da CORREIOS, até 45 (quarenta e cinco) dias após a 
assinatura do Contrato, cronograma detalhado de atividades contendo, os seguintes itens: 
• Planejamento da adequação dos recursos de suporte à instalação dos equipamentos; 
• Cronograma de Entrega e Instalação dos Equipamentos; 
• Arquitetura detalhada da interligação de todos os PRODUTOS fornecidos; 
• Cronograma de Instalação e Configuração do Ambiente Operacional e dos Softwares; 
• Arquitetura planejada para a interconexão dos elementos que compõem a Rede TCP/IP, 
• Rede SAN e a Rede de Segurança com os atuais equipamentos existentes nos CCDs; 
• Planejamento do treinamento dos técnicos da CORREIOS. 

b) Sempre que houver alteração/atualização do cronograma, uma nova versão será 
imediatamente encaminhada, para validação da CORREIOS, com respectivos relatórios de 
impacto; 

c) Qualquer alteração no corpo técnico ou gerencial da COBRA não afetará o cronograma nem 
tampouco a qualidade dos PRODUTOS contratados. 

2.1. CRONOGRAMA DE- EXECÜÇAO -- ---

Será obedecido o seguinte cronograma de execução: 
Fase Descrição 
I Apresentação do Cronograma de Trabalho em até 
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li Entrega, Instalação e Configuração dos Equipamentos ematé D + 90 
III Aceitação Final dos Equipamentos em até 
IV Treinamento Operacional em até 
V Treinamento Oficial em até 
VI Treinamento On-Site em até 
Onde: D = Data de Assinatura do Contrato. 

FIII = Data de Emissão do Termo de Aceite da Fase III. 

3. ENTREGA E INSTALAÇÃO 

3.1. RECURSOS DE SUPORTE AOS EQUIPAMENTOS 

D + 120 
FIII + 30 
FIII + 720 
FIII + 1440 

a) A COBRA fornecerá, instalará e adequará todas as conexões lógicas e elétricas necessárias 
à instalação de todos os equipamentos ofertados para os CCDs de Brasília e São Paulo, 
levando em consideração a padronização e garantia das Salas de Segurança Física - SSF; 

b) Todos os PRODUTOS utilizados na adequação das instalações lógicas e elétricas 
permanecerão em caráter definitivo na CORREIOS após o término do Contrato; 

c) Para efeito de quantitativo de conexões lógicas que serão fornecidas e instaladas pela 
COBRA, serão consideradas todas as interfaces de rede de todos os equipamentos 
fornecidos, inclusive os equipamentos adicionais, mais o percentual de 25% sobre esta 
quantidade; 

d) Para efeito de quantitativo de conexões elétricas a serem fornecidas e instaladas pela 
COBRA, serão consideradas todas as entradas de energia elétrica de todos os equipamentos 
fornecidos, inclusive os equipamentos adicionais, mais o percentual de 20% sobre esta 
quantidade; 

e) O fornecimento englobará todos os cabos, fibras óticas, conectares, disjuntores, quadros 
elétricos, leitos aramados, tomadas e demais equipamentos e componentes necessários à 
interligação de todos os equipamentos ofertados, tanto lógica quanto eletricamente, 
levando em consideração a padronização e garantia das Salas de Segurança Física - SSF; 

g) Todos os cabos, conectares e fibras fornecidos serão certificados por órgãos competentes e 
possuirão o comprimento suficiente para inteligar todos os equipamentos. Será entregue 
um percentual adicional de 20% (vinte por cento) sobre as quantidades fornecidas de cabos 
de rede e fibras óticas; 

h) O cabeamento lógico UTP CAT 6 a ser lançado pela COBRA será certificado para suportar 
operação a velocidade de lGbps; 

i) O fornecimento de toda e qualquer ferramenta, instrumento, material e equipamento de 
proteção, bem como materiais complementares necessários à instalação serão de inteira 
responsabilidade da COBRA e não gerará ônus ao CORREIOS; 

k) A COBRA entregará toda a documentação da implantação dos PRODUTOS, conforme forem 
implantados, inclusiv-e,- alterando -as aocúménfa-Ções exrstênlés de maneira a retratar as 
novas configurações dos ambientes das SSF 's após a implantação. Serão entregues 4 
(quatro) cópias impressas e 4 (quatro) cópias em CDROM de toda a documentação . 
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Integradora de Soluções em TI e Serviços 

PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

3.2. RELATÓRIO DE INSTALAÇÃO (RI) 

a) Será elaborado em formulário impresso apresentando, os seguintes itens: 

J+ -rU 
v 

• Confirmação de todos os requisitos necessários para o perfeito funcionamento de cada 
PRODUTO, nos locais onde estará instalado, de maneira distinta, com um item para 
cada caso; 

• Confirmação da presença e funcionamento adequado de acessórios, cabos de interface, 
cabos de alimentação, softwares, manual de instalação, manual de operação, manual 
de manutenção, discriminando um item para cada caso; 

• Confirmação do perfeito funcionamento do hardware e do software para os todos os 
PRODUTOS; 

• A identificação de cada produto (marca, modelo, versão de software, número de série e 
outras informações pertinentes); 

• A identificação da instalação, condições das tensões de alimentação e demais 
informações identificadoras da instalação; 

• Nome, Matrícula, Data e assinatura do técnico da COBRA que instalou oPRODUTO; 
• Nome, Matrícula, Data e assinatura do representante técnico da CORREIOS. 

b) O CORREIOS, através de seu representante técnico, poderá conferir o completo 
preenchimento do RI. Todas as informações fornecidas nesse RI serão de responsabilidade 
única da própria COBRA; 

c) O CORREIOS, através de seu representante técnico e de posse do RI, poderá acompanhar o 
técnico da COBRA no teste de aceitação do Período de Funcionamento Experimental - PFE, 
de cada PRODUTO, quando serão verificados todos os itens apresentados no RI ; 

f) Quando não aprovado o funcionamento de qualquer PRODUTO, a COBRA anotará no RI as 
ocorrências e suas origens, e tomará toda e qualquer providência necessária para resolvê­
las, indicando no RI a condução sobre as ocorrências, pelo representante técnico do 
CORREI OS, sem gerar ônus ao CORREIOS e sem prejudicar o tempo previsto de instalação; 

i) Desde que por escrito e a critério da CORREIOS, a instalação dos PRODUTOS poderá ser: 
• Alterada em sua seqüência; 
• Prorrogada por prazo determinado . 

4 . INSTALAÇÃO E HOMOLOGAÇÃO DO AMBIENTE 

a) Após o fornecimento, instalação e configuração dos PRODUTOS fornecidos (conforme 
requisitos de segurança recomendados pelo fabricante e de acordo com a política de 
segurança do CORREIOS), poderá ser estabelecido pela CORREIOS um PFE - Período de 
Funcionamento Experimental - para testar o perfeito funcionamento dos PRODUTOS, 
verificar as funciona lidades dos mesmos analisando sua aderência às especificações do 
Edital e a sua compatibilidade com a estrutura j á existente na CORREIOS; 

b) Durante o PFE, todos os PRODUTOS poderão ser testados quanto à configuração realizada. 
Poderão ser efetivados testes de acesso através da Rede TCP/IP, Rede SAN, Equipamentos 
de Segurança Lógi~~ b~m co_mo ~ __r:ealiz~~o _9~procedimentos de BACKUP e RESTORE . 

c) Durante o período de avaliação, que poderá estender-se por até 7 (sete) dias consecutivos, 
não deverá ocorrer qualquer falha ou interrupção em qualquer uma das funcionalidades dos 
PRODUTOS fornecidos, durante este período; 
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PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

e) A COBRA entregará todos os comprovantes que atestem o licenciamento dos softwares 
fornecidos. A relação detalhadas dos softwares e seu quantitativo constará em planilha a 
ser entregue à CORREIOS. 

g) Durante o PFE, os PRODUTOS que apresentarem defeitos, ou apresentarem mau 
funcionamento serão reparados ou substituídos imediatamente e, se dentro do conjunto 
composto por equipamentos do mesmo tipo, o número de equipamentos defeituosos 
ultrapassar 10% (dez por cento) do seu total, todo o conjunto desse tipo de equipamento 
será substituído sem ônus para o CORREIOS; 

h) Para os servidores INTEL de todos os tipos, a COBRA executará, nos servidores indicados 
pela CORREIOS, o software MS SYSTEM STRESS da MICROSOFT pelo período de 72 
(setenta e duas) horas ininterruptas em cada equipamento. Caso o servidor apresente 
problemas de hardware durante este período, a COBRA executará o reparo ou substituição 
e o teste poderá ser executado novamente . Caso o equipamento volte a apresentar defeito 
ou mau funcionamento em outras 2 (duas) tentativas, o equipamento será substituído sem 
ônus para a CORREIOS; 

i) Para os servidores RISC TIPO 1, a COBRA realizará teste de 'STRESS' dos componentes de 
processamento, memória e I/0. Os testes proporcionarão intensiva utilização do poder de 
processamento, alocação intensiva de memória RAM e componentes de I/0, devendo ainda 
realizar intensiva escrita e leitura no equipamento de Storage da CORREIOS. A COBRA, em 
estrita concordância com a CORREIOS, poderá lançar mão de qualquer ferramenta que 
realize os testes especificados. O período de testes não será inferior a 24 (vinte e quatro) 
horas ininterruptas nos equipamentos apontados pela CORREIOS. Caso o servidor presente 
problemas de hardware durante este período, a COBRA executará o reparo ou substituição 
e o teste será executado novamente. Caso o equipamento volte a apresentar defeito ou 
mau funcionamento em outras 2 (duas) tentativas, o equipamento será substituído sem 
ônus para a CORREIOS; 

j) Poderão ser também objetos de avaliação pela CORREIOS o atendimento, suporte, execução 
dos serviços, bem como os planos de Treinamento; 

k) A equipe de implantação da COBRA deverá permanecer alocada e presente durante o 
prazo de 30 (trinta) dias após emitido o Termo de Aceitação da Fase III . 

S. DISPONIBILIDADE 

a) Os PRODUTOS deverão estar disponíveis 24 (vinte e quatro) horas por dia, 7 (sete) dias por 
semana, 365 (trezentos e sessenta e cinco) dias por ano; 

b) Os valores mínimos de disponibilidade para cada PRODUTO, apurados mensalmente, serão 
de 98,33%, (noventa e oito vírgula trinta e três por cento); 

c) A disponibilidade de cada PRODUTO será calculada para o período de 30 (trinta) dias 
corridos, pela seguinte operação: 
D = [(To- Ti)/To] * 100% 
onde: D = disponibilidade (em %); 
To = perfõdo de -operação (últimos 30 dias corridos) em minutos; 
Ti = somatório dos minutos com interrupções do serviço durante os últimos 30 
(trinta) dias corridos de operação) . 

r---------
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Integradora de Soluções em TI e Serviços 

PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

d) Sempre que forem apurados valores de disponibilidade mensais abaixo dos valores mínimos 
estabelecidos, poderá ser calculado o período (tempo) de indisponibilidade do serviço, que 
poderá ser o somatório dos tempos de indisponibilidade, desde a zero hora do primeiro dia 
até as vinte e quatro horas do último dia do mês corrente; 

e) No cálculo de disponibilidade não serão computadas as interrupções previamente acordadas 
entre a COBRA e CORREIOS. 

6 . COMPATIBILIDADE E PORTABILIDADE 

a) A COBRA garante que os PRODUTOS referentes aos servidores RISC Tipo 1, serão 
compatíveis com os softwares relacionados a seguir: 
Softwares 
• Aplicação OneWorld JDEdwards XE; 
• Servidor de Aplicação Websphere Application Server v 4.0; 
• Banco de Dados Oracle v 9i - 64 bits. 
A documentação correspondente a essas compatibilidades se encontram no ANEXO 
SOFTWARE. 

A comprovação está no ANEXO COMPATIBILIDADE E PORTABILIDADE. 

b) A COBRA será responsavel, a qualquer tempo da vigência do contrato, pelas correções e 
customizações dos PRODUTOS fornecidos para a plataforma de servidores RISC. Ficando a 
cargo da CORREIOS as correções ou customizações das Aplicações Corporativas 
(aplicativos) migrados para os equipamentos RISC fornecidos . 

7. GARANTIA E ASSISTÊNCIA TÉCNICA 

a) Todos os PRODUTOS fornecidos possuirão garantia de funcionamento durante a vigência do 
Contrato; 

b) A garantia e a assistência técnica cobrirão as localidades de Brasília/DF e São Paulo/SP, 
através de filiais da própria empresa, quer seja através de representantes credenciados; 

c) Sem apresentar qualquer ônus à CORREIOS, a garantia e a assistência técnica de todos os 
PRODUTOS abrangerão a manutenção preventiva e corretiva com a cobertura de todo e 
qualquer defeito apresentado, inclusive, não se restringindo a: substituição de peças, 
partes, componentes e acessórios; 

d) A manutenção corretiva é a série de procedimentos executados, mediante solicitação do 
CORREIOS, para recolocar os PRODUTOS em seu perfeito estado de uso, funcionamento e 
desempenho, inclusive com a substituição de componentes, partes, ajustes, reparos e 
demais serviços necessários de acordo com os manuais de manutenção do fabricante e 
normas técnicas específicas para cada caso; 

e) Os serviços de manutenção corretiva serão prestados nas dependências da CORREIOS, 
onde se encontrarem instalados os PRODUTOS. Esses serviços de manutenção corretiva 
serão executados pe!a _COBRt-1 a eedido_c!é! _COR~E!_O_?_; 

f) A COBRA não deixará de executar a manutenção corretiva sob qualquer alegação, mesmo 
sob pretexto de não ter sido executada anteriormente qualquer tipo de intervenção no 
respectivo PRODUTO, quer seja tal intervenção a limpeza externa, a manutenção preventiva 
ou qualquer outra; 

r 
t ~R-Q_S_n_0 -03-/2_00_5 ___ -CN- .j· 
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Integradora de Soluções em TI e Serviços 

PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

g) Todas as despesas decorrentes da necessidade de substituição dos PRODUTOS, transporte, 
deslocamento, embalagem, peças, partes, manuais do fabricante, serão de inteira 
responsabilidade da COBRA, não devendo gerar qualquer ônus à CORREIOS; 

h) A COBRA prestará os serviços de manutenção através de empresas credenciadas, desde 
que os interventores técnicos dessas credenciadas também tenham habilitação legal e 
técnica, as quais deverão ser apresentadas, à CORREIOS, na ocasião da manutenção. Tais 
habilitações também poderão ser solicitadas a qualquer momento pela CORREIOS, sem que 
com isso diminua a responsabilidade única e exclusiva da COBRA sobre a instalação e 
manutenção; 

i) A COBRA deverá ser a única responsável por todo e qualquer ato de seus empregados, 
credenciados e representantes, inclusive sobre danos causados à CORREIOS ou a terceiros, 
por negligência, imperícia, imprudência e/ou dolo, durante toda a vigência do contrato; 

j) O tempo de atendimento para efeito de aplicação de penalidades decorrentes do não 
cumprimento dos prazos de atendimento aos chamados técnicos será contabilizado a partir 
do registro da ocorrência pela CORREIOS; 

k) A COBRA se compromete a substituir, sem ônus para a CORREIOS, os PRODUTOS 
instalados por novos com as mesmas especificações, funcionalidades e capacidade dos 
contratados, durante a vigência do Contrato, sempre que forem enquadrados em qualquer 
uma das seguintes situações: 
• PRODUTOS que apresentarem 2 (dois) ou mais defeitos que comprometam o seu 
• funcionamento e desempenho, dentro de um período de 30 (trinta) dias; 
• quando a soma dos tempos de paralisação do PRODUTO ultrapassar 20 (vinte) horas, 
• dentro de um período de 30 (trinta) dias . 

I) A substituição de que trata a alínea anterior ocorrerá no prazo de 10 (dez) dias corridos, a 
partir do registro da ocorrência pela CORREIOS; 

m) A COBRA contará, ela mesma ou seus representantes, com estoques de peças e 
componentes dos equipamentos fornecidos nas cidades de Brasília/DF e São Paulo/SP; 

n) Faz parte desta proposta DECLARAÇÃO de que a COBRA manterá por no mínimo 5 (cinco) 
anos peças em estoque para os PRODUTOS fornecidos; 

o) A COBRA se coloca como única responsável pelos PRODUTOS fornecidos ao CORREIOS. 

8. CHAMADOS TÉCNICOS 

a) Todas as demandas, inclusive as que resultem em manutenção de natureza corretiva, bem 
como o fluxo de resolução de problemas será documentado por sistema informatizado de 
gerenciamento do Serviço de Atendimento/Suporte Técnico; 

b) A cada chamado técnico a COBRA emitirá, por escrito, ordem de serviço discriminando os 
seguintes itens: o número identificadorcfõc hamadê5"";a aata e anora áo chamado, a data e 
a hora do atendimento, o motivo da chamada, causa do defeito, a situação do chamado, a 
data e a hora da solução, os trabalhos executados, a marca, modelo, número de série do 
equipamento, o técnico executante da solução definitiva e as peças substituídas, tudo de 
forma clara, compreensível e facilmente legível; 
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PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

c) Todas as informações relativas aos chamados técnicos serão disponibilizadas ao CORREIOS 
através de relatórios mensais de acompanhamento, a serem entregues em cópia impressa e 
em mídia eletrônica, até o so (quinto) dia útil do mês subseqüente; 

d) A COBRA apresentará e fornecerá ao empregado do CORREIOS, responsável pelo 
acompanhamento do chamado, logo após a conclusão do mesmo, a ordem de serviço 
mencionada no item anterior, para aceite e atesto; 

e) Mesmo se permitido pela CORREIOS, a permanência do técnico além do tempo de resolução 
do problema, para a continuidade de solução de um problema, não representará qualquer 
ônus adicional à CORREIOS; 

f) A CORREIOS permitirá o acesso dos técnicos credenciados pela COBRA às instalações onde 
se encontrarem os equipamentos para a prestação dos serviços de manutenção. Entretanto, 
tais técnicos ficarão sujeitos às normas internas de segurança da CORREIOS, notadamente 
àquelas atinentes à identificação, trânsito e permanência nas dependências; 

g) As interrupções programadas para manutenções preventivas dos equipamentos contratados 
serão comunicadas à CORREIOS com antecedência mínima de 5 (cinco) dias úteis. O 
horário será negociado de forma a não haver impacto na produção; 

h) A COBRA disponibilizará ao CORREIOS um serviço de atendimento com discagem gratuita 
(0800), sem ônus para a CORREIOS, para chamada do serviço de suporte técnico que 
estará acessível durante 24h x 7 x 365 (vinte e quatro horas por dia, sete dias na semana, 
trezentos e sessenta e cinco dias por ano). 

8.1. CHAMADO DE SUPORTE DE HARDWARE 

a) Com atendimento "on site" (atuação de um técnico no local onde está instalado o 
equipamento), no prazo máximo de 02 (duas) horas. O Prazo máximo para restauração do 
equipamento inoperante é de até 06 (seis) horas e o prazo máximo para solução total do 
problema é de até 12 (doze) horas. Todos os prazos serão contabilizados a partir do 
registro de ocorrência pela CORREIOS. A solução do problema engloba a substituição por 
outro equipamento com capacidade similar ou superior, até o conserto integral do 
equipamento com defeito, caso o reparo não seja possível dentro do prazo acima; 

b) A COBRA disponibilizará ao CORREIOS um serviço de atendimento com discagem gratuita 
(0800) ou qualquer outro meio de comunicação de disponibilidade imediata, sem ônus para 
a CORREIOS, para chamada do serviço de suporte técnico que estará acessível durante 24h 
x 7 x 365 (vinte e quatro horas por dia, sete dias na semana, trezentos e sessenta e cinco 
dias). 

8.2. CHAMADO DE SUPORTE DO AMBIENTE OPERACIONAL 

a) Com atendimento "on site" (atuação de um técnico no local onde está instalado o ambiente 
operacional), no prazo máximo de 02 (duas) horas. O prazo máximo para restauração das 
funcionalidades inoperantes e de ale-o-E>(sels)---,-oF~íse a prazo maxTmd para solução total 
do problema é de até 12 (doze) horas. Todos os prazos serão contabilizados a partir do 
registro de ocorrência pela CORREIOS . 
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PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

b) Os prazos estabelecidos acima não se referem a BUGS de software que necessitem de 
apoio de laboratório do fabricante, nestes casos os prazos deverão ser definidos pela 
CORREIOS em conjunto com a COBRA . 

c) Entende-se como AMBIENTE OPERACIONAL todos os softwares instalados ou embarcados 
nos equipamentos, tais como e não se limitando a: sistemas operacionais, softwares de 
backup, ferramentas de gerência, microcódigo, bios e firmware . 

8.3. HORÁRIO DE ATENDIMENTO DE SUPORTE 

a) A COBRA disporá de estrutura que permita o registro de ocorrência pela CORREIOS e 
atendimento de suporte em horário integral, sendo 24h x 7 x 365 (vinte e quatro horas por 
dia, sete dias na semana, trezentos e sessenta e cinco dias por ano) . 

9 . TREINAMENTO OPERACIONAL 

a) A COBRA ministrará WORKSHOPS, com 2 (duas) turmas de até 12 (doze) participantes 
cada, sendo 1 (uma) turma em Brasília e 1 (uma) turma em São Paulo. 

b) Os WORKSHOPS serão realizados em locais disponibilizados pela COBRA nas cidades de 
Brasília e São Paulo, próximo aos locais de instalação dos PRODUTOS. 

c) Cada WORKSHOP abordará os itens citados abaixo, sendo que a carga horária de cada um 
será negociada previamente com o CORREIOS, de forma a permitir aos técnicos do 
CORREIOS o conhecimento pleno dos seguintes itens: 

Conectividade 
-Topologia e equipamentos da rede TCP/IP (Switches e Roteadores) 
- Operação dos softwares de gerenciamento da rede TCP/IP 
Rede SAN e Backup 
- Características dos equipamentos e política de backup implantada 
-Topologia e equipamentos da rede SAN 
- Operação dos equipamentos de Backup 
- Operação dos softwares de gerenciamento da Rede SAN e do Backup 
- Geração de relatórios de estatísticas de utilização dos equipamentos 
Servidores RISC e INTEL 
- Características dos equipamentos 
- Implementação e operação do particionamento lógico/físico 
- Implementação e operação do Gerenciamento de pré-falha dos Servidores 
- Implementação do ambiente de alta disponibilidade em RISC 
- Implementação do ambiente de alta disponibilidade em INTEL 
Equipamentos de Segurança Lógica 
- Características dos equipamentos e softwares envolvidos no ambiente de 
segurança 
- Operação dos softwares utilizados na segurança lógica 
- Configuração de regras, restrições e políticas nos equipamentos de segurançalógica 
- Definição, configuração e geração de relatórios 
Chamados TéCiiTCOS - -- - -- - - ---

- Características do contrato de garantia dos PRODUTOS 
- Check-list de ocorrências mais comuns e soluções 
- Verificações mínimas antes de acionar o suporte 
- Levantamento das informações necessárias para abertura de chamado técnico ~ 
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1--
- Contatos com a COBRA para suporte e manutenção . 

d) A COBRA entregará, a cada participante, em cada WORKSHOP realizado, material didático 
elaborado de acordo com o assunto a ser abordado. O material deverá ser entregue ao 
CORREIOS, 15 (quinze) dias antes da realização de cada WORKSHOP para avaliação quanto 
aos padrões de qualidade estabelecidos pela CORREIOS . 

e) No material a ser entregue estará inserido todo o assunto abordado durante o WORKSHOP . 
Estarár previsto espaço para anotações de itens relevantes. Todo o material fornecido será 
de boa edição, impressão e possuirá encadernação. Existirá impressão a cores sempre que 
for indicada para melhor visualização de gráficos, desenhos, tabelas e fotos . 

f) Todas as despesas com material, impressão e encadernação serão por conta da COBRA . 

g) As datas de realização dos WORKSHOPS serão negociadas com o CORREIOS, no mínimo, 5 
(cinco) dias úteis antes da realização do referido workshop, de forma a permitir 
disponibilidade dos participantes . 

h) O CORREIOS terá o direito de acompanhar e avaliar os WORKSHOPS, com instrumento 
próprio de avaliação . 

10. TREINAMENTO ON-SITE 

a) A Equipe de Projeto da COBRA realizará a passagem de conhecimento sobre os PRODUTOS 
e a arquitetura implantada para os profissionais que irão atuar no TREINAMENTO ON-SITE. 
A duração desta transferência de conhecimento não será inferior a 30 (trinta) dias a partir 
da data do aceite da FASE III. 

b) O CORREIOS poderá solicitar, a qualquer momento da vigência do Contrato, a seu critério, 
a substituição de qualquer membro da equipe de treinamento, comprometendo-se a 
comunicar com antecedência de 15 (quinze) dias; 

c) A COBRA alocará profissionais nas instalações da CORREIOS, nas cidades de Brasília/DF e 
São Paulo/SP, para realizar a transferência de tecnologia, através de treinamentos práticos, 
nas 4 (quatro) especialidades descritas abaixo. 

10.1. TREINAMENTO DE HARDWARE 

a) A COBRA alocará e manterá, sem gerar ônus à CORREIOS, 02 (dois) profissionais 
especializados em atendimento de hardware, nas dependências da CORREIOS, sendo 01 
(um) no eco de Brasília e 01 (um) no eco de São Paulo. 

b) Estes profissionais estarão presentes em cada CCD, nas cidades de Brasília/DF e São 
Paulo/SP, das 08:00 às 18:00h, com intervalo de até 2 (duas) horas, de segunda a sexta, e 
estarão disponíveis para consultas através de celular ou pager nos demais dias e horários . 

c) Os profissionais realizarão a transferência de conhecimento da tecnologia e da operação do 
ha-rdware fo-rnecido pela COBRA. 

d) O treinamento ocorrerá durante o período de 6 (seis) meses a partir da data do aceite da \\ } 

FASE IJI. ~ W: 
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10.2. TREINAMENTO DE SOFTWARE 

a) A COBRA alocará e manterá, sem gerar ônus à CORREIOS, 02 (dois) profissionais 
especializados em atendimento de software, nas dependências da CORREIOS, sendo 01 
(um) profissional no CCD de Brasília e 01 (um) profissional no CCD de São Paulo . 

b) Estes profissionais estarão present!=S em cada CCD, nas cidades de Brasília/DF e São 
Paulo/SP, das 08:00 às 18:00h, com intervalo de até 2 (duas) horas, de segunda a sexta, e 
estarão disponíveis para consultas através de celular ou pager nos demais dias e horários . 

c) Os profissionais realizarão a transferência de conhecimento da tecnologia e daoperação dos 
softwares fornecido pela COBRA . 

d) Os profissionais designados pela COBRA possuirão conhecimentos técnicos aprofundados, 
no mínimo, das seguintes especialidades: 
• Sistemas Operacionais Unix em Alta Disponibilidade; 
• Análise de Performance de Sistemas Operacionais Unix; 
• Unidades de Backup; 
• Gerenciadores de Backup; 
• Redes SAN. 

e) Estes conhecimentos estarão atualizados nas versões/modelos dos PRODUTOS fornecidos 
pela COBRA . 

f) Os profissionais serão apresentados, pelo menos 15 (quinze) dias antes do início do 
treinamento de software, munidos de currículo com os respectivos certificados para 
entrevista e análise pela equipe técnica da CORREIOS . 

g) O treinamento ocorrerá durante o período de 48 (quarenta e oito) meses a partir da data 
do aceite da FASE III . 

10.3. TREINAMENTO DE GERENCIAMENTO 

a) A COBRA alocará e manterá, sem gerar ônus à CORREIOS, 1 (um) profissional 
especializado em gerenciamento, nas dependências da CORREIOS, no CCD de Brasília-DF . 

b) Este profissional estará presente no CCD, nas cidade de Brasília/DF, das 08:00 às 18:00h, 
com intervalo de até 2 (duas) horas, de segunda a sexta, devendo estar disponível para 
consultas através de celular ou pager nos demais dias e horários. 

c) Este profissional realizará a integração dos PRODUTOS fornecidos à Plataforma de 
Gerenciamento da CORREIOS, repassando aos técnicos da mesma os detalhes técnicos 
necessários à integração . 

d) o profissional poderá, a critério do CORREIOS, ser convocado a realizar os trabalhos de 
integração das ferramentas no CCD/SPM, na cidade de São Paulo-SP. Todas as despesas 
r~lativas él passag~n~ ~lime_ntaç~_9 e_~s_t:?C!_as s~rão 9~ responsabilidade da COBRA . 

e) O profissional designado pela COBRA, possuirá conhecimentos técnicos profundados, no 
mínimo, das seguintes especialidades: 
• Implantação de Gerenciamento de Ambiente de Produção baseado na Plataforma HP 
• OpenView (Network Nade Manager- NNM e OpenView Operations- OVO); 

COBRA Tecnologia S.A . 
Estrada dos Bandeirantes 7966 
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PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

• Implantação de Gerenciamento de Ambiente de Produção baseado na Plataforma 
Concord eHealth. 

f) O profissional designado terá participado da elaboração e implantação de projetos de 
gerencimento utilizando as duas plataformas mencionadas, HP Openview e Concord 
eHealth, em pelo menos, 3 (três) empresas de médio/grande porte. 

g) A participação nestes projetos será comprovada através de declarações emitidas pelas 
empresas nas quais os projetos foram desenvolvidos ou pelas empresas pelas quais o 
profissional prestou os serviços . 

h) O profissional possuirá treinamento oficial nas principais ferramantas das plataformas 
mencionadas, HP Openview e Concord eHealth, especificamente, NNM e OVO. 

f ) . )b3 

i) O profissional será apresentado, pelo menos 15 (quinze) dias antes do início do treinamento 
de gerenciamento, munido de currículo com os respectivas certificados e declarações, para 
entrevista e análise pela equipe técnica da CORREIOS . 

j) O treinamento ocorrerá durante o período de 48 (quarenta e oito) meses a partir da data do 
aceite da FASE III. 

10.4. TREINAMENTO DE SUPORTE 

a) A COBRA alocará e manterá, sem gerar ônus à CORREIOS, 4 (quatro) profissionais 
especializados no atendimento de suporte técnico, nas dependências do CORREIOS, sendo 
02 (dois) profissionais no CCD de Brasília e 02 (dois) profissionais noCCD de São Paulo. 

b) Estes profissionais estarão presentes em cada CCD, nas cidades de Brasília/DF e São 
Paulo/SP, das 08:00 às 18:00h, com intervalo de até 2 (duas) horas, de segunda a sexta, e 
estarão disponíveis para consultas através de celular ou pager nos demais dias e horários . 

d) Cada profissional, mediante solicitação do CORREIOS, poderá ser convocado a trabalhar 
fora do horário pré-determinado até o limite de 32 (trinta e duas) horas extras por mês, 
cabendo a COBRA os encargos financeiros e trabalhistas resultantes destas convocações . 

e) O conjunto formado por estes profissionais possuirá, no mínimo, treinamento oficial dos 
fabricantes dos softwares e hardware, nos modelos e versões fornecidos pela COBRA. A 
capacitação dos profissionais permitirá a resolução de problemas relacionados as seguintes 
especialidades: 
• Sistemas Operacionais Unix em Alta Disponibilidade; 
• Sistemas Operacionais Windows em Alta Disponibilidade; 
• Unidades de Armazenamento e Backup; 
• Gerenciadores de Backup e Redes SAN. 

f) Estes conhecimentos estarão atualizados nas versões/modelos dos PRODUTOS fornecidos 
pela COBRA. 

g) Os profissionais serão apresentados,pelo menos 15 {quinze) dias antes do início do 
treinamento de suporte, munidos de currículo com os respectivos certificados para 
entrevista e análise pela equipe técnica da CORREIOS. Caso sejam considerados com perfil 
técnico ou profissional inadequados, deverão ser substituídos pela COBRA, sem qualquer 
ônus para a CORREIOS. 

COBRA Tecnologia S.A. 
Estrada dos Bandeirantes 7966 

CEP 22783-1 10 Rio de Janeiro RJ 
Tel. 21 2442-8800 
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PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

h) Os diplomas terão sido emitidos por centros de formação autorizados pelos 
fabricantes/desenvolvedores dos PRODUTOS fornecidos pela COBRA. 

i) O treinamento ocorrerá durante o período de 48 (quarenta e oito) meses a partir da data do 
aceite da FASE UI. 

10.5. TREINAMENTO OFICIAL 

a) Os cursos serão ministrados por Instrutores Certificados pelo fabricante/desenvolvedor dos 
PRODUTOS; 

b) O treinamento poderá ocorrer pelo período de até 24 (vinte e quatro) meses, a partir do 
aceite da FASE III; 

c) Os cursos serão ministrados por Instrutores Certificados pelo fabricante/desenvolvedor dos 
PRODUTOS fornecidos; 

d) A grade de cursos será elaborada pela COBRA de forma a atender os valores 
mínimos especificados para cada item: 

Formação de Especialista em Sistemas Operacionais MICROSOFT 
- Mínimo de 160 horas-aula por aluno; 
- 4 (quatro) turmas com 6 (seis) alunos cada, sendo 3 (três) turmas em Brasília e 1 
(uma) turma em São Paulo. 
Formação de Especialista em Sistemas Operacionais UNIX 
- Mínimo de 160 horas-aula por aluno; 
- 4 (quatro) turmas com 6 (seis) alunos cada, sendo 3 (duas) turmas em Brasília e 1 
(uma) turma em São Paulo . 
Formação de Administradores de Banco de Dados MS SQL SERVER 2000 
- Mínimo de 80 horas-aula por aluno; 
- 2 (duas) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília . 
Formação de Especialista em Segurança Lógica 
-Mínimo de 160 horas-aula por aluno; 
- 2 (duas) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília ou São 
Paulo ou Rio de Janeiro. 
Formação de Especialista em Conectividade - Switches TCP /IP e Roteadores 
- Mínimo de 220 horas-aula por aluno; 
- 3 (três) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília e 1 (uma) 
turma em São Paulo. 
Formação de Especialista nas Ferramentas de Gerenciamento 
- Mínimo de 80 horas-aula por aluno; 
- 3 (três) turmas com 6 (seis) alunos cada, sendo 2 (duas) turmas em Brasília e 1 (uma) 
turma em São Paulo . 

e) As turmas serão prioritariamente fechadas . 

f) ACOBRA apresentará a grade detalhada com proposta de cronograma dos treinamentos 
oficiais para validação pela CORREIOS . 

g) A COBRA ministrará todos os treinamentos tendo como idioma o português (Brasil) . 

~ 
r---···-·- ·---· ~ 
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• Controladora integrada Ultra 3 SCSI com suporte a RAID O, 1, 0+1, 5 
• 2 discos rígidos SCSI Ultra 3 de 10K rpm de 72,8 Gb - Hot Swap 
• Controladora de vídeo SVGA integrada com 8Mb 
• Uma unidade de CD-ROM IDE 24 X 
• 2 interfaces de rede local em barramento PCI padrão Ethernet 10/100/1000 Base-T 

com gerenciamento SNMP 
• 2 Fontes de Alimentação operando de forma redundante 
• HP Proliant DL 380 G3 montado em rack 

Quantidade proposta: 27 para CCD/BSB e 24 para CCD/SP. 

11.4 SERVIDOR RISC TIPO 01 
11 x Servidores RISC Tipo 01, marca HP, modelo SuperDome com a seguinte 
configuração por Servidor: 

• 24 x CPU PA-RISC PA8700 de 875 MHz e 2,25 MB de memória cache L1 
• 64 Gbytes de memória RAM 
• 04 x Placa PCI Core 1/0 com uma interface 100 BT Ethernet 
• 16 x Placa PCI com uma interface 10/100/1000BaseT Ethernet LAN 
• 16 x Placa PCI com uma interface Fiber Channel de 2GB/s 
• 08 x Placa PCI com duas interfaces U160 LVD/SE SCSI 
• 04 x Placa PCI com 2 portas Ultra-2 SCSI e 2 portas 100BaseT 
• 24 x licença de 1 CPU para HP-UX lli 
• 24 x licença de 1 CPU para HP-UX Virtual Partitions (vPar) 
• 24 x licenças de 1 CPU para Online JFS 
• 24 x licenças de 1 CPU para MirrorDisk/UX 
• 06 fontes independentes e redundantes, configuradas para atender a capacidade 

máxima de expansão solicitada , com alimentação redundante através de 2 (dois) 
circuitos. 

• 16 x Gabinete de disco HP SureStore OS2100 montados em rack 
• 16 x Disco de 36GB 10K, para OS2100 
• 02 x Gabinete para dispositivos HP SureStore TA5300 para rack 
• 02 x HP SureStore DVD-ROM para TA5300 
• 02 x HP SureStore DAT 24 DDS-3 para TA5300 
• 40 x Fitas novas padrão DDS-3 
• 08 x Fitas novas para limpeza . 

Adicionais: 
• 240 x licenças de 1 CPU para MC/ServiceGuard extensão para Oracle 9i Real 

Application Cluster- RAC ou Oracle Si Parallel Server - OPS, permitindo a criação de 
até 10 partições ,em Servidores RISC Tipo 1, com Oracle 9i Real Application Cluster -
RAC ou Oracle 8i Parallel Server - OPS. 

• 144 x licenças de 1 CPU para Compilador C padrão ANSI C, totalizando a quantidade 
6 servidores RISC Tipo 1 com compilador C padrão C/ANSI para número de usuários 
ilimitados . 

• 09 x Rack HP de 41 U padrão 19" 
• 04 x Console rp2470 ,2 (duas) para cada localidade, para gerenciamento de todos os 

equ ipamentos em cada localidade e criação/gerenciamento das partições 

Observação:Para criaÇão de üma partição virtual é necessário uma CPU, um disco de boot, 
2 GB de memória e uma interface SCSI, desta forma, atendemos a capacidade 
de criação de no mínimo 8 partições lógicas, expansível a no mínimo 16 
(dezesseis) partições lógicas. 

Quantidade proposta: 8 para CCD/BSB e 3 para CCD/SP. 

COBRA Tecno logia S.A. 
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11.5 SWITCH TIPO 1 
• Fabricante Cisco 
• Modelo Catalyst 6513 
• Descrição- Switch de núcleo, modular de 13 slots, interfaces Fast Ethernet e Giga 

Ethernet 
• Software de Gerenciamento- CiscoWorks LAN Management Solution 

Quantidade proposta: 2 para CCD/BSB e 2 para CCD/SP . 

11.6 SWITCH TIPO 2 
• Fabricante Cisco 
• ModeloCatalyst 2950G-48EI 
• Descrição- Switch de acesso, empilhável, 48 portas 10/100, uplink 1 OOOBase-SX 

Quantidade proposta: 4 para CCD/BSB e 2 para CCD/SP • 

11 .7 SWITCH TIPO 3 
Quantidade proposta para CCD/BSB = 4 

• 02 EMC Racks EC-12308 
• 04 (quatro) Directors Fibre Channel EMC Connectrix ED-120008 com 64 portas 

FibreChannel 2Gbit/s cada 
• Total de 256 portas FibreChannel de 2Gbit/s 
• 370 (trezentos e oito) cabos FibreChannel de 50 metros 
• Software Fabric OS, Fabric Manager e Fabric Watch 
Quantidade proposta para CCD /SP = 2 

• 01 EMC Rack EC-12308 
• 02 (quatro) Directors Fibre Channel EMC Connectrix ED-120008 com 64 portas 

FibreChannel 2Gbit/s cada 
• Total de 128 portas FibreChannel de 2Gbit/s 
• 185 (cento e cinquent e quatro) cabos FibreChannel de 50 metros 
• Software Fabric OS, Fabric Manager e Fabric Watch 

11.8 SWITCH TIPO 4 (KVM) 
Configuração proposta para BSB 

• Fabricante 81ack8ox 
• Modelo AFFINITY 
• Total de 160 Portas 
• 01 Rack 81ack8ox Padrão 19" 40 U de altura 
• 08 Monitores Compaq S7500 17" 
• 08 Teclados PS/2 A8NT2 
• 08 Mouses PS/2 
Configuração proposta para SP 

• Fabricante 81ack8ox 
• Modelo AFFINITY 
• Total de 96 Portas 
• 01 Rack 81ack8ox Padrão 19" 40 U de altura 
• 04 Monitores Compaq S7500 17" 
-. - 04 TecT~'IáoSPS/2 A8NT2 
• 04 Mouses PS/2 

11 .9 SWITCH TIPO 5 
• Fabricante Cisco 
• Modelo VPN 3060 Concentrador de VPN e Servidor de Autenticação ACS 3.2 

r------·----- -
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• Descrição - Concentrador de VPN 
• Software de Gerenciamento - CiscoWorks VPN/Security Management Solution (VMS) 

Quantidade proposta: 1 para CCD/BSB e 1 para CCD/SP. 

11.1 O ROTEADOR TIPO 1 
• Fabricante Cisco 
• Modelo Router Cisco 3745 
• Descrição - Roteador modular Multi-Serviço 
• Software de Gerenciamento - CiscoWorks 2000 Routed WAN Management Solution 

Quantidade proposta: 1 para CCD/BSB e 1 para CCD/SP. 

11.11 ROTEADOR TIPO 2 
• Fabricante Cisco 
• Modelo Router Cisco 1751-V 
• Descrição - roteador modular com suporte de Voz 

Quantidade proposta: 2 para CCD/BSB. 

11.12 UNIDADE DE BACKUP ROBOTIZADO 
Para Brasília 

• 2 (duas) Hp StorageWorks ESL9595 com: 
• 400 Slots, 
• 20 drives ultrium 460, 
• 5 bridges modelo e2400-160 FC com 20 canais SCSI 
• 1 (um) Pass-through para conecção das ESL9595 
• 600 cartuchos 
• 20 cartuchos de limpeza 

Para São Paulo 
• 1 (uma) Hp storageworks ESL9595 com: 
• 400 Slots, 
• 12 drives Ultrium 460, 
• 3 bridges modelo e2400-160 FC com 12 canais SCSI 
• 400 cartuchos 
• 12 cartuchos de limpeza 

11.13 SERVIDOR DE SEGURANÇA LÓGICA TIPO 1 
• Fabricante Cisco 
• Modelo PIX 535 
• Descrição - Servidor de Firewall 

Quantidade proposta: 2 para CCD/BSB e 2 para CCD/SP. 

11.14 SERVIDOR DE SEGURANÇA LÓGICA TIPO 2 
• Fabricante Cisco 
• Modelo PIX 525 
• Descrição - Servidor de Firewall 

Quantidade proposta: 1 para CCD/BSB e 1 para CCD/SP. 

11.15 SERVIDOR PARA DETECÇÃO DE INTRUSÃO 
• Fa-bricante Cisco---
• Modelo IDS 4250 
• Descrição - Servidor de Detecção de Instrusão 

Quantidade proposta: 1 para CCD/BSB e 1 para CCD/SP. 

COBRA Tecnologia S.A. 
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11.16 LICENÇAS DE CONCORD ENHANCED SYSTEMEDGE 
• 107 licenças para os servidores INTEL 
• 88 licenças para os servidores Risc 

12. MODO DE APRESENTAÇÃO DA COMPROVAÇÃO DAS ESPECIFICAÇÕES EXIGIDAS 
NO EDITAL 

O documento COMPROVAÇÃO DAS ESPECIFICAÇÕES TÉCNICAS está dividido em diversos 
cadernos de ANEXOS, de encadernação espiralada, na mesma ordem da tabela TIPO DE 
EQUIPAMENTO, do item 1, do ANEXO 1-B, do edital em questão. 

12.1 SERVIDOR INTEL TIPO 1 
Os documentos referentes a este item se encontram nos seguintes anexos: 

• ANEXO INTEL 
• ANEXO CONCORD SYSTEMEDGE PARTE 1 
• ANEXO CONCORD SYSTEMEDGE PARTE 2 

12.2 SERVIDOR INTEL TIPO 2 
Os documentos referentes a este item se encontram nos seguintes anexos: 

• ANEXO INTEL 
• ANEXO CONCORD SYSTEMEDGE PARTE 1 
• ANEXO CONCORD SYSTEMEDGE PARTE 2 

12.3 SERVIDOR INTEL TIPO 3 
Os documentos referentes a este item se encontram nos seguintes anexos: 

• ANEXO INTEL 
• ANEXO CONCORD SYSTEMEDGE PARTE 1 
• ANEXO CONCORD SYSTEMEDGE PARTE 2 

12.4 SERVIDOR RISC TIPO 1 
Os documentos referentes a este item se encontra no seguinte anexo: 

• ANEXO SERVIDOR RISC TIPO 01 

12.5 SWITCH TIPO 01 
Os documentos referentes a este item se encontra no seguinte anexo: 

• ANEXO SWITCH TIPO 01 PARTE 1 

12.6 SWITCH TIPO 02 
Os documentos referentes a este item se encontra no seguinte anexo: 

• ANEXO SWITCH TIPO 02 PARTE 1 

12.7 SWITCH TIPO 03 
Os documentos referentes a este item se encontra nos seguintes anexos: ANEXO SWITCH 
TIPO 03 PARTE 1, 2, 3A, 38, 4A, 48, 5, 6, 7, 8, 9, 10A, 108, 11, 12, 13, 14A, 148, 14C, 
140, 15A, 158, 15C, 150, 15E, 15F. 

j2..B__SWLTCH TIPO 04_ __ 
Os documentos referentes a este item se encontram no seguinte anexo: 

• ANEXO INTEL 

12.9 SWITCH TIPO 05 
Os documentos referentes a este item se encontra no seguinte anexo: 

COBRA Tecnologia S.A. 
Estrada dos Bandeirantes 7966 
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www.cobra .com .br 

RQS n' o3i2oõ~;:-l 
CPMI • CO RRE IBSj

5 

609 

g 3 7 o 2 
r:l.ruo~ · 



Integradora de Soluções em TI e Serviços 

PROPOSTA TÉCNICA - Edital do Pregão CORREIOS n~ 050/2003 

• ANEXO SWITCH TIPO OS PARTE 1 

12.10 ROTEADOR TIPO 01 
Os documentos referentes a este item se encontra no seguinte anexo: 

• ANEXO ROTEADOR TIPO 01 PARTE 1 

12.10 ROTEADOR TIPO 02 
Os documentos referentes a este item se encontra no seguinte anexo : 

• ANEXO ROTEADOR TIPO 02 PARTE 1 

12.11 UNIDADE DE BACKUP ROBOTIZADO 
Os documentos referentes a este item se encontra nos seguintes anexos: ANEXO 
UNIDADE DE BACKUP ROBOTIZADO A, B, C, D1, D2, D3, D4, DS, D6, D7, D8, D9, E1, E2, 
F, G1, G2, G3, H, I, J, K, L, M, N, O, P, Q, R, S, T, U. 

12.12 SERVIDOR DE SEGURANÇA LÓGICA 01 
Os documentos referentes a este item se encontra no segu inte anexo : 

• ANEXO SERVIDOR DE SEGURANÇA LÓGICA 01 PARTE 1 

12.13 SERVIDOR DE SEGURANÇA LÓGICA 02 
Os documentos referentes a este item se encontra no seguinte anexo: 

• ANEXO SERVIDOR DE SEGURANÇA LÓGICA 01 PARTE 1 

12.14 SERVIDOR PARA DETECÇÃO DE INTRUSÃO 
Os documentos referentes a este item se encontra no seguinte anexo: 

• ANEXO SERVIDOR PARA DETEÇÃO DE INTRUSÃO PARTE 1, PARTE 2 e PARTE 3 

12.15 SOFTWARES 
Os documentos referentes a este item se encontra no seguinte anexo: 

• ANEXO SOFTWARES 

13. CONFORMI DADE COM REQUISITOS GERAIS 

Todos os equipamentos ofertados são novos de fábrica e entregues acondicionados 
adequadamente em caixas fechadas, de forma a permitir completa segurança durante o 
t ransporte. 

Serão entregues com todos os equipamentos os cabos, acessórios, manuais e documentações 
completas, que são necessários ao pleno funcionamento dos equipamentos, softwares e 
periféricos. 

Não estão sendo consideradas para efeitos de somatório das quantidades mínimas exigidas, 
controladoras Fibre Channel e de Rede integradas na placa de sistema, nos "Servidores RISC 
Tipo 01". 

Está sendo considerado para efeito de somatório, placa de rede Ethernet com até 2 (duas) 
interfaces por placa, na montagem da configuração dos "Servidores RISC Tipo 1". 

Estamos ofertando o remanejamento de módulos de switch, interfaces de rede ou fibre 
channel entre os servidores fornecidos, a qualquer momento da vigência do Contrato, sem 
ônus adicionais. 

COBRA Tecnologia S.A. 
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Todos os equipamentos ofertados são novos e possuem garantia de 48 (quarenta e 
oito} meses. 

A COBRA prestará os serviços assistência técnica nos locais de instalação dos equipamentos, 
nas cidades de Brasília/DF e São Paulo/SP; 
Os serviços prestados irão englobar a substituição de peças e componentes defeituosos dos 
equipamentos, bem como a depuração e resolução de problemas relacionados ao AMBIENTE 
OPERACIONAL fornecido pelo Correios. 

Os equipamentos RISC Tipo 01 serão fornecidos com 8 (oito) partições lógicas (vPar) e sendo 
expansível a, no mínimo, 16 (dezesseis) partições lógicas (vPar). 

O número especificado de partições é alcançado com a simples configuração de software 
fornecido para este fim, sem a necessidade de adição de nenhum hardware ou software 
adicionais. Estão sendo entregues 2 (duas) consoles rp2470 em Brasília e 2 (duas) consoles 
rp2470 em São Paulo para gerenciamento de todos os equipamentos em cada localidade e 
criação/gerenciamento das partições. 

Os equipamentos "RISC Tipo 01" serão fornecidos com todos os recursos de hardware e 
software necessários à criação do número mínimo de partições especificadas para cada 
equipamento. 

A Cobra Tecnologia fornecerá 4 notebooks para o CCD de Brasília e 1 notebook para o CCD de 
São Paulo do modelo EVO N1020v com as seguintes configuração: 

o Processador Pentium IV 2.4GHz 
o 256MB de memória RAM do tipo DDR (PC2100) 
o Disco rígido de 30GB 
o DVD-ROM 
o Unidade de disquete 1.44MB 
o Interface de Fax-Modem 
o Interface de rede 10/100 
o Tela de 15" 
o 1 (uma) licença do agente 'Concord SystemEdge', devidamente instalado e configurado 

conforme orientação da equipe técnica dos Correios; 
o Está sendo ofertado licenças de software agente de backup (HP Openview Data 

Protector) compatível com o gerenciador de fitoteca especificado no subitem 5.13, 
devidamente instalado e configurado conforme orientação da equipe técnica dos 
Correios. 

A Cobra Tecnologia fornecerá e instalará, para todos os servidores RISC cotados 
adicionalmente, os seguintes componentes de hardware: 

Os sevidores RISC adicionais estarão sendo fornecidos com 1 (uma) unidade interna de fita 
DDS 3. No fornecimento está previsto a entrega de 10 (dez) fitas DDS 3 novas e 2 (duas) fitas 
para limpeza para cada servidor RISC fornecido adicionalmente. 
Toda a documentação será fornecida e catalogada conforme o exigido. 
A Cobra Tecnologia disponibilizará todos os PRODUTOS necessários à implementação de uma 
estrutura de acesso remoto que permita a COBRA acesso a rede corporativa do Correios, 
utilizando o Switch T!J?o 5 a ser fornecido. 
Esta estrutura de acessá-remoto-séra- utilizada para que a Cobra Tecnologia possa prestar 
serviço de suporte remoto nas situações em que o Correios julgue necessária. A estrutura de 
acesso remoto seguirá estritamente as Normas de Segurança definidas pelo Correios. 

COBRA Tecnologia S.A . 
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u 
Durante o Treinamento de Gerenciamento, descrito no Subitem 1.9.2.3. do ANEXO 1-A do 
edital, a COBRA instalará e configurará os novos agentes 'Concord SystemEdge', integrando 
conforme os padrões da plataforma de Gerência já existente do Correios; 
A COBRA configurará os agentes 'Concord SystemEdge' para, entre outras coisas, medir o 
tempo de resposta dos serviços de infra-estrutura, não se limitando a: DNS, HTTP, HTTPS, 
SMTP, POP3, FTP e TCP; 
A COBRA configurará os agentes 'Concord SystemEdge' para que monitore o desempenho e 
falhas das aplicações Exchange, Oracle, MS SQL, APACHE e IIS; 
A COBRA habilitará o agente SNMP dos Roteadores, Switches e servidores fornecidos, 
conforme os padrões do Correios; 
A COBRA configurará as ferramentas de gerenciamento existentes no Correios, não se 
limitando a: 
Integração de eventos no HP OpenView Operations; 
Criação e integração de regras inteligentes do Concord Live Health para envio de eventos ao 
HP OpenView Operations; 
Criação e geração de relatórios do Concord eHealth. 
O servidor "RISC Tipo 01" será fornecido com 64 Gbytes de memória RAM , instaladas, com 
possibilidade de expansão de no mínimo 128 Gbytes de memória RAM, e com disponibilidade 
de recursos para verificação e correção de erro. 

O servidor "RISC Tipo 01" terá número de fontes instaladas suficiente para suportar a 
operação do equipamento na configuração máxima especificada. 

-Serão fornecidos com os servidores "RISC Tipo 01" 16 (dezesseis) discos de 36GB, com 
funcionalidade de troca sem interrupção, com tempo médio de acesso de 5,2 ms com 
velocidade de rotação de 10.000 RPM. 

-Serão fornecidos com os servidores "RISC Tipo 01" 8 (oito) controladoras de discos Ultra 2 
SCSI ou superior, não incorporadas na placa de sistema. 

Serão fornecidas com os servidores "RISC Tipo 01" 16 (dezesseis) controladoras FIBER 
CHANNEL, operando a 2Gb/s. 

Serão fornecidas com os servidores "RISC Tipo 01 " 16 (dezesseis) interfaces de rede padrão 
Ethernet PCI 10/100/1000 Base-T em conformidade com os padrões IEEE 802.3ab e 802.3u, 
com possibilidade de gerenciamento SNMP 

Interfaces de rede que irão conectar os servidores a Rede do CCD utilizando cabeamento UTP 
CAT-6 e conectares RJ-45. 
Serão fornecidos com os servidores "RISC Tipo 01" 4 (quatro) unidades de DVD-ROM e 4 
(quatro) unidades leitora/gravadora de fitas DDS-3 por equipamento, totalizando 1 (uma) 
unidade de DVD-ROM e 1 (uma) unidade leitora/gravadora de fitas para cada conjunto de 2 
(duas) partições 
No fornecimento está previsto a entrega de 10 (dez) fitas novas, padrão DDS-3 e 2 (duas) 
fitas para limpeza para cada unidade leitora/gravadora de fitas. 

Os servidores "RISC Tipo 01" serão fornecidos com o ambiente operacional HP-UX 64 bits, 
instalado e configurado para Rede dos Correios, com número ilimitado de usuários 
simultâneos, licenciado para cada uma das 8 (oito) partições do equipamento, contendo: 

1 (uma) licença do agente 'Concord SystemEdge', devidamente instalado e configurado 
conforme orientação da equipe técnica dos Correios; 

(' 
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1 (uma) licença de software agente de backup compatível com o gerenciador de fitoteca 
especificado no subitem 5.13, devidamente instalado e configurado conforme orientação da 
equipe técnica dos Correios 

Serão fornecidas e instaladas as ferramentas, agentes e demais softwares que permitam a 
criação de ambientes clusterizados entre os equipamentos fornecidos. Para todos os 
servidores "RISC Tipo 01" foram incluídos os software MC/ServiceGuard extension for RAC, 
MirrorDisk UX e Online JFS. 

Deverão ser montados dois ambientes de gerenciamento da Rede SAN, sendo um no CCD de 
Brasília e um no CCD de São Paulo. 

14. RELAÇÃO DE PROFISSIONAIS ALOCADOS NO PROJETO ECT 050/2003 

Nome 
Pedro Luiz Dias 
Patrícia Abreu 
Walter Fantoni 
Euvaldo Dutra 

Produto Telefone fixo 
Servidores RISC (2112442-8888 
Backup (21) 2442-8639 
Servidores Intel (21) 2442-8872 
Conectividade (21) 2442-8960 
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SWITCH TIPO 1 

ATRIBUTO 

1- Características 
Físicas 

2- Gabinete 

REQUJSITC ·sooearrAL ATRIBUTOS OFERTADOS 
-

Switch tipo Chassis 
Cisco Catalyst 6513 chassis 

(13 slots) 

Chassis para ser instalado em Dimensões (em polegadas) 
Rack 19·· H=33.3, W=17.3, 0=18.1 

Todos os módulos de interface, 
Todos os módulos utilizados 

Fontes de Alimentação e 
na configuração proposta são 

Ventiladores devem ser do tipo 
do tipo Hot-Swapping 

Hot-Swappable ou Hot-Piuggable 

Estão sendo fornecidas 192 
Mínimo de 192 portas portas 1 0/1 00/1 000 
10/1 00/1 000 compatíveis com o compatíveis com o padrão 
padrão IEEE 802.3ab, para cabos IEEE 802.3ab, para cabos 
UTP cat. 6 e conectares RJ-45 UTP cat. 6 e conectares RJ-

45 

Mínimo de 16 portas 1 OOOSX Estão sendo fornecidas 16 
3 - Portas Gigabit- compatíveis com o padrão IEEE portas 1 OOOSX compatíveis 

Ethemet 802.3z com o padrão IEEE 802.3z 
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ATRIBUTOS OFERTADOS 
CONFIRMA 

ATENDIMENTO 
ADICIONALMENTE 

(SIM/ NÃO) 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

PÁGINA DA 
DOCUMENTAÇÃO 

TÉCNICA 

Anexo 1 - pág. 23 

Anexo 1 - pág. 21 

Anexo 1 - pág. 2, 1 O, 
20 - Anexo 2 - pág. 
5 - Anexo 3 - pág 7 
Anexo 1A - pág. 1-15 
Anexo 30- pág. 12 

Anexo 5- pág. 1, 2, 
17, 18 e 20 

Anexo 3 - pág. 1, 3, 8 
e 11 - Anexo 4 -

pág. 1 e 3 (Ver 
quantidade nas 

propostas técnica e 
comercial) 

\.. 
c- .... 

lj; 
~ 
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Ver quantidade de I Foi deixado pelo menos um 
slots (13) versus Suportar a inclubão futura de mais slot livre para inserção de 

N/ A SIM placas fornecidas nas 48 portas 10/1 00/1 OOOBase-T mais um módulo WS-X6548-
propostas Técnica e GE-TX 

Comercial (12) 
J 

Todos os módulos são do tipo Anexo 1 - pág. 2, 10, Deverá ser do ti o Hot-Swappable 
20 - Anexo 2 - pág. 4 - Hot-Swapping ou Hot-Piuggtle em todos os Hot-Swapping ou/ Hot- N/ A SIM 
5 - Anexo 3 - pág 7 m ulos Pluggable 
Anexo 1A- pág. 1-15 I 

Balanceamento de carga baseado 
em Weighte ~ Round Robin, 

Todos os exigidos N/ A SIM Anexo 6 - pág 2 Weighted Lea ~t Connections e 
URL ~ashing 

Balanceame~to baseado em 
protocolos da~ camadas 4 a 7, 

N/ A SIM 
Anexo 6- pág. 1, 2 e inc uindo Todos os exigidos 

Anexo 9A - pág 2 TCP,UDP,FTP,pNS,SMTP, HTIP 
e ~PSec 

I 

5 - Balanceamento de Capaddade d*incular conexões 
SIM Anexo 6- pág. , 2 Carga por meio de en ereçamento IP da Todos os exigidos N/ A 

fonte, c kies e SSL 

N/ A SIM 
Anexo 3- pág. 1 e 

Redundância v!a HSRP ou VRRP Todos os exigidos 
Anexo 5 - pág. 2 

76 Capacidade t~ra implementar Todos os exigidos N/ A SIM Anexo 6 - pág. 3 
oS 

r "" () ::::0 Deverá suportar balanceamento Vi' -
'"O o global para seritidores localizados 

N/ A SIM Anexo 6- pág. 3 z s: cn 
em sites com diferentes saldas 

Conforme Edital 
~ 

1 o 

- :::1 
o 

para internet 
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7 - Gerenciamento 

8 - Conectividade 

9 - Roteamento 

10- aos 

z 
o 

();o 
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Suportar SNMP i9 MIB 11 conforme 
RFC 1213, bet como RMON I 

(mínimo de 04 rupos) e RMON 11 
completo 

Mínimo de 08 grupos de 
agregação cofc no mínimo 08 
enlaces cada onforme padrão 

IEEE :s02.3ad 

Os Switches < everão realizar 
roteamentc (Camada 3) 

Os Switches deterão implementar 
um mínimo 04 ilas de prioridade 

em cada portr, , permitindo a 
priorização do ráfego de rede e 

;ntegração tran!:arente de dados, 
voz e vídeo atr vés do protocolo 
IEEE 802.1p c m CoS (Ciass of 

Se~ice) 

Instaladas na configuração 
máxima do e1uipamento com 

recurso de trocf sem interrupção 
(Hot-Swap~ble ou Hot-

Pluggable) e ali entação elétrica 
de acordo com a localidade onde 
serão instalada~ e com frequência 

de 60Hz 

Todos os exigidos 
SNMP v1 e v2, SMON, 

SIM 
Anexo 7- pág. 10 e 

DSMON e HC-MON 11 

Anexo 7- pág. 11 -
Anexo 5- pág. 18 -

Todos os exigidos N/ A SIM Anexo 3- pág. 11 
Anexo 31- pág. 13-1 

e 13-2 

Conforme Edital N/ A SIM 
Anexo 3- pág. 4 -
Anexo 5- pág. 6 

Anexo 3 - pág. 11 -

Conforme Edital N/ A SIM 
Anexo 5- pág. 1, 18 

Anexo 32 - pág. 32-1, 
32-3 

Fontes de Alimentação 
totalmente Hot-Swappable, 

N/ A SIM 
Anexo 1 - pág. 20 -

com frequência de operação Anexo 9 - pág. A-6 
de 60Hz 
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11 -Fonte de ' I 
Alimentação Deverão ser rdundantes por 

fontes interna independentes 
com alimentaç~o redundante, de 
tal forma que eljn caso de falha de 

Anexo 30 - pág. 9, 1 O, uma das fontes por defeito ou por Conforme Edital N/ A SIM 
falta de allmerção elétrica em 

12,15a18 

um dos 02 ( ois) circuitos, o 
equipamento c · ntinue a funcionar 

sem prejuíz~ das aplicações 

I 
I 

Deve possuir ~m mínimo de 100 
Somatório do troughput do Anexo 2 - pág. 4 

12 - Forwarding 
Mpps para Layer 2, Layer 3 e 

Supervisor module mais os Capacidade total de 1 05 Mpps 
SIM 

Anexo 27 - pág. 1 
Performance I módulos Gigabit Ethernet, em Layer 2, 3 e 4 Anexo 28 (todas as 

Layer4 
montados com cartões DFC páginas) 

. I Anexi 1 - pág. 5, 25, 
Implementar o ~rotocolo STP para 28 Anexo 33 - pág. 

cada VLAN cpnfigurada (uma Conforme Edital N/ A SIM 15-1' 15-2, 15-15 
sessão STP p~r grupo de porta) Anexo 35 - (todo o 

documento) 

Suportar múltip los agrupamentos 
Anexo 7- pág. 11 -

simultâneos e no mínimo 08 
interfaces cada um em quaisquer 

Anexo 5- pág. 18 -

interface de reide e em módulos 
Conforme Edital N/ A SIM Anexo 3 - pág. 11 

diferentes de forma a agregar taxa 
Anexo 31- pág. 13-1 

de tral:lsmissão 
e 13-2 

I 

Anexo 7 - pág. 11 -

7E Deverá possuir a facilidade de Anexo 5- pág. 18 -
trunking (IEi:tE 802.1 Q) com Conforme Edital N/ A SIM Anexo 3- pág. 11 

:r ) ,.- o ;:o outros Switches Anexo 31- pág. 13-1 
fi) - -o o e 13-2 ., •; 
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Deverá ser capf z de implementar 
no mínimo i:luas sessões Anexo 34 - pág. 34-1 

simultâneas de espelhamento de Conforme Edital N/ A SIM até 34-8 - Anexo 35 
tráfego, entr'f:lda e saída de (todo o documento) 

interfaces ou VLANs 

I 

A CONTRATA~ A deverá fornecer 
Ver propostas ferramentas r,ue permitam o 

Conforme Edital N/ A SIM 
Técnica e Comercial gerenciamento !=los equipamentos 

(Softwares de e de todas a~ suas interfaces 
através de aplicação gráfica Gerenciamento) 

Deverão ser forpecidos servidores Ver propostas 
adicionais para Instalação dessa,e Conforme Edital N/ A SIM Técnica e Comercial 

getência (Servidores Intel) 

SWITCH T IPO 2 

ATRIBUTOS OFERTADOS 
CONFIRMA PAGINA DA 

ATRIBUTO REQUISIT<)S DO EDITAL ATRIBUTOS OFERTADOS ATENDIMENTO DOCUMENTAÇÃO 
ADICIONALMENTE 

(SIM/ NÃO) TÉCNICA 

Deverá ser d o tipo Stackable 
Conforme Edital N/ A SIM Anexo 14A - pág 1 

(em1 ilhável) 

Deve permitir e(npilhamento de no 
mínimo 06 unidades por meio de Anexo 1 O - pág. 2, 5, 

1- Switch links de no ~ínimo 1 Gbps Conforme Edital Empilha até 09 unidades SIM 7, 11 - Anexo 11 -
redundantes\ formando uma pág. 1-1 

=F= unidade gerenciável na rede 
através de um único endereço IP 

·-

~ 
-n - ();o Deverão ser compatíveis com Anexo 14C (todas as 
Y> -uo Conforme Edital N/ A SIM 

páginas) 
' 
~ 

?' S:Cf> Rack 19·· a ser fornecido 
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2- Interfaces Fast e 
Gigabit Ethernet 
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Possuir um míjimo de 48 portas 
10/1 OOTX , UT , categoria 6, RJ-

45 + 02 du s portas para 
interfaces de empilhamento e 

u~link 

Sinalizaçfo visual de 
funcionament~ e de status das 

pqrtas. 

Compatível co~ os padrões IEEE 
802.3u, IEEEI802.3Q e IEEE 

80~.3p. 

Deverá ser capfz de implementar 
espelhamen~ de tráfego de 

entrada e saíd~ de interfaces ou 
de VLANs 

! 
Gerenciável \tia SNMP, com 

suporte a MIB [II conforme RFC 
1213 e 04 gr~pos de RMON. 

Controle de Broadcast Storm 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Suporte a prot<!leolo que permita Suporte a IGMP Snooping por 
limitar tráfeg~ de IP Multicast. hardware 

Deve implemehtar no mínimo 04 
filas de prioridade em cada porta, 

permitindo a priorização do 
tráfego de redei e uma integração 

transparente (je dadso, voz e 
vídeo através do protocolo IEEE 

802.1 p com CoS (Ciass of 
Services). 

Deverá possuir kits de fixação 
para instalação em racks de 19 .. e 
cabos de ligação lógica e elétrica 
necessária à instalação e perfeito 

funcionamento 

Conforme Edital 

Conforme Edital 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

Anexo 10- pág. 14, 
1 7 - Anexo 11 -

Anexo 10A 

Anexo 10- pág. 10-
Anexo 14 pág.1 O 

Anexo 10- pág. 14 

Anexo 1 OB (todo o 
documento) 

Anexo 10- pág. 1, 10, 
13 

Anexo 1 O - pág. 7 

Anexo 1 O - pág. 5 

Anexo 10- pág. 4, 14 
Anexo 14- pág 3 

Anexo 14C - pág. 
2-9 



Deverão ser for necidos todos os 
Conforme Edital ( Os cabos 

acessórios ecessários à 
para empilhamento (50cm) 

Anexo 148- pág. 5 
composição do empilhamento do N/ A SIM Ver propostas 

Switch, tais1como cabos, 
são parte integrante das 

Técnica e Comercial 
conectares e interfaces 

GBIC) 

Deverá implemrlcntar no mínimo, 
200 VlANs o padrão IEEE 

802.1 Q, i~clusive no Anexo 14 - pág 4, 12 
empilhament?, isto é, deverá Conforme Edital N/ A SIM Anexo 14D (todas as 
permitir o ag,-upamento em páginas) 

VLANs de portas de quaisquer 
Switche~ da pilha. 

Deverá implementar o protocolo Anexo 10- pág. 2, 7, 
STP (Spannin~ Tree Protocol) 8 - Anexo 14- pág 7, 
para cada VLAN configurada Conforme Edital N/ A SIM 

12 - Anexo 14E e 
(uma sessão ~TP por grupo de Anexo 14F 

pd
1

rtas) 

Deverá possui 'barramento para 
empilhamento igual ou superior a Conforme Edital N/ A SIM Anexo 10- pág. 11 

1 Gbps 

A CONTRAT AQA deverá fornecer 
ferramentas que permitam o 

gerenciamento tios equipamentos Ver propostas 
e de todas as suas interfaces 

Conforme Edital N/ A SIM 
Técnica e Comercial 

através de aplicação gráfica. (Softwares de 
Também deve r~o ser fornecidos Gerenciamento) 

servidores adicionais para 
instalação dessa gerência 

- Alimentação elétrica de acordo 
Redundante interna ou Anexo 10 - pág. 16 -r· - com a localidade onde serão N/ A SIM Anexo 13 - pág. 1 , 3 e .,., () :::O externa independente. 

cn -uo instalados os equipamentos e Frequência =60Hz 4 
z S:Ul frequência de 60Hz 

I o - :::l 
o 

' . o 
(.,.) 

O'. o N 
(.l'i o o 

--......<""""" ~ 
:;o o 

c.n ;o 
C) m o - () 

~~.7 o z 
-~ 
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As fontes de ali~entação deverão 
4- Fonte de ser redund~ntes por fontes 
Alimentação internas/cu externas 

independente , com alimentação 
redundante de•tal forma que, em 

Anexo 13 - (todas as caso de falha <• e uma das fontes Conforme Edital N/ A SIM 
por defeito ou por falta de páginas) 

alimentação e étrica em um dos 
02 circuitos, o equipamento 

continue a func ionar sem prejuízo 
das a plicações 

SWITCH TIPO 5 Concentr; dordeVPNs 

ATRIBUTOS OFERTADOS 
CONFIRMA PÁGINA DA 

ATRIBUTO REQUISIT< ~S DO EDITAL ATRIBUTOS OFERTADOS ATENDIMENTO DOCUMENTAÇÃO 
ADICIONALMENTE 

(SIM I NÃO) TÉCNICA 

Deverá operar rmo concentrador A solução está composta por 
de VPN, deve do ser composto 

um concentrador de VPNs 
Anexo 15 - pág. 1 

por sistem integrado de 
(Cisco 3060) e um servidor 

Anexo 15B (todas as 
1- Descrição hardware e oftware, com o 

de autenticação com software 
N/ A SIM páginas) Ver 

objetivo de co centrar, configurar 
Cisco Secure ACS 3.2 (Cisco 

propostas Técnica e 
e monitorar a~ssos remotos via 

CSACSE-1111-K9) 
Comercial 

JPN 

Capacida je de Firewall Capacidade de Firewall N/ A SIM Anexo 15 - pág. 4 

Suporte aot protocolos de 
tunelamento P TP, IPSec, L2TP, 

Todos os exigidos N/ A SIM Anexo 15- pág 5 
L2TP/IPSec f9r Windows 2000 e 

NAT tran~parent IPSec 

' ' 7- i O suporte a erviços deve ser 

~ 
~ - () :::0 estendido a todo e qualquer C/) ""C o Anexo 15C (todas as 
z s: (.f) serviço que funcione sobre o Conforme Edital N/ A SIM 

páginas) 
o - ::1 protocolo IP, com a possibilidade o 

' 8 1 de customização 
ú () t:3! 
'-I 0 \ o 8 1 

f"\. } ::o G-. i 
O' ::o 1--4 rTi ~ í J\:) -

~ o 
(/) ' ' I 7 



Suporte a certificados digitais 
padrãq X 509v3 

Capacidade de ~olerância a falhas 
(fai,over) 

Suporte ao g~renciamento de 
chaves tipo IKE 

Capacidade de egistrar eventos e 
de envio de n t>tificações por e­

rail 
Suporte ao protocolos de 

roteamento R P, RIP2, OSPF e 
es ático 

Permitir é plicação de 
configuraçõe s e políticas de 

acesso 

Possuir no míryimo 03 interfaces 
10~aseT 

O sistema deve rá se integrar com 
2- Características e um sistema ~e autenticação 
Funcionalidades do e> ema 

Sistema 
Capacidade pa a autenticação de 

no mínimo 5000 usuários 
Suporte ac padrão LDAP 
Integração pom o domínio 

Microsclft Windows 
Permitir configt ração de níveis de 

acesso a1 ministrativos 
Permitir a cpnfiguração de 
poíticas de segurança nas 

estaçõ~s clientes 

-:n -· n ::u !
1 

Capacidade dei gerenciamento de i1í - -o O ~I 

Todos os exigidos 

Todos os exigidos 

Todos os exigidos 

Todos os exigidos 

Todos os exigidos 

Todos os exigidos 

Conforme Edital 

Conforme Edital 

Até 5000 sessões 
simultâneas 

Todos os exigidos 

Todos os exigidos 

Todos os exigidos 

Conforme Edital 

Todos os exigidos 

N/ A 

N/ A 

N/ A 

N/ A 

N/ A 

N/ A 

Possui 03 interfaces 1 0/1 OOTX 
já montadas no equipamento 

N/ A 

N/ A 

N/ A 

N/ A 

N/ A 

N/ A 

N/ A 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

SIM 

Anexo 15 - pág. 7 

Anexo 15 - pág. 4 

Anexo 15 - pág. 6 

Anexo 15 - pág. 6 

Anexo 15 - pág. 6 

Anexo 15F - pág. 14-
1 

Anexo 15 - pág. 5 

Anexo 150 (todas as 
páginas) e Anexo 15E 

(todas as páginas) 

Anexo 15 - pág. 2 

Anexo 15 -pág. 7 

Anexo 15 - pág. 1 

Anexo 15 - pág. 4 

Anexo 168 

Anexo 15 - pág. 7 
~ U> política para l!Suários e grupos 

~ t ~----------~---------+----------+-----;-----~ 
0 1 Controle de tempo e horário de Todos os exigidos N/ A SIM Anexo 15- pág. 7 

z 
o 

0 ~ l acesso do usuário 
o 8! 

O'. ;li <.1'1 : 

~~ _) * ~) I 
-4-- --1'-.) ~J 



3 - Características e 
Funcionalidades do 

Software Cliente VP N 

e 

Suporte ao ~erenciamento 
utilizando ~NMP MIB 11 

Oferecer fe rramentas de 
gerenciament~ que possibilite a 

verificação d estatísticas de 
tráfego criptografado, 

negociações ~e handshake e 
resposté a pacotes 

Possibilidade de crescimento 
(escalabilid ~de) conforme 

demanda, cot configuração e 
gerência entralizadas 

Capacidade de geração de 
relatórim gerenciais 

Sistema de ge renciamento em 
Hardware d p tipo Servidor 

Número minim9 de 5.000 licenças 

i 
Auto-a,ualização 

Suporte X: Sistemas 
Operacionais indows 95, 98, 

ME, NT 4.0, 2000 e XP 

Interface pa~ronizada com o 
Logotipo ela Contratada 

Capacidade d~ tratar no mínimo 
5000 usuários tao mesmo tempo 

Capacidade de processamento de 
encriptação mínima de 1 OOMbps 

Todos os exigidos 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Todos os exigidos 

Conforme Edital 

Todos os exigidos 

Conforme Edital 

Capacidade para 5000 
usuários simultâneos 

Encryption Troughput 

N/ A SIM Anexo 15 - pág. 6 

N/ A SIM Anxo 16A pág. 17-2 

N/ A SIM 
Anexo 16 (todas as 

páginas) 

N/ A SIM 
Anexo 16C (todas as 

páginas) 

N/ A SIM 
Anexo 160 (todas as 

páginas) 

Sem limite de liceças SIM Anexo 15 - pág. 3 

Anexo 16E (todas as 
páginas) - Anexo 

N/ A SIM 
16F (todas as 

páginas) - Anexo 
16G (todas as 

páginas) 

N/ A SIM Anexo 15 - pág. 1 

N/ A SIM 
Ver propostas 

Técnica e Comercial 

N/ A SIM Anexo 15 - pág. 2 

N/ A SIM Anexo 15 -pág. 3 



5- Fonte de 
Alimentação 

ROTEADOR TIPO 1 

~ -

ATRIBUTO 

1 - Router 

2 - Processamento 

()::O 
-uo 
s::<.n 
- ::J 

o 
' o 

w o r::; 
og 
::0 (Jl 
:::0, 
m 01 oz 
(j) I 

Instalada na configuração máxima 
do equipamento 

Hot-Swappabl~ I Hot-Piuggable 

Deverá possl!lir alimentação 
elétrica de acordo com a 

localidade ond !serão instalados 
os equipamentos e operar na 

frequêncla de 60Hz 

As fontes de alitentação deverão 
ser redundaljltes por fontes 

internas independentes, com 
alimentação redundante 

REQUISITOS DO EDITAL 

Possuir estrulura de Chassis 
modular com p~lo menos 04 slots 

para inserçã<!' de módulos e 
intetfaces 

Deverá ser mo~tado em Rack de 
19"" 

Possuir ca,pacidade de 
roteamento <!e pelo menos 

225.000 pps utilizando pacotes de 
64 bytes 

Conforme Edital 

Conforme Edital 

Voltagem de entrada de 100 
a 240 VAC - 50/60 Hz 

Conforme Edital 

ATRIBUTOS OFERTADOS 

Rack-mountable chassis- 04 
slots para módulos de rede 

Montável em Rack de 19·· 

Performance de 225 Kpps 

Possuir no mínimo 03 interfaces . 
10/1 OOTX, fast Ethernet, Full 02 Op1ortasrt1 0/100 !dntelgrNadMas + 

. po a no mo u o -
Duplex, para cabos UTP categona 1 FE2w 

5, com conectares tipo RJ-45 

N/ A 

N/ A 

N/ A 

N/ A 

ATRIBUTOS OFERTADOS 
ADICIONALMENTE 

N/ A 

Pode ser montado 
opcionalmente em Rack de 23 

N/ A 

N/ A 

SIM 

SIM 

SIM 

SIM 

CONFIRMA 
ATENDIMENTO 

(SIM/ NÃO) 

SIM 

SIM 

SIM 

SIM 

Anexo 15 (todas as 
páginas) 

Ver Carta do 
Fabricante 

Anexo 15 - pág. 8 

Anexo 15 (todas as 
páginas) 

PAGINA DA 
DOCUMENTAÇÃO 

TÉCNICA 

Anexo 17- pág. 1, 2 e 
3 

Anexo 17 - pág. 3, 11 

Anexo 17 - pág. 11 
Ver Carta do 
Fabricante 

Anexo 17- pág. 3 e 
Anexo 18 - pág. 3 
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. I, 

3 - Interfaces 

-n' 
17í 

z 
o 

- ("') :::c 
-o O 
s:;cn 

::J 
o 

o w 
Oi') 
og 
:::c (.n I 

;:o ' ,. 
~() 
o z, 
(f) .:...J 

Possuir no mínjmo 08 interfaces 
síncronas V .35 de alta velocidade 

(atpe ~Mbps) 

Possuir no mínimo 02 interfaces 
ATM E3, compatível com o padrão 

ITU-T G703 
í 

Possuir no m!t~o 01 interface 
Gigabit Ethe et 1 O O O Base T 

Possuir MTBH de pelo menos 
50.0~0 horas 

Permitir o gerenciamento através 
de aplicação gráfica 

Implementar o !protocolo SNMP, 
incluindo a g~ração de traps 

Gerenciável através do protocolo 
SNMP, com suporte a MIB 11, 

conformEi RFC 1213 

Possuir descri~ão completa da 
MIB implementada no 

equipamento, inclusive as 
extensões privadas se existirem 

Implementar TELNET para acesso 
a interface da linha de comando 

Implementar protocolo SSH 
Possuir proteção contra ataques 

de Oenial of Services do tipo TCP 
SYN attack 

Foram colocados 02 cartões 
tipo WIC-2T, cada um com 

duas portas de WAN, 
perfazendo um total de 08 

portas 

Conforme Edital 

Foi colocada uma porta tipo 
GBIC, part-number WS-

G5483 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Anexo 17- pág. 2 e 
N/ A SIM 

Anexo 19 - pág. 3 

N/ A SIM Anexo 17A- pág. 5 

N/ A SIM Ver propostas 
Técnica e Comercial 

N/ A SIM 
Ver Carta do 
Fabricante 

Ver propostas 

N/ A SIM 
Técnica e Comercial 

(Softwares de 
Gerenciamento) 

Anexo 198- pág. 14 
N/ A SIM Anexo 19C ( todas as 

páginas) 

N/ A SIM Anexo 190 - pág. 1 O 

N/ A SIM 
Anexo 190 - pág. 5, 

7,8,9, 10 

N/ A SIM Anexo 190- pág. 12 

N/ A SIM Anexo 198 - pág. 13 

Anexo 19E (todas as 
N/ A SIM 

páginas) 



Implementar IPSec padrão IETF 
Todos os exigidos 

AES (Advabced Encryption 
com criptografia Triple OES Standard) 

SIM Anexo 17 - pág. 5 

Anexo 17 (todas as 

Suporte para SYSLOG externo páginas) Anexo 190 

que deverá ser dimendionado e Conforme Edital N/ A SIM 
(todas as páginas) 

fornecido em hardware à parte Anexo 19 (todas as 
páginas) Anexo 19H 

(todas as páginas) 

Permitir a ~tualização de 
softwares !utilizados no Todos os exigidos N/ A SIM Anexo 19F (todas as 

equipamento, !através da Rede páginas) 

lmplementa~ mecanismo de 
autenticação,para acesso ao 
equipamentp, baseado em 

Conforme Edital N/ A 
Anexo 198- pág. 12, 

servidor de :autenticação I SIM 
15 

autorização dq tipo RAOIUS ou 
TApACS 

Anexo 19 (todas as 

4- Geral Proteger a intetface de comando páginas) Anexo 198 

do equipamento, através de Conforme Edital N/ A SIM 
(todas as páginas) 

senha Anexo 190 (todas as 
páginas) Anexo 19H 

(todas as páginas) 

Implementar o potocolo VRRP ou 
similar, em tC>l!las as interfaces Conforme Edital N/ A SIM Anexo 198- pág. 15 

disponibilizadas 
Implementar o ~rotocolo PIM para 

Conforme Edital N/ A SIM Anexo 198 - pág. 11 
roteamentcp de Multicast 

, o ::0 
(/) -a c 
z ~ 

~\ o 

~ 0'. o;;:s 
....... f'.._) 

o o 
::o ~I 

o O\ ::0 • : 
m 

0
1 

lmplementa~ roteamento IP 
Anexo 190 (todas as 

usando os protocolos OSPF, RIP, Conforme Edital N/ A SIM 
RIP 11 e 8GP4 

páginas) 

Implementar OHCP Conforme Edital N/ A SIM Anexo 198 - pág. 3, 4 

oz 
(/) I 



Permitir a con.iguração de pelo 
Conforme Edital N/ A SIM 

Ver Carta do 
menos 1 024[ rotas estáticas Fabricante 

Implementar Pdllicy-based routing Conforme Edital N/ A SIM 
Anexo 191 {todas as 

I páginas) 
Implementar filtros para Anexo 198 - pág. 2, 

redistribuição ~e rotas entre RIP, Conforme Edital N/ A SIM 11 , 12 - Anexo 1 9G 
OSP e 8GP4 {todas as páginas) 

lmplement~r as seguintes 
característica1fara o protocolo 
8GP4: Route eflectors, Route 

Conforme Edital N/ A SIM 
Anexo 1 9H {todas as 

Confederllltions, Route páginas) 
Aggregation, IQP Synchronization 

e Route Fl*p Dampening 

Permitir a configuração de Policy-
Anexo 191 {todas as 

based routiflg baseado no Conforme Edital N/ A SIM 
páginas) 

endereço de! origem da rede 

Suporta a impl.:tmentação de NAT Conforme Edital N/ A SIM Anexo 198 - pág. 1 O 

Deverá suportar inserção em rede 
Conforme Edital N/ A SIM Anexo 198 - pág. 16 

com servidora~ de VOIP e VOFR 

Deverá suportar os protocolos 
Anexo 198 - pág. 6 

G.711 e G.72~ para o tráfego de 
Conforme Edital N/ A SIM Anexo 1 9J- pág. 1, 7, 

voz e funcionlllr como Gateway 8 
H.323 

Servidores adicionais para Conforme Edital N/ A SIM 
Ver propostas 

instalaçãQ da gerência Técnica e Comercial 

~ m - (") ::0 
üí -o o 

!i: {f) 

z ::l 

J (-
o o 

' o w j 
o ;;::s i 

(.1'1 0'\ o o 
;o~! 

'-I f'-.._) ;o . i 
m i 

o ---:1 o ~1 
~ ... l7 (j) • 

Instalada na cohfiguração máxima 
Conforme Edital N/ A SIM 

Anexo 19K (todas as 
do equipamento páginas) 

Hot-Swappable I Hot-Piuggable Conforme Edital N/ A SIM Anexo 17 

~ 
&. .. 
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5- Fonte de 
Alimentação 

ROTEADOR TIPO 2 

ATRIBUTO 

1 - Router-
Processamento 

2 - Gerenciamento 

3 - Interfaces 
,; o ::o 
VI -ao s:- (i) z - ::J o o 

• o 
~I ('") N ! 

0\ O o· :no! 
~ V f'...) <.n ' 

::u . I 
m O I co 

'· 
O ZJ 
(I) I 

--

Deverá possuir alimentação 
elétrica de 11cordo com a 

localidade ond~ serão instalados Conforme Edital 
os equipament s, na frequência 

de~OHz 
Fontes redundantes internas e 

independentes ~om alimentação Conforme Edital 
redu dante 

REQUISITqS DO EDITAL ATRIBUTOS OFERTADOS 

I 

Capacidade m:ínima de 12Kpps Capacidade de até 12.500pps 
' 
' 

Montado em b~ndejas instaladas 
Serão montados em bandejas 

internas oferecidas 
no interior! do Rack 19" 

juntamente com o Rack 19" 

Deverá ser ge~encial via SNMP 
Gerenciável por qualquer 

v1, v2 e v3, Tf:LNET e acesso 
ferramenta SNMP 

I <)cal. 

Deverá possuir suporte a MIB 11 
Conforme Edital 

RF(!: 1213 

Possuir no m~imo 01 interface 
Ethemet 1 OB .seT/1 OOBaseTX, 
auto-negociável, integrada ao Conforme Edital 

chassis, com conectares tipo RJ-
45 

Possuir no mínimo 02 intrfaces 
seriais, sendo uma do tipo DCE e 

outra do tipo DTE,.com Conforme Edital 
conectares do tipo V .35 ou 

EIA/TIA-232, com compressão e 
encriptação de dados 

~,# 

Anexo 19K (todas as 
N/ A SIM 

páginas) 

Anexo 19K (todas as 
N/ A SIM páginas) Anexo 17 -

pág. 12 

ATRIBUTOS OFERTADOS 
CONFIRMA PÁGINA DA 

ADICIONALMENTE 
ATENDIMENTO DOCUMENTAÇÃO 

(SIM /NÃO) TÉCNICA 

N/ A SIM Anexo 21 - pág. 2 

Ver Racks de 19" a 
N/ A SIM serem fornecidos pela 

CONTRATADA 

Anexo 20 - pág. 5 e 6 
N/ A SIM Anexo 20A- pág. 311 

Anexo 208- pág. 2 

N/ A SIM Anexo 20A - pág.311 

N/ A SIM Anexo 20- pág. 2, 10 

Anexo 19 - pág. 3 
N/ A SIM Anexo 20C (todas as 

páginas) 
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Cabos e ~acessórios 

I 

Sinalizaç ~o visual do 
funcionamen o e "status"das 

p( rtas 
Atualização d~ softwares pela 

r~de 
I 

Suportar e impl:ementar recursos 
de QoS avançados tais como: 

CAR, Custom, iLow Latency Fair 
Queueing e WiFO, BoD, RSVP, 
WRED, Polict based Routing 

(FRF.1 ) e cRTP 

lmplement~r e permitir o 
roteamentq entre VLANs 

suportando o p~drão IEEE 802.1 Q 

Permitir VPN Tunneling com 
IPSec, U2TP e L2F 

! 
Permitir roteamento IP usando os 
protocolos OSPF, RIP, RIPv2 e 

BGP4, PIMmM e PIM-SM 
I 

Suporte a c~tografia 3DES 
Suporte a aut~nticação através 

dos protocplos RADIUS, 
TACACS+ ie PAP/CHAP 

Suportar insef9ão em redes com 
serviços deiVOIP e VOFR 

Funcionalidades de Firewall, 
incluindo ACL e AAA, criptografia, 
VPN Tunnel Server integradas ao 

roteador 
Suportar Digital Voice, e voz 
analógica na infra-estrutura 

telefônica existente 

Estão contemplados todos os 
cabos e acessórios N/ A SIM Anexo 22 - pág. 1-11 

pertinentes 

Led 's indicativos para status Anexo 22 - pág. 1-4 
N/ A SIM 

e funções até 1-9 

Conforme Edital N/ A SIM 
Anexo 191 (todas as 

páginas) 

Conforme Edital N/ A SIM Anexo 20 - pág. 7 e 
17 

Conforme Edital N/ A SIM Anexo 20- pág. 7 

Conforme Edital N/ A SIM Anexo 20 - pág. 6 

Conforme Edital N/ A SIM Anexo 200- pág. 6, 7 

Conforme Edital N/ A SIM Anexo 20 - pág. 6 

Conforme Edital N/ A SIM Anexo 20 - pág. 6 

Conforme Edital N/ A SIM Anexo 20 - pág. 17 

Anexo 200 - pág. 1 
Conforme Edital N/ A SIM Anexo 20 - pág 1 , 4, 

6, 7,8 

Anexo 21 - pág 2 
FXO, FXS, E&M N/ A SIM 

Anexo 20 - pág 3 
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Servidor de 
Segurança 
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Possuir duas ipterfaces do tipo 
FXS para con~xão de telefones 

analógicos e O~ interfaces do tipo 
FXO para cone)cão em interfaces 

de ramal de PABX 

Entrada entre 9~ e 240 Volts, com 
comutação1 automática e 

frequêncja de 60 Hz 

PIX535 

REQUISITOS DO EDITAL 

Operar como Firewall , sendo 
formado por nq mínimo por dois 
módulos que deverão integrar-se 
aos dois Switc~es Tipo 1 a serem 

instalados 1m BSB e dois 
módulos que deverão integrar-se 
aos dois Switches Tipo 1 a serem 

instalados em SPO 

Foram colocadas interfaces 
Anexo 23 e Anexo 24 

do tipo VIC-2FXO e VIC-
2FXS, fornecendo as portas 

N/ A SIM Ver propostas 

requeridas 
Técnica e Comercial 

Ver Carta do 
Conforme Edital N/ A SIM 

fabricante 

ATRIBUTOS OFERTADOS 
CONFIRMA PÁGINA DA 

ATRIBUTOS OFERTADOS ATENDIMENTO DOCUMENTAÇÃO 
ADICIONALMENTE 

(SIM/ NÃO) TÉCNICA 

Foram utilizados dois 
Servidores PIX535, externos N/ A N/ A N/ A 

aos Switches tipo 1 
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Será permitidr a utilização de 
servidores, em substituição aos 

1 -Descrição módulos, consi~erando-se a razão Conforme Edital 
de um par d servidores em Foram utilizados dois 

N/ A SIM 
Ver propostas 

substituição a um módulos. Os Servidores PIX535, externos Técnica e Comercial 
servidores dev~rão trabalhar em aos Switches tipo 1 
pares , com o bjetivo de manter 
a alta disponibilidade do sistema 

O produto t~m que oferecer 
controle de ace~so, permitindo-se 

atender a U,ma política de 
Conforme Edital N/ A SIM Anexo 29- pág. 1, 2 

segurança, d$finindo o tipo de 
tráfego que p®e entrar/sair das 

redes prot~gidas por ele. 
i 

Aute~ticação Conforme Edital N/ A SIM Anexo 29 - pág. 4 
NAT 1-1: e NAT 1-n Conforme Edital N/ A SIM Anexo 29 - pág. 4 

Segurança de conteúdo (antivírus, 
Anexo 40 - pág. 1 

checagem de URL e Java/ActiveX 
Conforme Edital N/ A SIM Anexo 41 - pág. 1 

Anexo 42 - pág. 1 

Auf:litoria Conforme Edital N/ A SIM Anexo 29- pág. 3 

Disponibilidade~ No caso de falha, 
uma segunda máquina ou módulo 
deve assumir d controle de forma Conforme Edital N/ A SIM Anexo 29- pág. 6 
transparente ap usuário (Stateful 

Firewall Failover) 

Gerar alertas em tempo real por 
meio de e-mail quando se tentar Conforme Edital N/ A SIM Anexo 43- pág. 1 

=· ' 
- violar a política de segurança 
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2 - Características e 
Funcionalidades 

.,., 
<n 

z 
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Proteção baseada no algoritmo de 
segurança ~daptável (ASA -

Adaptive Sedure Algorithm) ou 
compatível, :que ofereça um 

firewall orientado à conexão com 
classificação 

Prevenção cpntra ataques de 
negação de serviço (Denial-of-

Service) 

Suporte à apli,::ações Multimídia 

Suporte à gerência de Listas de 
Acesso em roteadores 

Configuração e gerência 
centralizada em cada um dos 

sites 
Capacidade de gerenciamento 

remoto 

Suporte de serviços estendido 
para todo o protocolo IP, com 
possibilidade de customização 

A Interface deve permitir a 
visualização da política de 

segurança definida, com opção de 
ocultar e visualizar grupos de 

regras desejados e o diagrama da 
rede protegida 

Capacidade de gerar relatóros 
gerenciais, com informações 
sobre estatísticas de tráfego, 
regras mais utilizadas e etc. 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

N/ A SiM Anexo 29 - pág. 1 

N/ A SIM Anexo 29 - pág. 2 

N/ A SIM Anexo 29 - pág. 1 

Anexo 44 (todas as 
páginas) Anexo 45 

N/ A SIM (todas as páginas) 
Anexo 46 (todas as 

páginas) 

Anexo 29 (todas as 
N/ A SIM 

páginas) 

N/ A SIM 
Anexo 29 (todas as 

páginas) 

Anexo 48 (todas as 
N/ A SIM páginas) Anexo 49 

(todas as páginas) 

Anexo 49 (todas as 
N/ A SIM páginas) Anexo 50 

(todas as páginas) 

N/ A SIM 
Anexo 51 (todas as 

páginas) 



Suportar integr~ção com produtos 
para sistemai de inspeção de 

conteúdo (HlTr, FTP, SMTP) de 
terceiros e su~orte ao protocolo 

Hf323 

O produto de~erá integrar-se 
perfeitamente c~m o Sistema para 

Detecção de Intruso oferecido 

Suportar autenijcação de usuário, 
autenticaç~o de sessão e 

autenticação, de cliente, bem 
como interagir' com sistemas de 

autenticação RADIUS e TACACS 

O sistema de gerenciamento de 
Firewalls deverá ser 
disponi~ilizado pela 

CONTRATADA em hardware à 
parte, sendo urp sistema em BSB 
e um sistema ~m SPO, podendo 

ser integrado em um mesmo 
trame worl< de gerenciamento dos 

servidores para Detecção de 
Intrusos, Switoh tipo 6 e roteaor 

tipo 1. 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital Foram 
disponibilizados dois 

servidores Intel para o 
gerenciamento. Um em BSB 

e outro em SPO 

Conforme Edital 

N/ A 

N/ A 

N/ A 

N/ A 

N/ A 

SIM 

SIM 

SIM 

SIM 

SIM 

Anexo 52- pág. 4-6, 4 
8, 4-9, 4-13 

Anexo 29 - pág. 4 

Anexo 29 (todas as 
páginas) 

Ver propostas 
Técnica e Comercial 

Anexo 29- pág. 6 Capacidade de tratar no mínimo 
400.000 conexões simultâneas 

3- Características del------------+----------+------------t-----~---------, 
Desempenho 
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Capacidade de processamento 
superior a 1.5 Gbps em texto claro 

Em caso de fornecimento de 
equipamentos externos ao Switch 
tipo 1 , estes deverâo possuir no 
mínimo 06 interfaces 10/100TX e 

02 interface 1 OOOBaseSX 

Conforme Edital 

Conforme Edital 

N/ A 

N/ A 

SIM 

SIM 

Anexo 29 - pág. 6 

Anexo 29 - pág. 6 
Anexo 54 (todas as 
páginas) Anexo 55 
(todas as páginas) 
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5- Características 
Ad icionais 

Servidor de 
Segurança 

Lógica - Tipo 2 

ATRIBUTO 

1 - Descrição 
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Todo o ambiente de Firewall 
A CONTRATADA se 

deverá s~r acompanhado de responsabilizará por 
Conforme Edital N/ A SIM toda a documentação document,ção de instalação e 

de instalção e cqmfiguração 
configuração 

Possuir ali'i"entação elétrica de 
acordo com a localidade onde 

serão instalados os Conforme Edital N/ A SIM Anexo 29- pág. 7 
equipamentos, com frequência de 

60Hz 

PIX525 

ATRIBUTOS OFERTADOS 
CONFIRMA PAGINA DA 

REQUISITOS DO EDITAL ATRIBUTOS OFERTADOS ATENDIMENTO DOCUMENTAÇÃO 
ADICIONALMENTE 

(SIM/NÃO) TÉCNICA 

Operar como Firewall, devendo 
ser formados por pares de 
máquinas, com cada par 

trabalhando em conjunto, com o 
objetivo de manter a alta Conforme Edital N/ A SIM Anexo 53 - pág. 1 

disponibilidade do sistema: Um 
par deverá ser instalado em BSB 
e um par deverá ser instalado em 

SPO 

Oferecer controle de acesso 
permitindo atendimento a política Anexo 53 (todas as 
de segurança, definindo o tipo de Conforme Edital N/ A SIM 

páginas) 
tráfego de entrada e saída da 

rede, protegida po ele 

Autenticação Conforme Edital N/ A SIM Anexo 53 - pág. 4 

NAT 1-1 e NAT 1-n Conforme Edital N/ A SIM Anexo 53 - pág. 4 
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' 
Segurança de conteúdo (antivírus 
checagem de URL e Java/ActiveX 

Au~itoria 

Gerenciameljlto Corporativo, 
permitindp que vários 

equipamentos sejam gerenciados 
de uma única console 

' 

I 

Disponibilidade. No caso de falha 
uma segunda máquina ou módulo 
deve assumir o controle de forma 
transparente ao usuário (Statefu 

Firewall Failover) 

Gerar alertas em tempo real por 
meio de e-mail quando se tentar 

violar a política de segurança 

e Proteção baseada no algoritmo d 
segurança adaptável (ASA -

Adaptive Secure Algorithm) ou 
compatível, que ofereça um 

firewall orientado à conexão com 
classificação 

Prevenção contra ataques de 
negação de serviço (Denial-of­

Service) 

Suporte à aplicações Multimídia 

Suporte à gerência de Listas de 
Acesso em roteadores 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Conforme Edital 

Anexo 40- pág. 1 
N/ A SIM Anexo 41 - pág. 1 

Anexo 42- pág. 1 
N/ A SIM Anexo 53 - pág. 3 

N/ A SIM Anexo 53 - pág. 6 

N/ A SIM Anexo 43 - pág. 1 

N/ A SiM Anexo 53- pág. 1 

N/ A SIM Anexo 53 - pág. 2 

N/ A SIM Anexo 53 - pág. 1 

Anexo 44 (todas as 
páginas) Anexo 45 

N/ A SIM (todas as páginas) 
Anexo 46 (todas as 

páginas) 

N/ A SIM 
Anexo 53 (todas as 

páginas) 



2 - Características e 
Funcionalidades 

ln 
;;; 

z 
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Configuração e gerência 
centralizada ~m cada um dos 

sites 

Capacidade df:l gerenciamento 
remoto 

Suporte de s~rviços estendido 
para todo o protocolo IP, com 
possibilidade de customização 

A Interface deve permitir a 
visualização da política de 

segurança defi'lida, com opção de 
ocultar e visu

1
alizar grupos de 

regras desejadQs e o diagrama da 
rede ~rotegida 

Capacidade de gerar relatóros 
gerenciais, com informações 
sobre estatísticas de tráfego, 
regras mais ~tilizadas e etc. 

Suportar integração com produtos 
para sistemas de inspeção de 

conteúdo (HlTP, FTP, SMTP) de 
terceiros e suporte ao protocolo 

H.323 

O produto deverá integrar-se 
perfeitamente com o Sistema para 

Detecção de intruso oferecido 

Suportar autenticação de usuário, 
autenticação de sessão e 

autenticação de cliente, bem 
como interagir com sistemas de 

autenticalção RADIUS e TACACS 

Conforme Edital N/ A SIM Anexo 53 (todas as 
páginas) 

Anexo 48 (todas as 
Conforme Edital N/ A SIM páginas) Anexo 49 

(todas as páginas) 

Anexo 49 (todas as 
Conforme Edital N/ A SIM páginas) Anexo 50 

(todas as páginas) 

Conforme Edital N/ A SIM Anexo 51 (todas as 
páginas) 

Conforme Edital N/ A SIM Anexo 52- pág. 4-6, 4 
8,4-9,4-13 

Conforme Edital N/ A SIM Anexo 53 - pág. 4 

Anexo 53 (todas as Conforme Edital N/ A SIM 
páginas) 

Conforme Edital Foram 
disponibilizados dois 

Ver propostas servidores Intel para o N/ A SIM 
Técnica e Comercial gerenciamento. Um em BSB 

e outro em SPO 



' 
Suportar VPN p drão IPSec, com 

as seguintes aracterísticas: 
Algoritmos de c iptografia (DES e 

3DES), capac dade superior a 
Conforme Edital N/ A SIM Anexo 53- pág. 6 1000 conexõ s simultâneas, 

capacidade de ~ rocessamento em 
3DES superior . 50Mbps, suporte 

a certificados tligitais X.509v3 

O sistema de ~erenciamento de 
Firewallsl deverá ser 

disponibiliz1do no mesmo 
hardware g~renciador dos 

Conforme Edital N/ A SIM Anexo 53 - pág. 6 

Servidores de ~egurança Lógica 
tipo 1 em iBSB e SPO 

Anexo 53 - pág. 6 
Capacidade de tratar no mínimo 

Conforme Edital N/ A SIM 
Anexo 54 (todas as 

280.000 cone~ões simultâneas páginas) Anexo 55 
(todas as páginas) 

3 - Características de 
Desempenho A CONTRATADA se 

Capacidade de processamento 
responsabilizará por 

Conforme Edital N/ A SIM toda a documentação superior a 350Mbps em texto claro 
de instalção e 
configuração 

Em caso de fornecimento de 
4 - Configuração equipamentos externos ao Switch 

Física do tipo 1 , estes deverâo possuir no Conforme Edital N/ A SIM Anexo 53- pág. 7 
Equipamento mínimo 06 interfaces 10/100TX e 

01 interface 1 OOOBaseSX 

I . w. ~ , () :::0 A CONTRATADA se UI ) - iJ o .. 
:i: (f) Todo o ambiente de Firewall responsabilizará por z - deverá ser acompanhado de 

' 
o ::l 

Conforme Edital N/ A SIM toda a documentação o 
I documentação de instalação e o de instalção e '(.,.) 

configuração 
(J 5- Car~e~tfcas configuração 
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Sistema para 
Detecção de 

Intruso 

ATRIBUTO 

1 - Descrição 
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Possuir alimentação elétrica de 
acordo com ~ localidade onde 

serão inEtalados os . 
equipamentos, pom frequência de 

~OHz 

lOS 

REQUISITOS DO EDITAL 

O Servidor de detecção deverá 
operar como lOS, sendo formado 

por dois módulos que deverão 
integrar-se ao Switch tipo 1 , 

tomando o tráfégo diretamente no 
painel traseiro desse Switch. Um 
módulo em BSB e outro em SPO 

Será permitida a utilização de 02 
equipamentos externos. Um em 
BSB e outro SPO. Desde que a 

tomada de tráfego seja realizada 
através de uma das portas SPAN 

do Switch tipo 1 

Conforme Edital 

ATRIBUTOS OFERTADOS 

Não estao sendo ofertados 
modulos internos ao chassis 

Todos os exigidos 

k_ Jf&/ 

N/ A SIM Anexo 53 - pág. 7 

ATRIBUTOS OFERTADOS 
CONFIRMA PAGINADA 

ATENDIMENTO DOCUMENTAÇÃO 
ADICIONALMENTE 

(SIM/NÃO) TÉCNICA 

(Ver Proposta Técnica 
N/ A SIM 

e Proposta Comercial) 

N/ A SIM 
Ver Proposta Técnica 

e Comercial 

~ 

~ 

tb 



O ambiente qo IDS deve ser 
composto pqr 02 elementos 

complementa~es, quais sejam: 
Sensor (re~ponsável por Anexo 25 - pág. 1 

monitorar a ~ede a que está Conforme Edital N/ A SIM Anexo 26A (todas as 
conectado)1de análise de pãginas) 

cabeçalho e dai área de dados de 
cada pacote que trafega pela rede 

citada 

O sensor dete ser capaz de 
monitorar o ráfego de rede Anexo 25- pág. 2 

TCP/IP obserlfando no mínimo Conforme Edital N/ A SIM Anexo 26F (todas as 
uma interface 

1
de rede com 500 páginas) 

Mbps erJ1 tráfego Full 

O sensor d~ve oferecer 01 
interface de c~ntrole 1 0/1 OOTX 

Todos os exigidos 
A interface é do tipo 

SIM Anexo 25 - pág. 3 
(em caso de eq~ipamento externo 10/100/1 OOOT 

ao tipo 1) 

O sensor deve funcionar de forma 
transparente, ou seja, não deve 
causar impact~ no desempenho 
do Switch, monitorando o tráfego Todos os exigidos N/ A SIM Anexo 26A - pág. 3 
no painel tras~iro de comutação 
do Switch (em caso da utilização 
de módulos para o Switch tipo 1 ) 

O sensor deve possuir a 
capacidade de monitorar diversas Anexo 26A - pág. 4 

VlANs simultâneamente Todos os exigidos N/ A SIM Anexo 26G (todas as 
utilizando recurso de captura de paginas) 

VlANs ACL ou SPAN 

-

z 
o 



Software de c;ontrole: Baseado 
em sistema oxracional HP-UX, 
Solaris, AIX, indows 2000 ou 
LINUX, capaz de monitorar de 

forma centralizpda a atividade de 
múltiplos senso~es, estejam estes 

localizados e segmentos de 
redes locais ou I remotos. Deve ser 

Anexo 168 (todas as possível configtJrar remotamente 
páginas) Anexo 261 os sensores' utilizando-se o 
(todas as paginas) software de corrole. o software 

Todos os exigidos N/ A SIM Anexo 26J (todas as de controle dev registrar em uma 
paginas) Anexo 26K base de dadod as configurações 
(todas as paginas) de cada um .os sensores que 

Anexo 26L (todas as lhes são s4bordinados. A 
paginas) comunicação ef!tre os sensores e 

o software de controle deve ser 
autenticada, O software de 

controle d~ve permitir a 
integração com a base de dados 
ORACLE Si ou superior, ou SOL 
Server versão 2000 ou superior. 
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O sistema deve1analisar cada um 

dos pacotes q~e trafegam pela 
rede a que e;á conectado e 
também as r lações de tais 
pacotes pacptes, como os 

Anexo 26G (todas as adjacentes a ele no fluxo de 
dados da redJ. Imediatamente Todos os exigidos N/ A SIM paginas) Anexo 26M 

após a identificação de uma (todas as paginas) 

eventual violação da política de 
segurança, o sénsor deve enviar 

um alarme para o software de 
controle. 

Anexo 26 (todas as 
O bloqueio de uma tentativa de páginas) Anexo 26G 

invasão não deve afetar os Todos os exigidos N/ A SIM (todas as paginas) 
demais usuários. Anexo 26M (todas as 

paginas) 

Anexo 26C (todas as 
páginas) Anexo 260 

Capacidade de detecção de PHF 
Conforme Edital N/ A SIM 

(todas as páginas) 
e SMURF Anexo 26H (todas as 

paginas) Anexo 26N -
pag. 1 

Capacidade de detecção de 
ataques genéricos de pacotes IP Conforme Edital N/ A SIM Anexo 25 - pág. 4 

fragmentados e TEARDROP 

Capcidade de detecção de 
Ver Carta do 

ataques que utilizam sistemas Conforme Edital N/ A SIM 
Fabricante 

Whisker anti-IDS 
=-= o 

I Capacidade de detecção de o .,., 
;;;-

ataques com assinaturas 
Anexo 25 - pág. 4 

complexas tais como SIMPLEX Conforme Edital N/ A SIM 
MODE TCP hijacking e e-mail 

Anexo 260 - pag. 1 
::z 
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0\ SPAN 
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2 - Características e 
Funcionalidades 
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Capacidade jde detecção de 
ataques a se~idores de WEB, 
servidores dei e-mail (Denial of 
Services), FTP exploits, acesso 
não autorizado a servidores de 
banco de dadps. servidores de 

aplicação e ser.;iço (NT, Solaris, 
HP-UX, AIX e ~INUX), servidores 

DNS e PRQBIN ATTACKS 

Deve permitir ~ criação de regras 
personalizadas Ide identificação de 

invasões paria, que possa ser 
adaptado à e$trutura particular 

disponível na GONTRAT ANTE. À 
medida que no~os ataques forem 

sendo descqbertos deve ser 
possível crit ··assinaturas·· 

associadas ao . esmo, de modo a 
previnir at reincidência 

O Software dei controle deve ser 
capaz de en~a• alannes via e-
mail para not ficar violação de 
uma dada re ra de segurança. 

O sistemal deve registar 
informações tais como origem e 

destino, horário! e tipo dos ataques 
OCCi>rridos 

O sistema deve possibiltar 
atualização automática das 

assinaturas através de download 
seguro via WEB. 

O sitema deve possuir suporte a 
SSH para comunicação e 

comunicação segura 

------~~~~~-·-·············-·· • 
Conforme Edital N/ A SIM Anexo 25- pág. 3 

Anexo 268 (todas as 
Conforme Edital N/ A SIM páginas) Anexo 26K 

(todas as paginas) 

Anexo 25 -pág. 6 
Conforme Edital N/ A SIM Anexo 260 (todas as 

paginas) 

Anexo 25 - pág. 6 
Conforme Edital N/ A SIM Anexo 26R (todas as 

paginas) 

Anexo 25 - pág. 4 
Conforme Edital N/ A SIM Anexo 26S (todas as 

paginas) 

Anexo 25 - pág. 4 
Conforme Edital N/ A SIM Anexo 26T (todas as 

paginas) 



O sistema deve realizar a Anexo 26 (todas as 
verificação do ir CP (Three W ay Conforme Edital N/ A SIM páginas) Anexo 26T 

Handshake) 
i 

(todas as paginas) 

Deve oferecer respostas em 
tempo real pal ataques via rede, 

Anexo 25 - pág. 5 com possibilid de de término da 
sessão e re onfiguração de Conforme Edital N/ A SIM Anexo 26M (todas as 

regras de aces~o em Firewall, que paginas) 

seja possível configurar 

Deve suportan captura de LOG Anexo 26A- pág. 6 
de sessão nd formato padrão Conforme Edital N/ A SIM Anexo 26G (todas 

TCPl DUMP as paginas) 
Deve bloquer tentativas de Anexo 25- pág. 4 
invasão qu' seja possível Conforme Edital N/ A SIM Anexo 26K (todas 

conJigurar as paQinas) 

Deve permiti
1

r verificação de 
Anexo 25 - pág.3, 4 

codificação Ide protocolos, 
scripts CGI, .DNS e acesso 

Conforme Edital N/ A SIM Anexo 26U (todas 

remoto via BIND e DAEMONS 
as paginas) 

Deve permitir customização de 
rsposta ~ intrusões, Anexo 25- pág. 3, 

mascaram~nto de tráfego, 
Conforme Edital N/ A SIM 

4, 5 Anexo 26K 
criação de conexões e (todas as 

modificação de ação de assinaturas) 
re~posta 

Deve possuir. ferramentas de 
Anexo 25 - pág. 6 

configuraçã<> com interface 
Conforme Edital N/ A SIM Anexo 26T (todas 

gráfica, controlando múltiplos 
as paginas) 

sistemas 1de detecção 
Deve registrar sessões de Anexo 26A - pág. 6 

z 
o 

ataques com a possibilidade Conforme Edital N/ A SIM Anexo 25 (todas as 
de PLAYBACK paginas) 



Deve utilizar ;base de dados Anexo 26E - pág 1 
em tempo real para ajuda a Conforme Edital N/ A SIM Anexo 26V (todas 

resposta a inc\dentes ocorridos as paginas) 

Deve gerar sumários de Anexo 25 - pág. 5 
relatórios d as atividades Conforme Edital N/ A SIM Anexo 26X (todas 

regi tradas as paginas) 
Deve utilizar recursos de e-

mail e traps S NMP para envio 
de informaçpes à consoles Conforme Edital N/ A SIM Anexo 25 

com plataforma de 
gerenciamento 

! 
Deve detec,ar eventos em 
ambientes qomputacionais 

Anexo 25 Anexo 
com os sistenjlas operacionais 

Conforme Edital N/ A SIM 26Z (todas as 
Windows NT, 4.0 (server e 
Workstatiorl) e UNIX (AIX, 

paginas) 

Solaris, LI~UX, HP-UX) 

Deve forneçer suporte ao 
gerenciamento de riscos 

Anexo 26E - pág. 1, 
através de relatórios técnicos e 
gerenciais pr~-definidos, com 

Conforme Edital N/ A SIM 2 Anexo 26X 

detalhamento idas informações 
(todas as paginas) 

col$tadas 

Deve permitir a -criação de Anexo 26E - pág. 1, 
relatórios técnicos e gerenciais 

Conforme Edital N/ A SIM 2 Anexo 26X 
personalizaaos, em formas (todas as paginas) 

textuais e gráficas 

Deve possuit documentação Anexo 26E - pág. 1, 
detalhada para possibilitar a Conforme Edital N/ A SIM 2 Anexo 26AA 

configuração (todas as paginas) 
Deve ser robusto para suportar Anexo 26A - pág. 5 
qualquer tipo de ataque contra Conforme Edital N/ A SIM Anexo 260 (todas 

si próprio as paginas) 



Deve permitir instalaçâo sem 
necessidad•r· alteração na Anexo 26A - pág. 5 
infra-estrutur de rede e sem Conforme Edital N/ A SIM Anexo 26G (todas 

causar deg adação do seu as paginas) 
desempenho 

Deve permitir configuração Anexo 25 - pág.6 
remota à pa1ir da console de Conforme Edital N/ A SIM Anexo 26T (todas 

geren~iamento as paginas) 

O ambiente de gerenciamento 
dos servidor$ IDS deverá ser 

disponi~ilizado pela 
A CONTRATADA CONTRATAIDA em Hardware 
disponibilizara o exclusivo, à lparte, podendo 

estar integra~o em um mesmo 
Conforme Edital N/ A SIM hardware exclusivo, 

framework d~ gerenciamento à parte. Anexo 26L 

dos servidor~s de segurança 
(todas as paginas) 

lógica, Switcll tipo 5 e roteador 
tipo 1 

A CONTRATADA 
3 - Características Fornecerá a 

Adicionais Todo o ambiente deverá ser documentação 
acompflnhado de 

Conforme Edital N/ A SIM 
pertinente e 

documentação de instalação e acompanhará toda 
configuração a instalação. Anexo 

26L (todas as 
paginas) 

~ - O produto déverá integrar-se 
) -· de forma transparente com o 

~ 
, (""):0 

ambiente da gerência dos Anexo 25 (todas as 
Cii -o o aservidores de segurança 

Conforme Edital N/ A SIM 
páginas) Anexo 

P. S:Cil z - :::J lógica, sendo capaz de 26M (todas as 
o 

~ o 
reconfigurar automáticamente paginas) 0'\ 

I o 

' v.> 
as regras destes ~ o;:;:; 

c 0'\ ~ gl equipamentos 

N :::0 ' ! 
I 

~ ~~ I R CJ) c 
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SWITCH TIPO 1 

ATRIBUTOS OFERTADOS 
CONFIRMA PAGINADA 

ATRIBUTO REQUISITC SOOEDITAL ATRIBUTOS OFERTADOS ATENDIMENTO DOCUMENTAÇÃO 
ADICIONALMENTE 

(SIM/ NÃO) TÉCNICA 
1- Características 

Switch t po Chassis 
Cisco Catalyst 6513 chassis 

N/ A SIM Anexo 1 - pág. 23 Físicas (13 slots) 

Chassis para ~er instalado em Dimensões (em polegadas) 
N/ A SIM Anexo 1 - pág. 21 Ra

1 
k 19·· H=33.3, W=17.3, D=18.1 

i 
I 

2- Gabinete Todo• o' mót.'os de ;ntertace, 
Anexo 1 - pág. 2, 10, 

Fontes de limentação e 
Todos os módulos utilizados 20 - Anexo 2- pág. 

Ventiladores evem ser do tipo 
na configuração proposta são N/ A SIM 5 - Anexo 3 - pág 7 

Hot-Swappabl~ ou Hot-Piuggable 
do tipo Hot-Swapping Anexo 1A- pág. 1-15 

Anexo 30- pág. 12 
I 

Estão sendo fornecidas 192 
Mínimo de 

1 
192 portas portas 10/100/1000 

10/100/1000 c~mpatíveis com o compatíveis com o padrão 
N/ A SIM 

Anexo 5- pág. 1, 2, 
padrão IEEE 8 2.3ab, para cabos IEEE 802.3ab, para cabos 17, 18 e 20 
UTP cat. 6 e cqnectores RJ-45 UTP cat. 6 e conectares RJ-

45 
' 

Anexo 3- pág. 1, 3, 8 
e 11 - Anexo 4-

Mínimo de 16 portas 1000SX Estão sendo fornecidas 16 pág. 1 e 3 (Ver 
3 - Portas Gigabit- compatíveis com o padrão IEEE portas 1 OOOSX compatíveis N/ A SIM 

quantidade nas 
~ Ethemet 802.3z com o padrão IEEE 802.3z propostas técnica e -- ()::0 comercial) 

iY ~ -uO 

/i ~~0 
s:CJ> 
- ::Jo \ 

1 8 \ 
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4 - Hot-Swapping 

Foi deixado pelo menos um 
Suportar a inclusão futura de mais slot livre para inserção de 

48 portas 10/100/1000Base-T mais um módulo WS-X6548-
I GE-TX 

Deverá ser do ~ipo Hot-Swappable Todos os módulos são do tipo 
ou Hot-PiugQable em todos os Hot-Swapping ou/ Hot-

mk:ldulos Pluggable 
I 

Balanceament~ de carga baseado 
em Weight$d Round Robin, 

Weighted Le~st Connections e 
UR~ Hashing 

Balanceam~nto baseado em 
protocolos déj!s camadas 4 a 7, 

incluindo 
TCP,UDP,FT~,DNS,SMTP, HTIP 

e;IPSec 

Todos os exigidos 

Todos os exigidos 

5 - Balanceamento de Capacidade d' vincular conexões 
Carga por meio de e~dereçamento IP da 

fonte, c~okies e SSL 

I 

Redundância t ia HSRP ou VRRP 

Capacidade para implementar 
'QoS 

~ ~] Deverá suportar balanceamento 
/ r ~--------l-global para servidores localizados 

-·em sites com diferentes saídas r 1! : ~ ~ para internet 

'~ ~~ :- ~~~ 
o~ , o og, 

; IJ\.l I ~ ~ ~~~ 
I .•. g z '...-.-.;. ______ ..;',.,..,.: 

Todos os exigidos 

Todos os exigidos 

Todos os exigidos 

Conforme Edital 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

N/ A SIM 

Ver quantidade de 
slots (13) versus 

placas fornecidas nas 
propostas Técnica e 

Comercial (12) 

Anexo 1 - pág. 2, 10, 
20 - Anexo 2 - pág. 
5 - Anexo 3 - pág 7 
Anexo 1A- pág. 1-15 

Anexo 6 - pág 2 

Anexo 6 - pág. 1, 2 e 
Anexo 9A - pág 2 

Anexo 6- pág., 2 

Anexo 3- pág. 1 e 
Anexo 5 - pág. 2 

Anexo 6 - pág. 3 

Anexo 6- pág. 3 



Suportar SNM => e MIB 11 conforme 

7 - Gerenciamento 
RFC 1213, b ~m como RMON I 

Todos os exigidos 
SNMP v1 e v2, SMON, 

SIM 
Anexo 7- pág. 10 e 

(mínimo de 04 grupos) e RMON 11 DSMON e HC-MON 11 
cc mpleto 

Mínimo d ~ 08 grupos de 
Anexo 7- pág. 11 -

agregação qom no mínimo 08 
Anexo 5- pág. 18 -

8 - Conectividade Todos os exigidos N/ A SIM Anexo 3- pág. 11 enlaces cad~ conforme padrão 
Anexo 31 - pág. 13-1 IEE . 802.3ad 

e 13-2 

9 - Roteamento 
Os Switche deverão realizar 

Conforme Edital N/ A SIM 
Anexo 3- pág. 4 -

roteamer to (Camada 3) Anexo 5- pág. 6 

Os Switches dleverão implementar 
um mínimo o~ filas de prioridade 

em cada p rta , permitindo a Anexo 3- pág. 11 -

10- QoS 
priorização d tráfego de rede e 

Conforme Edital N/ A SIM 
Anexo 5- pág. 1, 18 

integração tra sparente de dados, Anexo 32- pág. 32-1, 
voz e vídeo a~ravés do protocolo 32-3 
IEEE 802.1p com CoS (Ciass of 

1ervice) 

Instaladas I na configuração 
máxima do equipamento com 

recumo de 1ca sem Interrupção Fontes de Alimentação 
(Hot-Sw ppable ou Hot- totalmente Hot-Swappable, 

N/ A SIM 
Anexo 1 - pág. 20 -

Pluggable) e limentação elétrica com frequência de operação Anexo 9- pág. A-6 
de acordo colln a localidade onde de 60Hz 
serão instalats e com frequência 

e 60Hz 
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11 -Fonte de 
Alimentação Deverão ser redundantes por 

fontes internas independentes 
com alimentação redundante, de 

tal forma que ef11 caso de falha de 
Anexo 30- pág. 9, 10, 

uma das fonteror defeito ou por Conforme Edital N/ A SIM 
12, 15 a 18 falta de alime tação elétrica em 

um dos 02 ( ois) circuitos, o 
equipamento c ntinue a funcionar 

sem prejuíz~ das aplicações 

I 
I 

Deve possuir t mlnimo de 100 
Somatório do troughput do Anexo 2- pág. 4 

12 - Forwarding Supervisor module mais os Capacidade total de 105 Mpps Anexo 27- pág. 1 
Performance Mpps para L yer 2, Layer 3 e 

módulos Gigabit Ethemet, em Layer 2, 3 e 4 
SIM 

Anexo 28 (todas as L yer4 
montados com cartões DFC páginas) 

I 
I 

Anexi 1 - pág. 5, 25, I 
Implementar o flocolo STP para 28 Anexo 33- pág. 

cada VLAN onfigurada (uma Conforme Edital N/ A SIM 15-1, 15-2, 15-15 
sessão STP p r grupo de porta) Anexo 35 - (todo o 

documento) 

Suportar mUitirs agrupamentos Anexo 7- pág. 11 -
simultâneos e no mínimo 08 

Anexo 5- pág. 18 -
interfaces cad um em quaisquer 

Conforme Edital N/ A SIM Anexo 3- pág. 11 
interface de r de e em módulos 

Anexo 31- pág. 13-1 
diferentes de f ,rma a agregar taxa e 13-2 

de tr~nsmissão 

' 
,. Anexo 7 - pág. 11 -

Deverá poss~ir a facilidade de Anexo 5- pág. 18 -

~ trunking (IEEE 802.1 Q) com Conforme Edital N/ A SIM Anexo 3- pág. 11 

~ , (") :u. \ outros Switches Anexo 31- pág. 13-1 
;;; -- -u o e 13-2 

,~ 
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Deverá ser capÇiz de implementar 
no mínimo duas sessões Anexo 34 - pág. 34-1 

simultâneas de espelhamento de Conforme Edital NIA SIM até 34-8 - Anexo 35 
tráfego, ent;da e saída de (todo o documento} 

interface ou VLANs 

A CONTRATA! deverá fornece• Ver propostas ferramentas ue permitam o 
gerenciamento os equipamentos Conforme Edital NIA SIM 

Técnica e Comercial 

e de todas a~ suas interfaces 
(Softwares de 

através de a licação gráfica Gerenciamento) 

I 

Deve<ão se• fot:ecldos seMdores Ver propostas 
adicionais para i~st~lação dessa,e Conforme Edital NIA SIM Técnica e Comercial 

ge enc1a (Servidores Intel) 

I 
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....................................................... ~·'ff1§'1 

Cisco Catalyst 6500 Series Switch 

FiguN1 

Cisco Catalyst 6500 
Series Chassis 

The Catalyst 6500 Series sets the new standard for IP communications and 

application delivery in enterprise campus and service provider networks by 
maximizing user productivity and enhancing operational control while providing 

unprecedented investment protection. As Cisco's premier intelligent multilayer 
modular switch, the Catalyst® 6500 Series delivers secure, converged services, 

end-to-end, from the wiring closet to the core, to the data center, to the WAN edge. 

Ideal for enterprises and service providers 

seeking to reduce their total cost of 

ownership, the Cisco Catalyst 6500 Series 

delivers scalable performance and port 

density across a range of chassis 

configurations and LAN/WAN/MAN 

interfaces. Available in 3-, 6-, 9-, and 

13-slot chassis, Cisco Catalyst 6500 Series 

switches feature an unparalleled range of 

integrated services modules, including 

multigigabit network security, content 

switching. telephony, and network 

analysis modules. 

By taking advantage of a forward-thinking 

architecture that uses a common set of 

modules and operating system software 

Cisco Systems. Inc. 

across ali Cisco Catalyst 6500 Series 

chassis, the Catalyst 6500 Series delivers a 

high levei of operational consistency that 

optimizes lT irtfrastructure usage and 

enhances retum on investment. From 

48-port to 576-port 10/100/1000 Ethemet 

wiring closets to hundreds-of-Mpps 

networkcoressupportingupto 1921-Gbps 

or 32 10-Gbps trunks, the Cisco Catalyst 

6500 Series provides an optimal platfonn 

that maximizes network uptime with 

stateful failover capability between 

redundant routing and forwarding engines. 

With numerous industry-firsts and 

industry-leading features to its credit, the 

Catalyst 6500 Series supports three 

generations of modules that continue to 

demonstrate the Catalyst 6500 value and 

Cisco's commitment to innovation. Cisco's 

new generation of Catalyst 6500 Series 

modules and Supervisor Engine 720 

incorporate 11 new Cisco-developed 

é!Piili~tion ~cifi~ int~grated circuits 

(ASICs)--extending Cisco's leadership in 

networking while providing unparalleled 

investment protection. 

-------···--"··· 
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Cisco Catalyst 6500 Series Benefits 

The Cisco Catalyst 6500 Series provides market-leading services, performance, port densities, and availability with 

investrnent protection for enterprise and service provider markets. These include: 

• Maximum network uptime--With platform, power supply, supervisor engine, switch fabric , and integrated 

network services redundancy provides one- to three-second stateful failover and delivers application and services 

continuity in a converged network environment, minimizing disruption o f mission-critical data and services 

• Comprehensive network security-Integrates proven, multigigabit Cisco security solutions, including intrusion 

detection, firewall, VPN, and SSL into existing networks 

• Scalable performance--Provides up to 400 Mpps performance with distributed forwarding architecture 

• Forward-Thinking architecture with investment protection--Supports three generations of interchangeable, 

hot-swappable modules in the same chassis, optimizing IT infrastructure usage, maximizing return on 

investrnent, and reducing total cost of ownership 

• Operational consistency-Features 3-, 6-, 9-, and 13-slot chassis configurations sharing a common set of 

modules, Cisco lOS Software, Cisco Catalyst Operating System Software, and network management tools that 

can be deployed anywhere in the network 

• Unparalleled services integration and Jlexibility-Integrates advanced services such as security and content with 

converged networks, provides the widest range of interfaces and densities, from 10/100 and 10/100/1000 

Ethemet to 10 Gigabit and from DSO to OC-48, and performs in any deployment end to end 

Operational Consistency in End·to·End Cisco Catalyst 6500 Series Deployments 

• Features 3-, 6-, 9-, and 13-slot chassis configurations that share a common set ofmodules, software, and network 

management tools 

• Deploys anywhere in the network-from the wiring closet to the core, to the data center, to the WAN edge 

• Shares WAN port adapters with Cisco 7xxx router Series for reduced sparing and training costs 

• Offers choice o f Cisco lOS Software and Cisco Catalyst Operating System Software supported on ali supervisor 

engines, providing smooth migration from Cisco Catalyst 5000 Series and Cisco 7500 Series deployments 

Maximum Network Uptime and Network Resiliency 

• Provides packet-loss protection and the fastest recovery from network disruption 

• Features fast, one- to three-second stateful failover between redundant supervisor engines 

• Offers optional, redundant high-perfonnance Cisco Catalyst 6500 Series Supervisor Engine 720, passive 

backplane, multimodule Cisco EtherChannel® technology, IEEE 802.3ad link aggregation, IEEE 802.ls/w, and r 
Hot Standby Router ProtocoiNirtual Router Redundancy Protocol (HSRPNRRP) high-availability features 

lntegrated High·performance Security and Network Management 

- - IntegFated-gigabit-per..second.sePlices-modules,-deploy.ed...where externai devices. would.not_~_ feasible , simplify 

network management and reduce total cost of ownership. These include: 

• Gigabit firewall-provides access protection 

• High-performance intrusion detection system (IDS)-provides intrusion detection protection 

• Gigabit Network Analysis Module-provides a more manageable infrastructure and full Remote Monitoring 

(RMON) support 
------~·- ··'-'" ·~~.- .. .......... .-

• High-performance SSL-provides high-performance, secure e-commerce traffic term· ·~ no 03/2005 • CN • 
• Gigabit VPN and standards-based IP Security (IPSec)-support lower cost Internet an t~Mf!P9S ~@lllt~~O S 
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Content-and Application-Aware Layers 2 Through 7 Switching Services 

• Integrated content switching module {CSM) brings high-perfonnance, feature-rich server and firewallload 

balancing to the Cisco Catalyst 6500 Series, ensuring a safer and more manageable infrastructure with 

unprecedented control 

• Integrated multigigabit SSL acceleration combined with CSM provides a high-performance e-commerce solution 

• Integrated multigigabit firewall and CSM provide a secure, high-perfonnance, data-center solution 

• Software features such as Network Based Application Recognition {NBAR) enhance network management and 

control of bandwidth utilization 

Scalable Performance 

• Delivers the industry's highest LAN switch performance, 400 Mpps, using the distributed Cisco Express 

Forwarding dCEF720 platfonn 

• Supports a mixo f Cisco Express Forwarding {CEF) implementations and switch fabric speeds for optimal wiring 

closet, core, data center, and WAN edge deployments, as well as service provider networks 

Rich Layer 3 Services 

• Multiprotocol Layer 3 routing supports traditional network requirements and provides a smooth transition 

mechanism in the enterprise 

• Provides hardware support for enterprise-class and service-provider-scale routing tables 

• Provides IPv6 support in hardware {using Supervisor Engine 720) with an unparalleled high-performance suite 

ofservices 

• Provides hardware support for large enterprise-class and service-provider-scale routing tables 

• Provides MPLS support in hardware to enable VPN services within the enterprise and facilitate smooth 

integration with new high-speed service provider core infrastructures and Metro Ethemet deployments 

Enhanced Data Voice, and Video Services 

• Provides integrated IP communications throughout ali Cisco Catalyst 6500 Series platfonns 

• Provides 10/100 and 10/100/1000 line cards, field upgradable with inline power using a daughter card and 

offering future support for IEEE 802.3af to protect today's investments 

• Provides dense Tl/E1 and foreign Exchange Station {FXS) voice-over-IP {VoiP) gateway interfaces for public 

switched telephone network {PSTN) access and traditional phone, fax, and private branch exchange {PBX) 

connections 

• Supports high-perfonnance IP multicast video and audio applications 

• Pnwides-iategrateEI-management-nec-essary-to-effectively-deploy-a-SCalable-enterprise-converged network 

Highest Levei of Interface Flexibility, Scalability, and Density 

• Provides the port densities and interface choices that large mission-critical wiring closets, enterprise core, 

and distribution networks require 

• Supports up to 576 voice 10/100/1000 Gigabit-over-copper ports with inline power per system 

• Provides up to 192 Gigabit Ethernet ports 

Cisco Systems. Inc. 
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• Features the industry's first 10 Gigabit Ethernet, Channelized OC-48 dense OC-3 Packet over Synchronous 

Optical Network (SONET) (PoS) 

• Provides investment protection by using Cisco 7xx:x Series port adapters on the Cisco Catalyst 6500 Series 

FlexWAN Line Card, supporting Tl/El through OC-48 WAN interfaces 

• Chassis sizes range from 3-slot (Cisco Catalyst 6503 Switch) to 13-slot (Cisco Catalyst 6513 Switch) 

High-Speed WAN Interfaces 

• Provides high-speed WAN, ATM. and SONET interfaces compatible with other core routers 

• Provides single-device management for WAN aggregation and for campus and metro connectivity 

Maximum lnvestment Protection 

• Highly flexible modular architecture supports multiple generations of modules that are fully interoperable with 

each other in the same chassis 

• Upgradable supervisor engines can add Layer 3 routing or forwarding capabilities over time 

• Cisco lOS Software and Cisco Catalyst Operating System Software are supported across ali supervisor engines 

• Field-upgradable inline power for 10/100 Mbps and 10/100/1000 Mbps Ethernet modules for "pay as you go" 

IP telephony and wireless computing 

• A steady stream of new services modules adds to the deployment options 

• Includes Cisco Catalyst 6500 Series network security, content switching, and voice capabilities 

• Future modules will increase performance, port density, and include additional services 

Ideal for Metro Ethernet WAN Services 

• 802.1Q and 802.IQ tunneling (QinQ) providing point-to-point and multipoint Ethernet services 

• Eo.MPLS in MPLS backbones for superior network scaling providing virtual LAN (VLAN) translation capability 

• Layer 2 and Layer 3 QoS enables tiered Ethernet service offerings through rate limiting and traffic shaping 

• Superior high-availability features include enhanced Spanning Tree Protocol, IEEE 802.ls, IEEE 802.lw, and 

Cisco EtherChannel IEEE 802.3ad link aggregation 

Table 1 Catalyst 6500 Series ata Glance 

Feature Catalyst 6500 Senes 

System Feature 

Chassis Configurations 3-slot 

6-slot 

9-slot 

9 vertical slots - ---·· -- -
13-slot 

Backplane Bandwidth 32Gbps shared bus 

256Gbps switch fabric 

720Gbps switch fabric 

L3 Forwarding Performance Supervisor 1 MSFC: 15 Mpps 

Supervisor 2 MSFC: up to 210 Mpps 

Supervisor 720: up to 400 Mpp . . ------·4••.--·l 
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Table 1 Catalyst 6500 Series ata Glance 

Feature Catalyst 6500 Serres 

Operating System Catalyst OS (CatOS) 

Cisco lOS 

CatOS/IOS Hybrid Configuration 

Redundant Supervisors Yes, with stateful failover 

' Redundant Components Power supplies (1 +1) 

Switch fabric (1+1) 

Replaceable clock 

Replaceable fan tray 

High Availability Features Gateway load Balancing Protocol 

Hot Standby Router Protocol 

Multimodule EtherChannel 

Rapid Spanning Tree 

Multiple Spanning Tree 

Per VLAN Rapid Spanning Tree 

Rapid Convergence l3 Protocols 

Maximum System Port Densities 

10/100/1000 Ethemet 576 ports, ali support lnl ine Power 

10/100 Fast Ethernet 576 ports, ali support lnline Power 

100-Base-FX 288 ports 

Gigabit Ethernet (GBIC) 194 ports (2 ports provided on supervisor engine) 

10 Gigabit Ethernet (XENPAK) 32 ports 

lntegrated WAN Modules 

' 
FlexWAN (DSO to OC-3) 12 modules w ith 24 port adapters 

OC-3 POS ports 192 

OC-12 POS ports 48 

OC-12 ATM ports 24 

OC-48 POS/DPT ports 24 

PSTN Interfaces 

nigital I llEl Iwnk.polls 216 -- -

FXS Interfaces 864 

Advanced Services Modules Gigabit Firewall 

Gigabit VPN 

High Performance lntrusion Detection 

Gigabit Content Switching Module 

High Performance SSL Termination 

Gigabit Content Services Ga ~~- n~ ;~;;;~-~---- -~~-;:;- 1 
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Deployment Scenarios 

The Cisco Catalyst 6500 Series delivers secure converged services for campus, Internet service provider (ISP), metro 

edge, and research and grid computing networks. 

• Campus networks-Features 10/100 and 10/100/1000 autosensing modules that provide inline power for the 

wiring closet, along with robust high availability, security, and manageability features; world-class networking 

software; high-performance Gigabit and 10 Gigabit interface modules; and network management for the 

distribution and core 

Figu,.z 
Deployment Scenarios for Catalyst 6500 Series Switches in Campus Networks 

Cisco Systems. Inc. 
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• [ISP network-Provides robust high-availability, security, and manageability features; world-class networking 

software; high-perfonnance Gigabit and 10 Gigabit interface modules; and network management for the most 

demanding service provi der networking environments requiring Multiprotocol Label Switching (MPLS), 

Multicast, IP Version 6 (IPv6) , an extensive set o f WAN interfaces, and hierarchical traffic shaping. 

Figu .. 3 

Deployment Scenarios for Catalyst 6500 Series Switches in ISP Networks 

;"lll"lll"lll"!illl""lll""lll-, 
~--------- - -- - ------------------------ -- ---------- - ------- - ------:~------------- - --------------------------------------------------: 
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• Metro edge-Features edge-, distribution-, and core-layer interfaces for point-to-point and multipoint Ethemet 

services for metro and inter-metro network deployments with the following features: 

- High-performance 10-Gigabit Ethemet uplinks 

- 802.1Q tunneling 

- Ethemet over MPLS (EoMPLS) 

- Layer 2 and Layer 3 QoS 

- Network Equipment Building Standards (NEBS) compliance 

- Security, high availability, and manageability 

Figu,.4 
Oeployment Scenarios for Catalyst 6500 Series Switches in Metro Edge 

Cisco Systems. Inc. 
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• Gríd computíng network-Provides high-speed optical interface modules and world-class software required to 

handle high-volume traffic and build and manage large-scale networks 

Figu .. 5 

Deployment Scenarios for Catalyst 6500 Series Switches in Grid Computing Network 
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System Overview 

Modular Architecture 

The Cisco Catalyst 6500 Series is a modular system that can grow as customer requirements expand and technology 

evolves, allowing customers to upgrade and reconfigure systems by adding new modules, replacing existing modules, 

and adding and redeploying systems. Throughout the Cisco Catalyst 6500 Series, modules are: 

• Configurable-Separately, sirnplifYing the addition of new services 

• Interoperable-In the same chassis, providing tlexible design options 

• Interchangeable-Among Cisco Catalyst 6500 Series systems, sirnplifYing sparing and network expansion 

• Hot-swappable-Without requiring a chassis to be powered off, providing fast upgrade and repair 

• Upgradable-As newer modules come along, providing investment protection 

Cisco Catalyst 6500 Series Hardware-Forwarding Architectures 

Cisco Catalyst 6500 Series modules use one of three forwarding technologies, each having a different architecture 

with different characteristics and capabilities: 

• Cisco Express Forwarding (CEF)-Scaling to 30 Mpps, this technology uses a central CEF Cisco Express 

Forwarding engine located on the supervisor engine's policy feature card (PFC) daughter and CEF forwarding 

tables located on the supervisor engine. The supervisor engine makes ali forwarding decisions for ali interface 

modules centrally. For more information see How Cisco Express F01warding Works. 

• Accelerated Cisco Express Forwarding (aCEF)-Suited for high-performance enterprise environments, this 

technology uses the aCEF engine and aCEF tables located on the interface module, along with the central CEF 

engine located on the supervisor engine's PFC daughter card and central CEF forwarding tables located on the 

supervisor engine. The interface module makes high-volume forwarding decisions locally, and the supervisor 

engine makes the rest of the forwarding decisions centrally. For more information see How Accelerated Cisco 

Express Forwarding (aCEF) Works. 

• Distributed Cisco Express Forwarding (dCEF) -Suited for the most demanding environments, this technology 

uses the dCEF engine located on the interface module's distrlbuted forwarding card (DFC) daughter card and the 

dCEF table, a local copy ofthe supervisor engine's central CEF table located on the interface module's DFC. The 

interface module makes ali the forwarding decisions locally, and provides maximum performance and scalability. 

For more information see How Distributed Cisco Express Forwarding (dCEF) Works 

Cisco Catalyst 6500 Series Switching Architectures 

Cisco developed the following switching architectures for Cisco Catalyst 6500 modules to allow platforms to scale 

__ -~ any deployment: 
----- ----

• 32-Gbps bus-Allowing access to a central shared bus 

• 256-Gbps switch fabric-Located on the switch fabric module (SFM) 

• 720 Gbps switch fabric-Located on Cisco Catalyst 6500 Series Supervisor Engine 720 

----·-·~-···- . 
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Cisco Catalyst 6500 Series Modules 
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Cisco Catalyst 6500 Series interfacecmodules support the following forwarding technology and switch fabric 

combinations: 

• Classic Interface Modules--Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

the 32-Gbps switching bus only, and forward packets at up to 15 Mpps 

• CEF256 Interface Modules--Use the centralized CEF engine located on the supervisor engine's PFC, connect to 

both the 256-Gbps fabric located on the supervisor engine with a single 8-Gbps full-duplex fabric connection and 

the 32-Gbps switching bus, and forward packets at up to 30 Mpps 

• dCEF256 Interface Module~ Use the distributed CEF engine on the DFC (Iocated on the interface module), 

connect to a 256-Gbps fabric located on the supervisor engine or a Switch Fabric Module with 16-Gbps 

full-duplex fabric connections, and forward packets at up to 210 Mpps 

• aCEF720 Interface Modules--Use the accelerated CEF engine on the DFC3 (Iocated on the interface module) , 

connect to the 720-Gbps fabric located on the supervisor engine with 40-Gbps full-duplex fabric connections, 

and forward packets at up to 400 Mpps, peak performance 

• dCEF720 Interface Modules--Use the distributed CEF engine on the DFC3 (Iocated on the interface module), 

connect to the 720-Gbps fabric located on the supervisor engine with dual 20-Gbps full-duplex fabric 

connections, and forward packets at up to 400 Mpps, sustained performance 

Note: Ali Performance numbers refer to 1Pv4 forwarding. 

Cisco C•t•lyst 6500 Series Module Types 

In the Cisco Catalyst 6500 Series architecture, special-purpose modules perform separate tasks-allowing the feature 

set to evolve quickly and allowing customers to add new features and enhanced performance by adding new modules. 

The Cisco Catalyst 6500 Series features the following types of special-purpose modules: 

• Supervisor engine~Perform the control functions and make the forwarding decisions for packets routed to other 

networks 

• Ethernet interface modules--Provide IEEE-standard receive and forwarding interfaces and forward packets 

within the defined network 

• WAN interface modules--Provide the receive and forwarding interface at the WAN edge 

• Services modules--Support multigigabit security, application-aware Layer 4 through 7 content switching, 

network management, and voice gatéway services to traditional phones, fax machines, PBXs, and the PSTN 

• Switch Fabric Modules (SFMs)-Pass network traffic from interface module to the supervisor engine or to 

another interface 

Cisco Catalyst 6500 Series Supervisor Engines 

The supervisor engines for the Cisco Catalyst 6500 Series support different forwarding technologies and achieve 

different forwarding rates, depending on the configuration o f the supervisor engine and the capability of a particular 

interface module. 

Supervisor engines can be configured with optional factmy-installed daughter cards-a Policy Feature Card (PFC) 

providing hardware-based Layer-2 forwarding, and a Multilayer Switch Feature Card (MS ~c.fso~t?{f§"-3_ CN _ 
capabilities. 
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A supervisor engine performs control operations centrally on processors that run either Cisco lOS Software or Cisco 

Catalyst Operating System Software while special-purpose application-specific integrated circuits (ASICs) perfonn 

bridging and routing (based on Cisco Express F orwarding), QoS marking and policing, and access control. The same 

ASICs are used on the DFCs, daughter cards that can be installed on certain interface modules to distribute 

forwarding in a decentralized fashion to achieve system forwarding rates o f up to 400 Mpps (Table 2) . 

For additional information about the following Cisco Catalyst 6500 Series supervisor engines visit: 

http://www.cisco.com/en!US/products/hw/switches/ps708/products_data_sheets_list.htrnl 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

Table 2 Cisco Catalyst 6500 Supervisor Engines 

Feature Supervisor Engme 1 Supervisor Eng1ne 2 Supervisor Engine 720 

Solution and marttet Wiring closet Enterprise distribution, Enterprise core and data 
core, and WAN edge; center; service provider 
service provider WAN and metro; wireless; national 
Internet edge research networks; grid 

computing 

Fabric architectures Centralized forwarding Centralized CEF-engine Centralized CEF-engine 
supported only-engine located on located on supervisor located on Supervisor 

supervisor engine's PFCx engine's PFCx daughter Engine 720's PFC3 
daughter card card; daughter card; 

Distributed CEF-engine Distributed CEF-engine 
located on interface located on interface 
module's DFC daughter module's DFC3 daughter 
card card; 

Accelerated CEF-engine 
located on interface 
module's ASJCs 

Fabric connections 32-Gbps shared bus 16 Gbps per slot; 40 Gbps per slot; 
connection to modules Dual-fabric connection to Dual-fabric connection to 

modules at 8 Gbps full modules at 20 Gbps full 
duplex per channel duplex per channel 

Performance 15 Mpps 210 Mpps Sustained 400 Mpps-
maximum (Mpps) dCEF720 

Peak 400 Mpps-aCEF720 

DFC modules Not supported DFC DFC3 

...----------
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Table 2 Cisco Catalyst 6500 Supervisor Engines 

Feature Supervisor Engine 1 Superv1sor Eng1ne 2 Supervisor Eng~ne 720 

Route processor 

PFC modules 

On MSFC2 daughter card 
(optional) 

PFC daughter card 
(optional) 

Ethernet Interface Modules 

On MSFC2 daughter card 
(optional) 

PFC2 integrated 

MSFC3 integrated 

PFC3 integrated 

Cisco Catalyst 6500 Series Ethemet interface modules, designed for wiring closet, distribution and core, and data 

center applications, as well as service provider and Metro Ethemet environments, use one of the following types of 

Ethemet interfaces: 

• I O/I 00 Mbps over copper and I O/I DO/I 000 Mbps Ethemet over copper-For wiring closets providing 10/100-

and 10/100/1000-Mbps performance with auto-negotiation and inline power for voice; up to 48 ports/module; 

includes Classic and CEF256 interface modules. 

• I 00 Mbps over tiber-For secure wiring closets and long-haul router and switch interconnects; up to 24 ports per 

module; includes Classic and CEF256 interface modules. 

• I Gbps-For distribution and core layers and for data centers providing 1-Gbps performance in a 48-port 

module; includes Classic CEF256, and dCEF256 interface modules. 

• 10 Gbps-For distribution and core layers providing 10-Gbps performance in 1-port or 2-port module; includes 

CEF256, aCEF720, and dCEF720 interface modules. 

For more information, visit: 

http://www.cisco.com/en/US/products/hw/switches/ps708/products_data_sheets_list.html 

WAN Interface Modules 

The Cisco Catalyst 6500 Series and Cisco 7600 Series support severa! WAN interfaces using two technologies: 

• FlexWAN module--Accepts up to two plug-in port adapters that provide numerous WAN/MAN protocols and 

features 

• Optical Services Module (OSM}-A dedicated line card that provides severa! interfaces, including OC-3/STM -1, 

OC-12/STM-4, OC-48/STM-16, Channelized T3, Channelized OC-12/STM-4 PoS, Gigabit Ethemet, OC-12/ 

STM-4 ATM, and OC-48/STM-16 Dynamic Packet Transport (DP'I) 

FlexWAN Module 

!he FlexW~ ~odule fi_ts iJ!Sid~ Cisco_ Catalyst 6500 Series and 9~o 7600 Series systems and uses Cisco 7200 and 

7500 Series port adapters for a wide range ofWAN/MAN protocols, including Frame Relay, ATM, PoS, 

Point-to-Point Protocol (PPP), and High-Level Data Link Control (HDLC). Additionally, the FlexWAN module 

provides media options such as clear channel and Channelized Tl/E1, T3/E3, High-Speed Service Interface (Hssn. 

OC-3 PoS, and ATM. 

• For information about the Cisco Catalyst 6500 Series and Cisco 7600 Series FlexWAN Module, visit: 

http ://www. cisco . com/en/US/products/hw/routers/ps368/products_data_sheet09186ap~9f.Jitml.....-·-­
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Optical Services Modules 

OSMs are line cards that provide high-speed WAN connectivity with onboard network processors for 

distributed-line-rate IP service applications. For more inforrnation about OSMs, see the following data sheets: 

• Cisco 7600 Series 4-, 8-, and 16-Port OC-3dSTM-1 PoS/SDH OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a0080092249.html 

• Cisco 7600 Series 4-Port Gigabit Ethernet OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008009223d.html 

• Cisco 7600 Series 1-Port Channelized OC-12/STM-4 to DS3/E3 OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a0080092250.html 

• Cisco 7600 Series 1-Port OC-48dSTM-16 PoS/SDHIOSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a0080092241.html 

• Cisco 7600 Series 2- and 4-Port OC-12dSTM-4 PoS/SDH OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008009223e.html 

• Cisco 7600 Series 2-Port ATM OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008008876f.html 

• Cisco 7600 Series 2-Port OC-48d1-Port OC-48c DPT OSM: 

http://www.cisco.com/en/US/products/hw/routers/ps368/products_data_sheet09186a008008877 4 .html 

Layer 4 Through 7 Services Modules 

The Cisco Catalyst 6500 Series offers an extensive set of services modules for Layer 4 through 7 applications, 

including content services, network monitoring, security, and telephony. 

Content Services Modules 

• Content Services Gateway (CSG)-Enables differentiated billing, user balance enforcement, and activity tracking 

for customer billing systerns. For more inforrnation, visit: http://mobiletraining.cisco.com/csg/CSGe_ds_021l.pdf 

• Content Switching Module (CSM}-Integrates advanced content switching into the Cisco Catalyst 6500 Series to 

provide high-performance, high-availability load balancing of caches, firewalls, Web servers, and other network 

devices. For more information, visit: 

http://www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet09186a00800887f3.html 

Network Monitoring 

• Necwork Analysis Module (NAM 1 and 2)-Provides application-level visibility in to the network infrastructure 

for real-time traffic analysis, performance monitoring, and troubleshooting; performs traffic monitoring with 

embedded Web-based traffic analyzer. For more information, visit: 

':!_~p ://www~cisco~om/e~~p~o_clucts/hw/m~d~es/ps2706/products_data_sheet09186a00800a2c89 .html 

Security Services Modules 

• Firewall Services Module (FWSM)-The FWSM allows any port in the chassis to opera te as a firewall port and 

integrates stateful firewall security inside the network infrastructure. For more information, visit: 

http://www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet09 186a00800c4fe7.html 

Intrusíon Detection System Module (IDSM and IDSM-2)-Takes traffic from the switch backplane at wire speed, 

integrating IDS functions directly into the switch. For more inforrnation, visit: ~--·- .. --.~ 

http://www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet0918t il~o§~~~~OOP - CN - 1 
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• IPSec VPN Module (IVSM)-Provides infrastructure-integrated IPSec VPN services capable of 1.9-Gbps Triple 

Data Encryption Standard (3DES) performance, 8000 active tunnels, and up to 60 tunnels per second. For more 

information, visit: 

http://www.cisco.com/en!US/productslhw/modules/ps2706/products_data_sheet09 186a00800c4fe2.html 

• SSL Services Module (SSM)- Offioads processor-intensive tasks related to securing traffic with SSL accelerating 

the performance and increasing the security of Web-enabled applications. For more information, visit: 

http://www.cisco.com/en!US/productslhw/modules/ps2706/products_data_sheet09186a00800c4fe9.html 

Telephony Services Modules 

• Communications Media Module (CMM)-Provides flexible, high-density Tl and E1 gateways, allowing 

organizations to connect their existing time-division multiplexing (TDM) networks to their IP communications 

networks, and providing connectivity to the PSTN. For more information, visit: 

http://www.cisco.com/en!US/productslhw/modules/ps3115/products_data_sheet09 186a00800e9c 1 f.html 

Switch Fabric Modules 

Designed to support distributed forwarding for interface modules that have distributed forwarding capability, the 

Cisco Catalyst 6500 Series SFM or SFM2, in combination with the Cisco Catalyst 6500 Series Supervisor Engine 

2-MSFC2 and DFCs on interface modules, increases available system bandwidth from 32 to 256 Gbps. The SFM/ 

SFM2 supports the Cisco Catalyst 6500 CEF256 and dCEF256 interface modules. 

Designed to support new interface modules with 720 Gbps forwarding capabilities, the Supervisor Engine 720's 

onboard switch fabric increases available bandwidth to 720 Gbps and enables packet forwarding rates up to 400 

Mpps. By using auto-sensing and auto-negotiation, the Supervisor 720 switch fabric is fully interoperable with the 

8- and 16-Gbps switch fabric interconnections used by the CEF256 and dCEF256 interface modules. When a 

CEF256 or dCEF256 interface module is detected, the switch fabric will automatically connect those modules by 

offering 8-16 Gbps of bandwidth to each module, as applicable. 

How Cisco Express Forwarding Works 

Cisco Express Forwarding (CEF) is a Layer 3 technology that provides increased forwarding scalability and 

performance to handle many short-duration traffic flows common in today's enterprise and service provider 

networks. To meet the needs o f environments handling large amounts o f short -flow, Web-based, or highly interactive 

types of traffic. CEF forwards ali packets in hardware, and maintains its forwarding rate completely independent of 

the number of flows going though the switch. 

On the Cisco Catalyst 6500 Series, the CEF Layer 3 forwarding engine is located centrally on the supervisor engine's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking, QoS 

- - - policing-and-markiflg;- anà-NetF!ew statisties-gatlleFingõ -

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols, the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in its CEF tables-the only 

information it requires to make the Layer 3 forwarding decisions-relying on the routing protocols to do route 

selection. By performing a simple CEF table lookup, the switch forwards packets at wire-rate, independent of the 

number of flows transiting the switch. ---· -.;.-~·--··---, 
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CEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Accelerated Cisco Express Forwarding (aCEF) Works 

Accelerated Cisco Express Forwarding (aCEF) technology uses two forwarding engines working together in a 

master-slave relationship to accelerate high-rate traffic flows through the switch-a central CEF engine located on 

the Supervisor Engine 720's PFC3 and a scaled-down distributed aCEF engine located on the interface module. 

The central PFC3 makes the initial forwarding decision, with the aCEF engine storing the result and making 

subsequent packet-forwarding decisions locally. aCEF forwarding works like this: 

• As in standard CEF forwarding, the central PFC3 is loaded with the necessary CEF information before any user 

traffic arrives at the switch. 

• As traffic arrives on an aCEF720 interface module, the aCEF engine inspects the packet, and finding that no 

specific packet forwarding information exists. consults the central PFC3. 

• The PFC3 makes a hardware-based forwarding decision for this packet (including Layer 2, Layer 3, ACLs, 

and QoS) . 

• The aCEF engine stores the forwarding decision results and makes forwarding decisions locally for subsequent 

packets based on packet-flow history. 

• The aCEF engine handles hardware-based Layer 2 and Layer 3 forwarding, ACLs. QoS marking, and NetFlow. 

• The central PFC3 processes any forwarding decisions that the interface module's aCEF engine cannot handle. 

aCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 and aCEF720 (WS-X67xx) 

class modules. 

How Distributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding (dCEF), forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate of ali forwarding engines working together . 

.---- -- ·- ···-·--·--
RQS n° 03/2005 - CN -
CPMI - CORREIOS 

Cisco Systems. Inc. 
Ali contents are Copyright © 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy State rnent. 

Page 16 of 32 ' ) 
Fls N° 668 

----~ ........ 

3702 



Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric, without involving the supervisor engine. With the DFC, each 

interface module has a dedicated forwarding engine complete with the full forwarding tables. dCEF forwarding 

works like this: 

o As in standard CEF forwarding, the central PFC3 located on the supervisor engine and the DFC engines located 

on the interface modules are loaded with the same CEF information derived from the forwarding table before 

any user traffic arrives at the switch. 

o As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table (including Layer 2, Layer 3, ACLs, and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

o The dCEF engine handles ali hardware-based forwarding for traffic on that module, including Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFlow. 

o Because the DFCs make ali the switching decisions locally, the supervisor engine is freed from ali forwarding 

responsibilities and can perform other software-based functions, including routing, management, and network 

services. 

Figure& 

Disrributed Cisco Express Forwarding Packet Flow 
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Forwarding Table to 
Ali DFC-Enabled 
Modules 
Eliminates Supervisor 
Engine from 
Forwarding Path (incl. 
card to card traffic) 
Enables Local 
lntelligent Switching, 
Supporting Network 
Services (security, 
QoS, etc.) 

CSHvfRecelvesPacket. Examines Tag, 
Makes Switching Decision 

• Determines Outgoing Port on Line Card and 
Switches Packet to Specified Une Card 

dCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 for the_«!f~~~~~ce 

module; requires either a Catalyst Supervisor Engine 720 ora Catalyst Supervisor En ~Sij~~~J'1Pf){J%f'M1N _ 
the dCEF256 interface module. CP M I - C O R R E 1 OS 
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Cisco lOS Software and Catalyst Operating System Software 

Cisco Catalyst 6500 Series switches offer two operating modes of software, the Cisco Catalyst Operating System 

Software with optional Cisco lOS Software on the MSFC, and Cisco lOS Software for the supervisor engines. Each 

operating mode can be deployed at different hierarchies of the network, depending on the network's requirements. 

These software solutions for the Cisco Catalyst 6500 Series switches províde full Layer 2 through 4 switching and 

routing functions at high performances. 

Today, either o f these operating modes can be deployed in an entire network environment, or the operating modes 

can vary within an environment to meet different requirements. One operating mode is nota replacement for another, 

but is recommended for varying feature requirements. 

• Cisco lOS Software for the Cisco Catalyst 6500 Series 

• Cisco Catalyst Operating System Software with optional Cisco lOS Software on the MSFC 

Cisco lOS Software for the Cisco Catalyst 6500 Series 

Cisco lOS Software for the Cisco Catalyst 6500 Series supervisor engines requires the MSFC on the supervisor 

engine. lt provídes integrated multilayer functions in a single image and is optimized for core, distribution, Internet 

access, and data center deployments. Cisco lOS Software combined with the performance of the Cisco Catalyst 6500 

Series offers the necessary features for a high-performance Layer 3-enabled deployment, including support for a 

distributed architecture with the ability to scale the switch to 400 Mpps throughput. Additionally, Cisco lOS 

Software provídes operational ease of use by offering a single image and configuration file to be deployed across the 

Cisco Catalyst 6500 Series switches. 

Cisco Catalyst Operating System Software with Optional Cisco lOS Software on the MSFC 

Cisco Catalyst Operating System Software is the premier software for the wiring closet on Cisco Catalyst 6500 Series 

switches offering high-performance Layer 2 forwarding. lt is optimized to deliver the high availability, enhanced 

security, and integrated inline power support necessary for mission-critical wiring closet deployments. Cisco Catalyst 

Operating System Software can also be extended to the distribution and core layers of the network when coupled 

with Cisco lOS Software on the MSFC, províding robust and advanced Layer 3 and Layer 4 functions. This operating 

mode is often referred to as "hybrid mode." See Table 3 for software and hardware deployment options. 

Cisco Systems, Inc. 
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Table 3 Software and Hardware Deployment Options 

Network Distribution/ 
Performance Wiring Closet Data Center Core WAN Edge 

Highest-perforrnance Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
Cisco lOS Software Supervisor Engine Supervisor Engine Supervisor Engine Supervisor Engine 
end-to-end 2-MSFC2; CEF256 720; dCEF720 and 720; dCEF720 2-MSFC2; dCEF720 

interface modules aCEF720 interface interface modules and aCEF720 
modules interface modules 

Higher-perforrnance Cisco Catalyst Cisco lOS Software; Cisco lOS Software; Cisco lOS Software; 
mixed operating Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
system Software; 2-MSFC2; dCEF256 720; dCEF720 and 2-MSFC2; dCEF256 

Supervisor Engine and CEF256 interface aCEF720 interface and, CEF256 
2-PFC2; CEF256 and modules modules interface modules 
Classic interface 
modules 

High-perfonnance Cisco Catalyst Hybrid mode; Hybrid mode; Hybrid mode; 
Cisco Catalyst Operating System Supervisor Engine Supervisor Engine Supervisor Engine 
Operating System Software; 2-MSFC2; CEF256 2-MSFC2; dCEF720 2-MSFC2; CEF256 
Software end-to-end Supervisor Engine and Classic interface Series and aCEF720 and Classic interface 

1-2GE; CEF256 and modules interface modules modules 
Classic interface 
modules 

Cisco lOS Software and Cisco Catalyst Operating System Software Shared Features 

Ali Cisco Catalyst 6500 Series supervisor engines, including the new Supervisor Engine 720, take advantage of the 

industry-leading software and management capabilities o f the Cisco Catalyst 6500 Series. Customers can apply their 

knowledge of Cisco Catalyst Operating System Software, Cisco lOS Software, CiscoWorks, and other graphical and 

Web-based network management tools without the need to learn a new command-line interface (CLI) or 

management system. 
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Cisco Catalyst 6500 Series Chassis 

Cisco Catalyst 6500 Series chassis can be deployed in the wiring closet, the distribution and core layers, the data 

center, and the WAN edge, providing the power and features required for end-to-end deployment for the enterprise 

campus, the ISP network, metro, and research computing networks. 

Chassis Applications 

The Cisco Catalyst 6500 Series provides a selection of chassis, including 3-, 6-, 9-, and 13-slot models with slots 

arranged horizontally anda 9-slot model with slots arranged vertically, with front-to-back airflow. Typical 

applications for Cisco Catalyst 6500 Series chassis include: 

• 3-slot chassis---Low-density, wiring-closet chassis sharing interface modules and supervisor engines with Jarger 

chassis for common sparing; Jow-density, high-performance specialized services modules chassis for network 

security and management; low-density, high-end chassis providing connectivity to the WAN edge 

• 6- and 9-slot chassis-Traditional chassis for the wiring closet, distribution and core, data center, and WAN edge 

• 13-slot chassis---Highest-capacity chassis for Ethemet connectivity, with slots to spare for services modules 

providing network security and management 

Chassis Configuration 

Ali Cisco Catalyst 6500 Series chassis are NEBS Level-3 compliant and use common power supplies. The 6- and 

9-slot chassis require a lOOOW or 1300W power supply and the 13-slot chassis requires a 2500W or 4000W power 

supply. The 3-slot chassis requires a 950W power supply. When ordering a Cisco Catalyst 6500 Series switch, use 

the online Cisco Dynarnic Configuration Tool to assist you in selecting the chassis, power supplies, power cables, and 

fan trays that will meet your requirements. The tool is available at: 

http://www.cisco.com/appcontent/apollo/configureHomeGuest.html 

Power 

Ali Cisco Catalyst 6500 chassis hold up to two Ioad-sharing, fault-tolerant, hot-swappable AC or DC power supplies. 

Only one supply is required to operate a fully loaded chassis. If a second supply is installed, it operates in a 

Joad-sharing capacity. The power supplies are hot-swappable-a failed power supply can be removed without 

powering off the system. 

Cisco Catalyst 6500 Series switch power supplies are available in tive power ratings: 

• 950W AC input (Cisco Catalyst 6503 chassis) 

• lOOOW AC input 

• 1300W AC and DC input 

2500W AC and DC input 

• 4000W AC input 

Table 4 outlines the power requirements and heat dissipation for the three different models of power supplies 

available for the Cisco Catalyst 6500 Series switch. 
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Table 4 Power Supply VAC and VDC requirements 

Power Supply AC lnput Voltage/Current DC lnput Voltage/Current 

950W 100 to 240 VAC ( '0% for full range); 15 A -48 VDC to -60 VDC continuous; 
38 A @ -48 VDC, 30 A @ -60 VDC 

1000W 100 to 240 VAC ( '0% for full range); Not supported 
12 A@ 100 VAC, 6 A@ 240 VAC 

1300W 100 to 240 VAC ( '0% for full range); -48 VDC to -60 VDC continuous; 
17.25 A@ 100 VAC, 8 A@ 200 VAC 38 A @ -48 VDC, 30 A @ -60 VOC 

2500W 100 to 120 VAC, 200 to 240 VAC ( '0% for full range); -48 VDC to -60 VDC continuous; 
16 A maximum at 200 VAC at 2500 W output; 80 A @ -40.5 VOC, 70 A @ -48 VDC, 
16 A maximum at 100 VAC at 1300 W output 55 A@ -60VDC 

4000W 100 to 240 VAC ( '0% for full range); 23 A Not supported 

Fan Trays 

Chassis that have a Supervisor Engine 720 installed require a high-speed fan tray. See Table 5 for part number 

infonnation. 

Table 5 Catalyst 6500 Chassis Fan Tray Part Numbers 

Normal Speed Fan- Htgh Speed Fan-
Catalyst 6500 Chassts Fan Tray Part Number Fan Tray Part Number 

6503 FAN-M00-3 FAN-MOD-3-HS(=) 

6506 WS-C6K-6SLOT-FAN WS-C6K-6SLOT-FAN2 

6509 WS-C6K-6SLOT-FAN WS-C6K-9SLOT-FAN2 

6509-NEB WS-C6509-NEB-FAN WS-C6509-NEB-FAN2 

6509-NEB-A N/ A FAN-M00-09(=) 

6513 WS-C6K-13SLOT-FAN WS-C6K-13SLOT-FAN2 

Dimensions 

Table 6 provides Catalyst 6500 Series chassis dimensions. 

lable 6 Cãtã(yst 6500 Series Chassis OimensíOns 

Ctsco Catalyst Ctsco Catalyst Ctsco Catalyst Cisco Catalyst Cisco Catalyst 
Otmension 6503 6506 6509 6509-NEB 6513 

HxWxD(in.) 

HxWxD(cm) 

7 X 17.37 X 

21.75 in. 

17.8x44.1 x 
55.2 em 

20.1 X 17.2 X 

18.1 in. 

51.1 X 43.7 X 

46.0cm 

Cisco Systems, Inc. 

25.2 X 17.2 X 

18.1 in. 

64.0 X 43.7 X 

46.0cm 

33.3 X 17.2 X 

18.1 in. 

84.6 X 43.7 X 

46.0 em 
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Table 6 Catalyst 6500 Series Chassis Dimensions 

Weight 

Table 7 provides the weight infonnation for empty and fully configured Catalyst 6500 Series chassis. 

Table 7 Catalyst 6500 Series Chassis Weights 

Cosco Catalyst Cose o Catalyst Cosco Catalyst Cosco Catalyst Cosco Catalyst 
Weoght 6503 6506 6509 6509-NEB 6513 

Chassis only (lb) 27 45 55 55 98 

Fully configured (lb) 83 115 135 135 240 

Chassis only (kg) 12 20 25 25 45 

Fully configured (kg) 38 52 61 61 109 

~----------·--------RQS n° 03/20.Q,5 - CN -
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Ordering lnformation 

Table 8 provides part nurnber inforrnation for Catalyst 6500 Series chassis 

Table 8 Catalyst 6500 Series Chassis Part Numbers 

Part Number Chassis 

WS-C6503 Cisco Catalyst 6503 chassis (three slots) 

WS-C6506 Cisco Catalyst 6506 chassis (six slots) 

WS-C6509 Cisco Catalyst 6509 chassis (nine slots) 

WS-C6509-NEB Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots) 

WS-C6509-NEB-A Cisco Catalyst 6509-NEB chassis (nine vertically oriented slots)-enhanced 

WS-C6513 Cisco Catalyst 6513 chassis (13 slots) 

Environmental Conditions 

Table 9 provides environmental inforrnation for Catalyst 6500 Series Chassis. 

Table 9 Catalyst 6500 Series Chassis Environmental Conditions 

Para meter Performance Range 

Operating temperatura 32 to 104 F (O to 40 C) 

Storage temperature -4 to 149 F (-20 to 65 C) 

Relative humidity 10 to 90%, noncondensing 

Operating altitude 3000 meters 

Mean time between failure (MTBF) 7 years for system configuration 

Cisco Systems, Inc. 
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Regulatory Compliance 

Safety 

• UL 1950 

• EN 60950 

• CSA-C22.2 no. 950 

• IEC 60950 

• AS/NZA 3260 

• 21 CFR 1040 

• EN 60825-1 

• IEC 60825-1 

• TS 001 

EMC 
• FCC (CFR 47, Part 15) Class A 

• VCCI 

• CE Marking 

• EN 55022 

• EN 55024 

• CISPR 22 

• AS/NZS 3548 

• NEBS Level3 (GR-1089-CORE, GR-63-CORE) 

• ETSI ETS-300386-2 

Cisco Systems. Inc. 
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Ali 

Specifications 

Table 10 provides an overview of Catalyst 6500 Series switches specifications, additional information can be found 

in software release notes. 

Table 10 Catalyst 6500 Series Specifications 

Specofocation Number Descroptoon 

IEEE Compliance 

802.1 802.1d Bridging 

802.1p, q VLAN tagging 

802.1s Per-VLAN Group Spanning Tree Protocol 

802.1w Rapid Spanning Tree Protocol 

802.1x 

802.1 802.3 10BASE-T. 10BASE-FL 

802.3ad Link aggregation 

802.3ab 1000BASE-T 

802.3ae 10 Gigabit Ethemet 

802.3u 100BASE-TX, 100BASE-FX 

802.3x Flow control 

802.3z 1000BASE-SX, 1000BASE-LX 

RFC Compliance 

ATM 1483, 2584 Protocol encapsulation over ATM AAI.:5 

ATM permanent virtual circuit (PVC) to 802.1 q tagging 

BGP4 1269 Definitions of Managed Objects for the Border Gateway Protocol 
(Version 3) 

1745 Border Gateway Protocoi/Open Shortest Path First (BGP/OSPF) 
interactions 

1771 BGPv4 

1965 BGP4 autonomous system confederations 

1966 BGP4 route reflection 

1997 Communities attribute 

2385 Transmission Control Protocol (TCP) MD5 authentication for BGP 

- 2'1"3!1 -~oute flap aampening -

2796 Route reflection 

2842 Capabilities advertisement 

General routing protocols 768 User Datagram Protocol (UDP) 

783 Trivial File Transfer Protocol (TFTP) 
......... 

791 IP RQS n° 03/2005 - Ct-. -
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Description 

792 Internet Control Message Protocol (ICMP) 

793 TCP 

826 Address Resolution Protocol (ARP) 

854 Telnet 

894 IP over Ethernet 

903 Reverse Address Resolution Protocol (RARP) 

906 TFTP Bootstrap 

951, 1542 BootP. BootP extensions 

1027 Proxy ARP 

1122 Host requirements 

1256 ICMP Router Discovery Protocol (IRDP) 1Pv4 router discovery 

1519 Classless interdomain routing (CIDR) 

1541 Dynamic Host Contrai Protocol (DHCP) 

1591 Domain Name System (DNS) client 

1619 PPP over SONET 

1662 PPP HDLC-Iike framing 

1812 1Pv4 

2131 BootP/DHCP 

2338 VRRP 

lnternetwork Packet Excnange Routing lnformation Protocol/ 
Service Advertising Protocol (IPX RIP/SAP) 

Software-controlled redundant ports 

IP multicast 1112 Internet Group Management Protocol (IGMP) 

1122 Host extensions, Distance Vector Multicast Routing Protocol 
(DVMRP) 

2236 IGMP v1, v2, v3 

- - _ _LGME.lt.L IL2. y3 Snoopiog. 

2283 Multicast Border Gateway Protocol (MBGP) 

2362 Protocol-lndependent Multicast (PIM)-SM 

DVMRPv3-07 

Multicast Source Discovery Protocol (MSDP) 

PIM-Dense Mode (PIM-DM) v1 -- ....._ 
KU::i n" Uj/l 005 - ...;N -
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Table 10 Catalyst 6500 Series Specifications 

Specification Number 

lntermediate system to 1195 
lntermediate system (IS-IS) 

1377 

2763 

2966 

LSP tunnels 2211 

2702 

MPLS 2547 

2961 

3031 

3032 

3036 

OSPF 1583 

1587 

1745 

1765 

1850 

1997 

2154 

2178 

2328 

2370 

2385 

2439 

2842 

2918 

RIP 1058 

1723 

2453 

Description 

PIM-DMv2 

Bidirectional PIM (Supervisor Engine 720 only) 

TCP 

PPP 

Dynamic host na me exchange 

Domain-wide prefixes 

Controffed foad network element service 

Traffic engineering over MPLS 

MPLS VPN 

Resource Reservation Protocof (RSVP) refresh 

MPLS architecture 

MPLS fabef stack encoding 

Label Distribution Protocol (LDP) 

OSPFv2 

OSPF NSSA 

OSPF interactions 

OSPF database overflow 

OSPF v2 Management lnformation Base (MIB), traps 

Communities and attributes 

OSPF digital signatures, MOS 

OSPF v2 (superceded by RFC 2328) 

OSPF v2 

OSPF opaque Jink-state advertisement (LSA) option 

TCPM5 

Route flap damping 
- - -

Capabifities advertisement 

Route refresh capability 

RIPv1 

RIPv2 

RIPv2 

·t i-c/ll 
1-

-·--- -
"""'" ,Q f'l'l/')(\(\1':_ r N -
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Table 10 Catalyst 6500 Series Specifications 

Specificatron Number Description 

Miscellaneous protocols 1866 HTML 

2030 Simple Network Time Protocol (SNTP) Version 4 

for 1Pv4, 1Pv6 and 051 

2068 HTTP 

Denial of service (DoS) protection 2267 Network lngress Filtering 

ACLs: wire-speed 

ICMP and IP.option control 

IP broadcast forwarding control 

Rate limiting using ACLs 

Unicast Reverse Path Forwarding (RPF) 

Server load balancing with layer 3 and layer 4 protection 

SYN attack protection 

Session control 

Network management 782 VLAN Trunking Protocol (VTP) 

783 TFTP 

854 Telnet 

951 BOOTP 

1155 Structure of Management lnformation (SMiv1) 

1156 TCP/IP MIB 

1157 Simple Network Management Protocol (SNMP)v1 

1212 MIB definitions 

1213 SNMPMIB 11 

1215 SNMPtraps 

1256 ICMP router discovery 

1285 Station management (sMn 7.3 

- - ---r:rs-4 -wrorwardrng fãbleMI!r 

1493 BridgeMIB 

1516 Ethernet repeater MIB 

1573 Interface table MIB 

1643 Ethernet MIB - ·- -· f-- · 

1650 Ether-like MIB RQS no 03/2005 - < N -
v t"M I - vVI"\1"\1:.. OS 
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Table 10 Catalyst 6500 Series Specifications 

Specification Number Descnpt1on 

1657 BGPv4 MIB 

1724 RIPv2 MIB 

1757 RMON MIB 

1850 OSPFv2 MIB 

1901, 1907 SNMPv2c 

1908 SNMPv1/v2 coexistence 

2021 RMON2 probes 

2037 ENTITY-MIB 

2096 IP forwarding 

2233 Interface MIB 

2613 RMON analysis for switched networks (SMON) MIB 

2668 802.3 media attachment unit (MAU) MIB 

2787 VRRP MIB 

2925 Ping!Traceroute/NS Lookup MIB 

Sampled Netflow 

9991ocalmessages 

BSD Syslog with multiple servers 

Configuration logging 

CISCO-CDP.MIB 

CISCO-COPS-CUENT-MIB 

Cisco Discovery Protocol 

CISCO-ENTITY-FRU-CONTROL:MIB 

CISCO-PAGP.MIB 

CISCO-STACK-MIB 

CISCO-STP.Extensions-MIB 

Cisco Traffic Director Software 

CISCO-UDLDP.MIB 

CiscoView 

CISCO-VLAN-Bridge-MIB 

Cisco VLAN Director Software 
---~·- ---
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Table 10 Catalyst 6500 Series Specifications 

Specificat1on 

Security 

--- --- --- - --

Number Description 

CISCO-VTP.MIB 

Cisco Workgroup MIB 

SPAN and Remate SPAN (RSPAN) 

Hot Standby Routing Protocol (HSRP) 

HC-RMON 

HTMUHTTP management 

NetFiow v1 export 

RMON HP Open View 

SMON-MIB 

Standard Cisco lOS Software security capabilities: passwords and 
TACACS+ 

Telnet client 

Telnet management 

Text-based CU 

Web-based GUI Management Tools (CiscoWorks) 

1492 Terminal Access Controller Access Contrai System Plus 
(TACACS+) 

2138 Remate Authentication Dia l-In User Service (RADIUS) 
authentication 

ACLs for Layers 2, 3, 4, and 7 

Access profiles on ali routing protocols 

Access profiles on ali management methods 

Media Access Control (MAC) address security/lockdown 

Network Address Translation (NAn 

Network login (including DHCP/RADIUS integration) 

RADIUS accounting 

· ~--RAOitJS per-commanaauffient•cátion 

Secure Copy Protocol (secure file transfer) 
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Technical Support Services 

Whether your company is a large organization, a commercial business, ora service provider, Cisco is committed to 

maximizing the retum on your network investment. Cisco offers a portfolio o f technical support services to help 

ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization offers the following features, providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• C reates a proactive support environment with software updates and upgrades as an ongoing integral part o f your 

network operations, not merely a remedy when a failure ar problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources of your technical staff to increase productivity 

• Complements remate technical support with onsite hardware replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnet"' support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information, visit: 

http://www.cisco.com/en!US/products/svcs/ps3034/serv_category_home.html 

Additional Cisco Catalyst 6500 Series lnformation 

For additional information about the following data sheets that describe Cisco Catalyst 6500 Series, supervisor 

engines. interface modules, SFM, and services modules, visit: 

http:l/www.cisco.com/en!US/productslhw/switches/ps708/products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Supervisor Engine lA and Supervisor Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/10011000 Ethemet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series Gigabit Ethemet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series 10 Gigabit Ethemet Interface Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules Data Sheet 

- ·· -etscu-eataiystiltimTSertes-Switch-Fabric-lnterface-Modules-Bata-Sheet 

• Cisco Catalyst 6500 Series Content Services Module Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module (NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module Data Sheet 

• Cisco Catalyst 6500 Series IPSec VPN Services Module Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet 
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CHAPTER 1 
Product Oventiew 

This chapter describes the Catalyst 6500 series switches and contains these 
sections: 

• Catalyst 6503 Switch , page 1-2 

• Catalyst 6506 Sv,;itch, page 1-4 

• f' atalyst 6509 Switch, page I- ~· 

• C:.tt.t :; s .. 65•19-1\LB Swi,ch, p ag~,. !-li 

• Cata lyst 65 13 Swilch . page 1-14 

• System Fea tures, page 1-17 

• Fan As 'i cm bly. page J -19 

• Power Suppli es , page 1-24 

The Catalyst 6500 series switch chassis are Iisted in Tabl e 1-l . 

lãb/.f! 1-1 Catalyst 6500 Series Switches 

C'ata lyst 6503 

Cata lyst 6506 

Cata lyst 6509 

- - --camtyst-65-ft9:. NE-B­

Catal yst 6513 

Orientation/Number of Slots 

Horizontal 3-slot 

Horizonta l 6-slot 

Horizontal 9-slot 

- Vertic-at 9--s1ot 

Horizontal 13-slot 

Cata 5500 Se;ies Switch lnstallation Guide 
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Chapter 1 Product Overview 
• Catalyst 6503 Switch 

~~ 
Note In this publication, the term Catalyst 6500 series refers only to the switch chassis 

listed in Table 1-2. The Catalyst 6000 series switches (Catalyst 6006 switch and 
Catalyst 6009 switch) are described in a separate publication, the Catalyst 6000 
Series Switches lnstallation Guide. 

~~ 
Note Thrcoughout this publication , except where noted, the term supervisor engine is 

usecl to refer to Supervisor fngine I , Supervisor Engine 2, and Supervisor 
Engine 720. 

Catalyst 6503 Switch 
The Catalyst 6503 switch is a 3-slot horizontally-aligned switch. The 
Catalyst 6503 switch supports the following: 

A supervisor engine with two gigabit interface uplinks and an optional 
redunclant supervisor engine in one o f the following configurations: 

- Two supervisor engines, each with no Multilayer Switch Feature Card 
(MSFC) and no Policy Feature Card (PFC) 

- Two supervisor engines, each configured with a PFC daughter card 

- Tw'J s·~r ervisor engines, each configured with both an MSFC and a PFC 
daughter card 

~~ 
Note The upiink ports are fully functional on the redundant supervisor 

engine in standby mode. 

Note Both supervisor engines in a single chassis must be completely 
identicaí. 

• Catalyst 6500 Series Switch lnstallation Guide .,. 
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L Chapter 1 Producl Overview 
Catalyst 6503 Switch • 

• Up w two hot-swappable Catalyst 6500 series modules: 

- The Switch Fabric Modules (WS-C6500-SFM and WS-X6500-SFM2) 

are not supported on the Catalyst 6503 switch. 

- The WS-X6816-GBIC 16-port Gigabit Ethemet fabric-enabled moduleis 

not supported on the Catalyst 6503 switch. 

• Backplane bandwidth of 32 Gbps 

• Hot-swappable fan assembly 

• Two power entry modules (PEMs) 
• Redundant AC-input or DC-input power supplies (950W power supply only) 

Figure 1-1 
Catalyst 650J' Switc/J-Front View 

PE PE 2 

s 
E 

s 

6500 Series Switch lnstallation Guide 
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• Catalyst6506 Switch 
Chapter 1 Product Overview 

Figure 1-2 Catalyst G5l7J' Switcl7-Rear lfléw 

/ 

~~------------------

&e;·;s·· o 

Power supply 2 

r ~ I~ (redundant) 

&66" 

Power supply 1 ~ J IIL 0,. 
o 

Catalyst 6506 Switch 
The Catalyst 6506 switch chassis is a 6-slot horizontal i ', -E1igned chassis. The 
Catalyst 6506 switch supports the following: 

r\ surervisor engin. with two Gigabit Ethernet upJi ·Ik ports (slot 1) 

• An optional redund1r. ·: supervisor engine (slot 2) 

Note Supervisor Engi:1e 720 must be installed in chassis slots 5 or 6. Slots 
I and 2 are available for switching modules. 

~ .. 
Note The up link ports are fully functional on the · e~:u nda nt supervisor 

engine in :;t<mjby mode. 

6500 Series Switch lnstallalion Guide 
-------t~~{OOZ:;;::::ll6:;=.1o~-i2õo5··-~-c~ 
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Chapter 1 Product Overview 

78-15722-01 

Cataly!it 6506 Switch • 

Both supervisor eng ines in a single chassis must be completely identical. You 
:an configure the redund:mt supervisor engines in a Catalyst 6506 switch in 
:me of rhree configurations: 

- Two supervisor engines, each with no Multilayer Switch Feature Card 
(MSFC) and no Policy Feature Card (PFC) 

- Two supervisor engines , each configured with a PFC daughter card 

- TwJ supervisor cng ,nes , each configured with b() th an \11SFC anda PFC 
daughter card 

Up to five adàitiona l hot-swappable Catalyst 6500 s~ries switching modules 

- Fab:-ic--enabled to'odule support provided in slot ~ 2-6 (requires Switch 
Fabric Module) 

~ 
Note Supervisor Engine 720 has built-in switching fabric and does not 

require that Switch Fabric Modules be installed in the chassis. 

Hot-swappable fan tray 

~ .. 
~ote Thc :1igh capaci ty fan tr<Jy (WS-C6K-6SLO>FAN2) must be 

installed when a Supervisor Engine 720 i~ i'lstalled in the chassis. 

Redundant AC-input or DC-input power supplies 

~ .. 
Note When a SL·.pervisor Engine 720 and the high capacity fan tray are 

installed, you must instai! 2500 W or higher capacity power supplies 
in the chassis . 

Ba.::kplane bandwidth of 32 Gbps scalable up to 25é Gbps 

~ .. 
Note 

--------- ·-----------
Backplane bandwidth grearer rhan 32 Gbps requires that you install 
e ither a Switch Fabric Module ora Supervisor Engine 720 in the 
switch chassis. 

6·500 Series Switch lnstallation Guide 
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-.-----------------------------------------Catalysl 6506 Switch 

Figure 1-3 Catatyst 6506 Switch 
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Chapter 1 Product Overview 
Catalyst 6509 Switch • 

A Switch Fabric Moduie (WS-C6500-SFM or WS-X6500-SFM2) 

- The Switch Fabric Module requires Supervisor Engine 2. 

~ .. 
Note Switch Fabric Modules are not supported by Supervisor 

Engine 720. 

- You must instai! a Switch Fabric Module in either slot 5 o r slot 6 o f the 
Catalyst 6506 switch. For redundancy, you can instai! a standby Switch 
Fabric Module. The module first installed functions as the primary 
module. When you install two Switch Fabric Modules at the same time, 
the module in slo t 5 acts as the primary module, and the module in slot 6 
acts as the backup . ffyou reset the module in slot 5, the module in slot 6 
becomes the primary module. 

- Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
che same Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is 
supported. 

- Fabric-enabled :nodule support is provided in ali slots. (A Switch Fabric 
Module is required.) 

Catalyst 6509 Switch 

78-15722-01 

The Catalyst 6509 ~witch chassis has nine horizontal slots that are numbered from 
top to boaon. (Se e Figu re 1-4.) Slot I is reserved fcr the supervisor engine, which 
provides switching, local and remot~ management. and multiple gigabit uplink 

interfaces. 

Slot 2 can contai:-~ an adcitional supervisor engine, which can act as a backup if 
the Íirst sup~rviso •· engine fails . lf a reciundant supervisor engine is not required, 
slot 2 is available for a switching module. 

For a detailed description of supervisor engine operation in a redundant 
( u:tfig·J ~l1tic r, r e 'cr to your software configuration guide. 

Cata <·500 Series Switch lnstallation Guide 
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• Catalyst 6509 Switch 
Chapter 1 Product Overview 

The Cata lyst 6509 switch supports the following: 

A supervisor engine with two Gigabit Ethernet uplink ports and an optional 
redundant supervi5or engine 

~ .. 
Note Supervisor Engine 720 must be installed in chass is slots 5 or 6. Slots 

1 and 2 are available for switching modules . 

Note The uplink ports are fuEy functional on a redundant supervisor engine 
;n f. t?ndby 1rode. 

8oth supervisor engines in a single chassis must be completely identical. You 
:an configure the redundant supervisor engines in a Catalyst 6500 series 
>witch in one o f three co .1figurations: 

- Two supervisor engines, each with no MSFC and no PFC 

·- Two supervisor engines , each configured with a PFC daughter card 

- Two supervisor engines , each configured with both an MSFC anda PFC 
daughter card 

Backplane bandwidth scalable up to 256 Gbps 

~ .. 
1\iote Backplane bandwidth greater than 32 Gbps requires that you install a 

Sw nch Fabric Module ora Supervisor Engine 720 in the 
Catalyst ó509-NEB switch chassis. 

A Switch Fabric McdiJie (WS-C6500-SFM or WS-X6500-SFM2) 

- The Switch Fabric Modules reouire Supervisor Engine 2 . 

- You must instai! the Switch Fabric Module in either slot 5 or slot 6 ofthe 
Catalyst 6509-"1\fEB sw itch . For redundancy, you can install a standby 
Swi te!: Fabric l'vlodule. The module first installed functions as the 
primary module. When you instai] two Switch Fabric Modules at the 
same tir~e, th~ module in slot 5 acts as the primary module, and the 
module in s]o· 6 ~ct s as the backup. Ifyou reset the module in slot 5, the 
modu [e in s loê 6 becomes the primary module . 

• Catalyst 6500 Series Swilch lnstallation Guide 
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Chapter 1 Product Overview 

78-15722-01 

Catalyst 6509 Switch • 

- Mi:, ing an SFM (WS-C6500-S FM) with an SFM2 (WS-X6500-SFM2) in 
the sa n e Catalys l 6506 , Cata lyst 6509, or Cata ly st 6509-NEB chassis is 
supported. 

Note Supervi sor Engine 720 has built-in switching fabric and does not 
require that Switch Fabric Modules be installed in the chassis. 

Up to e ight additional Catalyst 6500 series modules 

- Fabric-enabled module support provided in ali slots (requires Switch 
Fabric Module) 

• Hot-swappable far assembly 

~ .. 
Note The high capacity fan tray (WS-C6K-9SLOT-FAN2) must be 

installed when a Supervisor Engine 720 is installed in the chassis. 

Redundant AC-inrut or DC-input power supplies 

~ .. 
Note Whcn a Supervisor Eng ine 720 and the high capacity fan tray are 

installed, you must install 2500 W or higher capacity power supplies 
in the chassis. 
-------------------- -----------

Catalyst 6300 Series Switch lnstallation Guide 
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Chapter 1 Product Overview 
-----------------

Catalyst 6509-NEB Switch • 

Catalyst 6509-·NEB S,w~tch 

78-15722-01 

The Cata lyst 6509-NEB swi :c h chass is has nine vertica l slots that are numbered 
f r01r right w :eft . (See h gwe 1-5.) Slot I is rese rved fo- the supervisor engine, 
wh ich prov ides switch ing , loca l and re mate management, and multiple gigabit 
upl iu k interfaces. 

S lot 2 can conta i r! an additional supr::rvisor engine .. which can ac t as a backup if 
the fi rst sup ervisor engir,e fails. I f a redundant superviso r engine is not required, 
s lot 2 is .nailable for a >w itching module . 

For a deta i led descriptic n o f supe rvisor engine operation in a redundant 
c L: .fi; ,.t ·;:i, :, r.::f~ r t J : r ..; r . 0ftware contlguration g uide . 

The Catalyst 6509-NEB switch supports the following : 

f \ supervi sor eng ine witn two G igabit Ethernet upl ink ports and an optional 
red und<mt supe rvisor er.gine 

-~ .. 
(\;ote Supe;-viso r E ng ine 720 must be installed in slots 5 or 6. Slots 1 and 2 

are ava ilab !e for ;; witchi:1g modules. 

--------- ---------------------------------------------
~ he 11 :li-1.: 1: 0.~~ ~ a re fuliy fun ctional on the redundant supervisor 
enginc in standhy mode 

---------------------------------------

Boti1 superv1sor :: ng ines in a singie chassis must be completely icentical. You 
:an configure th e redumiant su ,Jervisor engines in a Catalyst 6500 series 
; .o; i te h in one 0f three configurations: 

.. Twt• 'ur~rvi;;l) r :~ng i nes , ea r:1 witl1 rc MSFC an el no PFC 

- Two superv isor ~ngi:1es , eacn configured with a PFC daughter card 

- Two supervisor ~~ngines . each configured with both an MSFC anda PFC 

d<il'fhler ca rd 

8aàplane bandw1 otn scalable up to 256 Gbps 

Cata i:•!':' fi500 Series Swi!ch i n stii: la~ion Guide 
----·-------'--------------------------..-1• 
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• Catalyst 6509-NEB Switch 
Chapter 1 Procluct Overview 

~. 
1\lo t t~ Ba:.kplane bancl width grea ter than 32 Gbps requires that you install 

either '' Sw tch Fabric rviodul e ora Supervisor Engine 720 in the 
Catalyst 65J9-NEB switch chassis. 

A.. S\vitch Fabric Module {WS-C6500-SFM or WS-X6500-SFM2) 

- Tne Switch Fabric Y odules require Supervisor Engine 2. 

- You must insta!] the Switch Fabric Module in either slot 5 or slot 6 ofthe 
Cata lyst 6509- ~-:EB switch. For redundancy, you can instai! a standby 
Switch Fabric Module. The module first installed functions as the 
primary module. \Vhen you insta i! two Switch Fabric Modules at the 
same time , t h~ module in slot 5 acts as the primary module, and the 
modu le ir. s! ot .: ac ts as the backup . Ifyou reset the module in slot 5, the 
moduL~ :-r. sl0t 6 bccomes the primary module. 

·• Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in 
~l-. .o ~:a:1~~ ·:::a ta i~; s : 6506, Cé!talyst 6509, or Catai)'st 6509-NEB chassis is 
sunported . 

;\lote Tl!e Super-visor Engi :1e has built-in switc~ing fabric and does not 
:equire th:.:: .Switch Fa0ric Modules be ;nstalled in the chassis. 

Cp to ei ght :.H.lditiv::.:: C ,talyst 6500 series ho!-swappable modules 

- Fairic-enab leri m.onule suprort provicled in ali slots (requires Switch 
Fabric Mod ule or Supervisor Engine 720) 

Hot-s,,v::~ppar l e far a ~sembly 

~" 
Note The high capcity fan tray (WS-C6509-NEB-FAN2) must be installed 

wher 'I SL'p~ rvisor Engine 720 is installed in the chas~is. 

Rdunó1nt AC -i11pu r o r DC-input power supplies 

~lute 'iv' l t~ l l;.: ~~q:.::n :.Dr Eng ,1e 720 and the high ~apacity fan tray are 
i ~:stallcd. ) ou JT, __ :.; t install 25 00 W a;· la rger capac ity power supplies 
in the cl".as sis . 
- - ·---- -------- -- -----------

• Catalyst 6500 Seri e"> ~N;tr;h lnst<HIC'Iion Guid~ ---------------------1~~=;-----·-- . . 
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Chapter 1 Product Overview 
Catalyst 6509-NEB Switch • 

Figure 1-5 Catalyst 6509~NEB Switchr 
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Chapter 1 Product Overview 
• Catalyst 6513 Switch 

___ __ ____ _______ _ _ _ _ _ _ _::_..:::!:.:.:.:_:_ .:_:_:=:.:..::..:.::.:.;:.:.:.:.:......J 

MtUM 

The Cat:J lyst 65 13 switch chass is has 1~ slots. (See Figure 1-6 .) Slot l is reserved 
for <l ::.upervis:)r! ngii:e 2, 1\'hich p:ov·des switch ing, local and remote 
nc. 'l 3::: .: m•.:ni. ! :O • mui . ipi ·.~ gigabit uplink interfaces. 

--------
N•Jta The Catalyst 65 13 switc ~: requires a Supervisor Engine 2 or Supervisor 

~ .. 
Note 

Engine 720. 
--------------

Slot 2 can conta ir. an aclditional Supervisor Engine 2, which can act as a backup 
f L11e ,- · ·. · , , <r v : Jr enf 1e fails. I f a redundant supervisor engine is not required, 

slot 2 1s 3\'a ilable for 2. sw itching module. 

------- --------.. ------------------------- ---- - ----------
~; n r r:f'.' ;5 q· · En'!i r .c 720 ,,. 1.1 sr be inslê' lkd in slots 7 or 8. 

---------------

for .1 detailed descriç•tion of supervisor engine operation in a redundant 
con1igL:rz.ti•) !1 . ,ef,;r t0 yc·u!' ~. · )ftwar; ccmfiguration guide 

The Ca ::al ysr 651 3 switch su~ ports rhe foilowing: 

1\ Supavi~0r Engin e 2 with two Giga.bit Ethernet uplink ports and an optional 
r.··::·· ' ·· r c; :·ervi8.<;·- Engine 2 

------------------------------
Note The unl ink port~ are fu !ly fi.mctional on the redundant Supervisor 

t.ogir.e 2 ; '1 .''tan:lby moíie. 
-------------------------

Borh s :J~ .:: ~ v i ;:x eTJ2 ;ne s in a single chassis must be completely identical. You 
::1r ronfig·w~ rbc rei: undan t supervisor engines in a Catalyst 6500 series 
;;witc!: in one ofthree configurati ons: 

- T'~' O supervisor ~ng i .1es, each with no MSFC and no PFC 

.• T·· , ' -; r r-t:rv iso; ~ ngines. each configured with a PFC daughter card 

T w r; s~ ' Piõ!'·vi s.-~r l"ng ines. each configured with both an MSFC anda PFC 
d:1 u ghter ca:rd 

BJ:;kplaT· b:.:tdwid11l su lable unto 256 Gbps 

• Catalyst 6500 Sen~s S~1: i~~.!:_~~~~~~~Gu i~_e ______ _ 
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Chapter 1 Product Overvieuv 

78-15722-01 

-----------------
Catalyst6513 Switch 8 

-~~"" 
No·;e Backplane :Jandwidth grearer than 32 Gbps requires that you install 

either a Switch Fabric Module o ~- Supervisor Engine 720 in the 
c~ -, a I yst 65 1.:1 S 101Ítch c h c; ssis . 

A Sv ... ·itcb Fabric Mod ule (supp;)rtf WS-X6500-SFW2 only) 

"' The S'.l'i te h Falr!: ~.' l odule req•Jires Supervisor Engine 2. Supervisor 
Engine I A does not support th e Switch Fabric Module. 

- -{o u must inswllthe Switch Fabric Module in slot 7 or slot 8 ofthe 
C·t talyst 6513 swi tcl:. For redundancy, you can insta li a standby Switch 
!:~<::)r ic l'v1odulc. T he module first installed functions as the primary 
mocb !e . When you ins!all two Switch Fab ric Modules at the same time, 
the mc!dule ir slot 7 acts as the primary module. and the module in slot 8 
act:: a~ lhe hé,(hcn. lfyou re se-~ the module in slot 7, the module in slot 8 
b cGOiiict• lhe j:-rimary modu k . 

----------------------------
_:_:_.J per·"i~;ur L1gine 72C has bii ilt-in switching fabric and does not 
:-t:quir e th3:: Switching Fabric Modules be installed in the chassis. 

•· Up t'J ; 2 adrlit:onal hoHwappable switching modules 

~- ,;; .J ~· t c-uabled rnoaule support prov ided in ali slots (requires a Switch 
i:êt ( ,;i:_, r.lfodu.le ; ',VS-X6501J-SFM2) or Supec·visx Eng:ne 720 be 
t:tJ:)t ,~l! êú) 

-· Dual i=ab ric COlFleCTi vity surported in slots 9-l J (requires a Switch 
Fabric Module (WS-X6500-SFM2) or Supervisor Engine 720 be 
;ri: :alled ) 

Ho t- .~·i.a pp a .~ i ·~ úr. ;j :;.ser;.bly 

l\lo~e 
---------------
TI- F flig b. c1:J1c ity fan tr< y (\V 'S-C6K-13SLT-FAN2) must be installed 
when a Sup<;rv i ~ or Engi ne 720 is installed in the chassis . 

-------------
Rectund:. nt ,\C-input or DC-inp Jt power suppJies 

l :i500 Series Switch ln~;;allation Guide 
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• Catalyst 6513 Switch 
Chapter 1 Producl Overview 

~~ .. 
1\lo;:e Whcn a SupervisJr Eng~ne 720 and the highcr capacity fan tray are 

lllSta!led. yo u mu~:t inst<il! 2500 W or higher capacity power supplies 
i:1 the chassi:; . 

Figure 1-6 Catalyst 651J Switch 

rw8~z-~b Jmoõs · CN • 
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Chapter 1 Product Overview 

System Features • 

System Featu:rEio.s 

Port Density 

78-15722-01 

T:1is ~e :tiun uc:~;" ·i bcs ::·:;.; !-Ia ·,jware fcatures for the Ca ta : ~·s t 6500 series switches. 
Fnr ~;o f warc: de :,.: 1 ipt im;:;_ refcr to yc ur software configu m' ion guide. For module 
desc rir :i,·llls and ;nstall;qi .::m procedt•res, refer to the Catalyst 6500 Series 
Swit ::h1 s i\. fod;: .: 1.;sw!:, .·.ion Guiá, ·. 

Tab ie 1- :' 'i~;<s ~ he port densities of :he Catalyst 6500 series switches. 

lâb/.f! 1-2 Cata.~yst 65t:l,'l' S;J,ries Port Density 

--~---- ·-----·--------r--

; Cataly!i~ ~i. !illl!l S•eries Swilches 

Nunl:w r of 1<1 •:.! _,• , :~bit ~c~) Cata lyst 6503 swilcn 
éthernd .i-o rLo '5 (6 s lu ·~· ) Cata lyst 6506 :>wilch 

8 (9 slms) Catalyst 6509 switch 
12 ( 13 s lots) Catalyst 6513 switch 

-------- ---- --+--------------
Nur.1bcr of ( ) ,gabit 
Ethernet P:; rts 

1

34 (3 sbts) Catalyst 6503 switch 
82 (6 slots) Catalyst 6506 switch 
i . 30 (9 siots) Catalyst 6509 switch 
j '94 (ll !>Íots ) Catalyst 6513 switch 

\:-L:~:h; -r a f i ÓÔB ;,~;1~~-;:; -!c:{;--(3~1.-;~-Cataiyst 6503 s\\ ·i tch 

r·l~ · :r· :·t n .---ê , 1 i ''0 t6 s!J<' C<!t:-~~ ' S t 05'llí ~: ·,v;tch 

! 192 (9 ~bt:' ) Cat<dyst 6509 sw 'tch 
'288 (1 .1 ~iots) Catalyst 6513 switch 

-----·-------------- ----'----·- ·---
Nwllbn oi' lO' i )(i loc: !3 c.-: 1::;;) Cata!yst 6503 sv.it::h 

Ethe: net Forts ::.10 ;6 ~.-Jts) Catal yst 6506 switch 
· :> ~~4 (9 s iots 1 Catalyst 6509 switch 

576 (13 s lots) Catalyst 6513 switch 

1\u .-,h·r G1 i\! t:,I .S E-1-'L "fi:.! (3 s]. -.:~~ ·':ata lyst 6503 swit:;h 
i:, hernet 1'·-~rls 20 (6 <] t ;) Catalyst 6506 sv-.::tch 

. •:).i !9 :;io ts .' Cataiyst 65 09 switch 
~: ~; 8 í 13 ,Juts) Cara!) st 6513 ,,witch 

o .. _ 

- ·--
2005 - CN -

- CO RREIOS . 
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• System Features 

Redundancy 

C!·1apter 1 Product Overview 

7ábl!• í ·-2 ,;,;,.tafyst 6.5!10 s,~des Po,:-t Oensíty (c·ontínued} 

Arcl1it~:·.ctur ,. 
I 
!Catalyst. ii500 Sernes Switches 

] '~ .ln bl .· o r ' I.T'.,l OC- ':.' :; (3 slcn, \ C' ata lyst 6503 swi te h 
· I ·· ' 1 . ~ 1 6 -o6 · r ,· ,r:s .:: , (J s üts ) • .. ata ys t J . ~w1tc .1 

N unb~:r of F:e.\ \'v'AN 

Modules 

_g (9 sh S) Cata lyst 6509 switc:: 
'12 ( 13 sl:>t:; ) Catalyst 6513 ~;w i rch 

= (3 sloc~j CatElyst 6503 switch 
:; (6 slo:.') Cata lyst 65 06 swi•ch 
í·: (9 slots) Caralyst 6509 switch 

: l ~ ( 13 sl -:>ts '• Catalyst 6513 swi tch 

Cc:taly s t 6500 series swi tcr.es have ~b ese redundancy features: 

Abil ity to lwuse two h<Jt-swapp::!:l 1e supr:·viscr eng res 

A':'i!.t) ·c~[ .' .' ": two fu i!.' red t •!~ ci<:.nt , t~C-i :1put or f:'C-input , load-sharing 
po·,,r:r supplies 

iôo ...• , ' " cc . ,,; ir, cu; ,;"il:'liJal;oi ·' · t:u; tJvWeJ "Li~plie .,; are not fully redundant. 
~.der to the "f'(n;e r s ~q.·, p ] y l~ ecl und an•:y'' seclion on page l-29. 

>\. :l ::Jt-· =·~-"•· '-f·i' able fa:l as -.c,11bly -: :) J11ainir.g muitiple t:us 

l·:e:.!t .. 1ca.:Y: l.J:: . .::k"J ;J;: é~ - -.-~ üUJ:red c!e>c k '11 od ulcs 

Component Hot Svvapplng 
Yc·u •.. :1ut :;,, .,> ., ]' J'L L>; ; ;ncl, •L ·.,i che ic:perv:sa! e ngine ifyou have a 
r·~<:'UJ~d]r; ·, o~. ,:;.~ ; ., i.; Jr : r,g i·,:f) md t:L far. asseml:IJ. You c:an add, replace, or 
renovE moc;.tles wi thout in te -rupnng L1e system pc•wer or causing other software 
o·· ir::~ r,,_.,,: ; ·~ :;!'• Jt d(·• .. •n. 

1s-1snz-o1 I 

RQS n;-03/20o5-êN ·l 
CPMI - CORREIOS 
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Chapter 1 Product Overview 

Fan Assembly • 

Fan Assemb~y 

~& 

The ~ ;;;, e;~ -. ."an assemóly is :ocated in t:1e chass is a:1d provi des cooling air for the 
supe r-.·i:-or ~ ~ ng in e and the S\VÍtch ing modules. The fo llowing figures show the 
àireuion of airfl ow into and our of t:Je switch: Fi~L: rc 1-7 (Catalyst 6503 switch), 
Figme l -ti (Caêalyst 6506 swi tch). i gu re 1-'J (Catalys t 155 09 switch) , 
f" :~u re 1- 1 U (Cn t;·iys t 6509-NEB svitc h). and Figure 1- I (Catalyst 6513 
sv.r i t ~h ) Sensors ;>n rhe >u pervi sor c:ng ine monitor the internai a ir temperatures . 
ll th:: a : r te1.1pen1 wre exceeus a prese t threshold, th e enviro nmental monitor 
di sp .ay:· warnin g messages. 

Note w~ 1ecomm;:nd that you maintain a rn inimUJr air space of 6 inches (15 em) 
b :~ 1 w~er w<11ls and rhe :.-!1asE is air vents and a minimum horizontal separation of 
12 i'1cres ( i0 .5 em) between two chassis to prevent overh eating. 

-----------------
If ar indivi ·: u2l fan w: <hin the ?.sser-1bly fa ils, ~he H'AN STATUS LED turns red. 
I·, rli•; id uH' t3ns ::a nnot b~ rer lace d. To ;cpl ace a fan assernb! y, see the " Removing 
i c t.i R · : · 1i.· ~; Pg •. h .: F'an / .. ~~;-:.:· ! l : b l ~ '~ ; ~: c ~io n on p::. ge 5-3.5 . 

iZe ú:r lu yü Li l' s.:JÍl'>'.'art C •)lÜ~g ura ti on guide for information on environmental 
rlionito•·ing. 

Figure 1-7 Catalyst 67{1. · Swit.ch lntemal Airllow 

Module air 
exhaust 

78-15722-(11 

N 

"' ;:; 
"' 

~tc.h ~~-~:_! 'ation Guide • 

r
R!til2õõ5-cN-l 
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Figure 1-8 Catalyst t'!. · : S..vi.'.,;h /nu?mal Airlíow 

status 
LED 

Fan 
assembly 

Power 
supoly 

air inlet ' 

---··- --------- -___ : 

___ C_hapter 1 Product Overview 

Module air 
inlet 

Power 
supply air 
exhaust 
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Figure 1-9 Catalyst 6SI;~r: 5'witdr !ntemal Aid/o~;. 

inlet 

,.. 
\ Power 
l supply air 
exhrJUst 

Fan Assembly • 

__ ~~~ ~~~~G~~~1 ~;er : 3 ~~~~~c~h~l~n:::s!(:a~l~! a~t~io!_lln~~~~~--;;iii~71~;·~-"(C~N~l­
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• Fan Assembly 

Figure 1-10 Catalyst 65i]S··NEB Switch lntem;;'/ Airhow 

I 

e c 

Chapter 1 Product Overview 

Module air 
exhaust (3x) 

~~ 

Module air 
ink~t 
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L Chapter 1 Product Overv iew -----

Figure 1-11 Catalyst 6~'i1J Switch Interna/ Ai.rl/ow 

Fan 

Power 
supply 

air inlet 

r 78-15722-l~-------- -

c 

Fan Assembly • 

Module 
air inlet 
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• Power SuppliE5 

Chapter 1 Product Overview 

C ~.t<·Íy~,l 5500 se r;c;, sv; itch power wpplies are avail a ble in five power ratings: 

951) Vi '----AC and :J C inp c~t tPVv i<. -950-AC and PWR-950-DC) (for use with 

'''~ Catalyst ó5CJ S\\ 'Í tc h only) 

I (;i) i1 V-1-.:~c iup ,i t on ly (WS-CAC-1 OOOW) 

130() Vv --AC a1~ cl DC irput (WS-CAC-1300W and WS-CDC-1300W) 

2500 vV-AC ard DC input (WS-CAC-2500W and WS-CDC-2500W) 

400G V!--AC input only (WS-CAC-4000W-CS I or WS-CAC-4000W-INT) 

- -------------------------------------
1\iote T r;e (JS C V: i\C ir.p' !i 3nd DC -input rower suppl ies can be installed in the 

C;,t:;lysl 55 C3 S1'- ; ~ch r.:hass i: only. They cannot be installed in any other 
Cualys l 651:0 ser ies switch c; ;1ass is . 

The 950 W :)ower supplies lsee Figure 1-1 2) do not connect directly to source AC 
' .1 1',, 3 power entry moduJe- (PEM), located on the front o f the chassis , to 
.: .J. .r ecr I h '~ si te p -.wer source to the power supply located in the back o f the 

> ... ·=l ~ ' · : ç; 

l hE" AC -inp t PEM !sJ-.nw;, in Figw·' 1-13) and DC-input PEM (shown in 
F i gu r r: I .. ).4. ) provi de ar> i np d t power connection on the front o f the router 
c!:;t.,s : s : ,J ;; r, nn;:ct thê :; i ~c IJGvver soürce to the pow·!r supply. You can connect the 
CC- :, ~ , : : ,w vvf · SUJ..:jll :t w tl ;e power source witil heavy gauge wiring connected 
w a te:rm in:li bb::k. T 1t ·.v1 n~ gaugl." ~ ; i z c is determ ined by local electrical codes 

a nd Tst;;ct1ons. 

- --------·--- - --------- ---
i"m~ : l " ' · ~I co;·d :'. -.nt : ; hOv\ ~-. in ~ :i g u n: ]-13. 

------------------------------

' • · ~-"~ ~ ··. ! <' '.f._: ; l~. : 1~'n ,qru1 "JO\<. ~i :~w i tch (AC-:r.pti~ on!y) , currentprotection, 
~~ -,~ , ~ <.Yi r~ -..11 :. u r, ~r·~s s i o n ar,d fi lte·ing funct ions 

'\-::+o(~~ 
'----' 
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Chapter 1 Procuct Oven ''' \ 'J 

Power Supplies • 

F ·iéJ,:,)·:;• l - .12 C;.,t,?/y:r.t 6jí73 P!iO W A' C· and DC-/nput Power Supplies 

./--··-

'""' ~~l~ 

111 : 
-~------ ---

Captive instahation screws 

h~; .. l·e ;'-13 C;.1tafyst 6503 AC Powe, · Entry Module (PEM) 

• Catalysl S503 o ::: PEM 

r ; : ·. h 'e installation screws 

78-15722-01 

709 No _____ _ 
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• Power Supplies 
Chapter 1 Product Overview 

1000 W, 1.300 \IV. :t!-5010 ll\f, .and 4000 \N Power Supplies 

The . 000 W, 130(; W, 2500 v/, and 4000 W AC-input and DC-input power 
,.,. ·; ~> have !>c · <!:nc frmr . ·'actor anel des igned for use in the Catalyst 6500 
set-:fs swilches 

Note T.tt: i O ~; , ·;v·. L; (;(1 ·,v_ ::' 5iJ() V/, anà 4000 W power suppl ies h ave a different form 
f_,c_·to . <ud c<il'r ) / oe u:.: :i m ;he Ca• ?. iyst 6503 series switch. 

Catal ysr 6500 series c ha s~is power supply configurati ons for the I 000 W, 1300 W, 
~ .') (' ' '' 1· d ., ' ()(.! ,' •. ' J ' ~· ~ L,Jj:li fs ~ r ~ sbo·N J in Lr!c 1·'3. 

~3witch Power Supply Configurations 

t I 000 W AC-input 

JI31)0 W AC- and DC-i npm 

'.!5Ll0 W AC- and DC-input 

I i :100 W AC - and DC-input 

12)00 W AC- and DC-input 

·4·-r,(' W .'\·~ - : np · 1t ------------+- -------------
.; .d;:;) í. ;sjC~ -· \ .~. D ' i~ GO Tr\' /\ C-· and D(: - ~nput 

'25()0 W Ar-:. and DC-in ryut 

•41100 W AC> nput 
------

~ ~,:; t) Q W !\C- and DC- ir•J•J ' 

.:.()r)Q \V /\·:.:: -input 

: , ta::.~ ; : .. () ~, .• ~r.:. , . ;: .Ji,. ' · ' LL t'''L ri!dundant .\C: -inpu: and DC-input power 
S l ~ i·~ltes thlike the Catalysr 4000 fam ily and Catalys t 5000 family switches, the 
C.~:tl~. ~ t s:; oo ~ ~ - · ~- ,:; S>• ; __ J,•.:c. ail0Vi j Uu tv mix AC-input and DC-input power 

. .. -_...._. ... ~ 
--------7-8--1~-n~~~~~2d05-CN -

.. ,;~ Ni l _ CORREIOS 
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Chapter 1 Product Overview 

~. 
Note 

Note 

Power Supplies • 

]I '!·'·:, t .~ k :• oi"g ,,nizat iom r:~ q · 1 ire a -AS VDC powc;· supply to accommodate their 
j: . •,v .;: di . ~ · i o utiOI~ sys , :. ;· ... ·' rom ar OJ: erational pe:-spective, the DC-input power 
s .. •(:, ha s the sa me c:·.3racteristics as the AC-input '1ers ion . 

Tl:c: fi.C-i 1:.put power sunp iy (see Fl::u rL' 1-15) lns a detachable power cord 
(:::-.•.: :pt f:r· r 1e ~~- S-C·\C--+OOOW) that allows yo u w connect each power supply 
t•> r\·1c si t ·~ power source. You can connect the DC-:nput power supply (see 
!" · ~·. : r c I· I ô) to the power ~o u ,·ce wi1h heavy gauge wiring connected to a terminal 
[· :.,d. Tre wire r-auge size is determined by local electri ca l codes a:1d restrictions. 

The power cord is not sh o1•.;n in Figure 1-1 5. 

V.'irh 2. f'.' ll y populatec' Catalyst 6513 switch, two 2500 W power supplies are not 
1•: ::. i'<~<i unda nt lfyou 1'<.11 rhe 2500 ·vv power suppíy at che low range input (100 
t_ , i ::J \ 1\:= 1. it I'> not rtdundant in a fudy populated Cata1yst 6509 or 
Caudyst 55 09- i.,. EB switcil. 
-------- -·------ ----- ---- - ------ - - --------

No<u Tile 25C0 'Vv' AC--input pO~<' eí supp ly needs 220 VAC to deliver 2500 W ofpower. 
1:,·1!e"' povvne: vdh l l U ·:A.C , it de ~ivas only 1300 W. In addition, the power 
:·:upp .y :1 cedE l (A, regar:iiê ~:~: ofwht!ther it is plugged into 110 VAC or 220 VAC. 

fo-- cun:p1ece OD'Ne r sptc.JiicatiOJ:s, ~: ee Append i :; .\. ' ·T~chnic-al Specifications." 

~500 Series Switch lnstallation Guide 
5- CN-
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Chapter 1 Product Overvi~w 

Power Supplies • 

Power Supply fi~f!dundanc~r 

~ .. 

Catalys t 65 00 series :1: 0d ule:: have oiffe rent power requirements. Dcpending upon 
t ;; r: 1vattage oftw ·1 ow~:: r s .rp)ly. certa in switch configurati ons might require more 
po w·~r than a s in ~. l é' pCI'.ve r ~; u ::; pl y ca r-. provide . Although the power management 
f:a:t rre a lows ) ou to ~- o\'. c- r < !l rn st<. lled modules with two power supplies , 
r-~ ctu r;cl:J ncy is no t ~. upponed n this configuration . Redundant and nonredundant 
pow ~r con fi;~u rauo n s are ~ u ! r mar•z .. d m T<tbl e 1-4 . The effects o f changing the 
po·..v-:r suppl y co:ltigunt:io ns are su•nmari zed in Table i -5 . 

~ 1, -, t E" F ·.- :' ' , _ _.1 : . I. a· l • '-.J .; ng operation in a redundant power supply configuration, you 
~~ ·· · .. s instai ! two Jr,ocuies in :he cha~sis . Ifyou fail to install two modules, you 
I: : g 1;t recei"e r, r'l .riou·; OUTPUT FA!L indications on the power supply . 

Cata::;s·! 6500 Series Switch lnstallation Guide 
..---------- --------------- --- ------ - ----·-:...:..._ __ c:_ ______________ -f"' 

5 - CN • 
CPMI - COR.REIOS 

78-15722-01 
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• Power Suppri~;s 
______ Chapter 1 Product Overview 

lf you have two , 

_p_o_w_e_r_su_p_p_l_ie_s_of_-+ an<! '""'mdancy ;, r Th•m 

E qual wattage J ;~ :J; bled Th ::total rc·wer drawn from both supplies is never 
/ · greate r than the capabil ity o fo ne supply. If one supply 

- - ------ --+ · ---·---- - -- - ---- --
Unequal wattage 

Equal or unequal 
wattage 

'-· c.. ' '-' 
I
·· --,. t J•,c 

Disabled 

· ··la · ·~un c ti ons. the other s uppl y ci.l,l take over the entire 
i syst::m lo~~ d . Each power supply provides 
ap proxim <. ,e ly half ofthe reg uired power to the system. 
Load shar:ng and redundancy are enabled 
automatic.·:~ lly; no software configuration is required . 

Both power supplies come online, but a syslog message 
·àisplays rhat the lower wattage power supply will be 
r1isabled. lftbe active power supply fails, the system 
shu t~ dowp The lower w<•ttage power supply must then 
be ;r.ant..al i i ~L; rned on. T h<: lowa wattage power supply 

1 :: c ll: -~ t ively 1)cwers up the mod ..:ies so thaé the capacity 
(. ,

0 th .:: i=-OW~ l -;upply i:; nc: exceeJed. 
-----------

The total ::•r-we•· avail able to the system is 
;1ppmxim c.re ly 167 percent of the lower wattage power 
supply. The system powers up as many modules as the 
co111bined r apacity allows. I f the higher wattage power 
s "'r pl_y fai l.;, -.:he lower W<lttage supply might also shut 
-J.J \1-;: dL!e :o overcun·ent ;>rote::t ion, thus preventing 
;; _, "J<,ge te the lcwe.- watuge r; ov:e r supply. 

----------------

------~:--t~-~---~3t2ÕÕs~~cN -1 
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Chapter 1 Product Overvie w 

Power Supplies • 

lãble 1-5 Effects oí.P'cwer Supply Conligumtíon Chan:í'es 

Configuration Change 

Redundant to 
nonredundant 

-.----------------····------------------
Effect 

-+-------------
Systcm log alW :·ys log rnessages are ge nerated. 

System pc.wer i:> incrcased to approxi mately 167 percent ofthe lower 
wattage power wpply. 

The nwdules marked as onwer-deny in the show module Status fie ld 
are broug:ht up i f there i> sufficient power. 

--------------------~-------
Nonredundant to 
redundant 

Equal wattage power 
supply is inserted with 
redundancy enabled 

Equal wattage power 
supply is inserted with 
redundancy disabled 

I . 

Syscem log and sys log messages are generated. 

S'ts t:::m pow':.'r i~· tre p0'J.,. ,. capability ofthe iarger wattage supply. 

f f there is no' ena c1gh pt'".'er for all p!T'' ious!y powered-up modules, 
.>ome modul es are powe ,-ed down and marked as power-deny in the 
::lw•.v mcdule :;!ateiS fie!d. 

Sy~:~e·n log <!'~d s y~!og n:~::ssages are g"!nera1ed. 

::>ys;.;;u; po1ver eqnals th e power capabi1ity of one supply (both 
n:pp! ies o:-•Yv"itJ~ nprrox ; rnately one h a i f o f 'be total current). 

~\o ·2Lnge i i~ 1r.c m.Jdu\: status because <he power capability is 
1 ~~nc'-la::ge d . 
I ' • Sy<>•l:''11 log a!:d s:.s!og mes~ages are generated. 

Syste111 pow~r is the coP~ bined power capabi! ity o f both supplies. 

l'he modules mi:Jrl:ed as l;Oiver-denv in the sho,_;~ module Status field 
~"<- t roq;h, .. p i: .!Jc !'~ i· s•.lfficient po·.ver. 

------ --- ·----- ---------------------
Higher wattage pow e r 
supply is inse;·ted wi;l; 
redundancy er,aoied 

·1' ne 3_;stcn, l'J,sal•.u, ihe LHver wattage power supply; rhe higher 
\V'E.'c :<,;,_;.:: :'Lippl> j·: •. • v;:r:; t : ·.~ system. 

--------- ·····- ---·-------·---··----·----- ---------
Lower wattage power 
supply is inserted with 
redundancy enabled 

:)ys,c. .:rr log a:1cl :·. j~log L•::ssages are generat1~d. 

The systern di::ables the lower wattage power supply; the higher 
~~..-.~ ··· J ~.e ~:u·,., pi_~ :J~ ~ -,~. , ~' · s i 1··:. ~<>' sten .. 

--------· ··----·---·-----· --------------------------

Cal<• 6500 SeriP.s Swi!ch lnstallation Guide 
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C:hapter 1 Product Overview 
• Power Supplies 

Table 1-5 Effects of Pawer Suppl)' Cr;nf~.g.urittion Changes (continued) 

Higher or lower watta<;!< 
power supply is msertec' 
with redundancy di sahled 

Power supply is removed 
with redundancy enabled 

~--------·---· 

! • Sys·: t ·n lo~:; <Ll..:i : , y ~; log m c:ssages are genera ted. 
I 

I 
I . 

Sysrem power is 1nc reased w the combined power capability ofboth 
~. up p li es . 

The mod t:k:, ma·ted as p ower-deny in the show module Status field 
<. re brm:ght up ii ·: here i:; suffic ient po-..ver. 

Systern l·Jg <tn c ;.ys io g mcssages are generated. 

Ifthe pov;er supp l!es ar : .:>fequal wattage, there is no change in the 
mociu ~ e sra::us because t:H~ power capability is unchanged. 

J f the po·•ver o.u pplies an ~ of unequal wattage and the lower wattage 
_;up p!y is r:T· ~' "vf· :i rl-:en · ~5' no change in th'~ :·~ odule status. 

: f ti·. e power ~'urp l ies art' :_,f unequal w8ttagt> 1rd the higher wattage 
~ '-'':' ':> ': : is removed, the !cwer wattage power supply rnust be manually 
turn::: d on . ~ ~ - ~ -= ~, vstem 1:ad previously turned off the lower wattage 
~·ower suppl v.J 

------·----------·-- ----··- - ---··------ -··-------------·---·--------------
Power supply is removed 
with redundancy disab led 

System lüg anel :oyslog r,H;s.>ages are gcneratcd. 

System po v1cr i:. decrea :;. ~:d to the power capability of one supply. 

~ f ! r e rf~ i ~- •· c i I :J ~, L' gh P( \''e:' f0: ali j) rf'Vi OUS) y pOWCfCd-Up JllOdU!CS, 
~·. c· . ne ,·,10du lt s M :: po·v., e: .,.c Jown aitd uarked as power-deny in the 
~:tww .r.1odu .l' ~ :;t:nus tie :d . 

. ···----· -· -· · ··· --··--·- -- -·-- - ··· ···--·-- ·- ·--·--·-·-·- - -----·---·· --------
System is booted with 
power supplies o:f diffeíf.:n t ' 

wattage installed and 
redundancy enabled 

Sysre:·n log and syslog messages are generated. 

Tr ~ lower w~r-ca y.~ supp ' :,· is di sabled. 

--------- ·-------- ··- ----------
System is booted with 
power SU]Jplies ofequ~ i or 
different wattage instali~L. 
and redundancy disabled 

Sy::.•c .T, po·;.• .; r -:q u ,;s tbc >:ornbined po\ver capabili :y ofboth supplies. 

'f he S\ '.; tem rc. •.:, ~ rc; llp á~ ;nany modules as the combined capacity 

·--·---· ····--·- -·-·-- ····-···--·-··-------- -------- ---····--·---·--·-----------

.. _ . .JL can ch.o.ngc ,ÍJL· ::uL.Ú~u:ct l lG il , ,[ the pDv,e ~· ~upplies .o redundant or 
;;c:J:edund; 1t at :Jn:· ' in· e 1- yoa so ' t~h from a re.:Junda11t to a nonredundant 
co n;:]guratÍ ' lll, C::· th pr-.•.- : :· : · P ~~ ' ie ; : . ~ ~ en~·bl ed (even a p0wer supply that was 
d i s~bled be c<·.u :c: i• w;: ~ :·.C: !.Jwer ' attagt: than the oth ~ r power supply). Ifyou 

_)I_ Catalystli!rJu Sc; ie!:SNitc.:l lr ·;·:;! liaú >r [ ,u ,r •? ___ _ 
~ ---- - ---·--------- -----------------
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Chapter 1 Product Overview 

Power Supplies • 

d:ang<: fron·, a ncnredu i' d<. nt io a redu·1dant confi gurati on. both power supplies 
are ini tiall y rnablecL 3nd if "hcy are of the sam·~ w<,ttage. re main enabled . Ifthey 
a --· r, f diffe:· ~r_r ,,'.< t!ag:: , _. ~: -~. lcg m .' ' .;age disp !ays ar.d tl:e lower wattage supply 
i: r:! i ;;ahled. 

J:' Di addi tÍ OLa ) in :·C!'nlél cÍC·/1 ii b OU l f1~ ,JJWer rr: anageme nt feat ure a•1d individual 
r;I(Hiu!e pow::;· ~o r:sum pt " •r:, :.; f e:r tn y.Jur softwar~ cor. fi guration guide. 

The enviroPme;l tJI r ·10i>ÍICri:1g and ,·eporting fur:ctions a llow you to maintain 
normal sysk:m •ipcratio r; b ·) rEsol vi ::g adve rse em :ronmental conditions prior to 
loss o f ooerati o n. 

Th: pr_w;er suppLes monitor the ir own internai temperature and voltages. In the 
e-.;r.,l t of exc:::ssiw: intern ai t:;mpera .ure, the povver suppl y will shut down to 
p~e·; ent dan.age. When the power supp ly returns to a safe operating temperature, 
it w!l l resta rt. .h the event oi' an abnonnal voltage on or:t: o r more outputs o f the 
fHiw,~r suppli es ·'1e OfJTf'CT FAIL LED wil! light. Suhsrantial overvoltage 
r:c'l '!itior.s can lead to ~ n·.nver :: upplv shutdown. 

lhe power supply iront po.ne LEO ,. <Jre descrioed in Tabk 1-6. 

Fo:· more in r ):·m;; ti on a': :• .. t t:·e ,;m ; •o:Jmen ~alnH: ,Ji to r i;·, g ferture , refer to your 
:>ofl .. mrc c:. , [ig tll ~· ti (:- n ,_:u~t 1 e . 

·; >t<:'' · • ,05•)0 Seri[,s Swilch Jnstallation Guide 
..-------- - ------ ... - ---- -- ·- -- -·--- ... . . - · - - - . .. 
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(;: ,arter 1 Product Overview • ·----=P-ow- er---oSo-u-p-pl-ie_s _________ _________________ · 

I.ED Desr.:r-ipiion 
---- -------------------------

1!\PUT OK AC-input pow::r ·.upp lies: 

G;·een when the input vo ltage is OK (85 VAC or greater) 

() f;'\\ hen the: innut vo lt:~ge fai ls ~: L~ ~-~ -,._, 70 VA :::: or i f the 
P·J\ver su.ppl:- shuts down 

Green when the input voltage is OK (-40.5 VDC or 

() !'f wLe!1 the !nput vol tage fal!s b:: !ow -33 VDC or ifthe 
,:u,\-õ, . .:; uppl:, shuts down 

G:·etr, ·v. he11 .J .e rc;.ver supply tàn is operating properly. Red 
whe •1 1 pov:er su~ p~J fan failu:e is det~cted. 

---------------
O :_;TPUT FA!L R·=d v·: en rh-;> re i;; ::~ prohlem wi h nn .~ c-r more o f the 

DC-- ·"'.Itolu : vo 1tares ilf the rower supp ly 
----- ----------------

Power Supply F an Assembfy 

The powe::- s~ 1pp iie .<. haq· r: hL lt-i71 fa r-. : <.J;r enter' the fi-ont 0fthe faD (power-input 
c .J ; and exi <s thr c tt,~h •: !" :_,J ·: 1< An <.Ú dam ke ~ps the airflow separate from the 
c:, , J : t:1e c: •. a~si~. \o\-hiu, i,; cu.->ieJ ;J)' rne sys lem hm a~~embly. 

Powêr supr:: ~- Y fan :n~ :w: -t- ;· 1.-J -rep:n"í:abl e; the powe; '>1l~ply must be replaced. 
1c· •:place ·' lJI.'W•~r ~ur .•p i y , ,; t;e ti,e i\crnovin!,: a m.- Rep i:tci ng thc 1000 W, 
]) l) ! J W. 25 00 W. :l 'Hi -i-i !HJ '1, 1'•:>'\ .: . ~.upplic~ · sc.: 110n • 'i l page .5 -:20. 

1
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Cisco Catalyst 6500 
Supervisor Engines 1A and 2 

As Cisco's premier modular multilayer switch, the Catalyst® 6500 Series delivers 

secure, converged services from the wiring closet to the core, to the data center to the 

WANedge. 

The supervisor engines for the Catalyst 

6500 Series detiver the latest advanced 

switching technology with proven Cisco 

software to power a new generation of 

scalable and intelligent multilayer 

switching solutions for both enterprise and 

service provider environments. Designed to 

integrate data, voice, and video into a 

single platform for fully integrated IP 

communications, the Catalyst 6500 Series 

supervisor engines enable intelligent, 

resilient, scalable, and secure high 

performance multilayer switching 

solutions. 

The widely deployed Supervisor Engine IA 

and Supervisor Engine 2 are used in wiring 

closets, distribution/core, data center and 

WAN edge configurations enabling the 

seamless integration of advanced services 

such as security, voice and content into a 

converged network that reduces the total 

cost of ownership. And the new Supervisor 

Engine 720 is ideally suited for high 

performance core, data center and metro 

Ethernet deployments with its scalable 

__ __perfonnance of np to 400 million packets_ 

per second using a 720Gbps switch fabric. 

By sharing a common set of interfaces, 

operating system and management tools, 

the Catalyst 6500 Series supervisors 

provide operatlonal consistency--enabling 

common sparing and minimizing training 

Cisco Systems. Inc. 

requirements; ali modules feature 

predictable performance and a broad range 

of capabilities. Supervisor Engine IA and 

Supervisor Engine 2 highlights include: 

• Feature-rich and wire-rate intemgent 

network services-Support and 

complement comprehensive security 

and granular Quality of Service 

mechanisrns, including identity-based 

networking capabilities based on IEEE 
802.lx extensions and simplified 

configuration using two AutoQoS 

commands 

• End-to-end llexible deployment~ 

Position anywhere in the network from 

the wiring closet to the distribution/ 

core, and from the data center to the 

WAN edge and the MAN 

• Scaleable and predictable 

perfonnance--Feature a flexible switch 

fabric and forwarding architecture 

delivering throughput from 15Mpps/ 

32Gbps (Ciassic interface modules), to 

30Mpps/256Gbps (CEF256 interface 

modules) , to 210Mpps/256Gbps 

(dGEF2á6-inteffac~ modules) for 

network cores supporting multi-gigabit 

trunks 

• Flexible multilayer switching support 

and forwarding architectures-Select 

basic Layer 2 forwarding o r feature-rich 

Cisco Express F orwar~õ-IJ""""'IO)!..LISlog-----·--­
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• Choice oi operating system support-Support both Cisco lOS® Software, Catalyst OS software, and Hybrid 

(Catalyst OS software and Cisco lOS Software for the MSFC) 

• Operational consistency- Support ali 3 generations o f Catalyst 6500 Series interface and services modules in ali 

Catalyst 6500 3-, 6-, 9- and 13-slot chassis running Cisco lOS® Software and Cisco Catalyst Operating System 

Software and a common set of Cisco network management tools that support the Catalyst 6500 Supervisor 

Engine lA and 2 as well as many other Cisco Systems product !ines 

• Maximum network uptime and user productivity-Provide fault -tolerant network resilience and high availability 

features including fast 1- to 3-second stateful fail-over between redundant Catalyst 6500 supervisor engines 

enabling near-hitless software upgrades for business criticai network environments, including IP-telephony 

enabled wiring closets 

• Extensive management tools-Support CiscoWorks network management platfonn, Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3 and four RMON groups (statistics, histmy, alarms, 

and events) 

As part o f the Catalyst 6500 Series of modular products, Supervisor Engines lA and 2 share a common operating 

system and CLI-encouraging an end-to-end Catalyst 6500 Series solution for maximum operational consistency, 

common sparing, and minimized training requirements (Figure 1) . 

Figu,. 1 Supervi- Engines 1A •ncl Supervi- Engine 2 

Supervisor Engine 1·PFC 

Supervisor Engine 2·MSFC2 

Cisco Systems, Inc. 
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Supervisor Engine 1A •nd Supervisor Engine 2 Deployment Scen•rios 

\+oS.S 
c 

With a broad range of interfaces, and services modules, chassis I slot configurations as well as a scalable set of 

Supervisor Engines, the Catalyst 6500 can be deployed anywhere in the network. The figure below depicts the 

Catalyst 6500 deployed in the wiring closet, distribution, core, data center, WAN edge and Metro and provides 

recommended supervisor engines for each part of the network. 

Figure 2 

Cisco Supervisor Engine 1 A and Supervisor Engine 2 Deployment Scenarios 

Cisco Systems. Inc. 
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The following table outlines the primary deployment scenarios for Cisco Catalyst 6500 Series supervisor engines. 

Table 1 Deployment Scenarios for Cisco Catalyst 6500 Series Supervisor Engines 

Recommended 
Supervisor Engme Performance/Features Deployments 

Supervisor Engine 720 400 Mpps, 720 Gbps Enterprise core, distribution, 

Layer 2-4 distributed Cisco Express Forwarding and data centers 

Supports new accelerated Cisco Express 
Forwarding 720 and distributed Cisco Express 
Forwarding 720 interface modules 

Supervisor Engine 2 210 Mpps, 256 Gbps Enterprise distribution, data 

Policy Feature Card 2 (PFC2) Layer 2-4 distributed Cisco Express Forwarding centers, and WAN edge 

Multilayer Switch Feature Supports distributed Cisco Express Forwarding 
Card 2 (MSFC2) 256 interface modules 

Supervisor Engine 1A 15 Mpps, 32 Gbps Distribution and core 

PFC Centralized Layer 2-4 forwarding 

MSFC2 Enhanced security and quality of service (QoS) 

Supervisor Engine 2 30 Mpps, 256 Gbps Premium wiring closet and 

PFC2 Centralized Layer 2 forwarding and Layer 3-4 data center access 

services 

Enhanced security and QoS 

Supervisor Engine 1A 15 Mpps, 32Gbps Enterprise wiring closets 

PFC Centralized Layer 2 forwarding and Layer 3-4 
services 

Enhanced security and QoS 

Supervisor Engine 1A 15 Mpps, 32 Gbps Value wiring closet 

2GE Centralized Layer 2 forwarding 

Cisco Systems. Inc. 
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Supervisor Engine 1A and 2 Features 

The Supervisor Engine lA and 2 provide the following features: 

• High availability 

• Scalable performance 

• Wire-rate traffic management 

• End-to-end management tools 

• Comprehensive security 

• Advanced Layer 2. Layer 3, and Layer 4 forwarding 

High Availability 

Supervisor Engines IA and 2 can be deployed in dual-supervisor engine configurations in ali Cisco Catalyst 6500 

Series chassis (6503, 6506, 6509, and 6513). The dual-supervisor engine configuration synchronizes protocol states 

between the primary and the redundant supervisor engine, provides industry-leading network availability with 

sub-3-second failover, and maximizes network uptime by allowing hot swapping of standby supervisor engines. 

Important high-availability features include: 

• Supervisor engíne redundancy-With synchronization of protocol states and support for HSRP and Uplink Fast 

• Rapid failover rates-Sub-3-second stateful failover and Layer 3 IP Unicast and Multicast failover 

• Hot swapping-Hot swapping of standby supervisors 

Scalable Performance 

Supervisor Engines IA and 2 provide scalable performance, from I5 Mpps to 2IO Mpps with bandwidth scaling 

from 32 Gbps to 256 Gbps, that densely populated wiring closets and high-throughput network cores with 

multlgigabit trunks require. 

Supervisor Engine 2 uses the Cisco Express Forwarding routing architecture that performs high-speed lookups even 

with advanced Layer 3 services enabled, and independent of the number of flows through the switch, while 

maintaining 30 Mpps of centralized performance and 2I O Mpps of distributed performance. 

• Supervisor Engíne lA-Provides I5-Mpps performance with 32-Gbps bandwidth 

• Supervisor Engine 2- Provides 30 Mpps of centralized performance and 2I O Mpps o f distributed performance 

with 256-Gbps bandwidth 

For details see Table 2-Cisco Catalyst 6500 Supervisor Engine Feature Comparison. 

Wire-Rate Traffic Management 

Supervisor Engines IA and 2 provide wire-rate traffic management using Layer 2, 3, and 4 QoS and security checks, 

including ACL policy enforcement. as part of their forwarding process to protect and secure content. These traffic 

-- management features enable efficient handling of coiivergeanetworks-that carry a mix of mission-critical, 

tlme-sensitive, and bandwidth-intensive multlmedia applications. 

• Advanced QoS tools such as packet classification and marking and congestion avoidance based on Layer 2. 

Layer 3, and Layer 4 header information. 

• QoS scheduling rules with thresholds can be configured in the switch for multiple receive and transmit queues. 

• Rate limiting can be used to police traffic on a per-flow or aggregate basis with a very fine granularity. 

For details see Table 3-QoS Features Comparison. 

Cisco Systems. Inc. 
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End-to-End Management Tools 

Managed with CiscoWorks2000, Cisco Catalyst 6500 Series switches can be configured and managed to deliver 

end-to-end device, VLAN, traffic, and policy management. Cisco Resource Manager, a Web-based management tool 

that works with CiscoWorks2000, provides: automated inventory collection, software deployment, easy tracking of 

network changes, views into device availability, and quick isolation of error conditions. 

Supervisor Engines IA and 2 provi de a comprehensive set o f management tools to provide the required visibility and 

control in the network. 

• Console management-Provide shared interface to the Supervisor Engine 2 and the Multilayer Switch Feature 

Card 2 (MSFC2) available out-of-band from a local terminal or remote terminal connected through a modem to 

the console or auxiliary interface 

• In-band management-Provide shared interface to the Supervisor Engine 2 and the MSFC2 available in-band 

through SNMP, Telnet client, Bootstrap Protocol (BOOTP), and Trivial File Transfer Protocol (TFTP) 

• SPAN-Ailow management and monitoring of switch traffic 

• RSPAN-Ailow centralized management and monitoring by aggregating and directing traffic from multiple 

distributed hosts and switches to a remotely located switch through a trunk link 

• VACL Capture-Direct traffic to a network analysis port using an ACL 

For details see Table 4-Management Tools Comparison. 

Comprehensive Security 

The advanced security capabilities of Supervisor Engines IA and 2 can reduce the threats of malicious attacks while 

enabling authentication, authorization, and accounting. With support for up to 32K ACL entries, IPIIPX security 

ACLs in hardware, and advanced features such as port security, Supervisor Engines IA and 2 offer a superior set of 

Layer 2-4 network traffic security capabilities: 

• Layer 2 security features-Include private VLANs and port security, to help the network architect properly 

partition and control the utilization of the switch resources. 

• Layer 2, 3, and 4 hardware Jilters--Can work on the forwarding engine and in conjunction with optional 

integrated services modules to inspect each forwarded packet and permit or deny ali the streams of traffic 

according to the network administrator's rules. 

For details see Table 5-PFC and PFC2 Security Features Comparison. 

Cisco Systems. Inc. 
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Supervisor Engine 1A •nd 2 Architecture 

Catalyst 6500 Series Supervisor Engines IA and 2 manage the system by storing and running the system software, 

controlling the various modules in the chassis, performing basic forwarding, and providing the Gigabit uplinks that 

allow redundant supervisor engine connections. 

Supervisor Engine 2 offers an improved forwarding design. The Supervisor Engine IA CPU performs Layer 2 

forwarding, but Supervisor Engine 2 performs Cisco Express Forwarding (CEF) and distributed CEF, doubling the 

forwarding performance. As shown in Table 2, Supervisor Engines lA and 2 offer choices in operating 

characteristics, including forwarding architecture, performance, bandwidth, DRAM and boot Flash sizes, and 

support for chassis, Policy Feature Card/Policy Feature Card 2 (PFC/PFC2). MSFC2. and Switch Fabric Module 

(SFM). 

Table 2 Cisco Catalyst 6500 Supervisor Engine Feature Comparison 

Supervisor Engme 1 A 
Superv1sor Engme 2 Superv1sor Engme 1A-2GE 
Supervisor Engme-PFC2 Supervisor Engme 1A-PFC 

Feature Superv1sor Engme-MSFC2 Supervisor Engme 1A-IMSF 

Cisco Express Forwarding (CEF) Yes No 

Perfonnance 30 Mpps-Supervisor Engine 2- PFC2 15 Mpps 
and Supervisor Engine 2-MSFC2 

up to 210 Mpps-Supervisor Engine 
2- MSFC2 with SFM and DFCs 

Maximum bandwidth 256 Gbps (with distributed 32 Gbps 
forwarding) 

ORAM 128MB, 256MB, 512MB 128MB 

Onboard Flash (Bootflash) 32MB 16MB 

Chassis supponad 6006,6009,6503, 6506,6509, 6006, 6009,6503, 6506,6509, 
6509-NEB, 6509-NEB-A, 6513; 7603, 6509-NEB, 6509-NEB-A; 7603, 7606, 
7606, 7609, OSR-7609, 7613 7609, OSR-7609 

PFC daughter card available Yes (PFC2); Standard with Supervisor Yes (PFC); Not field upgradable 
Engine 2 

MSFC2 daughter card available Yes, and field upgradable Yes, not field upgradable 

SFM supported Yes No 

The PFC/PFC2 and MSFC2 daughter cards and the SFM increase Supervisor Engines IA and 2 functions: 

PFC and Pl'C2 Perform hardware-=basedtaye"rt,tayer 3, ·an&-I::;ayer4-packetforwarding as well as packet 

classification, traffic management, and policy enforcement 

• MSFC2-Performs Layer 3 control plane functions including address resolution and routing protocols 

• SFM 2-Provides 256 Gbps dedicated bandwidth to a11 slots in the chassis and requires Supervisor 

Engine 2-MSFC2. The SFM 2 will not operate in the same chassis with Supervisor Engine 720. 

rSrfÕ3/2005 - CN -
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Policy Feature Card (PFC and PFC2) 

The Policy Feature Card provides quality of service (QoS) and policy based intelligent networking capabilities to the 

Catalyst 6500 Series. Recommended for premier wiring closets, backbone, data center and WAN edge deployments, 

the PFC identifies and classifies traffic applying the appropriate QoS priority levei and Security Policies as defined by 

the network adrninistrator configured ACLs. The PFC also helps to prevent unauthorized applications from being 

allowed on the network. 

The Supervisor Engine PFC daughter card makes the packet forwarding decision in its application-specific integrated 

circuit (ASIC) complex. In distributed forwarding implementations, an identical ASIC complex located on an 

interface module's DFC daughter card allows the interface module to make packet-forwarding decisions locally. After 

the PFC or DFC makes the forwarding decision for the interface module, it sends the forwarding result to the 

interface module that does ali packet buffering, queuing, and delivery. 

In addition to packet forwarding, the PFC performs the following major functions at wire-rate: 

• Layer 3 packet classification-Using QoS access-control entries 

• Traffic management (rate limiting)-Using ingress and egress policing 

• Security policy enforcement-Within subnets or VLANs 

• Intelligent multicast forwarding-Efficient replication of multicast streams, supplied to appropriate end-user 

stations 

• NetFJow data export-Collecting IP flow statistics for inter-subnet flows 

QoS 

The following table shows the PFC and PFC2 QoS features . 

Table 3 QoS Features Comparison 

PFC2 PFC 
Supervisor Eng1ne 2 Superv1sor Eng1ne 
PFC2 1A PFC 
SuperVISOr Eng1ne 2 Superv1sor Engme 

Feature MSFC2 1A PFCIMSFC2 

Layer 2 classifH:ation and martdng Yes Yes 

Layer 3 classification and martdng/ Yes Yes 

Access Control Entries (ACEs) 32K 16K 

Rate l imiting location (port) lngress port, VLAN lngress port, VLAN 

Rate Limiting Levei Types CIR, PIR CIR 

C/R = Committed lnfonnation Rate 

PIR = Peak lnfonnation Rate 

Aggregate tralfic rate limiting/ Yes Yes 
number of policers 1023 policers 1023 policers 

flow-based rate limiting method/ Full flow; fullflow; 
number of rates 64 rates 64 rates 

Cisco Systems, Inc. 
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No PFC 
Supervisor Engme 
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Management Tools 

The following table compares the management tools that are available with Supervisor Engines lA and 2 . 

Table 4 Management Tools Comparison 

PFC 
SuperVIsor Engme 1A PFC 
SuperVIsor Engme 1A PFCIMSFC2 
SuperVIsor Engme 2 PFC2 

Feature Supervisor Engme 2 MSFC2 

SPAN Yes 

RSPAN Yes 

ERSPAN No 

VACL Capture Yes 

Security 

Table 5 shows the PFC and PFC2 security features. 

Table 5 PFC and PFC2 Security Features Comparison 

Woth PFC2 
Supervisor Engme 
ZPFC2 
Supervisor Engme 

Feature 2MSFCZ 

Port security Yes 

TCP intercept hardware acceleration Yes 

IEEE 802.1X and 802.1X extensions Yes 

IP security ACLs in hardware Yes 

IPX security ACLs in hardware Yes 

Security ACL entries 32K 

Reflexive ACLs 128K 

Unicast Reverse Path Forwarding (uRPF) Yes 
check-in hardware 

""IJ Fate limiters 1 

Cisco Systems. Inc. 

NoPFC 
Supervisor Engme 1A-ZGE 

Yes 

No 

No 

No 

Woth PFC 
Supervisor Engme 
1A PFC 
Superv1sor Engme 
1A PFC/MSFCZ 

Yes 

Yes 

Yes 

Yes 

Yes 

16K 

512K 

No 

Noo:~e ----

Wothout PFC 
Supervisor Engme 
1A-ZGE 

Yes 

No 

No 

No 

No 

No 

No 

No 

- .NOo:Je -
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4 

Multi-layer Switch Fabric Card2 (MSFC2) 

Supported on both Supervisor lA and Supervisor 2 as an option the MSFC2 acts as the Layer 3 forwarding routing 

engine. On its Layer 3 forwarding routing engine, the MSFC2 builds the CEF Forwarding Inforrnation Base (Fffi) 

table in software and then downloads this table to the ASICs on the PFC or DFC that make the forwarding decisions 

for IP Unicast and Multicast traflic. For more inforrnation see How Cisco Express Forwarding Works. 

Layer 3 Switching 

Table 6 shows the MSFC2 Layer 3 switching features. 

Table 6 Layer 3 Switching Feature Comparisons 

MSFC2 No MSFC2 
1 

Supervtsor Engtne Supe rvts or Engtne 
1A-PFCIMSFC2 No MSFC2 1A-2GE 
Supervisor Engine Supervisor Eng1ne Supervisor Engme 

Feature 2-MSFC2 2-PFC2 1A-PFC 

1Pv4 routing 

MPLS 

1Pv6 

Yes 

Yes, through OSM 

Yes, in software (only on 
Supervisor Engine 2-MSFC2 

Yes, with MSFC2 upgrade 

Yes, through OSM 

No, requires MSFC2 upgrade 

Note: Refer to the release notes for up-to-date software version information. 

No, not upgradable 

No 

No 

.---------
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Switch Fabric Modules (SFM and SFM2) 

Designed to support distributed forwarding, the Cisco Catalyst 6500 Series SFM (WS-X6500-SFM) and SFM2 

(WS-X6500-SFM2) provide dedicated bandwidth to each slot up to 256 Gbps per system. 

For distributed forwarding to work, an interface module must have a Distributed Forwarding Card (DFC) and must 

be installed in the chassis with either a Supervisor Engine 2-MSFC2 and an SFM or SFM2, ora Supervisor Engine 

720. The SFM works with Cisco Catalyst 6506, 6509, 6509-NEB, and 6509-NEB-A chassis and can occupy any slot. 

The SFM2 works with 6506, 6509, 6509-NEB, 6509-NEB-A, 6513, 7603, 7606, 7609, OSR-7609, and 7613 

chassis; and it can occupy any slot, except in the 6513 and 7613 where it must occupy slot 7 or 8. 

The Catalyst 6503 does not currently support the SFM modules as this would leave one slot open after configuring 

the supervisor and SFM in two of the three available slots. However, the Supervisor 720 provides full CEF256, 

dCEF256, aCEF720 and dCEF720 capabilities to the Catalyst 6503 chassis with its slot-efficient integration of the 

supervisor engine and switch fabric in a single module. 

Switch Fabric Module Architecture 

Providing access to the switch fabric through dual 8-Gbps serial channels, the SFM or SFM2 performs ali switching 

on the module independent of the passive backplane. For more information see How Distributed Cisco Express 

Forwarding (dCEF) Works. 

High Availability 

Two SFM and SFM2 modules can be configured in a system for high availability with 1-to-1 redundancy, where one 

SFM or SFM2 is operational and one serves as a backup. 

Note: The SFM and SFM2 cannot operate in the same chassis with a Supervisor Engine 720. 

--------- ---------------------------------------·---------------
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Supervisor Engine 2-MSFC2 

Suited for deployment in the distribution/core with Classic interface modules, CEF256 interface modules and 

dCEF256 interface modules, Supervisor 1A-2GE provides Layer 2/3/4 forwarding with the following operational 

advantages: 

• Layer 2-4 forwardin~Perfonns Layer 2- 4 forwarding with Layer2, 3, 4 features; supports dCEF256 interface 

modules 

• Media Access Control (MAC) addresses--128K 

• Forwarding rate----Up to 30 Mpps per system 

• Bandwidth-32 Gbps per system; 256 Gbps with SFM in chassis 

• Layer 2, 3 trafflc classification and markin~Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switchin~IPv4 supported (See Table 6 for details) 

• Distributed forwarding-Requires Switch Fabric Module and interface modules with Distributed Forwarding 

Cards (DFCs); for details, see section titled How Distributed Cisco Express Forwarding (dCEF) Works 

• Operating system-Cisco Catalyst OS with Cisco lOS on the MSFC and Cisco lOS Software 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128, 256, 512MB 

• Onboard flash (BootFlash)-32 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, 6509-NEB. 6509-NEB-A, and 6513; 7603, 

7606, 7609, OSR-7609, and 7613 

• Slot requirements-Siots 1 or 2 of any chassis 

• Upgrade support-None required 

Figure3 

Cisco Catalyst 6500 Series Supervisor Engine 2·MSFC2 

Cisco Systems. Inc. 
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Supervisor Engine 2-PFC2 

Suited for deployment in wiring closets with Classic and CEF256 interface modules, Supervisor Engine 1A-2GE 

provides basic Layer 2 forwarding with the following operational advantages: 

• Layer 2 forwarding-Performs Layer 2 forwarding with Layer2. 3, 4 features: requires MSFC2 upgrade to 

support Layer 3, 4 forwarding 

• MAC addresses--128K 

• Forwarding rate---Up to 30 Mpps per system 

• Bandwidth-32 Gbps per system: 256 Gbps with SFM in chassis 

• Layer 2, 3 traflic classification and marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switching-Requires MSFC2 upgrade (See Table 6 for details) 

• Distributed forwarding-Requires MSFC2 upgrade, SFM, and interface modules with DFCs (for details, see 

section titled How Distributed Cisco Express Forwarding (dCEF) Works). 

• Operating system-Cisco Catalyst OS only (Cisco lOS Software supported with MSFC2 upgrade) 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128, 256, 512MB 

• Onboard flash (BootF/ash)-32 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, 6509-NEB, 6509-NEB-A. and 6513; 7603, 

7606, 7609, OSR-7609, and 7613 

• Slot requirements--S!ots 1 or 2 of any chassis 

• Upgrade support-MSFC2 upgrade 

Cisco Systems. Inc. 
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Supervisor Engine 1A·PFC/MSFC2 

Suited for deployment in the distributionlcore with Classic interface modules, Supervisor Engine 1A-2GE provides 

Layer 2-4 forwarding with the following operational advantages: 

• Layer 2-4 forwarding-Performs Layer 2-4 forwarding with Layer 2-4 features 

• MAC addresses---128K 

• Forwarding rate--Up to 15 Mpps per system 

• Bandwidth-32 Gbps per system 

• Layer 2, 3 traffic classilication and marking-Layer 2 and Layer 3 (see Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switching--IPv4 supported (See Table 6 for details) 

• Distributed forwarding-Unsupported 

• Operating system-Cisco Catalyst OS with Cisco lOS on the MSFC and Cisco lOS Software 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128 MB 

• Onboard flash (BootFJash)-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported); 7603, 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirements-Siots 1 or 2 of any chassis 

• Upgrade support-None 

Figure4 

Cisco Catalyst 6500 Supervisor Engine 1A-PFC/MSFC2 
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Supervisor Engine 1A-PFC 

Suited for deployment in wiring closets with Classic interface modules, Supervisor Engine 1A-2GE provides basic 

Layer 2 forwarding with the following operational advantages: 

• Layer 2 fmwarding-Performs basic Layer 2 forwarding with no Layer 2-4 features 

• MAC addresses---12BK 

• Forwarding rate-Up to 15 Mpps per system 

• Bandwidth-32 Gbps per system 

• Layer 2, 3 trafflc classificatíon and marking-Layer 2 and Layer 3 (See Table 3-QoS Features Comparison 

for details) 

• Multilayer (Layer 3) switching-Unsupported 

• Distributed forwarding-Unsupported 

• Operating system-Cisco Catalyst OS only 

• Management tools-SPAN, RSPAN, VACL capture 

• DRAM-128MB 

• Onboard flash (BootFlash}-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503. 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported); 7603, 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirement.s--Slots 1 or 2 of any chassis 

• Upgrades---None 

FiguN 5 

Cisco Catalyst 6500 Supervisor Engine 1 A·PFC 
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Supervisor Engine 1 A-2GE 

Suited for deployment in wiring closets with Classic interface modules, Supervisor Engine 1A-2GE provides basic 

Layer 2 forwarding with the following operational advantages: 

• Layer 2 fOiwardin~rPerforms Layer 2 forwarding with Layer 4 features 

• MAC addresses---128K 

• Forwarding rate---Up to 15 Mpps per system 

• Bandwidth-32 Gbps per system 

• Layer 2, 3 trafiic classilication and markin~rLayer 2 only, not upgradable to support Layer 3 (for details, see 

Table 3-QoS Features Comparison) 

• Multilayer (Layer 3) switching-Unsupported 

• Distributed forwardin~rUnsupported 

• Operating system--Cisco Catalyst OS only 

• Management tools-SPAN only 

• DRAM-64MB 

• Onboard flash (BootFlash)-16 MB 

• Chassis supported-Cisco Catalyst 6006, 6009, 6503, 6506, 6509, and 6509-NEB, 6509-NEB-A (6513 not 

supported); 7603, 7606, 7609, and OSR-7609 (7613 not supported) 

• Slot requirements-Slots 1 or 2 of any chassis 

• Upgrade support-None 

r------------------
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How Cisco Express Forwarding Works 

Cisco Express Forwarding (CEF) is a Layer 3 technology that provides increased forwarding scalability and 

performance to handle many short-duration traffic flows comrnon in today's enterprise and service provider 

networks. To meet the needs of environments handling large amounts of short-flow, Web-based, or highly interactive 

types o f traffic, CEF forwards ali packets in hardware, and maintains its forwarding rate completely independent o f 

the nurnber of flows going though the switch. 

On the Cisco Catalyst 6500 Series, the CEF Layer 3 forwarding engine is located centrally on the supervisor engine's 

PFC2 or PFC3-the same device that performs hardware-based Layer 2 and 3 forwarding, ACL checking, QoS 

policing and marking, and NetFlow statistics gathering. 

Using the routing table that Cisco lOS Software builds to define configured interfaces and routing protocols, the CEF 

architecture creates CEF tables and downloads them into the hardware-forwarding engine before any user traffic is 

sent through the switch. The CEF architecture places only the routing prefixes in its CEF tables-the only 

information it requires to make the Layer 3 forwarding decisions-relying on the routing protocols to do route 

selection. By performing a simple CEF table lookup, the switch forwards packets at wire-rate, independent of the 

nurnber of flows transiting the switch. 

CEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 2 or Catalyst Supervisor 

Engine 720. 

How Distributed Cisco Express Forwarding (dCEF) Works 

With Distributed Cisco Express Forwarding (dCEF), forwarding engines located on the interface modules make 

forwarding decisions locally and in parallel, allowing the Cisco Catalyst 6500 Series to achieve the highest 

forwarding rates in the industry. With dCEF, forwarding occurs on the interface modules in parallel and system 

performance scales up to 400 Mpps-the aggregate of ali forwarding engines working together. 

Using the same ASIC engine design as the central PFCx, DFCs located on the interface modules forward packets 

between two ports, directly or across the switch fabric, without involving the supervisor engine. With the DFC, each 

interface module has a dedicated forwarding engine complete with the full forwarding tables. dCEF forwarding 

works like this: 

• As in standard CEF forwarding, the central PFC3 located on the supervisor engine and the DFC engines located 

on the interface modules are loaded with the same CEF information derived from the forwarding table before 

any user traffic arrives at the switch. 

• As a packet arrives at an interface module, its DFC engine inspects the packet and uses the information in the 

CEF table (including Layer 2, Layer 3, ACLs, and QoS) to make a completely hardware-based forwarding 

decision for that packet. 

- - - - . The dCEF engme handles an hãidware-based forwaramg for traffic õn that module. intluding Layer 2 and 

Layer 3 forwarding, ACLs, QoS policing and marking, and NetFlow. 

• Because the DFCs make ali the switching decisions locally, the supervisor engine is freed from ali forwarding 

responsibilities and can perform other software-based functions, including routing, management, and 

network services. 

---··----·----t 
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Figure 5 

Distributed Cisco Express Forwarding Packet Flow 

2. Packet Enters Switch/Une Card 
• Ali Local Ports and DFC See Frame 
• DFC Uses Lookup Table for Local 
or Other Une Card Destination 

is on Another 
Une Card, DFC 
TellsSFM to 
Prepend Tag 
on Packet with 
Exit SFM Port 
lnfo 

MSFC Has CEF-Based 
Control Plane 

1. MSFC Delivers 
Forwarding Table to 
Ali DFC-Enabled 
Modules 

• Eliminates Supervisor 
Enginefrom 
Forwarding Path (incl. 
card to card traffic) 

• Enables Local 
lntelligent Switching. 
Supporting Network 
Services (security, 
QoS, etc.) 

5. Une Card Takes Frame from SFM and Places on lts Own 
LocaiBus 

4. SFM Receives Packet Examines Tag. 
Makes Switching Decision 

• The DFC Provides Destination Port and Exit Port 
• Packet is Queued, QoS Applied and Packet Exits Une Card 

• Determines Outgoing Port on Une Card and 
Switches Packet to Specified Une Card 

dCEF-based forwarding requirements: Requires a Cisco Catalyst Supervisor Engine 720 for dCEF720 interface 

modules; requires either a Catalyst Supervisor Engine 720 ora Catalyst Supervisor Engine 2-MSFC2 anda SFM for 

dCEF256 interface modules. 

Softw•r• Requirements 

Depending on its configuration, a supervisor engine will operate with one or more ofthe following operating systems: 

o Cisco lOS Software for the supervisor engine (native Cisco lOS Software) 

o Cisco Catalyst OS software 

o Hybrid, Catalyst OS software and Cisco lOS Software for the MSFC 

Notes: Refer to the release notes for up-to-date software version information. 

----- ---- - --
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Ordering lnformation 

Table 7 lists the ordering information for the Supervisor Engines lA and 2. 

Table 7 Product Numbers for Ordering 

Product Number Descnpt1on 

WS-X6K-SUP1A-2GE Catalyst 6500 Supervisor Engine1A, 2GE 

WS-X6K-SUP1A-PFC Catalyst 6500 Supervisor Engine1A, 2GE, plus PFC 

WS-X6K-S1A-MSFC2 Catalyst 6500 Supervisor Engine1A, 2GE, plus MSFC-2 and PFC 

WS-X6K-S2-PFC2 Catalyst 6500 Supervisor Engine 2, 2GE, plus PFC-2 

WS-X6K-S2-MSFC2 Catalyst 6500 Supervisor Engine 2, 2GE, plus MSFC-2/PFC-2 

WS-X6K-S1A-MSFC2 Supervisor Engine 1A with PFC+MSFC2 

WS-X6K-S1A-MSFC2= Supervisor Engine 1A with PFC+MSFC2= 

WS-X6K-S1A-MSFC2/2 Supervisor Engine 1A with PFC+MSFC2/2 

WS-F6K-MSFC2 Catalyst 6500 Multilayer Switch Feature Card 2 

MEM-MSFC2-128MB= Catalyst 6500 MSFC2 Memory, 128MB ORAM Spare 

MEM-MSFC2-256MB Catalyst 6500 MSFC2 Memory, 256 MB ORAM Option 

MEM-MSFC2-256MB= Catalyst 6500 MSFC2 Memory, 256 MB ORAM Spare 

MEM-MSFC2-512MB Catalyst 6500 MSFC2 Memory, 512MB ORAM Option 

MEM-MSFC2-512MB= Catalyst 6500 MSFC2 Memory, 512MB ORAM Spare 

WS-X6500-SFM Catalyst 6500 Switch Fabric Module 

WS-X6500-SFM2 Catalyst 6500 Switch Fabric Module2 

Dimensions 

• (H X W X D): 1.6 X 15.3 X 16.3 in. (4.0 X 37.9 X 40.3 em) 

Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relative humidity: 10 to 90%, noncondensing 

·RegufãiOry com-pnãnêe -- - -
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Safety Certifications 

• UL 1950 

• EN 60950 

• CSA-OC22.2 No. 950 

• IEC 950 

Electromagnetic Emissions Certifications 

• FCC 151 Class A 

• VCCI CE II 

• CE mark 

• EN 55022 Class B 

• CISPR 22 Class B 

Technical Support Services 

Whether your company is a large organization. a comrnercial business, or a service provider, Cisco Systems is 

committed to maximizing the retum on your network investment. Cisco offers a portfolio o f Technical Support 

Services to ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most 

up-to-date system software. 

Cisco Technical Support Services offers the following features, which help enable network investment protection and 

minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• C reates a proactive support environment with software updates and upgrades as an ongoing integral part o f your 

network operations, not merely a remedy when a failure or problem occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources o f your operations technical staff to increase productivity 

• Complements remote technical support with onslte hardware replacement 

• The Cisco portfolio o f Technical Support Services includes: 

• Cisco SMARTnet.,. support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software Application Support and Software Application Support 

plus Upgrades 

For more information visit: 

http://wwW.cisco.coiD/en7USTproductsTsvCs!ps3U31Vsêrv"..:.cãtegory:)!õme.html 
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Additional Cisco Catalyst 6500 Series lnformation 

For additional information about the Cisco Catalyst 6500 Series, supervisor engines, interface modules, SFM, and 

services modules, visit: 

http://www.cisco.com/en!US/products/hw/switches/ps708/products_data_sheets_list.html 

• Catalyst 6500 Series Data Sheet 

• Catalyst 6500 Supervisor Engine 720 Data Sheet 
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Cisco Cata lyst 6500 Series 
Gigabit Ethernet Modules 

lhe Cisco Catalyst® 6500 Series Switch-the premier modular multilayer 

switch-delivers secure converged services from the wiring closet to the core, to the 

data center, to the WAN edge. 

Designed to complement the many roles 

that the Cisco Catalyst 6500 Series plays in 

a network, Cisco Catalyst 6500 Series 

Gigabit Ethemet modules offer the broadest 

selection of media, densities, performance, 

interoperability, and chassis deployments 

for enterprises and service providers. These 

modules are ideal for gigabit to the 

desktop, gigabit uplinks, aggregation of 

high-density 10/100 interfaces, Metro 

Ethemet links; and backbone and 

high-speed server farm or data center 

connections. The Cisco Catalyst 6500 

Series Gigabit Ethemet modules offer the 

following features: 

• Flexible configurations for any 

deployment-Provide flexible port 

densities, media choices, and 

performance speeds for any deployment 

requirement 

• Choice of media and connector 

type-Available in multimode fiber or 

single-mode fiber using MT·RJ and 

modular GBIC and SFP optics 

supporting station-to-station distances 

up to 100 km---- - -

Note: For information about 10/100/ 

1000 copper interface modules with 

auto-negotiation, see the Cisco Catalyst 

6500 Series 10/100 and 101100/1000 

Ethemet Data Sheet 

• High port densities-From 8 up to 16 

ports per module, up to 256 ports per 

system 

• Scalable and predictable performance­

Provide a selection of switch fabric 

connections and throughput: 32 Gbps 

bandwidth/15 Mpps (Ciassic interface 

modules), 256 Gbps bandwidth/30 

Mpps (CEF256 interface modules), and 

256 Gbps bandwidth/210 Mpps 

(dCEF256 interface modules) 

• Operational consistency-Supported in 

all Catalyst 6500 3-, 6-, 9-, and 13-slot 

chassis running Cisco lOS® Software 

and Cisco Catalyst Operating System 

Software; interoperable with all other 

interfaces and services modules; and 

forward-compatible with all Catalyst 

6500 supervisor engines 

• Maximum network uptime and 

resiliency-Support Cisco enhanced 

Per-Virtual LAN (VLAN) Spanning 

Tree Plus (PVST +) protocol. IEEE 

802.1 w Rapid Spanning Tree Protocol 

(RSTP) and IEEE 802.1s Multiple 

- Spanning Tree (MST) protocol. 

Per-VLAN Rapid Spanning Tree 

(PVRST) protocol. Hot Standby Router 

Pro toco! (HSRP), Virtual Router 

Redundancy Protocol (VRRP), Cisco 

EtherChannel®, and IEEE 802.3ad link 

aggregation for fault-tolerant 

. -) ~--:-~·-,;;· o-·• ~-;··::(),;''"~---,~~ ~~-~ ~r:: 
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• Superior traffic management-Available with large per-interface buffers and multiple-priority queues for traffic 

prioritization and policing, aliowing for tight service-level agreement (SLA) enforcement 

• Extensive management tools-Support CiscoWorks network management platform, Simple Network 

Management Protocol (SNMP) versions 1, 2, and 3 and four RMON groups (statistics, history, alarms, 

and events) 

Figure1 
Cisco Catalyst 6500 Series Gigabit Ethernet Interface Modules 

WS-X6816-GBIC 

WS-X6516A-GBIC 

- - ---- - - ------ - - - - - - -- -
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Gigabit Ethernet Applications 

Gigabit Ethemet interface modules are used in distribution and core layers, and in data-center applications (Table 1). 

Table 1 Cisco Catalyst 6500 Series Gigabit Interface Module Applications 

Interface Ports/ 
Promary Module Connector/ 
Apphcat10ns Product Number Class Interface 

Data center and WS-X6816-GBIC dCEF256 16, GBIC 
serverfann 

Data center and WS-X6516A-GBIC CEF256 16, GBIC 
server fann 

Base server fann WS-X6408A-GBIC Classic 8, GBIC 

Base server fann WS-X6316-GE-TX Classic 16, RJ-45, 1000 

Base server fann WS-X6516-GBIC1 CEF256 16, GBIC 

Base server fann WS-X6416-GBIC Classic 16, GBIC 

Base server fann WS-X6416-GE-MT Classic 16, MT-RJ, MM 

1. o.- Legend: 1 p2q2t = 1 priority queue, 2 round robin queues, 2 thresholds 

--- -- -- --- -------- - ·- - - - - -

Cisco Systems, Inc. 

Queues per Port 
(Tx = Transm1t, 
Rx = ReceiVe) 1 Buffer S1ze 

Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Tx-1p2q2t 1MB per port 
Rx-1p1q4t 

Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 

Tx-1p2q2t 512 KB per port 
Rx-1p1q4t 
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Gig•bit Ethernet lnterf•c• Modules 

The Cisco Catalyst 6500 Classic, CEF256, and dCEF26 interface modules provide Gigabit Ethemet with a choice of 

speeds and forwarding rates. 

Classic Interface Modules 

Suited for wiring closet applications. Classic interface modules use the supervisor engine for centralized Layer 2 and 

Layer 3 forwarding, and forward packets up to 15 Mpps over a 32-Gbps shared bus. 

Capable of operating in the same chassis with the Cisco Catalyst 6500 Series Supervisor Engine lA, Supervisor 

Engine 2, and Supervisor Engine 720, Catalyst Classic interface modules do not support distributed forwarding and 

cannot be upgraded with a Distributed Forwarding Card (DFC). 

Table 2 provides more infonnation about Catalyst Classic interface modules. 

CEF256 Interface Modules 

Suited for distribution and core layers and for data-center and Web-hosting applications, CEF256 interface modules 

use the centralized CEF engine located on the supervisor engine's policy feature card (PFC) and forward packets up 

to 30 Mpps over a dedicated 8-Gbps full-duplex switch fabric connection. 

Capable of operating in the same chassis with the Cisco Catalyst 6500 Series Supervisor Engine lA, Supervisor 

Engine 2, and Supervisor Engine 720, CEF256 interface modules support distributed forwarding when upgraded 

with a DFC (fable 2) . 

Table 2 CEF256 Interface Module Distributed Forwarding Upgrade Requirements 

Supervosor Engone Swotch Fabroc Dostrobuted Forwardong Card 

Supervisor Engine 2 
MSFC2/PFC2 

Separate switch fabric module (SFM) 

Supervisor Engine 720 Supervisor Engine 720 integrates a 720 Gbps 
switch fabric 
Note: A Supervisor Engine 720 and an SFM 
cannot occupy the same chassis 

dCEF256 Interface Modules 

Requires WS-F6K-DFC upgrade 

Requires WS-F6K-DFC3 upgrade; will 
not interoperate with WS-F6K-DFC 

Suited for distribution and core layers, for data-center and Web-hosting applications, and for several 

high-perfonnance service provider applications, the dCEF256 interface modules use the dCEF engine and tables 

located on the interface module to perfonn all forwarding. 

---dt:EFéá&-ffiterfate--IJWdWes-reqYire-a--Cisoo--Catalyst-6500-Sel:es.-Supen.tisot-Engine-720..oLa Supervisor Engine 2 

with a Multilayer Switch Feature Card 2 (MFSC2) and SFM. Supervisor Engine 720 requires a WS-F6K-DFC3 

upgrade; and Supervisor Engine 2-MFSC2 operates with the WS-F6K-DFC supplied with the dCEF256 interface 

module. 

RQS n° 03/2005 - CN -
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Table 3 Interface Module Class Comparison: Classic, CEF256, and dCEF256 

Feature Class1c CEF256 

Perfonnance maximum 15 30 
(Mpps) 

Forwarding engine/ Centralized CEF Engine; Centralized CEF Engine; 
location located on supervisor located on supervisor 

engine's PFCx engine's PFCx 

Supervisor engine Supervisor Engine 1A; Supervisor Engine 1A 
supported Supervisor Engine 2; (15 Mpps maximum); 

Supervisor Engine 720 Supervisor Engine 2; 
Supervisor Engine 720 

OFC modules integrated/ Not supported Nane integrated; upgrade 
upgrade requirements with WS-F6K-DFC3 for 

Supervisor Engine 720 or 
upgrade with WS-F6K-DFC 
for Supervisor Engine 
2-MSFC2 

Fabric connections 32 Gbps shared Single 8-Gbps channel 
bus connection connection to switch fabric 
(on Supervisor Engine 1A, (on Supervisor Engine 720 
Supervisor Engine 2, and or Supervisor Engine 
Supervisor Engine 720) 2-MSFC2 with SFM) 

and 32-Gbps shared bus 
connection 

Slot requirements Can occupy any slot Can occupy any slot 
in any chassis in any chassis 

Receive queue structure 1p1q4t 1p1q4t 

Transmit queue structure 1p2q2t 1p2q2t 

Scheduler Weighted Round Robin WRR 
(WRR) 

Buffer size 512 KB 512 KB or 1MB 
CWS-X6516a)_ 

Legenct 1p2q2t = one strict priority queue, two round-robin queues. and two different thresholds 

Cisco Systems. Inc. 

dCEF256 

210 

Distributed CEF Engine; 
located on interface 
module's DFCx 

Supervisor Engine 2; 
Supervisor Engine 720 

DFC integrated; DFC3 
field upgrade (requires 
Supervisor Engine 720) 

Dual 8-Gbps full-duplex 
serial channel connections 
to switch fabric 
(on Supervisor Engine 720 
or Supervisor Engine 
2-MSFC2 with SFM) 

Can occupy any slot in 
any Cisco Catalyst 6503, 
6506, 6509,6509-NEB,or 
6509-NEB-A chassis, or any 
Cisco 7603, 7606, 7609, or 
OSR-7609 chassis; can only 
occupy slots 9 through 13 
in a 6513, or 7613 chassis 

1p1q4t 

1p2q2t 

WRR 

512 KB 

·---~----... 
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Cisco Catalyst Classic Gigabit Ethernet Copper Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst Classic 

copper interface modules provide line-rate Gigabit Ethernet forwarding with the following operational advantages: 

Forwarding architecture-Use centralized CEF forwarding 

Forwarding performance-Forward packets up to 15 Mpps per system 

Fabric connectio~Provide a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA. Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirement.r-None; can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Table 4 Classic Gigabit Ethernet Copper Interface Modules 

Cisco Systems. Inc. 
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Cisco Catalyst Classic Gigabit Ethernet Optical Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst Classic 

optical interface modules provide line-rate Gigabit Ethemet fmwarding with the following operational advantages: 

Forwarding architecture---Use centralized CEF forwarding 

Forwarding perfonnance---Forward packets up to 15 Mpps per system 

Optics-Supports hot-pluggable gigabit interface converters (GBICs) 

Fabric connectio]}-Provide a 32-Gbps shared bus connection 

Supervisor engine---Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade---None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements--Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Table 5 Classic Gigabit Ethernet Optical Interface Modules 

Transce•ver Ports/lnterface/ Port Dens•ty/ Max1rnurn D1stance/ 
Product Type Connectors Chass•s Model Cable Type 

WS-X6408A-GBJC GBIC 8 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6416-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6416-GE·MT MT-RJ 16 ports; 
1000BASE-SX; 
MT-RJ 

F;g ..... z 
Classic Gigabit Ethernet Opticallnterface Modules 
WS-X6416-GE -MT 

96 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
64 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 10 km: LX/LH 

100 km: ZX 

192 ports (Cisco Catalyst 6513); 550 m: 1000BASE-SX 
128 ports (Cisco Catalyst 6509) 

; ·OÚ2005 - CN -
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Cisco Catalyst CEF256 Gigabit Ethernet Optical Interface Modules 

Designed for data center and server farm applications, Cisco Catalyst CEF256 optical interface modules provide 

line-rate Gigabit Ethemet fmwarding with the following operational advantages: 

Forwarding architecture-Vses the central CEF engine located on the supervisor engine 

Forwarding perfonnance--Fmwards packets up to 30 Mpps per system and up to 15 Mpps per slot ifupgraded to 

support distributed forwarding 

Optics-Supports hot-pluggable GBICs 

Fabric connection--Connects to the switch fabric using one 8-Gbps full-duplex connection and the 32-Gbps 

shared bus 

Supervisor engine--Works with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade--Optional; upgrade is required only to perform distributed forwarding; requires a 

WS-F6K-DFC3 upgrade to operate with Supervisor Engine 720; requires a WS-F6K-DFC upgrade and an SFM to 

operate with Supervisor Engine 2-MFSC2 

Slot requirements-Can occupy any slot in any Catalyst 6500 Series chassis 

Port densities-192 ports: Catalyst 6513 chassis; 128 ports: Catalyst 6509 chassis 

Note: Supervisor Engine 720 communicates with a CEF256 interface module in 256-Gbps mode. Supervisor 

Engine 720 and SFM cannot operate in the same chassis. 

Table 6 CEF256 Gigabit Ethernet Optical Interface Modules 

Transce1ver Ports/lnterface/ Port Density/ Max1mum D1stance/ 
Product Type Connectors Chass•s Model Cable Type 

WS-X6516-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

WS-X6516A-GBIC GBIC 16 ports; 
1000BASE-SX, 
-LX/LH, -ZX; SC 

F;g...3 

CEF256 Gigabit Ethernet Optical Interface Modules 
WS·X6516A·GBIC 

Cisco Systems. Inc. 

192 ports (Cisco Catalyst 6513); 
128 ports (Cisco Catalyst 6509) 

192 ports (Cisco Catalyst 6513); 
128 ports (Cisco Catalyst 6509) 

550 m: 1000BASE-SX 
10 km: LX/LH 
100 km: ZX 

550 m: 1000BASE-SX 
10 km: LX/LH 
100km: ZX 
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Cisco Catalyst dCEF256 Gigabit Ethernet Optical Interface Modules 

Designed for distribution and core layers and for data-center and Web-hosting applications, Cisco Catalyst dCEF256 

optical interface modules provide line-rate Gigabit Ethemet fmwarding with the following operational advantages: 

Forwarding architecture-Use the dCEF engine and dCEF tables located on the interface module 

Forwarding perfonnance-Forward packets up to 24 Mpps per slot when interface modules have dual-fabric 

connections 

Optics--Support hot-pluggable GBICs over single-mode fiber 

Fabric connection-Connect using dual 8-Gbps full-duplex serial channel connections to fabric on a Supervisor 

Engine 720 or a SFM 

Supervisor engine-Work with Supervisor Engine 2 with a SFM or Supervisor Engine 720 

Distributed forwarding-Include a DFC when operating with Supervisor Engine 2 or a DFC3 when operating with 

Supervisor Engine 720 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis except the 6513 chassis where they 

must be installed in slots 9 through 13 (the only slots on the chassis with dual fabric connections) 

Table 7 dCEF256 Gigabit Ethernet Optical Interface Modules 

Transce1ver Ports/lnterface/ Port Dens1ty/ Max1mum Distance/ 
Product Type Connectors ChaSSIS Model Cable Type 

WS-X6816-GBIC 

Figu .. 4 

GBIC 16 ports; 
1000BASE-SX,­
LX/LH, -ZX; SC 

dCEF256 Gigabit Ethernet Opticallnterface Modules 
WS-X6816-GBIC 

Cisco Systems. Inc. 

90 ports (Cisco Catalyst 6513); 
128 ports (Cisco Catalyst 6509) 

550 m: 1000BASE-SX 
10 km: LX/LH 
100km: ZX 

..-----·----
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Table 8 summarizes the interfaces and distances supported by all the Gigabit Ethernet modules in the Cisco Catalyst 

6500 Series. 

Table 8 Interfaces and Distances Supported by Gigabit Ethernet Modules in the Cisco Catalyst 6500 Series 

62 5 um 

umMM MM 50umMM 50 um MM 9 f10 um 

lnte rface/F1be r 160/500 2001500 4001400 500/500 S.ngl e 
Module Core 62 5 MHz-km MHz·km MHz-km MHz·km Mo de 

WS-XJ411-GE-MT MT-RJ 220m 275:m 500m S.SOm 

WS·X6408-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X8408A-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X6416-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X8516-GBIC 1000BASFSX 220m 275m SODm . ·550m 

WS-X6816-GBIC 1000BASE-SX 220m 275m 500m 550m 

WS-X641J8A.GBIC 1000BASE·LXllH . 550m SSO:m 550m 550m 1Dkm 

WS·X6416-GBIC 1000BASE-LX/LH 550m 550m 550m 550m 10km 

WS.XJ5.11-GBIC 1oooBASE-LXILH ssom : 550rn 550in · 550m .. lokni 

WS·X6816-GBIC 1000BASE-LX/LH 550m 550m 550m 550m 10km 

WS-X6408-GBIC 1000BASE·ZX 70 km 

WS-X6408A·GBIC 1000BASE-ZX 70km 

WS-X6411-GBIC 1DOOBASE' ZX 7D'km .· . 
WS·X6516-GBIC 10DOBASE-ZX 70km 

. WS-XA'II-GBIC 1000BASE·ZX 7Dkm · 

WS·X6316-GE-TX RJ-45 

Cisco Systems, Inc. 
Ali contents are Copyright <t> 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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100km 
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Ordering lnformation 

Table 9 provides part nurnber infonnation for Catalyst 6500 Series chassis. 

Table 9 Catalyst 6500 Series Chassis Part Numbers 

Product Number Descropt1on 

WS.X6316-GE-TX 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst·6000 Serias switches; 
RJ-45 

WS-X6408-GBIC 8-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
requires GBICs 

WS.X6408A-GBIC 8-port Classic Gigabit Ethemet interface module for the Cisco Catalyst 6000 Series switd:t~ 
with enhaneed QoS; requires GBICs 

WS-X6416-GBIC 16-port Classic Gigabit Ethernet interface module for the Cisco Catalyst 6000 Series switches; 
requires GBICs 

WS.X6416-GE-MT 16-port Classic Gigabit Ethernet interface module for the Cisco.Catalyst 6000.Series switche~; 
MT•RJ 

WS-X6516-GBIC 16-port CEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with single fabric channel interface; requires GBICs; upgradable to support distributed 
forwarding through the addition o f the distributed forwarding daughter card (WS-F6K-DFC) 

·WS-f6K-DFC DistribOted .forwarding daughtér card for CEF26,-interface modules 

WS-X6816-GBIC 16-port dCEF256 Gigabit Ethernet interface module for the Cisco Catalyst 6500 Series switches 
with dual fabric channel interfaces and distributed forwarding; requires GBICs 

. WS.X6816A-GBIC 16--portdCEF256 Gigabit Ethémet"interface .module forthe Cisco·Catalyst 6500 Serias switdles 
with.qual fabrlc channellnterfaces and disttlbuted forwardlng; requires GBICs 

GLC-SX-MM 1000BASE-SX SFP (multimode only) Dual LC connector 

GLC-SX·MM= 1000BASE-SX SFP (multimode only) spare Dual LC connector 

GLC-LH-SM 1000BASE-LX SFP (single mode only) Dual LC connector 

GLC-ZX-SM 1000BASE-ZX SFP (slngle mode only) Dual LC connector 

WS-G5484 1000BASE-SX SX GBIC (multimode only) 

Ws.GS485 1000BASE-lXILH LH GBIC (shigle mode or multimode) 

WS-G5487 1000BASE-ZX ZX GBIC (single mode only) 

Specifications 

..S.tandard Pro.to.c.ols _ __ _ 

• IEEE 802.1d, IEEE 802.1p, IEEE 802.1q, IEEE 802.1s, IEEE 802.1w, IEEE 802.3x, IEEE 802.3z, IEEE 802.3ab, 

and IEEE 802.3ad, 

• 1000BASE-X (GBIC), 1000BASE-SX, 1000BASE-LXILH, lOOOBASE-ZX, CWDM 

Physical Specification 

• Occupies one slot in the Cisco Catalyst 6500 Series chassis 

• Dimensions (H x W x D) : 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em) 

Cisco Systems. Inc. 
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Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relative humidity: 10 to 90%, noncondensing 

• Operating altitude: -60 to 4000 m 

• Mean time between failure (MTBF): seven years for system configuration 

Safety Compliance 

Cisco Catalyst 6500 Series Gigabit Ethemet interface modules, when installed in a system, comply with the following 

compliance and safety standards: 

• UL 1950 

• CSA C22.2 No.950 

• EN 60950 

• EN 60825-1 

• IEC 60950 

• IEC 60825-1 

• TS 001 

• CE marking 

• AS/NZS 3260 

• 21CFRI040 

EMC Compliance 

Cisco Catalyst 6500 Series Gigabit Ethemet modules, when installed in a system, comply with the following 

EMI standards: 

• FCC Part 15 (CFR 47) Class A 

• VCCI 

• EN55022 

• EN55024 

• CISPR 22 

• CE marking 

• ASINZS 3548 

_ -~etwork Ma~ag~ment 

• ETHERLIKE-Mlli (RFC 1643) 

• IF-Mm (RFC 1573) 

• Bridge MIB (RFC 1493) 

• CISCO-STACK-Mm 

• CISCO-VTP-Mm 

• CISCO-CDP-Mm 

Cisco Systems. Inc. 
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• RMON MIB (RFC 1757) 

• CISCO-PAGP-MIB 

• CISCO-STP-EXTENSIONS-MIB 

• CISCO-VLAN-BRIDGE-MIB 

• CISCO-VLAN-MEMBERSHIP-MIB 

• ENTITY-MIB (RFC 2037) 

• HC-RMON 

• RFC1213-MIB {MIB-II) 

• SMON-MIB 

Maximum Station-to-Station Cabling Distance 

• 1000BASE-SX: 62.5 um multimode fiber: up to 275 m 

• 1000BASE-SX: 50 um multimode fiber: up to 550 m 

• lOOOBASE-LX: 62.5 um multimode fiber: up to 550 m 

• 1000BASE-LX: 50 um multimode fiber: up to 550 m 

• 1000BASE-LX: 9/10 um single-mode fiber: up to 5 km 1 

• IOOOBASE-LH: 62.5 um multimode fiber: up to 550 m 

• IOOOBASE-LH: 50 um multimode fiber: up to 550 m 

• 1000BASE-LH: 9/10 um single-mode fiber: up to 10 km 

• lOOOBASE-ZX: 9/10 um single-mode fiber: up to 70 km 

• 1000BASE-ZX: disposition shifted fiber: up to 100 km 

• 1000BASE-T: Category 5 cable: up to 100m 

• 10/100/1000BASE-T: Category 5 cable: up to 100m 

lndicators and Interfaces 

• Status: green (operational) ; red (faulty) ; orange (module booting or running diagnostics) 

• Link good: green (port active): orange (disabled): off (not active or not connected): blinking orange 

(failed diagnostic and disabled) 

• IOOOBASE-SX: GBIC (female, multimode) 

• IOOOBASE-LX!LH: GBIC (female, multimode) 

• IOOOBASE-LXILH: GBIC (female, single mode) 

• 1000BASE-ZX: GBIC (female, single mode) 

I OOOBASE:ZX: cme-(remate.-dlsperslorrshtfted)-

• lOOOBASE-SX: MT-RJ (female, multimode) 

• 1000BASE-T: RJ-45 

• 10/100/100BASE-T: RJ-45 

I. Cisco IOOOBASE·LXILH Interfaces fully comply wlth the IEEE 802.3z IOOOBASE-LX standard. However. thelr hl 
I O krn over single-mode fiber versus the 5 krn specified in the standard. 

Cisco Systems, Inc. 
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Tachnical Support Sarvicas 

Whether your company is a Iarge organization, a commercial 

business, or a service provider, Cisco is committed to maximizing 

the return on your network investment. Cisco offers a portfolio of 

technical support services to help ensure that your Cisco products 

operate efficiently, remain highly available, and benefit from the 

most up-to-date system software. 

The Cisco Technical Support Services organization offers the 

following features, providing network investment protection and 

minimal downtime for systems running mission-critical 

applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software 

updates and upgrades as an ongoing integral part o f your 

network operations, not merely a remedy when a failure or 

problem occurs 

Makes Cisco technical knowledge and resources available to you 

on demand 

• Augments the resources of your technical staff to increase 

productivity 

• Complements remote technical support with onsite hardware 

replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnetlM support 

• Cisco SMARTnet Onsite support 

• Cisco Software Application Services, including Software 

Application Support and Software Application Support plus 

Upgrades 

For more information, visit: 

http://www.cisco.com/en!US/products/svcs/ps3034/ 

serv _category _home.html 

~ -

Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
Sanjose, CA 95134-1706 
USA 
www.cisco.com 

European Headquarters 
Cisco Systems lntematlonal BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 

Additional Cisco Catalyst 6500 Serias lnformation 

Visit this link for to view the following data sheets: 

http://www.cisco.com/en!US/products/hw/switches/ps708/ 

products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine lA/Supervisor 

Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

• Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethemet 

Data Sheet 

• Cisco Catalyst 6500 Series 10-Gigabit Ethemet Interface 

Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module (CSM) 

DataSheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module 

(NAM) Data Sheet 

• Cisco Catalyst 6500 Series Intrusion Detection (IDS) Module 

DataSheet 

• Cisco Catalyst 6500 Series IPsec!VPN Services Module 

Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet 

Americas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
Sanjose, CA 95134-1706 
USA 
www.cisco.com 
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Tel: 408 526-4000 
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Fax: 408 526-4 100 
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www-europe.cisco.com 

- - -Tel:-3-t-0-26-35'7-1006- ­
Fax: 31 O 20 357 1100 

Tel: 408 526-7660 
- - - i'ax:- 468-5í!'7-"6883 

168 Robinson Road 
1122-01 to #29-01 
Singapore 068912 
www.cisco.com 
-'fel:- -F65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices In the followlng countries and reglons. Addresses, phone numbers, and fax numbers are llsted on the 
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Cisco Gigabit Interface Converter 

The industry-standard Cisco Gigabit Interface Converter (GBIC) is a hot-swappable 

input/output device that plugs into a Gigabit Ethemet port or slot, linking the port 

with the networt.:. Cisco GBICs can be interchanged on a wide variety of Cisco 
products and can be intermixed in combinations of 1000BASE-T. 1000BASE-SX, 
1000BASE-LXILH, 1000BASE-ZX, or 1000BASE-CWDM interfaces on a port-by-port 
basis. 

As additional capabilities are developed. these modules make it easy to upgrade to the latest 

interface technology. maximizing investment protection. Figure 1 shows three Cisco GBIC 

models. 

Figure1 

Cisco Gigabit Interface Converters] 

Cisco 1000BASE-T GBIC 

The Cisco lOOOBASE-T GBIC (product number WS-G5483) connects a GBIC port to 

Category 5 wiring via a standard Rj-45 interface. The maximum Category 5 wiring distance 

is 328 feet (1 00 meters). For details, see the Cisco 1 OOOBASE-T Gigabit Interface Converter 

Data Sheet. 

Cisco 1000BASE-SX GBIC 

The Cisco lOOOBASE SX GBIGfWS-G5484)operates on ordinary multimode fiber (MMF) 

optic link spans up to 1815 feet (550 m) long. 

Cisco Systems. Inc. 
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Cisco 1000BASE-LX/LH GBIC 

The Cisco lOOOBASE-LX/LH GBIC (WS-G5486) fully complies with the IEEE 802.3z I OOOBASE-LX standard . 

However, its higher optical quality allows it to reach 6.2 miles (10 kilometers) over single-mode fiber (SMF), 

compared with the 3.I miJes (5 km) specified in the standard. 

Cisco 1000BASE·ZX GBIC 

The Cisco lOOOBASE-ZX GBIC (WS-G5487) operates on ordinary single-mode fiber optic link spans up to 43.4 

miles (70 km) long. Link spans of up to 62 miles (I 00 km) are possible using premi um single-mode fiber o r dispersion 

shifted single-mode fiber. The GBIC provides an opticallink budget of 23 dB-the precise link span length will 

depend on multiple factors such as fiber quality, number of splices, and connectors . 

When shorter distances of single-mode fiber are used, it might be necessary to insert an in-line optical attenuator in 

the link to avoid overloading the receiver: 

• A 5-dB or IO-dB inline optical attenuator should be inserted between the fiber-optic cable plant and the receiving 

port on the Cisco IOOOBASE-ZX GBIC at each end ofthe link whenever the fiber-optic cable span is less than 

I5.5 miles (25 km) . 

Technical Specifications 

This section covers the Cisco lOOOBASE-SX GBIC, Cisco IOOOBASE-LXJLH GBIC, and the Cisco IOOOBASE-ZX 

GBIC, unless otherwise specified. Technical specifications for the Cisco IOOOBASE-T GBIC can be found in a separa te 

document, Cisco 1 OOOBASE-T Gigabit Interface Converter Data Sheet. 

Platform Suppon 

Cisco GBICs are supported across a variety Cisco switches, routers, and optical transport devices. For more details, 

see the document GBIC Compatibility Matrix. 

Connectors and Cabling 

Connectors: Dual SC connector 

Table I provides cabling specifications for the Cisco GBICs that you install in the Gigabit Ethemet port. Note that 

ali Cisco GBICs have SC-type connectors, and the minimum cable distance for ali GBICs listed (multimode fiber 

[MMF] and single-mode fiber [SMF]) is 6.5 feet (2m). 

Cisco Systems, Inc. 
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Table 1 Cisco GBIC Port Cabling Specifications 

Moda I 
Wavelength Frber Coresize bandwidth Cable 

GBIC (nm) type (micron) (MHz/km) drstance 

Cisco 
1000BASE-SX 

Cisco 
1000BASE-
LX/LH 

Cisco 
1000BASE-ZX 

850 MMF 

1300 MMF1 

SMF 

1550 SMF 

62.5 160 722 ft (220 m) 

62.5 200 902ft (275 m) 

50.0 400 1640 ft (500 m) 

50.0 500 1804 ft (550 m) 

62.5 500 1804 ft (550 m) 

50.0 400 1804 ft (550 m) 

50.0 500 1804 ft (550 m) 

9/10 N/ A 6.2 miles (10 km) 

9/10 N/ A 43.4 to 62 miles 
(70 to 100 km)2 

1. Mode-conditioning patch cord (CAB-GELX-625 or equivalent) is required. Using an or.dinary patch cord with MMF, lOOOBASE-lX/LH GBICs. anda short link 
distance (lOs of meters) can cause transceiver saturation resutting in an elevated bit errar rate (BER). In addition. when using lhe Cisco lOOOBASE-lX/LH GBIC 
with 62.5-micron diameter MMF, you must install a mode-cond~ionrng patch cord between lhe (>BIC and the MMF cable on both the transm~ and receive ends of 
the link. lhe mode-conditioning patch cord is required for link distances greater than 984 feet (300m). 
2. Cisco lOOOBASE-ZX GBIC can reach up to 62 miles (100 km) by using dispersion shifted SMF or low-attenuation SMF; the distance depends on fiber quality, 
number of splices. and connectors. 

Note: A mode-conditioning patch cord (product number CAB-GELX-625 or equivalent) is required to comply 

with IEEE standards. The IEEE found that link distances could not be met with certain types of fiber-optic cable 

cores. The solution is to launch light from the laser at a precise offset from the center, which is accomplished by using 

the mode-conditioning patch cord. At the output ofthe patch cord, the Cisco lOOOBASE-LXILH GBIC is compliant 

with the IEEE 802.3z standard for lOOOBASE-LX. 

Standards 

Compatible with GBIC standard as specified in IEEE 802.3z 

Compliant with GBIC Specification Revision 5.4 

Table 2 Fiber Loss Budgets for 1000BASE-SX, 1000BASE-LX, and 1000BASE-ZX 

Device Type Transmrt (dBm) Receive (dBm) 

Max Min Max Min 

WS-G5484 1000BASE-SX -4 -9.5 o -17 

WS-G5486 1000BASE-LX/LH -3 -9.5 -3 -19 
--- -

WS-G5487 1000BASE-ZX 5 o -3 -23 1 

1. lhe WS-G54871000BASE-ZX GBIC provides a minimum optical power budget of 23 dB. To determine the supported link distance you should measure your cable 
plant with an opticalloss test set to vemy that the opticalloss of the cable prant (including connectors and splices) is less than or equal to this figure. lhe optical 
loss measurement must be performed w11h a 1550-nanometer light source. 
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Dimensions 

Dimensions (H x W x D): 8.5 mm x 13.4 mm x 56.5 mm 

Environmental Conditions and Power Requirements 

The operating temperature rangeis 32 to 122 F (O to 50 C) 

Storage temperature rangeis -40 to 185 F (-40 to 85 C) . 

Table 3 Electrical Power Interface 

P a rarnete r Symbol M•nnnurn 

Supply curnmt ls -
Supply voltage 1max -
Surge current lsURGE -

lnput voltage Vcc 4.75 

Warranty 

• Standard warranty: 90 days 

Typrcal 

200 

-

-
5 

Max•mum Units 

300 mA 

6 -

30 mA 

5.25 v 

• Extended warranty (option): Available under a Cisco SMARTnet1M support contract for the Cisco switch or 

router chassis 

Ordering lnformation 

Table 4 lists product numbers to use when ordering Cisco GBICs. 

Table 4 Cisco GBIC Product Numbers 

GBIC Product number 

Copper (Cisco 1000BASE-n WS-G5483 

Short wavelength (1000BASE-SX) WS-G5484 

Long wavelengthllong haul (1000BASE-LX/LH) WS-G5486 

Extended distance (1000BASE-ZX) WS-G5487 

Regulatory and Standards Compliance 

Safety-Laser Class I 21CFR1040 

--~,___......-.-
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For More lnformation 

For additional inforrnation about the Cisco Coarse Wavelength-Division Multiplexing (CWDM) GBIC Solution contact: 

• United States and Canada: 800 553-NETS (6387) 

• Europe: 32 2 778 4242 

• Australia: 612 9935 4107 

• Other: 408 526-7209 

• http://www.cisco.com 

' 
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Cisco Catalyst 6500 Series 
10/100 and 10/100/1000 Ethernet Interface Modules 

As Cisco's premier modular multilayer switch, the Catalyst<B> 6500 Series delivers 

secure, converged services from the wiring closet to the core, to the data center, to 

the WAN edge. 

The Cisco Catalyst® 6500 Series provides 

the broadest selection of 10/100 and 10/ 

100/1000 Ethemet media, inline power 

options, densities, performance, 

interoperability, and chassis deployments. 

Equally suited for basic wiring closets, 

small campus distribution/core layers, and 

high performance data centers, Catalyst 

6500 10/100 and 10/100/1000Mbps 

modules scale from 16-ports up to 

576-ports in a single Catalyst 6500 chassis. 

Catalyst 6500 10/100 and 10/100/ 

1000Mbps modules feature: 

• Proven and widely deployed Cisco 

AWID wiring closet solution-Cisco's 

most widely deployed IP telephony 

port-enabled campus switch 

• Choice of media and connector 

types-Available in copper unshielded 

twisted-pair (UTP), shielded 

twisted-pair (STP) using Rj-45 or 

Rj-21, multimode fiber (62.5/125 

micron) , and single-mode fiber using 

MT-RJ lOOFX and lOFL 

• IP phone and wireless access point 

----suppon:__-sup]Yo-rri11tlne-power fietd 

upgrade (copper only) , NIC/Phone 

auto-detection (phone discovery) . and 

voice VLANs 

Cisco Systems. Inc. 

• Simplified network operation with cable 

fault detection--Test cabling using Time 

Domain Reflectometer (TDR) that 

sends signals down the cable to identify 

faults in each twisted pair (available for 

10/100/1000 copper 

• Range of port densities-Available with 

16 to 48 ports per module; enabling up 

to 576 10/100/lOOOBase-TX ports. 288 

ports of 100-Base-FX, or lOBASE-FL 

per 13-slot chassis (configured with 12 

interface modules) 

• Scalable and predictable performance­

Provide a selection of switch fabric 

connections and throughput: 32 Gbps 

bandwidth/15 Mpps (Classic interface 

modules), 256 Gbps bandwidth/30 

Mpps (CEF256 interface modules) and 

256Gbpsbandwidth/210 

Mpps(dCEF256 interface modules) 

• IEEE 802.3 triple-speed 

autonegotiation-Allow switches to 

negotiate speed (10, 100, and now 1000 

Mbps) and duplex mode (half or full) 

with attached devices 

Superior triiffic managemenf­

Available with large 1-MB-per-interface 

buffers and up to 8 transmit queues for 

traffic prioritization and policing 
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• Operational consistency-Supported in ali Catalyst 6500 3-, 6-, 9-, and 13-slot chassis running Cisco lOS® 

Software and Cisco Catalyst Operating System Software; interoperable with ali other interfaces and services 

modules; and fmward-compatible with ali Catalyst 6500 supervisor engines 

• Maximum network uptime and resiliency-Support Cisco enhanced Per-Virtual LAN (VLAN) Spanning Tree 

Plus (PVST +) protocol,IEEE 802.1 w Rapid Spanning Tree Protocol (RSTP) and IEEE 802 .1s Multiple Spanning 

Tree (MST) protocol. Per-VLAN Rapid Spanning Tree (PVRST) protocol, Hot Standby Router Protocol (HSRP), 

Virtual Router Redundancy Protocol (VRRP), Cisco EtherChannel®, and IEEE 802.3ad link aggregation for 

fault -tolerant connectivity 

• Extensive management tools-Support CiscoWorks network management platform; Simple Network 

Management Protocol (SNMP) versions I. 2, and 3; and four Remote Monitoring (RMON) groups (statistics, 

history, alarms, and events) 

The newest members of the Cisco Catalyst 6500 Series 10/100/1000 product family-the Classic interface module 

WS-X6148-GE-TX and the CEF256 interface module WS-X6548-GE-TX-provide 10/100/1000 Gigablt Ethemet 

over copper network access using standard RJ-45 connectors (Figure 1). 

Figu .. 1 

Cisco Catalyst 6500 Series 48-Port RJ-45 10110011000 Ethernet Interface Modules 
WS-X614B·GE·TX 

WS-X6548-GE-TX 

[
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Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethernet Applications 

Ethernet and Fast Ethernet 10/100 and 10/100/1000 interface modules are used in both wiring closet and data center 

applications (Figure 2; Table I) . 

Table 1 Cisco Catalyst 6500 Series 101100 and 10/10011000 Copper Interface Module Applications 

lnte rfaee Ports/ lnhne 
Pnmary Product Module Conncctor/ Powe r 
Applrcatron!. Numbe r Cla ss Interface Support 1 

Data CentM anel WS-X6516·GE·TX CEF256 16, RJ-45, No 
Senerfarm 10/10011000 

SenerFarm WS·X6548·RJ·45 CEF256 48, RJ-45, 101100 No 

Serverfann WS-X6548.RJ-21 CEF256 48, RJ-21 . 10/100 No 

Prwni«Wiring WS-X6548V·GE-TX CEF256, 48, RJ·45, 8oth 
Closet No upgrade to dCEF 10/100/1000 

Prom;.Wiring WS· X6548·GE-TX CEF256, 48, RJ·45, 8oth, Upgr 
Closet No upgrade to dCEF 10/100/1000 

W iringCJoHt WS-X6148V·GE·TX Classlc 48, RJ-45 , 8oth 
10/100/1000 

WiringCioset WS·X6148·GE-TX Classic 48, RJ-45, 8oth, Upgr 
101100/1000 

BaseWiringCioset WS·X6148·RJ45V Classlc 48. RJ-45. 8oth 
10/100/1000 

BaseWiringCioset WS·X6148-RJ21V Classic 48, RJ-21 . 10/100 8oth 

BaseWiringCioset WS· X6148-RJ·45 Classic 48, RJ·45, 10/100 8oth, Upgr 

Base Wiring Closet WS-X6148-RJ-21 Classic 48, RJ-21, 10/100 8oth, Upgr 

BaseWiringCioset WS· X6348·RJ45V Classic 48, RJ-45, 10/100 Cisco 

BaseWiringCioset WS-X6348·RJ21V Classic 48, RJ·21 , 10/100 Cisco 

1. lnline Power legend: 
Both = Cisco inline power (available now) and IEEE 802.3af (via future field upgradable daughter card) 
Cisco = Cisco inline power only 
Upgr = shipped as data only but upgradable to the inline power type specified 
No= inline power not supported 

2. Queues Legenct 1p7q8t = 1 priority queue. 7 round robin queues. 8 thresholds 

Cisco Systems. Inc. 

Que u es p e r Port 
(Tx :::: Transmrt, Buffer 
R x = Rccetve)2 Srze 

Tx-1p2q2T. 512 KB per port 
Rx-1p1q4T 

Tx-1p3q1t. 1MB perport 
Rx-1p1q0t 

Tx-1p3q1t, 1MB per port 
Rx-1p1q0t 

Tx-1p2q2t (per 8 ports) , 1 MB per 8 ports 
Rx- 1 p2t (per port) 

Tx-1p3q1t, 1 MB per 8 ports 
Rx-1p1q4t 

Tx- 1p2q2t, 1 MB per 8 ports 
Rx-1q2t 

Tx- 1p2q2t. 1 MB per 8 ports 
Rx-1q2t 

Tx-2q2~ 128 KB per port 
Rx-1q4t 

Tx-2q2~ 128 KB per port 
Rx-1q4t 

Tx-2q2~ 128 KB per port 
Rx-1q4t 

Tx-2q2t, 128 KB per port 
Rx-1q4t 

Tx 2q2~ 128 KB per port 
Rx 1q4t 

Tx2q~ 128 KB per port 
Rx 1q4t 
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Table 2 Cisco Catalyst 6500 Series 100FX and 10FL Fiber Interface Module Applications 

Ports/ Queues per Port 
Pnmary Product Interface Connectors/ (Tx = Transrrut, 

Apphcations Number Module Class Interface Media Rx = Rece1ve)1 Buffers 

Access, WS-X6524-100FX-MM CEF256, 24, MM MT-RJ, Tx 1p3q1t, 1MB per 
Server Fann Upgradable to 100FX Rx 1p1q0t port 

dCEF 

Access, WS-X6324-100FX-MM Classic 24, MM. MT-RJ, Tx 2q2t, 128 KB 
Server Fann 100FX Rx 1q4t per port 

Access, WS-X6324-100FX-SM Classic 24, SM MT-RJ, Tx 2q2t, 128 KB 
Server Fann 100FX Rx 1q4t per port 

Access WS-X6024-10FI:MT Classic 24, MM MT-RJ, Tx 2q2t, 64 KBper 
10FL Rx 1q4t port 

1. Queues l.egend: 1p3qlt = 1 priority queue. 3 round robin queues. 1 thresh<ild 
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Cisco C•t•lyst 6500 Series 10/100 •nd 10/100/1000 Ethernet lnterf•ce Modules with 

Cisco lnline Power 

The Cisco Catalyst 6500 Series delivered the first 10/100BASE-T Ethernet switching modules that provided inline 

power for converged data and voice traffic as well as other inline powered devices, such as wireless access points. 

Severa! Catalyst 6500 series interface modules support inline power o r "power over Ethernet" on each interface port, 

allowing customers to build campus multiservice data and voice networks for wiring closets with the following 

features: 

o Inline power-Provides 48-volt DC power (for Cisco Inline Power and IEEE 802.3af standard inline power when 

it becomes available) over standard Category 5 unshielded twisted-pair (UTP) cable up to 100 meters for IP 

phones and wireless access points 

o Phone discovery-Detects the presence of an IP phone and supplies inline power automatically 

• Auxiliary VLAN using 802.1Q-Segments IP phones and data endpoints into separate logical networks 

automatically 

• AutoQoS-Simplifies the task of configuring QoS mechanisms for IP telephony and more 

Cisco Catalyst lnline Power and IEEE 802.3af lnline Power 

The Inline Power feature gives network administrators centralized power control. It works over existing Category 5 

UTP installations and helps to ensure that building power outages will not affect network telephony connections, 

providing greater network availability-when Cisco Catalyst 6500 Series switches are configured with 

uninterruptible power supply (UPS) systems. 

Several10/100 and 10/100/1000 Ethernet interface modules support the Cisco Inline Power feature today, enabled 

by a daughter card for "pay as grow" flexibility. Once ratified, some of these interface modules will also support the 

IEEE 802.3af standard as an additional upgrade option. The Cisco Catalyst Inline Power feature implementation 

passes the required domestic and international safety regulations and compliance measures . 

Phone Discovery 

The Cisco phone discovery feature eases network management burdens by automating the Inline Power feature. With 

phone discovery, the Cisco Catalyst switch detects the presence of an IP phone and supplies inline power 

automatically, eliminating the need to manually enable ports for inline power. The phone discovery mechanism is 

intelligent enough to differentiate between an IP phone anda network interface card (NIC) , and will not supply inline 

power to NICs or other devices not designed to use inline power. With this feature, network administrators can 

depend on automatic and centralized control o f inline power that is safe to deploy and maintain. 

Auxiliary VLAN 
- - - - -- - - ------- -

The unique Auxiliary VLAN feature offered by Cisco provides automatic VLAN configuration for IP phones. It 

places phones into their own VLANs automatically, simplifying the task of overlaying a voice topology onto a data 

network. It allows network administrators to easily segment phones into separate logical networks, even though the 

data and voice infrastructure is physically the same-greatly simplifying the task o f managing a multiservice network 

and identifying and troubleshooting network problems. 

The Auxiliary VLAN feature maintains VLAN assignments, even when phones are mov 

user plugs a phone into the switch, the switch provides the phone with the necessary 

Cisco Systems. Inc. 
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AutoQoS 

Network administrators can assign IP phones to separate W subnets and VLANs to allow separate quality of service 

(QoS) or security policies for IP phones. By deploying AutoQoS that configures QoS on voice ports automatically, 

the administrative task of configuring QoS to establish end-to-end traffic prioritization is greatly simplified . 

Cisco Catalyst 6500 Series 10/100 and 10/100/1000 Modules 

Two classes ofCisco Catalyst 6500 Series 10/100 and 10/100/1000 Ethemet interface modules-Classic and CEF256 

-provide a choice of speeds and forwarding rates (Table 4) . 

Classic 10/100 and 10/100/1000 Interface Modules 

Suited for wiring closet applications, Classlc 10/100 and 10/100/1000 modules use the supervisor's centralized 

forwarding engine for Layer 3 forwarding, and forward packets up to 15 Mpps . 

Capable of operating in the same chassis with Supervisor Engine lA, Supervisor Engine 2, and Supervisor Engine 

720, Classic interface modules do not support distributed forwarding and cannot be upgraded with a Distributed 

Forwarding Card (DFC) . 

CEF256 10/100 and 10/100/1000 Interface Modules 

Suited for premier wiring closet, distribution and core layers, data-center, and Web-hosting applications, CEF256 10/ 

100 and 10/100/1000 interface modules use the centralized CEF engine located on the supervisor engine's policy 

feature card (PFC) and forward packets up to 30 Mpps . 

Capable of operating in the same chassis with Supervisor Engine IA, Supervisor Engine 2, and Supervisor Engine 

720, CEF256 interface modules can also support distributed forwarding, with the following noteable exceptions: the 

WS-6548-GE-TX and WS-6548V-GE-TX do not support distributed forwarding . 

Table 3 CEF256 10/100 and 10/100/1000 Switch Fabric DFC Upgrade Requirements 

Supervosor Engone Swotch Fabric DFC 

Supervisor Engine 2 Separate switch fabric module (SFM) 
MSFC2/PFC2 

Supervisor Engine Supervisor Engine 720 contains a switch 
720 fabric 

Cisco Systems, Inc. 

Requires WS-F6K-DFC upgrade 

Requires WS-F6K-DFC3 upgrade; will not work 
with WS-F6K-DFC3, or WS-FSK-DFC 

---------v 
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Table 4 provides a comparison ofthe interface module classes available for 10/100 and 10/100/1000 Ethemet 

interface modules. 

Table 4 Classic and CEF256 101100 and 10/100/1000 Interface Module Comparison 

Feature Class1c Interface Modules CEF256 Interface Modules 

Perfonnance/ 32 Gbps; 15 Mpps per system 256 Gbps; Up to 30 Mpps per system (15 Mpps per slot for slots 
Forwarding upgraded with DFC to support distributed forwarding) 
Rate (Mpps) 

Forwarding Supervisor engine CPU makes Centralized CEF engine located on supervisor's PFCx daughter 
Engine forwarding decision card makes forwarding decision upgradeable to dCEF 
Architecture switching 1 with optional WS-F6K-DFC or WS-F6K-DFC3 

Supervisor Supervisor Engine lA, Supervisor Engine lA, 
Engine Supervisor Engine 2, Supervisor Engine 2, 
Supported Supervisor Engine 720 Supervisor Engine 720 

DFC Upgrade Not supported Nane integrated; Supervisor Engine 2-WS-FGK-DFC upgrade; 
Requirements SupervisorEngine 720-WS-F6K-DFC3 upgrade 

Fabric 32 Gbps shared bus connection Single 8-Gbps channel connection to switch fabric 
Connections (on Supervisor EnginelA, [on Supervisor Engine 720 or Supervisor Engine 2-MSFC2 

Supervisor Engine 2, and with Switch Fabric Module (SFM)) and 32-Gbps shared bus 
Supervisor Engine 720) connection 

Slot Can occupy any slot in any Can occupy any slot in any chassis 
Requirements chassis 

Schecluler Weighted Round Robin (WRR) WRR 

1 The WS-X6548-GE-TX and WS-X6548V-GE-TX do not support distributed forwarding; a DFCx can not be 

installed on these interface modules . 

Cisco Systems, Inc. 
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Cisco Catalyst Classic 10/100/1000 Voice Interface Modules 

Suited for wiring closet applications, Cisco Catalyst Classic 10110011000 voice interface modules (fable 5) provide 

access to the desktop through standard RJ-45 connectors with the following operational advantages: 

Forwarding architecture-Centralized CEF fmwarding 

Forwarding performance-Forward packets up to 15 Mpps per system 

Fabric connectioi}-Provide a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine IA. Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements--Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis- up to 576 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Time Domain Rellectometer (7DR}-Tests cabling by sending signals down the cable to identify faults in each 

twisted pair 

Transmit queue structure-1 p2q2t = 1 strict priority queue, 2 round robin queues, 2 thresholds 

Receive queue structure-1q2t = 1 round robin queue, 2 thresholds 

Table 5 Classic 10/10011000 Voice Interface Modules 

Maximum Max1mum Frame lnhne Power for 
Ports/ Interface/ D•stance/ S1ze (Jumbo V01ce Ava1lab1hty/ 

Product Connectors Cable Type Frame) Support Upgrade Capab1hty 

WS-X6148-GE-TX 48-port;10/100/ 
1000BASE-TX; RJ-45 

WS-X6148V-GE-TX 48-port; 10/100/ 
1000BASE-TX; RJ-45 

Figure2 

Classic 10/100/1000 Voice Interface Modules 
WS·X6148V·GE·TX 

100 meters; up to 1518 bytes Cisco lnline Power; 
Category 5 cable upgradable to 802.3af 

100 meters; up to 1518 bytes Cisco lnline Power; 
Category 5 cable upgradable to 802.3af 

r
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Cisco Catalyst CEF256 10/100/1000 Voice Interface Modules 

Suited for wiring closet applications, Cisco Catalyst CEF256 10110011000 voice interface modules provi de access to 

the desktop through standard Rj-45 connectors and line-rate 10/10011000 Ethemet fmwarding (Table 6) with the 

following operational advantages: 

Forwarding architecture-Vse the central CEF engine located on the supervisor engine 

Forwarding performance-Forward packets up to 30 Mpps per system and up to 15 Mpps per slot if upgraded to 

support distributed forwarding 

Fabric connection-Connect to the switch fabric through one 8-Gbps connection and the 32-Gbps shared bus 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine720 

Distributed forwarding upgrade-Not Supported. The WS-X6548-GE-TX and WS-X6548V-GE-TX do not support 

distributed forwarding ar any DFCx. 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 576 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Time Domain Reflectometer (TDR)-Tests cabling by sending signals down the cable to identify faults in each 

twisted pair 

Transmit queue structure-1 p2q2t = 1 priority queue, 2 round robin queues, 1 threshold 

Receive queue structure-lq2t = 1 round robin queue, 2 thresholds 

Table 6 CEF256 10/100/1000 Voice Interface Modules 

Max1mum Max1mum Frame lnhne Power for 
Ports/ Interface/ D1stance/ Cable S1ze (Jumbo Vo1ce Ava1lab1hty/ 

Product Connectors Type Frame) Support Upgrade Capab•hty 

WS-X6548-GE-TX 48-port; 

FiguN 3 

10/100/ 
1000BASE-TX; RJ-45 

CEF256 10/100/1000 Voice Interface Modules 
W S-X6548-GE-TX 

100 meters; 
Category 5 cable 

Cisco Systems. Inc. 

up to 1518 bytes Cisco lnline Power; 
upgradable to 802.3af 
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Cisco C•t•lyst Cl•ssic 10/100 Copper Voice Modules 

Designed for deployment in wiring closets, high-density Cisco Catalyst Classic 101100 interface modules come with 

a selection of inline power capabilities and provide line-rate 10/100 Ethemet forwarding with the following 

operational advantages: 

• Voice-ready modules with Cisco Inline Power and upgradable to 802.3af-Available in 48-port RJ-45 and RJ-21 

configurations (WS-X6148-R]45V and WS-X6148-RJ21V) 

• Voice-ready modules with Cisco Inline Power and not upgradable to 802.3af-Available in 48-port RJ-45 and 

RJ-21 configurations (WS-X6348-Rj45V and WS-X6348-RJ21V) 

• Voice-capable modules upgradable to Cisco lnline Power or 802.3af-Available in 48-port RJ-45 and 

RJ-21configurations (WS-X6148-RJ-45 and WS-X6148-Rj-21) 

Note: These modules are designed to fully support future upgrades to the IEEE 802.3af inline power standard 

currently underway, providing maximum investment protection, a new daughter card will be offered once the 

standard is ratified. 

Forwarding architectu~Use centralized CEF forwarding 

Forwarding perfo.rmance-Forwards packets up to 15 Mpps per system 

Fabric connection--Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 576 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Transmit queue structure-2q2t = two round robin queues and two thresholds 

Receive queue structure-1q4t = one round robin queue and four thresholds 

Cisco Systems, Inc. 
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Table 7 Classic 10/100 Copper Voice Interface Modules 

Ports/lnterface/ 
Product Connectors 

WS-X6148-RJ45 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6148-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6348-RJ45V 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6348-RJ21V 48-port; 
10/100BASE-TX; 
RJ-21 

WS-X6148-RJ-45 48-port; 
10/100BASE-TX; 
RJ-45 

WS-X6148-RJ-21 48-port; 
101100BASE-TX; 
RJ-21 

Figure 4 

Classic 10/100 Copper Voice Interface Modules 
WS·X6148·RJ45 

VWS·X6148·RJ21V 

Maxrmum 
D1stance/Cable 
Type 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

100 meters; 
Category 5 cable 

Cisco Systems, Inc. 

Maximurn Frarne lnhne Power for Vo1ce 
S1ze (Jurnbo Ava•labihty/ 
Frarne) Support Capabihty 

up to 9216 bytes Cisco lnline Power; 
upgradable to 802.3af 

up to 9216 bytes Cisco lnline Power; 
upgradable to 802.3af 

up to 8092 bytes Cisco lnline Power; 
cannot upgrade to 
802.3af 

up to 8092 bytes Cisco lnline Power; 
cannot upgrade to 
802.3af 

up to 9216 bytes Nane provided; can 
upgrade to Cisco lnline 
Power or 802.3af 

up to 9216 bytes Nane provided; can 
upgrade to Cisco lnline 
Power ar 802.3af 

-------------------, 
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WS-X6348-RJ21 V 

' 
WS-X61 48-RJ-45 

WS-X6148-RJ-21 
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Cisco Catalyst CEF256 10/100 Copper Modules 

Designed for small campus distribution and core layers and for data-center and Web-hosting applications where 

voice capability is not required, Cisco Catalyst CEF256 twisted-pair interface modules provide line-rate 101100 

Ethemet forwarding with the following operational advantages: 

Forwardíng architecture--Use the central CEF engine located on the supervisor engine 

Forwardíng performance-Forward packets up to 30 Mpps per system and up to 15 Mpps per slot for slots 

upgraded to support distributed forwarding 

Fabric connection-Connect to the switch fabric using a single 8-Gbps switch fabric channel and a 32-Gbps 

shared bus 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-Only required to perform distributed forwarding; require a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to operate with Supervisor Engine 

21 MFSC2 and an SFM 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 576 ports I Cisco Catalyst 6513; up to 384 ports I Cisco Catalyst 6509 

Transmit queue structure---1 p3q 1 t = 1 priority queue, 3 round robin queues, 1 threshold 

Receive queue structure-lplq4t = 1 priority queue, 1 round robin queue, 4 thresholdse 

Table 8 CEF256 Copper 10/100 Interface Modules 

Maxtmum Frame Stze 
Ports/lnterface/ (Jumbo Frame) 

Product Connectors Maxtmum Otstance/Cable Type Support 

WS·X6548-RJ-45 

WS-X6548-RJ-21 

48-port; 101100BASE-TX; 
RJ-45 

48-port; 101100BASE-TX; 
RJ-21 

100 meters; Category 5 cable 

100 meters; Category 5 cable 

Cisco Systems, Inc. 

up to 9216 bytes I trame 

up to 9216 bytes I trame 
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Figure 5 shows high-density Cisco Catalyst CEF256 copper interface modules designed for distribution and core 

layers. 

Figure 5 

CEF256 Copper 10/100 Interface Modules 
WS·X6548·RJ·45 

WS·X6548·RJ·21 

Cisco Systems, Inc. 
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Catalyst Classic 100FX and 10FL Fiber Interface Modules 

Designed for deployment in wiring closets where optical interfaces are required, the Cisco Catalyst Classic fiber 

interface modules provi de I O/I 00 Ethemet forwarding with the following operational advantages: 

Forwarding architecture-Vse centralized CEF forwarding 

Forwarding perfonnance-Forward packets up to 15 Mpps per system 

Fabric connectio~Connect to the switch fabric using a 32-Gbps shared bus connection 

Supervisor engine-Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade-None; Classic interface modules cannot be upgraded for distributed forwarding 

Slot requirement5-Can occupy any slot in any Cisco Catalyst 6500 Series chassis 

Maximum Port Density I Chassis-up to 288 ports I Cisco Catalyst 6513; up to 192 ports I Cisco Catalyst 6509 

Transmít queue structure-2q2t = 2 round robin queues, 2 thresholds 

Receive queue structure-Iq4t = I round robin queue, 4 thresholds 

Note: No inline power support for voice is available for lOOFX/lOFL fiber modules. 

Table 9 Classic 100FX/10FL Fiber Interface Modules 

Ports/ Interface/ Max•mum Frame S1ze 
Product Connectors Maximum D1stance/Cable Type (Jumbo Frame) Support 

WS-X6324-100FX-MM . 24-port; 100BASE-FX; 
MT-RJ 

WS-X6324-100FX-SM 24-port; 100BASE-FX; 
MT-RJ 

WS-X6024-10F1.,.MT 24-port; 10FL; MT-RJ 

Figu,.& 

Classic 100FX/10FLFiber Interface Modules 
WS-X6024-10FLMT 

2 km; -62.5/125-micron multimode up to 9216 bytes I trame 
fiber; tull or half duplex 

2 km; - 62.51125-micron multimode up to 9216 bytes I trame 
fiber; tull or halt duplex 

2 km; ~2.5/125-micron multimode up to 9216 bytes I trame 
fiber; tull or half duplex 

ROS n° 03/2005 - CN -
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Cisco Catalyst CEF256 100FX Fiber Modules 

Designed for small campus distribution and core Jayers and for data-center and Web-hosting applications, Cisco 

Catalyst dCEF256 fiber interface modules provide line-rate lOOFX Ethernet forwarding with the following 

operational advantages: 

Forwarding architecture--Use the central CEF engine located on the supervisor engine 

Forwarding performance--Forward packets up to 30 Mpps per system and up to 15 Mpps per slot for slots 

upgraded to support distlibuted forwarding 

Fabric connectio~Connect to the switch fabric using one 8-Gbps connection and the 32-Gbps shared bus 

Supervisor engine--Work with Supervisor Engine lA, Supervisor Engine 2, or Supervisor Engine 720 

Distributed forwarding upgrade--Only required to perform distributed forwarding; require a WS-F6K-DFC3 

upgrade to operate with Supervisor Engine 720; require a WS-F6K-DFC upgrade to opera te with Supervisor Engine 

2/MFSC2 anda Switch Fabric Module 

Slot requirements-Can occupy any slot in any Cisco Catalyst 6500 Selies chassis 

Maximum Port Density I Chassis-up to 288 ports I Cisco Catalyst 6513; up to 192 ports I Cisco Catalyst 6509 

Transmit queue structure--1 p3q 1 t = 1 priority queue, 3 round robin queues, 1 threshold 

Receive queue structure--lplq2t = 1 pliority queue, 1 round robin queue, 2 thresholds 

Note: No inline power support for voice is available for lOOFX fiber modules. 

Table 10 CEF256 100FX Fiber Interface Modules 

WS-X6524-100FX-MM 24-port; 2 km; -62.5/125-micron multimode up to 9216 bytes 
100BASE-FX; MT- RJ fiber; full or half duplex 

Figu,. 7 

CEF256 100FX Fiber Interface Modules 
WS-X6524-100FX-MM 
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Ordering lnform•tion 

Table 11 provides part number infonnation for Catalyst 6500 Series 10/100 and 100/1000 Ethernet interface 

modules. 

Table 11 Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface Modules 

Product Number Oescription 

WS-X6024-10FL-MT Catalyst 6500 24-port 10FL Classic interface module, multimode fiber, MT-RJ 

WS-X6148-GE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; field-upgradable to 
support Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-VGE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 Classic interface module; with Cisco lnline Power 
through voice daughter card 

WS-F&K-VPWR-GE= Catalyst 6500 lnline power daughter card (WS-X6148-GE-TX, WS-X6548-GE-TX) 

WS-X6148-RJ-21 Catalyst 6500 48-port 10/100 RJ-21 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-RJ21V Catalyst 6500 48-port 10/100 Telco RJ-21 Classic interface module with Cisco lnline Power 

WS-X6148-RJ-45 Catalyst 6500 48-port 10/100 RJ-45 Classic interface module; field-upgradable to support 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6148-RJ45V Catalyst 6500 48-port 10/100 RJ-45 Classic interface module with Cisco lnline Power 

WS-X6348-RJ21V Catalyst 6500 48-port 10/100 Telco RJ-21 Classic interface module with Cisco lnline Power 

WS-X6348-RJ45 Catalyst 6500 48-port 10/100 RJ-45 Classic interface module; field-upgradable to provide 
Cisco lnline Power through voice daughter card (WS-F6K-VPWR=) 

WS-X6348-RJ45V Catalyst 6500 48-port 10/100 RJ-45 Classic interface module with Cisco lnline Power 

WS-F&K-VPWR= lnline power daughter card to support Cisco lnline Power for Cisco Catalyst 6500 Series 
switches 

WS-X6324-100FX-MM Catalyst 6500 24-port 100FX Classic interface module, multimode fiber, MT-RJ 

WS-X6324-100FX-SM Catalyst 6500 24-port, 100FX Classic interface module, single-mode fiber, MT-RJ, with 
enhanced QoS 

WS-X6548-RJ-45 Catalyst 6500 48-port, CEF256 101100 RJ-45 interface module; field-upgradable to support 
distributed forwarding with the addition of the Distributed Forwarding daughter card 
(WS-F6K-DFC= or DFC3) 

WS-X6548-RJ-21 Catalyst 6500 48-port, CEF256 10/100 RJ-21 interface module; field-upgradable to support 
distributed forwarding with the addition of the Distributed Forwarding daughter card 
(WS-F6K-OFC= or DFC3) 

UI~ - 6atalyst 6588 ~6 port ~81188f1888 ~ 45 6EFí!56 i11terface nrodole, field-opgradable-ro 
support distributed forwarding with the addition of the Distributed Forwarding daughter 
card (WS-F6K-DFC= or DFC3) 

WS-X6548-GE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 CEF256 interface module; field-upgradable to 
support Cisco lnline Power through voice daughter card (WS-F6K-VPWR-GE=) 

WS-X6548-VGE-TX Catalyst 6500 48-port 10/100/1000 RJ-45 CEF256 interface module; with Cisco lnline Power 
through voice daughter card 

Cisco Systems, Inc. 
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Table 11 Catalyst 6500 Series 10/100 and 100/1000 Ethernet Interface Modules 

Product Number Descriptoon 

WS-X6524-100FX-MM Catalyst 6500 24~port, CEF256 100FX interface module; field-upgradable to support 
distributed forwarding with the addition of the Oistributed Forwarding daughter card 
(WS-F6K-OFC= or OFCJ) 

Ordering lnformation-DFC Daughter Cards 

Table 12 provides part number information for Catalyst 6500 Series 10/100 and 100/1000 Ethemet interface 

modules . 

Table 12 Catalyst 6500 Series 10/100 and 100/1000 Oistributed Forwarding Cards 

Part Number Descroptoon 

WS-F&K-DFC Oistributed forwarding card 

WS-F&K-DFC= Oistributed forwarding card, spare 

MEM-DFC-256MB 256-MB ORAM option for OFC 

MEM-DFC-256MB= 256-MB ORAM spare option for OFC 

MEM-DFC-512MB 512-MB ORAM option for OFC 

MEM-DFC-512MB= 512-MB ORAM spare option for DFC 

WS-F6K-DFC3A Catalyst 6500 Oist Fwd Card-JA for 65xx, 6816 Modules 

WS-F6K-DFC3A= Catalyst 6500 Oist Fwd Card-JA for 65xx, 6816 Modules, spare 

Specifications 

Standard Network Protocols 

• Ethernet: IEEE 802.3, 10BASE-T 

• Fast Ethemet: IEEE 802.3, 100BASE-TX. and 100BASE-FX 

• Gigabit Ethemet: lOOOBASE-TX 

• IEEE 802.1d, IEEE 802.1p, IEEE 802.1q, IEEE 802.1s, IEEE 802.1w, IEEE 802.3x, IEEE 802.3z, IEEE 802.3ab, 

IEEE 802.3ad 

Physical Specification 

. Occupiesone slot in a Cisco Catalyst 65ôô 5eneS chassis 

• Dimensions (H x W x D): 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em) 

Environmental Conditions 

• Operating temperature: 32 to 104 F (O to 40 C) 

• Storage temperature: -40 to 167 F (-40 to 75 C) 

• Relative humidity: 10 to 90%, noncondensing - · ~ 
• Operating altitude: -60 to 4000 m RQS n° 03/2005 - CN -
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Safety Compliance 

o UL 1950 

o CSA-C22.2 No. 950 

o EN 60950 

o IEC 950 

o AS/NZS 3260 

o IEC 825 

o EN 60825 

o 21CFR1040 

EMC Compliance 

o FCC Part 15 (CFR 47) Class A 

o VCCI Class A with UTP, Class B with STP 

o EN55022 Class A with liTP, Class B with STP 

o CISPR 22 Class A with UTP, Class B with STP 

o CE marking 

o AS/NZS 3548 Class A with UTP, Class B with STP 

Network Management 

o ETHERLIKE-MIB (RFC 1643) 

o IF-MIB (RFC 1573) 

o Bridge MIB (RFC 1493) 

o CISCO-STACK-MIB 

o CISCO-VTP-MIB 

o CISCO-CDP-MIB 

o RMON MIB (RFC 1 757) 

o CISCO-PAGP-MIB 

o CISCO-STP-Extensions-MIB 

o CISCO-VLAN-Bridge-MIB 

o CISCO-VLAN-Membership-MIB 

o CISCO-UDLDP-MIB 

o CISCO-ENTITY-FRU-CONTROL-MIB 

o CISCO-COPS-CLIENT-MIB 

o ENTITY-MIB (RFC 2037) 

o HC-RMON 

o RFC1213-MIB (MIB-m 

o SMON-MIB 

Cisco Systems, Inc. 
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lnline Power Specifications 

• Output power per port: 48V DC power 

• Pin assignment: 1, 2, 3, 6 

Maximum Station-to-Station Cabling Distance 

• 10/IOOBASE-TX, 100BASE-TX Fast Ethemet, and 10/100/1000: Category 5, 5e, and 6 UTP: 328ft. (100m), 

100-ohm STP: 328ft. (100m): half or full duplex 

• lOOBASE-FX Fast Ethemet: 62.5/125-micron multimode fiber: 400-m half duplex, 2-km half or full duplex 

• 100BASE-FX Fast Ethemet: 8/125-micron single-mode fiber: 10-km half or full duplex 

• lOBASE-FL Ethemet: 62.5/125-micron multimode fiber: 2-km half or full duplex 

• Maximum power: off (maximum power condition not reached); on (maximum power condition reached; no 

more phones will receive inline power from this module) 

lndicators and Interfaces 

• Status: green (operational); red (faulty); orange (module booting or running diagnostics) 

• Link good: green (port active): orange (disabled); off (not active or not connected); blinking orange (failed 

diagnostic and disabled) 

• 10/100/1000: RJ-45 (female) 

• 10/IOOBASE-TX and 100BASE-TX: RJ-45 (female) 

• IOOBASE-FX: MT-RJ (female, multimode) 

• IOOBASE-FX: MT-RJ (female, single mode) 

• 10BASE-FL: MT-RJ (female, multimode) 

Cisco Technical Support Services 

Whether your company is a large organization, a commercial business, or a service provider, Cisco is committed to 

maximizing the retum on your network investment. Cisco otfers a portfolio of technical support services to help 

ensure that your Cisco products operate efficiently, remain highly available, and benefit from the most up-to-date 

system software. 

The Cisco Technical Support Services organization otfers the following features, providing network investment 

protection and minimal downtime for systems running mission-critical applications: 

• Provides Cisco networking expertise online and on the telephone 

• Creates a proactive support environment with software updates and upgrades as an ongoing integral part ofyour 

network operations, not m~eJy a_remedy ~hen ~ failure or problern occurs 

• Makes Cisco technical knowledge and resources available to you on demand 

• Augments the resources of your technical staff to increase productivity 

• Complements remate technical support with onsite hardware replacement 

Cisco Technical Support Services include: 

• Cisco SMARTnet™ support 

• Cisco SMARTnet Onsite support 
..-----~.....-. 
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• Cisco Software Application Services, including Software 

Application Support and Software Application Support plus 

Upgrades 

For more information, visit: 

http://www.cisco.com/en/US/products/svcs/ps3034/ 

serv _category _home.html 

Additional Cisco Catalyst 6500 Series lnformation 

Visit this link for to view the following data sheets: 

http:/ /www.cisco. com/en/US/productslhw/switches/ps708/ 

products_data_sheets_list.html 

• Cisco Catalyst 6500 Series Data Sheet 

• Cisco Catalyst 6500 Series Supervisor Engine IA and Supervisor 

Engine 2 Data Sheet 

• Cisco Catalyst 6500 Series 1 O Gigabit Ethernet Interface 

Modules Data Sheet 

• Cisco Catalyst 6500 Series FlexWAN Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Switch Fabric Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series Content Services Module (CSM) 

Data Sheet 

• Cisco Catalyst 6500 Series Firewall Services Module Data Sheet 

• Cisco Catalyst 6500 Series Network Application Module 

{NAM) Data Sheet 

• Cisco Catalyst 6500 Series lntrusion Detection (IDS) Module 

Data Sheet 

~-
Cisco Catalyst 6500 Series Supervisor Engine 720 Data Sheet 

Cisco Catalyst 6500 Series Gigabit Ethernet Interface Modules 

Data Sheet 

• Cisco Catalyst 6500 Series IPSec/VPN Services Module 

Data Sheet 

• Cisco Catalyst 6500 Series SSL Services Module Data Sheet 

Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San jose, CA 95134-1706 

--~---------------
www.cisco.com 
Tel: 408 526-4000 

800 553-NETS (6387) 
Fax: 408 526-4100 

CISCO SYSTEMS 

-~ 
European Headquarters 
Cisco Systems Intemational BV 
Haarlerbergpark 
Haarlerbergweg 13-19 

_ _ _ ll.l!LCH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Tel: 31 O 20 357 1000 
Fax: 31 O 20 357 1100 

Amer1cas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San jose, CA 95134-1706 
USA 
www.ciSCo.com--- -
Tel: 408 526-7660 
Fax: 408 527-0883 

Asia Paclfic Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
!122-01 to !129-01 
SUigapóre '068912 
www.cisco.com 
Tel: +65 6317 7777 
Fax: +65 6317 7799 

Cisco Systems has more than 200 offices in the following countries and regions. Addresses, phone numbers, and fax numbers are listed on the 
Cisco Web site at www.cisco . com/go/offices 
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CISCO SYSTEMS - ® 
Cisco C a t a lyst 6500 Series Content Switching Module 

The Cisco Content Switching Module (CSM) is a Cisco Catalyst® 6500 line card that balances 

client traffic to farms of servers, firewalls , Secure Sockets Layer (SSL) devices, or virtual private 

network (VPN) tennination devices. The Cisco CSM provides a high-performance, cost-effective 

load-balancing solution for enterprise and Internet service provider (ISP) networks. The Cisco 

CSM meets the demands of high-speed content delivery networks, tracking network sessions and 

server load conditions in real time and directing each session to the most appropriate server. 

Fault-tolerant Cisco CSM configurations maintain full state information and provide true hitless 

failover required for mission-critical functions . 

The Cisco CSM provides the following key benefits (refer to Figure 1): 

• Market -leading performance-The Cisco CSM establishes up to 165,000 Layer 4 connections 

per second (depending on software version) and provides high-speed content switching while 

maintaining 1 million concurrent connections . 

• Outstanding price/performance value for large data centers and ISPs-The Cisco CSM 

features a low connection cost and occupies a small footprint. It slides into a slot in a new or 

existing Cisco Catalyst 6500 and enables ali ports in the Cisco Catalyst 6500 for Layer 4- 7 

content switching . 

• Multiple Cisco CSMs can be installed in the same Cisco Catalyst 6500. 

• Ease of configuration-The Cisco CSM uses the same Cisco lOS® command-line interface 

(CLij that is used to configure the Cisco Catalyst 6500 Switch. 

Figu,. 1. The Cisco CSM 

Client 

Web Servers 

Cisco Systems. Inc. 

Catalys t 6500 with 
CSM Module 

Web Se . ---
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Content Switching Module Key Features 

Firewall Load Balancing 

The Cisco CSM allows you to scale firewall protection by distributing traffic across multiple firewalls on a 

per-connection basis, while ensuring that ali packets belonging to a particular connection go through the same 

firewall . Both stealth and regular firewalls are supported . 

URL and Cookie-Based Load Balancing 

The Cisco CSM allows full regular expression pattem matching for policies based on URLs, cookies, and Hypertext 

Transfer Protocol (HTTP) header fields. The Cisco CSM supports any URL or cookie format-allowing it to load 

balance existing Web content without requiring URUcookie format changes . 

High Performance 

The Cisco CSM performs up to 165,000 new Layer 4 TCP connection setups per second, depending on software 

version. These connections can be spread across 4096 virtual servers (16,384 real servers) and ali the ports in a 

Cisco Catalyst 6500, or they can be focused on a single port. This provides a benefit over competitors who use 

distributed architectures that require use of ali the ports in order to gain maximum performance . 

Network Configurations 

The Cisco CSM supports many different network topology types. A Cisco CSM can operate in a mixed bridged 

and routed configuration, allowing traffic to flow from the client side to the server side on the same or on different 

IP subnets . 

IP Protocol Suppon 

The Cisco CSM accommodates a wide range of common IP protocois-including TCP and User Datagram 

Protocol (UDP). Additionally, the Cisco CSM supports higher-level protocols, including HTTP, File Transfer 

Protocol (FTP), Telnet, Real-Time Streaming Protocol (RTSP) . Domain Name System (DNS), and Simple Mall 

Transfer Protocol (SMTP) . 

User Session Stickiness 

Whenever encryption or e-commerce is involved, it is important that the end user is consistently directed to the same 

server-that is, the server where the user's shopping cart is located or the encryption tunnel terminates. Cisco CSM 

User Session Stickiness provides the ability to consistently bring users back to the same server-based on SSL session 

ID, IP address, cookie, or HTTP redirection. 

Load-Balancing Algorithms 

The Cisco CSM supports the following load-balancing algorithms: 

• Round robin 

• Weighted Round Robin 

• Least connections 

• Weighted least connections 

• Source and/or destination IP hash (subnet mask also configurable) 

• URL hashing ~QS no Q3/20Ô5 - CN -
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Quality of Service 

Providing differentiated leveis of service to end users is important when generating revenue from content. The Cisco 

CSM takes advantage of the robust quality of service (QoS) of the Cisco Catalyst 6500, enabling traffic 

differentiation as follows: 

• Correctly prioritizes packets based on Layer 7 rules 

• Directs users who are paying more for services to faster or less loaded servers 

High Availability 

The Cisco CSM continually monitors server and appliation availability using health monitoring probes, inband 

health monitoring, retum code checking, and the Dynamic Feedback Protocol (DFP). When a real server or gateway 

failure occurs, the Cisco CSM redirects traffic to a different location. Servers can be added and removed without 

disrupting service-systems can easily be scaled up or down . 

Connection Redundancy 

Optionally, two Cisco CSMs can be configured in a fault -tolerant configuration to share state information about user 

sessions and provide connection redundancy. If the active Cisco CSM fails, open connections are handled by the 

standby CSM without interruption, and users experience hitless failover-an important requirement for e-commerce 

sites and sites where encryption is used . 

Global Server Load Balancing 

The CSM offers multiple options for building a global or geographicalload balanced environment. The CSM can act 

as an authoritative DNS and perform GSLB among geographically dispersed CSMs for the purposes of disaster 

recovery or for small GSLB environments with 2-4 locations. In addition, the CSM can report load information for 

it's VirtualiPs into the Global Site Selector (GSS), an appliance designed for advanced GSLB scaling up to 128 sites . 

With the many different GSLB options the CSM offers the ability to scale GSLB capabilities as growth demands . 

Configuration Limits 

• Total virtual LANs (VLANs) (client and server): 256 

• Virtual servers: 4000 

• Server farms: 4000 

----- -- - - -- - - -- -
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• Real servers: 16,000 

• Probes: 4000 

• Access controllist (ACL) items: 16,000 

Performance Summary 

1,000,000 concurrent TCP connections 

165,000 connection setups per second-Layer 4 

Operating temperature: 32 to 104.5°F (O to 40°C) 

Nonoperating temperature: -40 to 158°F (-40 to 700C) 

Operating relative humidity: 10 to 90% (noncondensing) 

Nonoperating relative humidity: 5 to 95% (noncondensing) 

Operating and nonoperating altitude: Sea levei to 10,000 ft (3050m) 

Emissions: FCC Part 15 (CFR 47) Class A,ICES-003 Class A, EN55022 Class A, CISPR22 Class A, AS NZS 3548 Class A 

Safety: CE Marking according to UL 1950, CSA 22.2 No. 950, EN 60950, IEC 60950, TS 001, AS/NZS 3260 

Cisco Catalyst 6500 CSM Ordering lnformation 

WS-X6066-SLB-APC 
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CISCO SYSTEMS 

Cisco Catalyst 6500 Series and Cisco 7600 Series 
Network Analysis Module 1 and 2 

Second-Generation, High-Perfonnance Network Analysis Modules for Cisco 

Catalyst 6500 Series and Cisco 7600 Series 

Cisco Systems®, the worldwide leader in 

networking for the Internet, addresses the 

need for multiservice network management 

and traffic monitoring in high-capacity 

switched Ethemet LANs and routed WANs 

with a new generation of the Network 

Analysis Module (NAM) for Cisco® 

Catalyst® 6500 Series switches and Cisco 

7600 Series routers. The NAM is an 

integrated and powerful traffic monitoring 

service module that occupies a single slot in 

the chassis and enables network managers 

to gain application-level visibility into 

network traffic with the ultimate goal of 

improving performance, reducing failures , 

and maximizing returns on network 

investments. 

The second-generation NAMs are available 

in two hardware versions, NAM-1 and 

NAM-2, and offer high performance 

monitoring and crossbar (fabric) 

connectivity to meet diverse network 

analysis needs in scalable switching and 

routing environments running at gigabit 

speeds. The NAMs come with an 

embedded, Web-based traffic analyzer, 

which provides full-scale remote 

monitoring and troubleshooting 

capabilities that are accessible through a 

Web browser. 

Application·Level Visibility Built 

into the Network 

The NAMs give network managers 

visibility into alllayers of network traffic by 

providing application-level Remote 

Monitoring (RMON) functions based on 

RMONZ and other advanced Management 

Information Bases (MIBs). The NAMs add 

to the built-in Remote Monitoring 

(mini-RMON) features in Cisco Catalyst 

6500 Series switches and Cisco 7600 Series 

routers that provide port-level traffic 

statistics at the Media Access Control 

(MA C) or data link layer. The NAMs 

provide intelligence to analyze traffic flows 

for applications, hosts, conversations, and 

network-based services such as quality of 

service (QoS) and voice over IP (VoiP). 

lritegrated Monltoring for LANs 

and WANs 

The NAMS use severa! data sources from 

local and remote switches and routers to 

provide combined visibility into LAN and 

WAN environments. The NAMs collect 

data from physical ports, vi!1.Y&!!..J.T . .aA•.J.:: ~~.,~-~· --~ 

(VLANs), orCisc ~<fth~~05- CN • 
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connections using the Switch Port Analyzer (SPAN) feature. For selective monitoring oflarge amount o f traffic o r for 

traffic from WAN interfaces, VLAN access controllist (VACL)-based captures can be used to filter traffic before it is 

sent to NAM. In addition, the NAMs collect and analyze NetFlow Data Export from local and remate devices to 

provide broad application-level visibility into the network, including remate WAN segments. The NAMs also collect 

data from remate switches using the remote SPAN (RSPAN) feature of the Cisco Catalyst switches . 

Flexible Deployment Scen•rios 

The NAMs can be deployed in the Cisco Catalyst 6500 Series at LAN aggregation points (for example, in the core 

or distribution layer) for proactive monitoring: at service points (for example, in data centers, server farms, or Cisco 

CallManager clusters in IP telephony networks) where performance is criticai: and at important access points (criticai 

clients, IP phone closets) where quick troubleshooting is required. They can also be deployed in Cisco 7600 Series 

routers at WAN edges or in Catalyst 6500 Series switches connected to WAN routers. When deployed at remote 

branch offices, the NAMs provide unique advantage to perform remate troubleshooting and traffic analysis through 

its Web-based Traffic Analyzer without having to send personnel or to haullarge amounts of data to the central site. 

Figure 1 highlights the deployment of NAMs to enable comprehensive traffic monitoring and analysis for 

performance monitoring, troubleshooting, and capacity planning . 

Figu .. 1 

Deploying NAMs to Build Jntel/igence into the Network to serve a Variety of App/ications 

Cisco Systems, Inc. 
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Easy to Deploy and Use 

The NAMs come with the ernbedded, Web-based Traffic Analyzer with extensive monitoring and troubleshooting 

capabilities. Because the NAMs integrate monitoring functions directly into the switch and have complete data 

collection and data analysis capabilities on board, they are easy to deploy and rnanagers can conveniently access data 

frorn anywhere using a Web browser (Figure 2). For security, users can be given role-based access and the 

Web-browser access can be secured with up to 168-bit encryption . 

Figure 2 

Web-Based Traffic Monitoring for both LAN and WAN with the embedded NAM Traffic Analyzer 

The NAMs also provide the flexibility to use standards-based externai applications using the Sirnple Network 

Managernent Protocol (SNMP). NetScout nGenius Real-Time Monitor, a cornponent o f the Cisco Works LAN 

--- Managernent Solution (LNIS), colfects data ffomNAMs across the netWorl< anã proviáes ieports on traffic flow. 
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Major Benefits 

• Increase retum on network investment-The visibility provided by the NAMs enables better utilization of 

network resources to meet business objectives. They ease deployment of network-based services and help in 

capacity planning. 

• Reduce productivity loss and revenue loss-Through proactive monitoring and quick troubleshooting 

capabilities, the NAMs prevent loss due to network degradation and downtime . 

• Enhance network security-The NAMs provide investigation and verification capabilities to supplement other 

security mechanisms such as intrusion detection and firewalls. They can also be used to detect threats by watching 

anomalies in the network traffic. 

Features and Applications 

The data collected by the NAMs can be used for severa! vital management activities, including real-time and 

historical application monitoring, performance management, fault isolation, troubleshooting, and capacity planning. 

The NAMs also play an active role in managing differentiated services such as voice . 

Real-Time and Historical Application Monitoring 

Using RMON, RMON2, severa! extended RMON MIBs, and NetFlow, the NAMs detect the applications on the 

network and provide detailed real-time and historical infonnation about how these applications utilize the 

bandwidth, which hosts access those applications, and which client/server pairs generate the most traffic (Figure 3A 

and 3B) . 

---- -
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Figu,. 3A 

Monitoring Applications and Hosts on the Network 

Figu .. 38 

Monitoring Application Utilization on a WAN link using Netflow Data Export from a Remate Router 
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Perform•nce M•n•gement 

The NAMs provide valuable information about the delays in server responses to client requests. Using the 

Application Response Time (ART) MIB, developed by Cisco partner NetScout Systems, the NAMs can identify 

problems with applications or servers in criticai environments such as e-commerce and IP telephony (Figure 4) . 

FiguN4 

Application Response Time Monitoring 

RQS n° 03/2005 - CN -
CPMI - CORREIOS 

Cisco Systems. Inc. ! 1 
Ali contents are Copyright il:l 1992-2003 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Sta ment. 790 

Page 6 of 13 Fis N° ------



Fault lsolation and Troubleshooting 

~~ -q~S 
'i-

Using the NAMs, network managers can set thresholds and alarms on various network parameters such as increased 

utilization, severe application response delays, and voice quality degradation, and be alerted to potential problems. 

The NAMs provide comprehensive views on applications, hosts , voice, quality o f service (QoS), and so on, to isola te 

faults or malfunctions in the network. The NAM Traffic Analyzer can capture and decode packets in real time to aid 

troubleshooting (Figure 5) _ 

Figure 5 

Capturing and Decoding Packets w ith NAM 

VoiP and QoS Monitoring 

The NAMs can analyze voice traffic flows in real time to collect valuable information, including call setup details and 

voice quality metrics. Network managers can be alerted to voice quality degradation and can isolate potential 

problems (Figure 6)-

The NAMs make the deployment of QoS for voice and other criticai services effective by identifying violations of 

QoS policies. The NAMs support the Differentiated Services Monitoring (DSMON) MIB, which monitors traffic by 

differentiated services code point (DSCP) allocations defined by QoS policies (Figure 7) -
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FiguN 6 

I P Telephony Monitoring 

FiguN 7 

QoS Monitoring Using DSMON 
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Capacity Planning and Other Extended Applications 

The data from the NAMs across the network can be collected by NetScout nGenius Real-Time Monitor, a component 

o f the Cisco Works LAN Management Solution (LMS) to provi de consolidated views o f network traffic (Figure 8). 

The NAMs serve as data sources for severa! other standards-based applications for a variety o f purposes including 

capacity planning, long-term historical reporting and trending, anomaly-based threat detection, etc. 

Figu,.. 8 

Aggregating data from NAMs across the network using NetScout nGenius Real-Time Monitor 

Prim•ry Adv•nt•s•• 

• lntegrated with network infrastructure-The NAMs occupy a single slot within the Cisco Catalyst 6500 Series 

or Cisco 7600 Series chassis and are deployed, managed, and supported as an integral part of the network 

infrastructure. They do not interfere with switching and routing functions and have their own processing 

resources. They are managed as a part of the network device using CiscoWorks management tools. 

• Complete monitoring solution for LAN, WAN, and network-based services-The NAMs combine the functions 

of data collection agent and analysis application in one and provide comprehensive monitoring using a variety of 

data sources including RMON, RMON2 and NetFlow though the embedded Traffic Analyzer. 

• Total cost o f ownership savings-The integrated nature of the NAM solution saves costs in acquiring network 

device-specific features like mini-RMON, and in maintenance and technical support. The NAM Traffic Analyzer 

is embedded in the NAMs at no extra cost. 

• Extensible, standards-based solution-The NAMs are compliant with open standards, and can be used with 

--- - --different monitoring-appl:ieatns to meet ài ... oerse-Heeàs-;- ---

• Secure solution-The NAM Traffic Analyzer can be deployed with up to 168-bit encryption, and SNMP can be 

disabled for fortiJY:ing externai access to the NAM. The NAMs support Secure Shell (SSH) for secured 

command-line access. 
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Network Monitoring Solutions 

Cisco Systems offers a wide variety of solutions to provide complete visibility into network infrastructure. The 

comprehensive Cisco solution includes embedded technologies such as mini-RMON, NetFlow, Service Assurance 

Agent (SAA), Network-Based Application Recognition (NBAR); NAMs for the Cisco Catalyst 6500 Series and Cisco 

7600 Series for value-added traffic analysis. and CiscoWorks network monitoring applications. nGenius Real-Time 

Monitor, a component of the CiscoWorks LAN Management Solution (LMS) , collects mini-RMON data from 

switches to provide port utilization statistics and uses data from NAMs across the network to provide broad-based 

analysis and reports on network traffic. Cisco AWID (Architecture for Voice, Vídeo and Integrated Data) partners 

extend the Cisco network monitoring solution through a variety of applications that use embedded data sources 

andNAMs. 

Technical Specifications 

NAM-1 

• High-performance dual processar architecture, 512MB RAM 

• 1\vo data collection interfaces to backplane: 1 for SPANNACL data sources, 1 for NetFlow 

• Second generation fabric enabled platform with interface to both bus and crossbar based architectures 

NAM-2 

• Extra high-performance dual processar architecture with hardware-based packet acceleration, 1 GB RAM 

• Gigabit monitoring performance 

• Three data collection interfaces to backplane: 2 for SPANNACL data sources (can be used independently or 

together) , 1 for NetFlow 

• Second generation fabric enabled platform with interface to both bus and crossbar based architectures 

Supported Platforms 

• NAM-1 and NAM-2 can be deployed in any slot in Cisco Catalyst 6500 and 6000 Series switches and Cisco 7600 

Series routers [both bus- and crossbar (fabric)-based architectures] ; multiple NAMs can be placed in the same chassis 

• Supported with Cisco lOS® Software or Cisco Catalyst Operating System on the Supervisor Engine 

Supported Topologies and Data Sources 

• LAN-Switch Port Analyzer (SPAN) or Remote SPAN (RSPAN), VLAN ACL(VACL)-based captures, NetFiow 

(v1, v5, v6, v7, v8) 

• WAN-NetFlow (vl. v5, v6 , v7, v8) from local and remote devices, VLAN ACL (VACL)-based captures for 

- -- "FieXW.<tN/OpticatS"ervit-e Mocrule--(<JSMTinterfaces-(elsco-.teS-suftware only) 

Supported Interfaces and Applications 

• HTTP/HTI'PS with embedded web based NAM Traffic Analyzer 

• SNMP v1, v2 with NetScout nGenius Real Time Monitor and other standards based applications 

Cisco Systems, Inc. 
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NAM Traffic Analyzer 

• Embedded in NAM Software Version 2.2 and !ater for NAM-1/NAM-2 

• Web based-Requires Microsoft Internet Explorer 5.0 or Netscape 4. 7 (minimum) 

• Supports Secure Sockets Layer (SSL) security with up to 168-bit encryption 

• Role-based user authorization and authentication locally or using TACACS+ 

• Real-time and lústorical statistics (up to 100 days) on LAN/WAN traffic and network-based services 

NAM Software Version 3.1 

• Supports NAM-1 (part number WS-SVC-NAM-1), NAM-2 (WS-SVC-NAM-2) and first-generation NAM 

(WS-X6380-NAM) 

• Supported with Cisco lOS® Software Release 12.1(13)E or Cisco Catalyst Operating System 7.3(1) minimum on 

the Supervisor Engine 

Supported MIB Groups 

The NAMs are standards-compliant and support RMON and RMON2 MIBs, as well as severa! extensions. The 

major MIB groups supported in the NAMs are: 

• MIB-11 (RFC 1213)-All groups except Exterior Gateway Protocol (EGP) and transmission 

• RMON (RFC 2819)-All groups 

• RMON2 (RFC2021)-All groups 

• SMON (RFC2613)- DataSourceCaps and smonStats 

• DSMON (RFC 3287) 

• HC-RMON (RFC 3273) 

• Application Response Time (ART) 

Supported Protocols 

The NAMs provide RMON2 statistics on several-hundred unique protocols, including those defined in RFC 2896, 

and severa! Cisco proprietary protocols. In addition, the NAMs can automatically detect unknown protocols and 

users have the flexibility to customize the protocol directory. 

Examples of Protocols Supported by the NAMs for RMON2 Statistics: 

• TCP and UDP over IP including 1Pv6 

• VoiP including SCCP(Skinny). RTPIRTCP, MGCP, SIP 

• Mobile IP protocols (Both IP in IP and GRE tunnelling) 

StOI age area network (SAN) protoeels-ifle~l-over T..CPtiP---- -

• AppleTalk, DECnet, Novell, Microsoft 

• Database protocols including Oracle, Sybase 

• Bridge and router protocols 

• Cisco proprietary protocols 

• Unknown protocols by TCP/UDP ports, RPC program numbers, etc. 
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Physical Specifications 

• Dimensions (H x W x D) : 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em): Occupies any 1 slot in the chassis 

Operating Environment 

• Operating temperature: 32 F (O C) to 104 F ( 40 C) 

• Nonoperating and storage temperature: -40 F (-40 C) to 158 F (70 C) 

• Operating relative hwnidity: 10% to 90% (noncondensing) 

• Nonoperating relative humidity: 5% to 95% (noncondensing) 

• Operating and nonoperating altitude: Sea levei to 10,000 ft (3050 m) 

Agency Approvals 

• Regulatmy: CE Marking (89/366/EEC and 73/23/EEC) 

• Safety: UL 1950, CAN/CSA-C22.2 No. 950, EN 60950, IEC 60950 

• Electromagnetic Emissions: FCC Part 15 (CFR 4 7) Class A, ICES-003 Class A, EN 55022 Class A, CISPR22 Class 

A, AS/NZS 3548 Class A, VCCI Class A, EN55024, EN50082-1 

Ordering lnformation 

C1sco Part Number Descnpt1on 

WS-SVC-NAM-1 Network Analysis Module-1 for Cisco Cat~llyst 6500 Series and Cisco 7600 Series 

WS-SVC-NAM-2 Network Analysis Module-2 for Cisco Catalyst 6500 Series and Cisco 7600 Series 

SC-SVC-NAM-3.1 Network Analysis Module Software v 3.1 for NAM-1, NAM-2 (includes ART. VoiP) 

• The use of mini-RMON in Cisco Catalyst 6500 Seiies and Cisco 7600 Seiies with NAMs installed does not 

require the purchase of a separate RMON agent Iicense. 

• The Application Response Time (ART) MIB and the VoiP monitoling features are included at no extra cost for 

the NAM-1 and NAM-2. They require purchase of separate Iicenses (SC6K-NAM-ARf-LIC= and 

SC6K-NAM-VOIP-LIC=) with the first-generation NAM (WS-X6380-NAM) 

• Service Part Numbers for NAM-1 and NAM-2 are CON-xxx-WSSVCNAM1 and CON-xxx-WSSVNAM2 

respectively, where "xxx" stands for levei of support (for example, XXX= SNT = 8x5x Next Business Day) 

More lnformation 

- - -- http;~oom/e~odm;tslàw/rnoduleslps6-Wêlpsá0Zã/index.htm~ - -
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T echnical Specifications 

This appendix provides the technical specifications for the Catalyst 6000 series 
switches: 

• Catalyst 6006 Switch, page A-2 

• Catalyst 6009 Switch, page A-3 

• Catalyst 6000 Series Power Supplies, page A-5 

• Regulatory Standards Compliance, page A-7 

Refer to the Catalyst 6500 Series Module Installation Guide for module and 
interface port specifications. 
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• Catalyst 6006 Switch 
Appenclix A Technical Specifications 

Catalyst 6006 Switch 
The Catalyst 6006 switeh speeifieations are provided in Table A-1. 

Table A-1 Catalyst 6006 Switch Specifications 

Item Specification 

Environmental 

Temperature, ambient operating 32·F (o·q to 104•p (400C) 

Temperature, ambient nonoperating and -40•F (-4o·q to 158•F (700C) 
storage 

Humidity (RH), ambient 
(noneondensing) operating 

Humidity (RH), ambient 
(noneondensing) nonoperating and 
storage 

Altitude, operating 

Noise leveis 

Physical Characteristics 

Dimensions (H x W x D) 

Weight 

10% to 90% 

5% to 95% 

Sea levei to 6500 feet (2000 m) 

45.8 to 49.6 dBa 

20.1 X 17.25 X 18.4 in. (51.1 X 43.1 X 46.0 em) 
Chassis depth ineluding eable guide is 21.64 in. 
(55.0 em). Chassis requires 12 RU 1. 

Chassis only: 45 lb (20.41 kg) 

Chassis fully eonfigured with 1 supervisor engine, 
5 switehing modules, and 2 power supplies: 115 lb 
(52.15kg) 

• Catalyst 6000 Series Switch lnstallation Guide 
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Appendix A T echnical Specifications 
Catalyst 6009 Switch • 

Table A-1 Catalyst 6006 Switch Specilications (continued) 

Item 

Power Supply 

Airtlow 

I. RU = rack units 

2. lfm = linear feet per minute 

Catalyst 6009 Switch 

Specification 

1000 W AC-input, 1300 W AC-input or DC-input, 
2500 W AC-input or 2500 W DC-input power 
supplies. An optional second power supply can be 
installed in the chassis. 

200 lfm2 through system fan assembly. We recommend 
that you maintain a minimum air space o f 6 inches 
(16 em) between walls and the chassis air vents and a 
minimum horizontal separation of 12 inches (30.5 em) 
between two chassis to prevent overheating. 

The Catalyst 6009 switch specifications are provided in Table A-2. 

Table A-2 Catalyst 6009 Switch/Catalyst 6509 Switch Specilications 

Item Specification 

Environmental 

Temperature, ambient operating 32.F (o·q to 104.F (40"C) 

Temperature, ambient nonoperating and -40"F (-40"C) to 158"F (70"C) 
storage 

Humidity (RH), ambient 
(noncondensing) operating 

Humidity (RH), ambient 
(noncondensing) nonoperating and 
storage 

-Altitude,operating­

Noise leveis 

10% to 90% 

5% to 95% 

ea.leYel to 650D feet (2000_m) 

49.8 to 53.6 dBa 

Catalyst&OOO Series Switch lnstallation Guide • 
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Appendix A Technical Specifications 
• Catalyst 6009 Switch 

Tãble A-2 Caulyst 6009 Switch/Catalyst 6509 Switch Specilications (continued) 

Item 

Physical Characteristics 

Dimensions (H x W x D) 

Weight 

Power Supply 

Airflow 

I. RU = rack units 

2. lfm = linear feet per minute 

Specification 

25.5 X 17.25 X 18.4 in. (64.8 X 43 .1 X 46.0 em) 
Chassis depth inc1uding cab1e guide is 21 .64 in. 
(55.0 em). Chassis requires 15 RU 1

. 

Chassis only: 55 lb (24.9 kg) 

Chassis fully configured with 1 supervisor engine, 
8 switching modules, and 2 power supplies: 135 lb 
(61.2 kg) 

1300 W AC-input or DC-input, 2500 W AC-input or 
DC-input power supply, or 4000 W AC-input power 
supply. An optional second power supply can be 
installed in the chassis. 

200 Ifm2 through system fan assembly. We recommend 
that you maintain a minimum air space of 6 inches 
(16 em) between walls and the chassis air vents anda 
minimum horizontal separation of 12 inches (30.5 em) 
between two chassis to prevent overheating. 

• Catalyst6000 Series Switch lnstallation Guide .,. 78-15143-01 
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Appenclix A Technical Specificalions 
Calalysl 6000 Series Power Supplies 

Catalyst 6000 Series Power Supplies 
Table A-3 lists the specifications for the Catalyst 6000 series power supplies. 

lãble A-3 Catalyst 6000 Series Power Supply Specilications 

Item Specification 

1000 W AC-input Power Supply 

AC-input type 

AC-input voltage 

AC-input current 

AC-input frequency 

Power supply output capacity 

Power supply output 

Output holdup time 

1300 W AC- and DC-input Power Supplies 1 

AC-input type 

AC-input voltage 

AC-input current 

AC-input frequency 

OC-input voltage 

DC-input current 

Power supply output capacity 

Power supply output (AC supply) 

Power supply output (OC supply) 

78-15143-01 

Autoranging input with power factor corrector. 

100 to 240 VAC (10% for full range). 

12 A@ 100 VAC, 6 A@ 240 VAC. 

50/60Hz (nominal) (3 Hz for full range). 

1000 w. 
15 A@ +3.3 V, 5 A@ +5 V, 6 A@ +12 V, 
20.3 A @ +42 V. 

20 ms minimum. 

Autoranging input with power factor corrector. 

100 to 240 VAC (10% for full range). 

17.25 A@ 100 VAC, 8 A@ 200 VAC. 

50/60Hz (nominal) (3 Hz for full range). 

-48 voe to -60 voe continuous. 

38 A@ -48 VOC, 30 A @ -60 VDC. 

1300 W maximum AC-input; 1360 W OC-input. 

15 A@ +3.3 V, 5 A@ +5 V, 6 A@ +12 V, 
27.46 A@ +42 V. 

15 A@ +3.3 V, 5 A@ +5 V, 6 A@ +12 V, 
30 A@ +42 V. 
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Appenclix A Technical Specifications 
• Catalyst 6000 Series Power Supplies 

Table A-3 Catalyst 6000 Selies Power Supply Specilications (continued) 

Item Specification 

DC input terminal block 

Output holdup time 

2500 W AC- and DC-input Power Supplies 

AC-input type 

AC-input voltage 

AC-input current 

AC-input frequency 

Power supply output capacity 

System power dissipation 

DC-input voltage 

DC-input current 

Power supply output (AC supply) 

Power supply output (DC supply) 

DC input terminal block 

Output holdup time 

Accepts 3-10 AWG copper conductors. Actua1 size of 
the wire needed is determined by the installer or local 
electrician. Terminal block material rated at 12o·c. 

20 ms minimum (AC-input power supply). 

8 ms (DC-input power supply). 

Autoranging input with power factor corrector. 

100 to 120 VAC, 200 to 240 VAC ( 10% for full range). 

16 A maximum at 200 VAC at 2500 W output. 
16 A maximum at 100 VAC at 1300 W output. 

50/60Hz (nominal) ( 3% for full range). 

1300 W maximum (100-120 VAC). 
2500 W maximum (200-240 VAC or -48 to 
-60 VDC). 

3520 W (total input power) or 3.6 KVA (high-line 
operation). 

-48 VDC to -60 VDC continuous. 

80 A @ -40.5 VDC, 70 A @ -48 VDC, 
55 A @ -60 VDC. 

15.5 A@ +3.3 V, 5 A@ +5 V, 6 A@ +12 V, 
27.5 A@ +42 V (100/120 VAC). 

15 A@ +3.3 V, 5 A@ +5 V, 10 A@ +12 V, 
55.5 A@ +42 V (200/240 VAC). 

15 A@ +3.3 V, 5 A@ +5 V, 10 A@ +12 V, 
55.5 A@ +42 V. 

Accepts 2-14 AWG copper conductors. Actual size of 
the wire needed is determined by the installer or local 
electrician_ Terminal block material rated at 15o·c. 

20 ms minimum (AC-input power supply). 

4 ms (DC-input power supply). 

• Catalyst 6000 Series Switch lnstallation Guide 
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Appendix A T echnical Specifications 
Regulatory Standanls Cornpliance • 

Table A-3 Catalyst 6000 Series Power Supply Specilications (continued} 

Item Specification 

4000 W AC-input Power Supply 

AC-input type 

AC-input voltage 

AC-input current 

Power supply output capacity 

AC-input frequency 

KVA rating 

Maximum output current 

Output holdup time 

High-line input with power factor corrector, 30 A 
single-phase circuit. 

200 to 240 VAC ( 10% for full range). 

23 A. 

4000 W maximum. 

50/60Hz (nominal) ( 3% for full range). 

5.4 kVA maximum. 

15 A@ +3.3 V, 5 A@ +5 V, 10 A@ +12 V, 
91.20 A@ +42 V. 

20 ms minimum. 

I. Some early versions o f the 1300 W AC-input power supply were marked as 1800 W. This value refers to the input power 
rating o r maximum system power dissipation o f the power supply. The output power o f the power supply is 1300 W. Power 
supplies currently shipping are marked as 1300 W. 

Regulatory Standards Compliance 

78-15143-01 

Catalyst 6000 series switches comply with the regulatory standards listed in the 
Regulatory Compliance and Safety lnformation for the Catalyst 6500 Series 
Switches document. 
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Crsco SYSTEMS 

Cisco Catalyst 6500 

-~G _ q~o 
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PRODUCT BULLETIN No. 1584 

Content Switching Module 
Software Version 2.1 (1) 

New Features 

Firewall Load Balancing 

Firewallload balancing allows you to scale firewall protection by distributing traffic across multiple firewalls 

on a per-connection basis. Version 2.1 (1) of the Cisco Catalyst® 6500 Content Switching Module (CSM) 

supports configurations for both standard and stealth firewalls and has the performance necessary to scale 

for high-performance networks with many firewalls. 

Connection RedundancyStateful Failover 

You can configure two CSMs, either in the same chassis or in two different chassis, in a fault-tolerant pair to 

share state information about user sessions and provi de connection redundancy. If the active CSM fails, open 

connections are handled by the standby CSM without interruption, and users experience hitless failover-an 

important requirement for e-commerce sites and sites where encryption is used. 

Multiple CSMs in a Chassis 

This feature allows multiple CSM blades to be simultaneously inserted into a Catalyst 6500 Series Switch for 

redundancy or increased performance. In addition, you can simultaneously use both IOS-SLB and one or 
more CSMs in the same chassis. 

HTTP 1.1 Persistence 

With connection persistence, you can dispatch multiple HTIP requests from the client to the server on the 

same persistent connection. Implementation o f "persistence" support allows for independent switching o f 

each successive HTTP request in a persistent connection. As a new HTTP request arrives. it can be switched 
to the same server as the prior request or to a different server. 

Load Balancing of Ali Common IP Protocols 

In Version 1.1 , the CSM load-balanced TCP traffic only. The current version of CSM balances traffic 

consisting of ali common IP protocols including User Datagram Protocol (UDP). 

URL Hashing 

This feature is an additional predictor for Layer 7 connections in which the real server is chosen using a hash 

value based on the URL. This hash value is computed on the entire URL or on a portion of it. 
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Generic Header Parsing 

The CSM parses, matches, and switches connections based on the HTTP URL or cookie value. With this version, additional 

information about the end user is included in the header record of a HTTP request. The information, such as an end user's 

browser device type or selected language, is important to business segments that provide content services to end users. The 

content must be tailored for an end user with a personal handheld device versus for an end user with a desktop PC. The 

ability to select Web servers based on any user data helps businesses better organize content for their customers. 

VPN and IP Security Protocol Load Balancing 

In addition to support for generic IP protocols, specific enhancements to the CSM optimize virtual private networking (VPN) 

and IP Security Protocol (IPSec) load balancing. 

SNMP Server Health Traps 

Simple Network Management Protocol (SNMP) server traps can now be configured on the CSM. Full SNMP support will 

be available on the CSM in a future release. 

Orderable Product Numbers 

CSM Hardware Native Cisco 
Software Part 
Release Number 

Software Part Hardware lOS Software Added 
Number 

1.2(1) WS-X6066-SLB-APC SC6k-1.2-CSM 

2.1(1) WS-X6066-SLB-APC SC6k-2. 1-CSM 

Further lnformation 

Requirements 

Supervisor lA with 12.1(8a)e 
Multiswitch Feature Card 
(MSFC) and Policy Feature 
Card (PFC) ar Supervisor 2 
Module with MSFC 2 

Supervisor 1A with MSFC 12.1(8a)EX or 2.1 
& PFC or Supervisor 2 
with MSFC 2 

Download this software version at: 

http://www.cisco.com/cgi-binltablebuild.pllcat6000-intellother 

Supervisor 2 support Route 
Health lrJiection 

Firewall Load Balancing 
Non-TCP Load Balancing 
URL Hashing 

HTIP 1.1 Persistence 

Full Stateful Failover 
Generic Header Parsing 

SNMP Server Health Traps 

Multiple CSM in a Chassis 

VPNIIPSec Load Balancing 

CSM Data Sheet: http://www.cisco.com/en/US/products/hw/modules/ps2706/products_data_sheet09186a00800887f3.html 

CSM Installation and Configuration Cuide: httP://www.cisco.com/en!US/products!hw/switches/ps708/ 

- - - -products_lrtstaílation.::and=cmtfigmatimc:guid~....:book69-I-86a00800Tfa8fr.html 

Version 1.2 ( 1) Release Notes: http://www.cisco.com/univercd/cdtd/doc/productllan/cat6000/relnotes/index.htm 

Marketing Contacts 

Dyan Gray, dpgray@cisco.com 

Stephanie Pache, sapache@cisco.com ..------------
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CISCO SYSTEMS 

ArvE'KO@ 

Catalyst 6500 Series 
Supervisor Engines 

OVERVIEW 

The supervisor engines for Catalyst® 6500 Series switches deliver the latest advanced switching technology 

with proven Cisco software to power a new generation of scalable and intelligent multilayer switching 

solutions for both enterprise and service provider environments. Designed to bring data, voice, and video 

integration onto a single platform for fully integrated communications in the access, distribution, and 

core layers of the network, the Catalyst 6500 Series Supervisor Engines provide a modular and flexible 

approach to building intelligent, resilient, scalable, and converged high performance multilayer switching 
solutions. The table below highlights the options available in the supervisor engines for the Catalyst 6500 

Series switches. 

Table 1 Available Options in the Catalyst 6500 Supervisor Engines 

Max Port 
Dens•ty Forward~ng Performance QoS & Security H1gh Ava11ab1hty 

101100 Gigabit Banclwidlh Aggregate 
System 
F-anling 
Performance 

SupervisorlA 384 130 32 Gbps 15 Mpps 

Supervisor1A+ 384 130 32 Gbps 15 Mpps 
PFC+MSFC2 

Supervisor2+ 576 194 256 Gbps 30/2101 

PFC2+MSFC2 Mpps 

1. When deployed in Distributed CEF mode 

-- ---- -

IP QoSIACl ACl 
Multicast LookUp Enlries 
Hardware Perfonnance (QoS+ 
Support SecwiiJI 

(S.G) 15Mpps 16K 

(S,G)& 30/2101 32K + 32K 
e.G) Mpps 

-- - - - - -

Cisco Systems, Inc. 

Slaleful 
Failover 

Yes 

Yes 

Yes 

Bac:kplane HSRP Elher 
Redundancy Channel 
withSfM Across 

Modules 

Yes 

Yes Yes 

Yes Yes Yes 
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T•ble 1 Available Options in the Catalyst 6500 Supervisor Engines (continued) 

Supervisor1 A 

Supervisor1A+ 
PFC+MSFC2 

Supervisor2+ 
PFC2+MSFC2 

Management Apphcattons 

Policing 
Performance 

15 Mpps 

JOMpps 

Numberof 
Aggregate 
Policen 

1023 

1023 

Nedlow 
Statistics 

Yes 

Yes 

RemoteSPAN 

Yes 

Yes 

FlexWAN 

Support 

Yes 

Yes 

Optical Switch Application 
Modules 

Support 

Yes 

Wiring closets with Layer 2 
forwarding 

Distribution and Backbone 
applications 

High Performance Distribution. 
Backbone. WAN Edge Applications 

The Catalyst 6500 Series supervisors listed in Table 1 can be deployed in any of the Catalyst 6500 series chassis to meet the 

rapidly evolving needs oftoday's networks (Please note that Catalyst 6513 chassis requires Supervisor Engine 2). This broad 

range of highly modular supervisor offerings enables the Catalyst 6500 Series to detiver products that are optimized for the 

access, distribution, and core layers of the network. 

Wiring Closet and Server Farm Applications 

As the access point into an enterprise network the wiring closet must provide more than sheer "speeds and feeds". The full 

benefits of a converged data, multimedia, and voice network can be realized only when the valuable network services are 

that created extend from the network core to the access layer. As such, wiring closets and server farms must provide: 

• Scalable connectivity 

• Security 

• High availability 

In addition, they must define and enforce the operational characteristics of the entire enterprise network. 

Figure 1 Supervisor 1A 

----- - · -
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The Catalyst 6500 Supervisor Engine lA supports up to 15 Mpps ofLayer 2 forwarding and scales 10/100 Ethemet port 

densities to 384 ports per chassis. The Catalyst 6500 Series Supervisor Engine lA can be used in the Catalyst 6000 (6006, 

6009) and Catalyst 6500 (6506, 6509) Series chassis. thereby providing investment protection through scalability and 

common sparing. The Supervisor Engine lA provides Quality of service (QoS) using Layer 2 destination MAC addresses, 
VLANs, and marking using layer 2 CoS values. 

f igure 2 Supervisor Engine lA with PFC 

The addition of the Policy Feature Card (PFC) to the Supervisor Engine lA provides granular per-port recognition and 

classification of different types o f traffic, and enables admission control to manage which applications are granted access to 

the network. The PFC is an integral part of the CiscoAssure end-to-end quality of service (QoS) and policy-based security 

solution. 

The PFC can identify user applications such as voice, enterprise resource planning (ERP), or multicast and classify traffic 
with the appropriate priority levei. The PFC delivers the intelligence to arbitrate traffic across various metrics such as 
application type, user, security, predetermined policy, and so on to ensure that business-critical traffic is unaffected by 

unimportant applications such as network games. For example, delay sensitive traffic, such as voice over IP (VoiP), can be 
given higher priority over a "Doom" game traffic. 

The PFC also enables admission control in the access layer to prevent unauthorized applications from being allowed onto 

the network. It also supports intra-VLAN hardware-based protocol filtering, thus enabling intelligent broadcast control and 

increasing resource utilization and network performance. Furthermore, it supports the ability to redirect specific traffic to a 

selected port or group of ports for network analysis. 

When the advanced feature benefits of the PFC are coupled with other Cisco solutions such as IP-telephony handsets, 

customers can realize the financiai benefits of a converged voice/video/data access layer network. Two networks can be 

collapsed into a single, intelligent IP-based network for more cost-effective moves, adds, and changes, decreased management 

staff, and access to new Web-bcÍSed-mUitiservice ãppficatim1s sÜch as video on demand (VoD). NetMeeting, and 

"click-to-call" applications. The ability to deliver these benefits by providing enhanced intelligent network services at wire 

speeds makes the Catalyst 6500 Series switches the most advanced switches in the industry. 

~----~-------------
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Figure 3 Supervisor Engine 2 

Designed to meet the needs ofvery high density, resilient wiring closets and data centers/server farms, the Catalyst 6500 Series 

Supervisor Engine 2 provides industry-leading scalability of intelligent multilayer switching services up to 210 Mpps. The 

Catalyst 6500 Series Supervisor Engine 2 can be used in the Catalyst 6000 (6006, 6009) and Catalyst 6500 (6506, 6509, 

6513) Series chassis, and it scales 10/100 Ethernet port densities to 576 ports per chassis. When deployed in Catalyst 6500 

Series chassis (Catalyst 6506, 6509, 6513), the Supervisor Engine 2 in conjunction with the Switch Fabric Module (SFM, 

SFM2) can scale the total system bandwidth to 256 Gbps. This scalability in performance and densities offers an economical 

approach to deploying networks that can be incrementally scaled to meet the rapidly evolving needs of mission criticai 

networks. 

The PFC2, which is standard on the Supervisor Engine 2, is a criticai component of the CEF architecture. While offering ali 

the benefits of the PFC, the PFC2 on the Supervisor Engine 2 significantly scales the centralized forwarding and hardware 

support for QoS and Access Contrai Lists ACLs to 30 Mpps. The PFC2 also provides increased granularity of high 
performance support for per-port QoS and ACLs by supporting 4-times larger tables for ACL and QoS entries. 

To facilita te wúnterrupted availability of mission criticai applications to users, Catalyst 6500 Series switches enable a 

resilient, self-healing network architecture by supporting synchronized dual supervisor configurations in both the Supervisor 

Engines IA and 2. If a supervisor fails, High-Availability switchover transfers switch control to the redundant Supervisor 

within 1 to 3 seconds. This stateful failover is facilitated by the maintenance synchronized protocol states between the 
primary and redundant supervisors. Another major benefit o f this High Availability architecture o f the Catalyst 6500 Series 

Supervisor Engines lA & 2 is the Hitless Software Upgrade feature, which allows customers to transparently upgrade 

C ore and Distribution Applications 

Enterprises and service providers have recently begun to deploy applications based on Internet technology to enable solutions 

such as converged voice and data networking, e-commerce, e-learning, and centralized application delivery. Deployment of 

these-applications-reqttires-higfler-end-te-efld-bantiwitlth--te-suppeR-simultaneoos-appli€atien-Eielivery-to hundreds or even 

thousands of end users. 1t is also criticai that the intelligent network services required to contrai individual traffic flows, such 

as QoS and security, can grow along with the bandwidth to ensure scalable application delivery tied to business priorities 
and requirements. At the same time, businesses are not able to decommission existing applications or networks overnight in 

favor o f new Internet -based business applications. Instead, existing applications and infrastructure must coexist with the new 

solutions for some time as the network is updated and the support staff is trained to support the new application 

requirements. --~--·------. 
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The Catalyst 6500 Supervisor Engine 2 is an innovative solution to the requirement for scalable bandwidth with intelligent 

network services and flexible migration options. Based on the state-of-the-art Cisco Express Forwarding (CEF) architecture, 

the Supervisor Engine 2 delivers unmatched scalability in intelligence and performance under conditions of highly dynamic 

traffic flows. Starting with 30 Mpps of centralized CEF, the Catalyst 6500 Series Supervisor Engine 2 provides 

industry-leading scalability of intelligent multilayer switching services up to 210 Mpps. This scalability enables enterprises 

and service providers to deploy highly integrated Internet business solutions that require high end-to-end bandwidth to 

support simultaneous application delivery to hundreds or even thousands of end users. 

Figure 4 Scaling Data-Pian Performance with Cisco Express Forwarding 

.!'! 
Througpput 

(MRP,s) 

Contrai Plane 

Controi-Piane Load; (#FIOWstSiKII!)~~!Milll. 11111••••••41--~ 
See Mier Communications, Inc. s Report: www.mier.com/publications 

When deployed in Catalyst 6500 Series chassis (Catalyst 6506, 6509, 6513) , the Supervisor Engine 2 in conjunction with the 

Switch Fabric Module (SFM, SFM2) can scale the total system bandwidth to 256 Gbps. When used in this configuration, the 

system will provide an added benefit ofindustry-leading network availability and resiliency (see Figure 5) . 

Cisco Systems, Inc. 
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Figure 5 2 Leveis of Backplane Redundancy 

• Each module interfaces both 
256 Fabrics (active) 

• Modules also interface with 
32 Gbps passive Bus 

• lf primary fabric fails, modules 
defer to redundant fabric 
Modular fabric design allows 
upgrade o f failed fabric 

• lf both fabrics fail, modules 
defer to passive 32 Gbps Bus 

• Connectivity is NOT lost 

In addition to the scalability in performance and industry leading resilience, the Supervisor Engine 2 provides powerful 

security and QoS features (For more info on these features, please see under the Supervisor 2 + PFC 2 section of this 

document) . The QoS mechanisms on the PFC2 provide classification and scheduling to ensure that proper quality of service 

is delivered throughout the network. These features are important because the links in the distribution and core maintain a 

high utilization as they aggregate traffic from the lower layers. lt is on these links that prioritization of traffic is important -

so that high priority traffic will transit the core/distribution with low delay and latency. 

Figure 6 Supervisor 1A with PFC and Multilayer Switch Feature Card 2 (MSFC2) 
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The functionality of the SupelVisor Engines lA and 2 is significantly enhanced by the addition of the Multilayer Switch 

Feature Card 2 (MSFC2) module option to meet the needs of the networks in the core and the distribution Jayer. 

The MSFC2 daughter module when used with the PFC (PFC. PFC2) enabled Supervisor Engines lA and 2 provides intelligent 

high performance multilayer switching up to 15 and 210 Mpps, respectively. MSFCZ provides a wide range of software 

services to enable scalable, end-to-end multicast traffic, security, and extra QoS mechanisms in addition to those provided 

by the PFC. For example, the MSFC2 provides support for the Protocol lndependent Multicast (PIM) routing protocol, 

including PIM sparse, dense, sparse/dense modes, as well as granular security ACLs. MSFC2 also supports up to 1000 

terminated virtual LANs (VLANs) . In addition, MSFC2 will enable features like unicast Reverse path Forwarding (RPF) and 

TCP intercept in hardware on Catalyst 6500 Series switches configured with Supervisor Engine 2. 

The MSFC2 enabled Catalyst 6500 Series Supervisor Engines 1 &2 will provide the following benefits: 

• Scalability: Supervisor Engine 2, when used in combination with the Switch Fabric Modules (SFM, SFMZ) and 

Distributed Forwarding Cards (DFCs), enables the distributed forwarding architecture that scales the aggregate 

forwarding performance up to 210 Mpps. 

• Fast convergence: In the backbone, the ability to recover from route failures and to route around them is of paramount 

importance. The MSFC2 addresses this need for immediate convergence by responding to routing topology changes and 
performing hardware-assisted invalidation of flow entries. 

• Security: An important attribute of classical routing in a network is the ability to set up access lists to filter or altogether 

prevent traffic between hosts on different subnets. The MSFC2 is able to enforce multiple leveis of security on every 

packet o f the flow at wire speed. Beca use the MSFC2 parses the packet up to the transport Iayer, it enables access lists to 

be validated. By providing multiple leveis of security, the MSFC2 enables users to set up rules and control traffic based 

on IP addresses as well as transport-layer application port numbers. 

• Accounting and traffic management: A key requirement when deploying Layer 3 switching isto provide visibility offlows 

as they are switched for troubleshooting, traffic management, and accounting purposes. The MSFC2 and the PFC enable 

detailed data collection o f flow statistics maintained in hardware, with no impact on switching performance. The records 
for expired flows are grouped together and exported to applications such as Netsys for network and Remote Monitoring 

11 (RMON m traffic management and monitoring, as well as to accounting applications. 

This ability of the MSFC2 to enable full-featured multilayer switching and services at line-rate speeds is very important in 

the distribution and backbone applications in the enterprise and service provider networks. An example is the Policy Routing 

feature. Policy Based Routing is a flexible mechanism whereby routing decisions are based on more information thanjust the 

destination address. For instance, a service provider might enable policy routing to allow certain packets to be routed a 

different way other than using the typical shortest-path route. Some possible applications for policy routing are to provide 

equal access, protocol-sensitive routing, source-sensitive routing, routing based on interactive versus batch traffic, or routing 

based on dedicated links. 

Summary 

Enterprise networks continue to evolve to meet the d~ands of new networke~ applic~~O!!_S, tht:_ b_andwidth they consume, 

and the intelligent network services they require to enforce fairness and security. Network managers must deploy an 

infrastructure capable o f not only supporting current requirements for bandwidth and network services, but also one capable 
of easily scaling to meet future requirements. This must be accomplished with an easy, searnless migration toward 

higher-speed Internet access services. The Catalyst 6500 Series supervisor engines provide the required searnless bandwidth 

scalability with tightly coupled network services, while also uniquely providing a bridge between existing LAN/WAN 

networks and legacy voice networks to future high-speed converged networks. 
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Ordering lnformation 

Product Description 

Supervi-r 1 A 

Supervi-r 1 A + PFC 

Supervi- 2 + PFC2 

Supervi-r 1 A + PFC + MSFC2 

Supervi- 2 + PFC2 + MSFC2 

Supervi- 2 + PFC2 + MSFC2 with 256 MB ORAM on the Supervisor and MSFC2 
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Catalyst 6500 Series Distributed Forwarding Card 
(DFC)/DFC3A lnstallation Note 

Product numbers: 
WS-F6K-DFC(=) 
WS-F6K-DFC3A(=) 

This publication contains the procedure for installing the Catalyst 6500 series Distributed Forwarding 
Card (DFC) and DFC3A on Catalyst 6500 series fabric-enabled modules. 

Note You install the DFC or DFC3A only on fabric-enabled modules . See the "Requirements" section on 
page 2 for more information. 

Contents 
This publication contains these sections: 

• Overview, page 2 

• Requirements, page 2 

• Safcty Overvicw. pagc 4 

• Required Tools, page 8 

• Installing the DFC or DFC3A, page 8 

• Related Documentation. page 15 

• Obtaining Documentation, page 15 

• Obtaining Technical Assistance, page I 6 

• Obtaining Additional Publications and Information, page 18 
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Overview 

Overview 
The DFC and DFC3A on fabric-enabled switching modules provide Layer 2 and Layer 3 routing and 
forwarding capabilities Iocally on each module and provides Layer 3 switching with distributed Cisco 
Express Forwarding (dCEF). The DFC3A adds Multiprotocol Label Switching (MPLS), NAT, and Layer 4 
services. 

The DFC ships with 128-MB SDRAM at 100 MHz with Errar Checking and Correction (ECC) 
(single-bit errar detection and correction; 2-bit errar detection) and is upgradeable to 256MB with ECC 
or 512MB with ECC. 

The DFC3 ships with 512-MB double data rate (DDR) SDRAM at 100 MHz with ECC. 

Requirements 
-- The requirements for using the DFC or DFC3A are as follows: 

• DFC Requirements, page 2 

• DFC3A Requirements. page 3 

DFC Requirements 

To install and use the DFC, you need the following: 

• Catalyst 6500 series switch (Catalyst 6506, 6509, 6509-NEB, or 6513) or Cisco 7600 series Internet 
Router (Cisco 7606, 7609, or 7613) 

• Supervisor Engine 2 with Mu1ti1ayer Switch Feature Card 2 (MSFC2) running Cisco IOS software 
on the Supervisor Engine 2 and MSFC2 

~ .. 
Note You cannot have a DFC in a system with a Supervisor Engine 720. 

• Fabric-enabled module 
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• Switch Fabric Module (SFM) (WS-C6500-SFM) or SFM 2 (WS-X6500-SFM2) 

~ .. 

Requirements • 

Note The SFM must be installed in slot 5 or slot 6 ofthe 6-slot or the 9-slot chassis. The SFM 
cannot be installed in the 3-slot or 13-slot chassis. 

~ .. 
Note The SFM 2 must be installed in slot 5 or slot 6 ofthe 6-slot or the 9-slot chassis , or in slot 7 

o r slot 8 o f the 13-slot chassis. 

DFC3A Requirements 

78-11627-02 

~ .. 

To install and use the DFC3A, you need the following: 

• Catalyst 6500 series switch (Catalyst 6503, 6506, 6509, 6509-NEB, or 6513) or Cisco 7600 series 
Internet Router (Cisco 7603, 7606, 7609, or 7613) 

• Supervisor Engine 720 with MSFC3 running Cisco !OS software on the Supervisor Engine 720 and 
MSFC3 

~ .. 
Note You cannot have a DFC3A in a system with a Supervisor Engine 2. 

• Fabric-enabled module 

Note Supervisor Engine 720 supports a DFC3 on these WS-X6516-GBIC hardware revisions: 

• Lower than 5.0 

• 5.4 and higher 

Supervisor Engine 720 does not support a DFC3 on WS-X6516-GBIC hardware revisions 5.0 through 
5.3. With a Supervisor Engine 720 and with a DFC3 installed, WS-X6516-GBIC hardware revisions 5.0 
through 5.3 do not power up . 

Without a DFC3, WS-X6516-GBIC hardware revisions 5.0 through 5.3 operate in bus mode . 

6500 Series Distributed Card (DFC)/DFC3A 
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Safety Overview 

_A 
Waming 

Waarschuwing 

Varoitus 

Safety warnings appear throughout this publication in procedures that, i f performed incorrectly, may 
harm you. A warning symbol precedes each waming statement. 

IMPORTANT SAFETY INSTRUCTIONS 

This warning symbol means danger. Vou are in a situation that could cause bodily injury. Before you 
work on any equipment, be aware of the hazards involved with electrical circuitry and be familiar 
with standard practices for preventing accidents. To see translations of lhe warnings that appear in 
this publication, reter to the translated safety warnings that accompanied this device. 

Note: SAVE THESE INSTRUCTIONS 

Note: This documentation is to be used in conjunction with the specific product installation guide 
that shipped with the product. Please reter to the lnstallation Guide, Configuration Guide, or other 
enclosed additional documentation for further details. 

BELANGRIJKE VEILIGHEIDSINSTRUCTIES 

Dit waarschuwingssymbool betekent gevaar. U verkeert in een situatie die lichamelijk letsel kan 
veroorzaken. Voordat u aan enige apparatuur gaat werken, dient u zich bewust te zijn van de bij 
elektrische schakelingen betrokken risico's en dient u op de hoogte te zijn van de standaard 
praktijken om ongelukken te voorkomen. Voor een vertaling van de waarschuwingen die in deze 
publicatie verschijnen, dient u de vertaalde veiligheidswaarschuwingen te raadplegen die bij dit 
apparaat worden geleverd. 

Opmerking BEWAAR DEZE INSTRUCTIES. 

Opmerking Deze documentatie dient gebruikt te worden in combinatie met de 
installatiehandleiding voor het specifieke product die bij het product wordt geleverd. Raadpleeg de 
installatiehandleiding, configuratiehandleiding of andere verdere ingesloten documentatie voor 
meer informatie. 

TARKEITA TURVALLISUUTEEN LIITTYVIA OHJEITA 

Tãmã varoitusmerkki merkitsee vaaraa. Olet tilanteessa,joka voijohtaa ruumiinvammaan. Ennen 
kuin tyõskentelet minkããn laitteiston parissa, ota selvãã sãhkõkytkentõihin liittyvistã vaaroistaja 
tavanomaisista onnettomuuksien ehkãisykeinoista. Tãssã asiakirjassa esitettxjen varoitusten 
kããnnõkset lõydãt laitteen mukana toimitetuista ohjeista. 

Huomautus SAILVTA NAMA OHJEET 

Huomautus Tãmã asiakirja on tarkoitettu kãytettãvãksi yhdessã tuotteen mukana tulleen 
asennusoppaan kanssa. Katso lisãtietoja asennusoppaasta, kokoonpano-oppaastaja muista 
mukamrtoimitenrtsta asiakirjoista. 
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Attention 

Warnung 

Figyelem! 

Avvertenza 

IMPORTANTES INFORMATIONS DE SÉCURITÉ 

Ce symbole d'avertissement indique un danger. Vous vous trouvez dans une situation pouvant causer 
des blessures ou des dommages corporels. Avant de travailler sur un équipement, soyez conscient 
des dangers posés par les circuits électriques et familiarisez-vous avec les procédures couramment 
utilisées pour éviter les accidents. Pour prendre connaissance des traductions d'avertissements 
figurant dans cette publication, consultez les consignes de sécurité traduites qui accompagnent cet 
appareil. 

Remarque CONSERVEZ CES INFORMATIONS 

Remarque Cette documentation doit être utilisée avec le guide spécifique d'installation du produit 
qui accompagne ce dernier. Veuillez vous reporter au Guide d'installation, au Guide de 
configuration, ou à toute autre documentationjointe pour de plus amples renseignements. 

WICHTIGE SICHERHEITSANWEISUNGEN 

Dieses Warnsymbol bedeutet Gefahr. Sie befinden sich in einer Situation, die zu einer 
Kõrperverletzung führen kõnnte. Bevor Si e mit der Arbeit an irgendeinem GeriU beginnen, seien Sie 
sich der mit elektrischen Stromkreisen verbundenen Gefahren und der Standardpraktiken zur 
Vermeidung von Unfãllen bewusst. Obersetzungen der in dieser Verõffentlichung enthaltenen 
Warnhinweise sind im Lieferumfang des Gerãts enthalten. 

Hinweis BEWAHREN SIE DIESE SICHERHEITSANWEISUNGEN AUF 

Hinweis Dieses Handbuch ist zum Gebrauch in Verbindung mit dem lnstallationshandbuch für lhr 
Gerãt bestimmt, das dem Gerãt beiliegt. Entnehmen Sie bitte alie weiteren lnformationen dem 
Handbuch (lnstallations- oder Konfigurationshandbuch o. A.) für lhr spezifisches Gerãt. 

FONTOS BIZTONSAGI ELOfRASOK 

Ez a figyelmezetõjel veszélyre utal. Sérülésveszélyt rejtõ helyzetben van. Mielõtt bármely 
berendezésen munkát végezte, legyen figyelemmel az elektromos áramkõrõk okozta kockázatokra, 
és ismerkedjen meg a szokásos balesetvédelmi e!.járásokkal. A kiadványban szereplõ 
figyelmeztetések fordrtása a készülékhez mellékelt biztonsági figyelmeztetések kõzõtt található. 

Megjegyzés ORIZZE MEG EZEKET AZ UTASfTASOKAT! 

Megjegyzés Ezt a dokumentációt a készülékhez mellékelt üzembe helyezési útmutatóval együtt kell 
használni. További tudnivalók a mellékelt Ozembe helyezési útmutatóban (lnstallation Guide), 
Konfigurációs útmutatóban (Configuration Guide) vagy más dokumentumban találhatók. 

IMPORTANTIISTRUZIONI SULLA SICUREZZA 

Questo símbolo di avvertenza indica un pericolo. La situazione potrebbe causare infortuni alie 
persone. Prima di intervenire su qualsiasi apparecchiatura, occorre essere ai corrente dei pericoli 
relativi ai circuiti elettrici e conoscere le procedure standard per la prevenzione di incidenti. Per I e 
traduzioni delle avvertenze riportate in questo documento, vedere le avvertenze di sicurezza che 
accompagnanóquesunlispositivo.-

Nota CONSERVARE QUESTE ISTRUZIONI 

Nota La presente documentazione va usata congiuntamente alia guida di installazione specifica 
spedita con iJ prodotto. Per maggiori informazioni, consultare la Guida all'installazione, la Guida 
alia configurazione o altra documentazione acclusa. 
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• Safety Overview 

Advarsel VIKTIGE SIKKERHETSINSTRUKSJONER 

Dette varselssymbolet betyr fare. Du befinner deg i en situasjon som kan foràrsake personskade. 
For du utforer arbeid med utstyret, bor du vél!re oppmerksom pà farene som er forbundet med 
elektriske kretssystemer, og du bor Vél!re kjent med vanlig praksis for à unngà ulykker. For à se 
oversettelser av advarslene i denne publikasjonen, se de oversatte sikkerhetsvarslene som folger 
med denne enheten. 

Merk TA VARE PA DISSE INSTRUKSJONENE 

Merk Denne dokumentasjonen skal brukes i forbindelse med den spesifikke 
installasjonsveiledningen som fulgte med produktet. Vennligst se installasjonsveiledningen, 
konfigureringsveiledningen eller annen vedlagt tilleggsdokumentasjon for detaljer. 

Aviso INSTRUÇÕES IMPORTANTES DE SEGURANÇA 

jAdvertencia! 

Vaming! 

Este símbolo de aviso significa perigo. O utilizador encontra-se numa situação que poderá ser 
causadora de lesões corporais. Antes de iniciar a utilização de qualquer equipamento, tenha em 
atenção os perigos envolvidos no manuseamento de circuitos eléctricos e familiarize-se com as 
práticas habituais de prevenção de acidentes. Para ver traduções dos avisos incluídos nesta 
publicação, consulte os avisos de segurança traduzidos que acompanham este dispositivo. 

Nota GUARDE ESTAS INSTRUÇÕES 

Nota Esta documentação destina-se a ser utilizada em conjunto com o manual de instalação 
incluído com o produto específico. Consulte o manual de instalação, o manual de configuração ou 
outra documentação adicional inclusa, para obter mais informações. 

INSTRUCCIONES IMPORTANTES DE SEGURIDAD 

Este símbolo de aviso indica peligro. Existe riesgo para su integridad física. Antes de manipular 
cualquier equipo, considere los riesgos de la corriente eléctrica y familiarfcese con los 
procedimientos estándar de prevención de accidentes. Vea las traducciones de las advertencias 
que acompai'lan a este dispositivo. 

Nota GUARDE ESTAS INSTRUCCIONES 

Nota Esta documentación está pensada para ser utilizada con la guía de instalación del producto 
que lo acompana. Si necesita más detalles, consulte la Guía de instalación, la Guía de 
configuración o cualquier documentación adicional adjunta. 

VIKTIGA SAKERHETSANVISNINGAR 

Denna varningssignal signalerar tara. Du befinner dig i en situation som kan Ieda ti li personskada. 
lnnan du utfõr arbete pà nâgon utrustning mâste du vara medveten om farorna med elkretsar och 
kanna ti li vanliga fõrfaranden for att fõrebygga olyckor. Se õversattningarna av de 
varningsmeddelanden som finns i denna publikation, och se de õversatta sakerhetsvarningarna som 
medfõljer denna ano!d~ing. 

OBS! SPARA DESSA ANVISNINGAR 

OBS! Denna dokumentation ska anvandas i samband med den specifika 
produktinstallationshandbok som medfõljde produkten. Se installationshandboken, 
konfigurationshandboken eller annan bifogad ytterligare dokumentation fõr narmare detaljer. 

6500 Seríes Distributed 
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• Required Tools 

Required Tools 
These tools are required to install the Catalyst 6500 series DFC or DFC3A: 

• Antistatic mat or foam pad to support the removed module 

• Number I Phillips screwdriver for the screws and cap nuts that fasten the DFC to the module 

Your own ESD-prevention equipment or the disposable grounding wrist strap included with ali 
upgrade kits, field-replaceable units (FRUs), and spares 

Whenever you handle a module, always use a wrist strap or other grounding device to prevent 
electrostatic discharge (ESD). For information on preventing ESD, refer to the "Preventing ESD" section 
o f the Site Preparation and Safety Guide. 

-=- stalling the DFC or DFC3A 
~ .. 

Note In this section, the term "DFC" refers to the DFC and DFC3A. 

~ .. 
Note The figures in this procedure show the DFC. The procedure is the same for the DFC and DFC3A. 

To install the DFC on a fabric-enabled module, follow these steps: 

Lt 
Caution During this procedure, wear grounding wrist straps to avoid ESD damage to the card. Do not directly 

touch the backplane with your hand or any metal tool, or you could shock yourself. 

Step 1 Remove the module from the Catalyst 6500 series switch. (Refer to the Catalyst 6500 Series Module 
lnstallation Guide for remova! instructions.) 

Step 2 Place the module on an antistatic mat o r foam, with the front o f the module facing toward you 
(see Figure 2). 

Step 3 Remove the DFC from its antistatic bag. 

Step4 Align the two mounting holes on the DFC (see Figure 1) with the two male standoffs on the module 
(see Figure 2). Make sure that the remaining mounting holes on the DFC are aligned with the remaining 
standoffs. 

' Note The DFC is designed to be installed on different modules; therefore, there may be more 
mounting holes on the DFC than there are standoffs on the module. Not ali mounting holes on 
the DFC wi-11 be used in ali installations. Visually verify that there are standoffs beneath the 
mounting holes before installing the securing screws. 
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Figure 1 

Figure2 

Mounting Holes on the DFC 

Align with the male standoffs 
on the module 

Mate Standoff locations on the Module 

Male standoffs 

lnstalling the DFC or DFC3A • 

Step 5 Ensure that the connectors on the DFC are aligned with the connectors on the module. Figure 3 shows 
the connectors on the underside of the DFC. 
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I 

Step6 

FigureJ Oistributed Forwarding Card Connectors 

o 
o 

o 

Connectors 

c 

Apply pressure to the area shown in Figure 4 to seat the power connector. 

Figure4 Seating lhe Power Connector 

~ .. 

Apply pressure 
here 

o 
N 

~ 

Note_ The following step shows how to preseat the DFC on the module . Preseating the DFC allows you 
to verify that the keys on the connectors are properly aligned. Fully seating the DFC when the 
connectors are not aligned will damage the connectors on both the DFC and the module. Ifyou 
damage a connector, you will have to retum the module to Cisco for repair. It is important that 
the DFC is preseated prior to being fully seated. 
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& 
Caution Use care not to damage the connectors on the module. Jfyou damage a connector, you will have to return 

the module to Cisco for repair. 

Step 7 With your left hand, apply firm pressure at the location shown in Figure 5. While applying pressure with 
your left hand, rock the DFC up and down with your right hand, no more than half an in c h in either 
direction, to preseat the DFC on the module . 

FigureS Preseating the Connector 

Step 8 Verify that the keys on the connector are aligned and that the gap between the key and the opposing 
connector is no more than 1/16 inch (1.6 mm) before fully seating the module (see Figure 6): 

• Ifthe keys are not aligned, remove the DFC and repeat Step 4 through Step 7. 

• I f the keys are not seated f ar enough, repeat Step 7. 

Figure6 Connector Keys 

Board connector Board connector 

Unseated 
key 

Standoff threads 
not completely 
through board 

Fully 
seated 

key 

6500 Series Distributed 

Standoff threads 
completely 
through board 

Card (DFC)/DFC3A 

RQS n° 03/2005 - CN -
CPM I - COHREIOS 
I I · I 827 



• lnstalling lhe DFC or DFC3A 

Step9 

& 

With the heel o f your hand, apply firm pressure to the location shown in Figure 7 to fully seat the DFC 
on the module. 

Figure 7 

~ 

Seating the Distributed Forwarding Card on the Module 

Apply pressure 
here 

Note The DFC is fully seated when there is no gap between the connector keys, and the bottorn ofthe 
DFC is in contact with the tops o f the standoffs (see Figure 6). 

Caution Using the screws to seat the DFC could warp the card. Before you install and tighten the securing screws, 
ensure that the DFC is fully seated by visually verifying that there is no gap between the male and female 
keys on the connectors and that the bottom o f the DFC is in contact with the tops o f the standoffs 
(see Figure 6). 

Step 10 Use a Phillips-head screwdriver to install the two screws at the front ofthe DFC and the one screw at the 
power connector in the arder shown in Figure 8. 

~ .. 
Note You should visually verify that there are standoffs beneath the mounting holes before installing the 

securing screws. 
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Product Overview 

This chapter describes the Catalyst 6500 series switches and contains these sections: 

• CªJill-J§t 6503 Switch 
• Catalyst 6506 Switch 
• Catalyst 6509 Switch 
• Catalyst 6509-NEB Switch 
• Catalyst 6513 Switch 
• System Features 
• Fan Assembly 

-------·~f.~~l s~~iç~~-------------------------------------------

The Catalyst 6500 series switch chassis are listed in Table 1- 1. 

Table 1-1 Catalyst 6500 Series Switches 

Catalyst 6500 Series Switch Orientation/N umber o f Slots 

I Catalyst 6503 li Horizontal 3-slot I 
11 I 
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I Catalyst 6506 li Horizontal 6-slot I 
I Catalyst 6509 li Horizontal 9-slot I 
I Catalyst 6509-NEB li Vertical 9-slot I 
I Catalyst 6513 li Horizontal 13-slot I 

'-Note In this publication, the term Catalyst 6500 series refers only to the switch chassis listed in 
Iabl~J.:f. . The Catalyst 6000 series switches (Catalyst 6006 switch and Catalyst 6009 switch) are 
described in a separate publication, the Catalyst 6000 Series Switches Installation Guide . 

. '-Note Throughout this publication, except where noted, the terrn supervisor engine is used to 
refer to Supervisor Engine I, Supervisor Engine 2, and Supervisor Engine 720. 

Catalyst 6503 Switch 

The Catalyst 6503 switch is a 3-slot horizontally-aligned switch. The Catalyst 6503 switch supports 
the following: 

• A supervisor engine with two gigabit interface uplinks and an optional redundant supervisor 
engine in one o f the following configurations: 

o Two supervisor engines, each with no Multilayer Switch Feature Card (MSFC) and no 
Policy Feature Card (PFC) 

o Two supervisor engines, each configured with a PFC daughter card 
o Two supervisor engines, each configured with both an MSFC and a PFC daughter card 

' Note The uplink ports are fully functional on the redundant supervisor 
engine in standby mode. 

'Note Both supervisor engines in a single chassis must be completely 
identical. 

• Up to two hot-swappable Catalyst 6500 series modules: 
o The Switch Fabric Modules (WS-C6500-SFM and WS-X6500-SFM2) are not supported 

on the Catalyst 6503 switch. 
o The WS-X6816-GBIC 16-port Gigabit Ethemet fabric-enabled moduleis not supported 

on the Catalyst 6503 switch. 
• Backplane bandwidth o f 32 Gbps 
• Hot-swappable fan assembly 
• Two power entry modules (PEMs) 

RQS n° 03/2005 - CN -

CPMI - CORREIOS 
• Redundant AC-input or DC-input power supplies (950W power supply only) 

! l I 8 3 o 
Fls. N° ____ _ 

D - ~· 3 7 Q 2 
- ' --- --- 1 .. ~;"0~~..-1 t~~ttr1 /r1 ,...t' lnrr.~llrt/l::m /r.::~tó000/6000hwlinst aug/0 1 o ver.. . 22/7/2003 



I, 

Product Overview Página 3 de 22 

Figure 1-1 Catalyst 6503 Switch-Front View 

PEM 1 PEM2 

Modules 

Slots 1<3 
(top m bottom} 

...-~igure 1-2 Catalyst 6503 Switch-Rear View 

Catalyst 6506 Switch 

The Catalyst 6506 switch chassis is a 6-slot horizontally-aligned chassis. The Catalyst 6506 switch 
supports the following: 

• A supervisor engine with two Gigabit Ethernet uplink ports (slot 1) 
• An optional redundant supervisor engine (slot 2) 

\b·qS6 
~ 

'Note Supervisor Engine 720 must be installed in chassis slots 5 or 6. Slots 1 and 2 
are available for switching modules. 

---------~=-~~======~==========~~~~~==~~==~~~~~-

'Note The uplink ports are fully functional on the redundant supervisor engine in 
standby mode. 

Both supervisor engines in a single chassis must be completely identical. Y ou car ........... ~~~ 
the redundant supervisor engines in a Catalyst 6506 switch in one ofthree confi 

o Two supervisor engines, each with no Multilayer Switch Feature Card (M 
Policy Feature Card (PFC) 

orls03/2005 - CN -
CPMI - CORREIOS 
FC) and no 

I I I 8 31 Fts N° ---- -
3 7 o 2 -:'IÍ 
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o Two supervisor engines, each configured with a PFC daughter card \b .q5.5 
o Two supervisor engines, each configured with both an MSFC anda PFC daughter card 1..­

• Up to five additional hot-swappable Catalyst 6500 series switching modules 
o Fabric-enabled module support provided in slots 2-6 (requires Switch Fabric Module) 

'Note Supervisor Engine 720 has built-in switching fabric and does not 
require that Switch Fabric Modules be installed in the chassis. 

• Hot-swappable fan tray 

'Note The high capacity fan tray (WS-C6K-6SLOT-FAN2) must be installed when 
a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

'Note When a Supervisor Engine 720 and the high capacity fan tray are installed, 
you must install 2500 W or higher capacity power supplies in the chassis. 

• Backplane bandwidth o f 32 Gbps scalable up to 256 Gbps 

'Note Backplane bandwidth greater than 32 Gbps requires that you install either a 
Switch Fabric Module ora Supervisor Engine 720 in the switch chassis. 

Figure 1-3 Catalyst 6506 Switch 

f\i r<N.(; t :.t 11f"f.;(i~ ~ 

E~D jlr<•uod ><rJ{> 11\~rlllrllll} 
.:orua:WI 

• A Switch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 
o The Switch Fabric Module requires Supervisor Engine 2. 
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'---
o You must install a Switch Fabric Module in either slot 5 or slot 6 o f the Catalyst 6506 

switch. For redundancy, you can install a standby Switch Fabric Module. The module 
first installed functions as the primary module. When you install two Switch Fabric 
Modules at the same time, the module in slot 5 acts as the primary module, and the 
module in slot 6 acts as the backup. lf you reset the module in slot 5, the module in 
slot 6 becomes the primary module. 

o Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in the same 
Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is supported. 

o Fabric-enabled module support is provided in ali slots. (A Switch Fabric Moduleis 
required.) 

Catalyst 6509 Switch 

~e Catalyst 6509 switch chassis has nine horizontal slots that are numbered from top to bottom. 
"'See Figure 1:1.) Slt>t I is reserved for the supervisor engine, which provides switching, local and 

remate management, and multiple gigabit uplink interfaces. 

Slot 2 can contain an additional supervisor engine, which can act as a backup i f the first supervisor 
engine fails. I f a redundant supervisor engine is not required, slot 2 is available for a switching 
module. 

For a detailed description of supervisor engine operation in a redundant configuration, refer to your 
software configuration guide. 

The Catalyst 6509 switch supports the following: 

,; 

• A supervisor engine with two Gigabit Ethemet uplink ports and an optional redundant . . 
supervisor engme 

' Note Supervisor Engine 720 must be installed in chassis slots 5 or 6. Slots I and 2 
are available for switching modules. 

'Note The uplink ports are fully functional on a redundant supervisor engine in 
standby mode. 

Both supervisor engines in a single chassis must be completely identical. Y ou can configure 
the redundant supervisor engines in a Catalyst 6500 series switch in one o f three 
configurations: 

o Two supervisor engines, each with no MSFC and no PFC 
o Two supervisor engines, each configured with a PFC daughter card -~·-··---.... 
o Two supervisor engines, each configured with both an MSFC anda PFC rB{i!jh!lê~/iroP5 - CN-

• Backplane bandwidth scalable up to 256 Gbps CPMI - CORRE IOS 

f ' I o 3 3 
'- Note Backplane bandwidth greater than 32 Gbps requires that you i ft1~11 ~

0

'Switc'Ir---
f o 702 
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Fabric Module ora Supervisor Engine 720 in the Catalyst 6509-NEB switch chassis. _ 
. . . . . . . . . . . .. . .. . .. . - ··~_3 

1-
• A Switch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 

o The Switch Fabric Modules require Supervisor Engine 2. 
o Y ou must install the Switch F abri c Module in either slot 5 or slot 6 o f the Catalyst 6509-

NEB switch. For redundancy, you can install a standby Switch Fabric Module. The 
module first installed functions as the primary module. When you install two Switch 
Fabric Modules at the same time, the module in slot 5 acts as the primary module, and 
the module in slot 6 acts as the backup. Ifyou reset the module in slot 5, the module in 
slot 6 becomes the primary module . 

o Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in the same 
Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is supported . 

' Note Supervisor Engine 720 has built-in switching fabric and does not 
require that Switch Fabric Modules be installed in the chassis . 

•c 
• • Up to eight additional Catalyst 6500 series modules 

o Fabric-enabled module support provided in ali slots (requires Switch Fabric Module) 
• Hot-swappable fan assembly 

' Note The high capacity fan tray (WS-C6K-9SLOT-FAN2) must be installed when 
a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

' Note When a Supervisor Engine 720 and the high capacity fan tray are installed, 
you must install 2500 W or higher capacity power supplies in the chassis. 

C,igure 1-4 Catalyst 6509 Switch 

RQS no 03/2005 - CN • 
CPM I - CORREIOS 

I I ' I 8 3 4 
Fls. N° 

2 I _ -·-3 7- o- 2-__ 
J,ttn ·I l u ruruJ ri .:: r.n r.nm/univercd/cc/td/ doc/oroduct/lan/cat6000/6000hw/inst_ aug/0 1 over.~V'1.7'2'00! 
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Catalyst 6509-NEB Switch 

The Catalyst 6509-NEB switch chassis has nine vertical slots that are numbered from right to left. 
(See Figure 1-5.) Slot 1 is reserved for the supervisor engine, which provides switching, local and 
remote management, and multiple gigabit uplink interfaces. 

Slot 2 can contain an additional supervisor engine, which can act as a backup ifthe first supervisor 
engine fails. If a redundant supervisor engine is not required, slot 2 is available for a switching 
module. 

For a detailed description of supervisor engine operation in a redundant configuration, refer to your 
c .oftware configuration guide. 

The Catalyst 6509-NEB switch supports the following: 

• A supervisor engine with two Gigabit Ethemet uplink ports and an optional redundant . . 
supervisor engme 

'Note Supervisor Engme 720 muscõe instalted in stots-5-or6-:-S-lots-i- arrd 2 are 
available for switching modules. 

'Note The uplink ports are fully functional on the redundant supervisor engine in 
standby mode. 

ROS n° 03/2005 - CN -
Both supervisor engines in a single chassis must be completely identical. Y ou ca <à8Mlignr~ O R R E I OS 
the redundant supervisor engines in a Catalyst 6500 series switch in one o f three 
configurations: ' I 835 

Fls N° 
-~--· 

3 7 o 2 ~ 
1-.++.-.· llumm, "icl'() r()m /nnivercci/cc/td/doc/oroduct/lan/cat6000/6000hwlinst_ aug/0 I o ver... 22777'LrJf53 
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o Two supervisor engines, each with no MSFC and no PFC ~(o · 9SJ. 
o Two supervisor engines, each configured with a PFC daughter card f-
o Two supervisor engines, each configured with both an MSFC and a PFC daughter card 

• Backplane bandwidth scalable up to 256 Gbps 

'-Note Backplane bandwidth greater than 32 Gbps requires that you install either a 
Switch Fabric Module ora Supervisor Engine 720 in the Catalyst 6509-NEB switch 
chassis. 

• A Switch Fabric Module (WS-C6500-SFM or WS-X6500-SFM2) 
o The Switch Fabric Modules require Supervisor Engine 2. 
o Y ou must install the Switch F abri c Module in either slot 5 or slot 6 o f the Catalyst 6509-

NEB switch. For redundancy, you can install a standby Switch Fabric Module. The 
module first installed functions as the primary module. When you install two Switch 
Fabric Modules at the same time, the module in slot 5 acts as the primary module, and 
the module in slot 6 acts as the backup. I f you reset the module in slot 5, the module in 
slot 6 becomes the primary module. 

o Mixing an SFM (WS-C6500-SFM) with an SFM2 (WS-X6500-SFM2) in the same 
Catalyst 6506, Catalyst 6509, or Catalyst 6509-NEB chassis is supported. 

'Note The Supervisor Engine has built-in switching fabric and does not 
require that Switch Fabric Modules be installed in the chassis. 

• Up to eight additional Catalyst 6500 series hot-swappable modules 
o Fabric-enabled module support provided in ali slots (requires Switch Fabric Module or 

Supervisor Engine 720) 
• Hot-swappable fan assembly 

'Note The high capacity fan tray (WS-C6509-NEB-FAN2) must be installed when 
a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

'-Note When a Supervisor Engine 720 and the high capacity fan tray are installed, 
_ ______ -.~-ou must install 2500 W or larger capacity power supplies_ in the c~assis. 

Figure 1-5 Catalyst 6509-NEB Switch 

ROS n° 03/2005 - CN -

CPMI - CORREIOS 

I f' I 

Fls N° 836 
---

1..+-+-· //n ,n n u "~"" '"' I"'An-1/,lnlUPrrrifrr/trl /rlnr./nrnrlUCt/lan/cat6000/6000hwlinst a~~~o 1 0Vef... 22/7/2003 



Product Overview 

Supervlwr 
·~H-+-t-f-t+- ~ngine 

Power~ply2 
(redundanl) 

ESD groond S1rap 
connecüon 

Catalyst 6513 Switch 

Página 9 de 22 

The Catalyst 6513 switch chassis has 13 slots. (See Figure 1-6.) Slot 1 is reserved for a Supervisor 
Engine 2, which provides switching, local and remote management, and multiple gigabit uplink 
interfaces. 

'Note The Catalyst 6513 switch requires a Supervisor Engine 2 or Supervisor Engine 720. 

Slot 2 can contain an additional Supervisor Engine 2, which can act as a backup i f the first 
supervisor engine fails. If a redundant supervisor engine is not required, slot 2 is available for a c witching module. 

'Note Supervisor Engine 720 must be installed in slots 7 or 8. 

For a detailed description of supervisor engine operation in a redundant configuration, refer to your 
- -so-ftware configuFatioo-guià0-- --- - - - -- _. _ 

The Catalyst 6513 switch supports the following: 

• A Supervisor Engine 2 with two Gigabit Ethemet uplink ports and an optional redundant 
Supervisor Engine 2 

----------
Qnc~ n° W\/?rw; - CN -

'-Note The uplink ports are fully functional on the redundant Supervis< yCJ§lAUine ff1RHE IOS 
standby mode. 

I fi~- ; 'N~. 8 3 7 

-~~ . n;,;7 3 1 O 2.,.; ~ fi 
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Both supervisor engines in a single chassis must be completely identical. You can configurfG . q Li SJ 
the redundant supervisor engines in a Catalyst 6500 series switch in one ofthree · 
configurations: L-

o Two supervisor engines, each with no MSFC and no PFC 
o Two supervisor engines, each configured with a PFC daughter card 
o Two supervisor engines, each configured with both an MSFC and a PFC daughter card 

• Backplane bandwidth scalable up to 256 Gbps 

'-Note Backplane bandwidth greater than 32 Gbps requires that you install either a 
Switch Fabric Module or Supervisor Engine 720 in the Catalyst 65I3 switch chassis . 

• A Switch Fabric Module (supports WS-X6500-SFM2 only) 
o The Switch Fabric Module requires Supervisor Engine 2. Supervisor Engine IA does 

not support the Switch Fabric Module. 
o Y ou must install the Switch F abri c Module in slot 7 o r slot 8 o f the Catalyst 65I3 

switch. For redundancy, you can install a standby Switch Fabric Module. The module 
first installed functions as the primary module. When you install two Switch Fabric 
Modules at the same time, the module in slot 7 acts as the primary module, and the 
module in slot 8 acts as the backup. I f you reset the module in slot 7, the module in 
slot 8 becomes the primary module . 

'Note Supervisor Engine 720 has built-in switching fabric and does not 
require that Switching Fabric Modules be installed in the chassis. 

• Up to I2 additional hot-swappable switching modules 
o Fabric-enabled module support provided in ali slots (requires a Switch Fabric Module 

(WS-X6500-SFM2) or Supervisor Engine 720 be installed) 
o Dual Fabric connectivity supported in slots 9-13 (requires a Switch Fabric Module (WS­

X6500-SFM2) or Supervisor Engine 720 be installed) 
• Hot-swappable fan assembly 

'Note The high capacity fan tray (WS-C6K-13SLT-FAN2) must be installed when 
a Supervisor Engine 720 is installed in the chassis. 

• Redundant AC-input or DC-input power supplies 

'Note When a Supervisor Engine 720 and the higher capacity fan tray are installed, 
you must install 2500 W or higher capacity power supplies in the chassis. 

Figure 1-6 Catalyst 6513 Switch RQS n° 03/2005 - CN -

CPMI • CORHE IOS 
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This section describes the hardware features for the Catalyst 6500 series switches. For software 
descriptions, refer to your software configuration guide. For module descriptions and installation 
procedures, refer to the Catalyst 6500 Series Switches Module lnstallation Guide. 

Port Density 

Table 1-2 lists the port densities ofthe Catalyst 6500 series switches. 

Table 1-2 Catalyst 6500 Series Port Density 

~L: Architecture 11 Catalyst 6500 Series Switches 

Number o f 1 O Gigabit Ethemet Ports 2 (3 slots) Catalyst 6503 switch 
5 (6 slots) Catalyst 6506 switch 
8 (9 slots) Catalyst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

Number o f Gigabit Ethemet Ports 34 (3 slots) Catalyst 6503 switcn 
82 (6 slots) Catalyst 6506 switch 
130 (9 slots) Catalyst 6509 switch 
194 (13 slots) Catalyst 6513 switch 

Number of 1 OOBASE-FX Ethemet Ports 96 (3 slots) Catalyst 6503 switch 
120 (6 slots) Cata1yst 6506 switch 
192 (9 slots) Catalyst 6509 switch 
288 (13 slots) Catalyst 6513 switch 

li 

~ --· ---
Q, S n'1 03/2005 - CN -
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I I I 
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Number o f 101100 Ethemet Ports 96 (3 slots) Catalyst 6503 switch 
240 (6 slots) Catalyst 6506 switch 
384 (9 slots) Catalyst 6509 switch 
576 (13 slots) Catalyst 6513 switch 

Number of IOBASE-FL Ethemet Ports 48 (3 slots) Catalyst 6503 switch 
120 (6 slots) Catalyst 6506 switch 
192 (9 slots) Catalyst 6509 switch 
28 8 ( 13 slots) Catalyst 6513 switch 

Number of ATM OC-12 Ports 2 (3 slots) Catalyst 6503 switch 
5 (6 slots) Catalyst 6506 switch 
8 (9 slots) Catalyst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

11 Number ofFlexWAN Modules 2 (3 slots) Catalyst 6503 switch 
5 ( 6 slots) Catalyst 6506 switch 
8 (9 slots) Catalyst 6509 switch 
12 (13 slots) Catalyst 6513 switch 

Redundancy 

Catalyst 6500 series switches have these redundancy features: 

• Ability to house two hot-swappable supervisor engines 

Página 12 de 22 

~I; . 441--
1--

• Ability to house two fully redundant, AC-input or DC-input, load-sharing power supplies 

'Note In certain configurations, the power supplies are not fully redundant. Refer to 
the "Power Supply Redundancy" section. 

• A hot-swappable fan assembly containing multiple fans 
• Redundant backplane-mounted clock modules 
• Redundant backplane-mounted voltage termination (VTT) modules 

Component Hot Swapping 

Y ou can hot swap all modules (including the supervisor engine if you have a redundant supervisor 
engme) and the fan assembly. You can a~phrc-e~-orremove-mudules without-interrupting the 
system power or causing other software or interfaces to shut down. 

Fan Assembly 

The system fan assembly is located in the chassis and provides cooling air for the su ervisor e i e 
and the switching modules. The following figures show the direction o f airflow into dS:>nt Oftmes - CN -
switch: Figure 1-7 (Catalyst 6503 switch), Figure 1-8 (Catalyst 6506 switch), Fi ure - Ml - CORREIOS 
(Catalyst 6509 switch), Figure 1-10 (Catalyst 6509-NEB switch), and Figure 1-11 ( at~lys~ 6513 Q 4 O 
switch). Sensors on the supervisor engine monitor the internai air temperatures. I f th . air temperatuté · 
exceeds a preset threshold, the environmental monitor displays waming messages. Fls- N° ____ _ 

3702 :f/. 
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'Note We recommend that you maintain a minimum air space of6 inches (15 em) between walls [_.. 
and the chassis air vents anda minimum horizontal separation of 12 inches (30.5 em) between 
two chassis to prevent overheating. 

If an individual fan within the assembly fails, the F AN STATUS LED turns red. Individual fans 
cannot be replaced. To replace a fan assembly, see the "Removing and Replacing the Fan Assembly" 
section. 

Refer to your software configuration guide for information on environmental monitoring. 

Figure 1-7 Catalyst 6503 Switch Internai Airflow 

Figure 1-8 Catalyst 6506 Switch Internai Airflow 
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Figure 1-9 Catalyst 6509 Switch Internai Airflow 
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&:: Figure 1-1 O Catalyst 6509-NEB Switch Internai Airflow 

·---- -- - - - ---------- - ----- -
Figure 1-11 Catalyst 6513 Switch Internai Airflow 
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Power Supplies 

• Catalyst 6500 series switch power supplies are available in tive power ratings: 
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• 950 W-AC and DC input (PWR-950-AC and PWR-950-DC) (for use with the Catalyst 6503 
switch only) 

• 1000 W-AC input only (WS-CAC-1 OOOW) 
• 1300 W-AC and DC input (WS-CAC-1300W and WS-CDC-1300W) 
• 2500 W-AC and DC input (WS-CAC-2500W and WS-CDC-2500W) 
• 4000 W-AC input only (WS-CAC-4000W-US1 or WS-CAC-4000W-INT) 

950 W Power Supply (PWR-950-AC and PWR-950-DC) 

1 
'Note The 950 W AC-input and DC-input power supplies can be installed in the Catalyst 6503 C switch chassis only. They cannot be installed in any other Catalyst 6500 series switch chassis. 

The 950 W power supplies (see Figure 1-12) do not connect directly to source AC but use a power 
entry module (PEM), located on the front o f the chassis, to connect the si te power source to the 
power supply located in the back o f the chassis. 

- - -'fhe-1\C-inpat PEM (shown-in-Figme ~d-D€--input·PEM-fshown in Figure 1-14) provide an 
input power connection on the front o f the router chassis to connect the si te power source to the 
power supply. You can connect the DC-input power supply to the power source with heavy gauge 
wiring connected to a terminal block. The wire gauge size is determined by local electrical codes and 
restrictions. 

'-Note The power cord is not shown in Figure 1-13. 
RQS n° 03/2005 - CN -

CPMI - CORREIOS 

The PEMs have an illuminated power switch (AC-input only), current protection, surge iffli MMu;.u.l __ 8_ 4_3_ 
suppression, and filtering functions. -

. 2 ffinr. . . , .. 
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Figure 1-12 Catalyst 6503 950 W AC- and DC-Input Power Supplies 

S!atuslEDs 

Captwe 1n.stalfation saev.'S 

Figure 1-13 Catalyst 6503 AC Power Entry Module (PEM) 

Ca!alyst 6503 AC PEM 

Cap1ive inSlalta1ion scraw!; 

Figure 1-14 Catalyst 6503 DC Power Entry Module (PEM) 

1000 W, 1300 W, 2500 W, and 4000 W Power Supplies 

CA he 1000 W, 1300 W, 2500 W, and 4000 W AC-input and DC-input power supplies have the same 
form factor and designed for use in the Catalyst 6500 series switches. 

'Note The I 000 W, 1300 W, 2500 W, and 4000 W power supplies have a different form factor 
and cannot be used in the Catalyst 6503 series switch. 

Catalyst 6500 series chassis power supp1y configurations for the 1000 W, 1300 W, 2500 W and 
4000 W power supplies are shown in Table 1-3. 

Table 1-3 Catalyst 6500 Series Power Supply Configurations 

Catalyst 6500 Series Switch Power Supply Configurations 

I Catalyst 6506 
11 

1000 W AC-input 

li 
I 
I 
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I 1300 W AC- and DC-input I 
2500 W AC- and DC-input I 

I 1300 W AC- and DC-input I 
11 2500 W AC- and DC-input I 
11 

4000 W AC-input I 
11 

1300 W AC- and DC-input I 
11 

2500 W AC- and DC-input I 

·~ t 
li 4000 W AC-input I 

I 11 I • 
• 
• 
• 
• 

Catalyst 6513 2500 W AC- and DC-input 

I 11 
4000 W AC-input I 

Catalyst 6500 series switches support redundant AC-input and DC-input power supplies. Unlike the 
Catalyst 4000 family and Catalyst 5000 family switches, the Catalyst 6500 series switches allow you 
to mix AC-input and DC-input power supplies in the same chassis. 

Many telco organizations require a -48 VDC power supply to accommodate their power distribution 
systems. From an operational perspective, the DC-input power supply has the same characteristics as 
the AC-input version. 

The AC-input power supply (see Figure 1-15) has a detachable power cord (except for the WS-CAC­
. 4000W) that allows you to connect each power supply to the si te power source. Y ou can connect the 

..-"C-input power supply (see Figure 1-16) to the power source with heavy gauge wiring connected to 
~terminal block. The wire gauge size is determined by local electrical codes and restrictions. 

'Note The power cord is not shown in Figure 1-15. 

--"1111'...-r~~ore-----With a fuHy-pupulated Catalyst 6513-switclr,iwcrZ-500-Wpower--supph-es-are--not fully 
redundant. Ifyou run the 2500 W power supply at the low range input (100 to 120 VAC), it is 
not redundant in a fully populated Catalyst 6509 or Cata1yst 6509-NEB switch. 

'-Note The 2500 W AC-input power supply needs 220 VAC to deliver 2500 W ofpower. When 
powered with 11 O V AC, it delivers only 1300 W. In addition, the power supply needs 16 A, 

,.--.:..---·----. 
regardless o f whether it is plugged in to 11 O V AC or 220 V AC. RQS no 03/2005 . CN _ 

CPM I - CORRE IOS 

For complete power specifications, see "Technical Specifications." 
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Figure 1-15 AC-Input Power Supply 
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Power Supply Redundancy 

Catalyst 6500 series modules have different power requirements. Depending upon the wattage o f the 
.,.---1wer supply, certain switch configurations might require more power than a single power supply 
~-an provide. Although the power management feature allows you to power ali installed modules with 

two power supplies, redundancy is not supported in this configuration. Redundant and nonredundant 
power configurations are summarized in Table 1-4. The effects of changing the power supply 
configurations are summarized in Table 1-5. 

, - ~-Note- --Ern:....propedoac:bsharing op.eration in a redundanLp_o_w_er_supply configuration, you must 
install two modules in the chassis. Ifyou fail to install two modules, you might receive spurious 
OUTPUT FAIL indications on the power supply. 

Table 1-4 Power Supply Redundancy 
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E qual Enabled 
wattage 

Unequal Enabled 
wattage 

Equal or Disabled 
unequal 
wattage 
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The total power drawn from both supplies is never greater than 
the capability of one supply. If one supply malfunctions, the 
other supply can take over the entire system load. Each power 
supply provides approximately half o f the required power to 
the system. Load sharing and redundancy are enabled 
automatically; no software configuration is required . 

Both power supplies come online, but a syslog message 
displays that the lower wattage power supply will be disabled. 
lfthe active power supply fails, the system shuts down. The 
lower wattage power supply must then be manually tumed on . 
The lower wattage power supply selectively powers up the 
modules so that the capacity ofthe power supply is not 
exceeded. 

The total power available to the system is approximately 
167 percent ofthe lower wattage power supply. The system 
powers up as many modules as the combined capacity allows. 
I f the higher wattage power supply fails, the lower wattage 
supply might also shut down due to overcurrent protection, 
thus preventing damage to the lower wattage power supply . 

• Table 1-5 Effects ofPower Supply Configuration Changes 

• 
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I Configuration Change 
11 

Redundant to nonredundant 

Nonredundant to redundant 

. - - -

Equal wattage power supply is 
inserted with redundancy 
enabled 

Equal wattage power supply is 

Effect I 
• System log and syslog messages are generated. 
• System power is increased to approximately 167 

percent ofthe lower wattage power supply. 
• The modules marked as power-deny in the show 

module Status field are brought up i f there is 
sufficient power . 

• System log and syslog messages are generated. 
• System power is the power capability o f the larger 

wattage supply. 
• Ifthere is not enough power for ali previously 

powered-up modules, some modules are powered 
- - down and marked as vower-den.x.in the show module ... - -- - -

Status field. 

• System log and syslog messages are generated. 
• System power equals the power capability o fone 

supply (both supplies provide approximately one half 
ofthe total current). r--;-;--;--

- CN-• No change in the module status because tl m Wer0, . ./20)~ 
capability is unchanged. ~ ~ Ml - CO REI OS 

' ' ~ 47 
• System log and syslog messages are gene1 ~erl.N° 
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inserted with redundancy 
disabled 

Higher wattage power supply is 
inserted with redundancy 
enabled 

Lower wattage power supply is 
inserted with redundancy 
enabled 

Higher or lower wattage power 
supply is inserted with 
redundancy disabled 

Power supply is removed with 
redundancy enabled 

Power supply is removed with 
redundancy disabled 

System is booted with power 
supplies of different wattage 
installed and redundancy 
enabled 

System is booted with power 
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• System power is the combined power capability of 
both supplies . 

• The modules marked as power-deny in the show 
module Status field are brought up i f there is 
sufficient power . 

• System log and syslog messages are generated . 
• The system disables the lower wattage power supply; 

the higher wattage supply powers the system . 

• System log and syslog messages are generated. 
• The system disables the lower wattage power supply; 

the higher wattage supply powers the system. 

• System log and syslog messages are generated. 
• System power is increased to the combined power 

capability ofboth supplies. 
• The modules marked as power-deny in the show 

module Status field are brought up i f there is 
sufficient power . 

• System log and syslog messages are generated. 
• I f the power supplies are o f equal wattage, there is no 

change in the module status because the power 
capability is unchanged. 

I f the power supplies are o f unequal wattage and the 
lower wattage supply is removed, there is no change in 
the module status. 

I f the power supplies are o f unequal wattage and the 
higher wattage supply is removed, the lower wattage 
power supply must be manually tumed on. (The 
system had previously tumed offthe lower wattage 
power supply.) 

• System log and syslog messages are generated. 
• System power is decreased to the power capability of 

one supply. 
• I f there is not enough power for all previously 

powered-up modules, some moâllies arepoWered 
down and marked as power-deny in the show module 
Status field. 

• System log and syslog messages are generated. 
• The lower wattage supply is disabled. 

RQS n'' 03/200E - CN -
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supplies of equal or different 
wattage installed and 
redundancy disabled 

• System power equals the combined power capability 
ofboth supplies. 

• The system powers up as many modules as the 
combined capacity allows. 

Y ou can change the configuration o f the power supplies to redundant or nonredundant at any time. I f 
you switch from a redundant to a nonredundant configuration, both power supplies are enabled (even 
a power supply that was disabled because it was of a lower wattage than the other power suppiy). If 
you change from a nonredundant to a redundant configuration, both power supplies are initially 
enabied, and i f they are o f the same wattage, remain enabled. I f they are o f different wattage, a 
syslog message dispiays and the lower wattage suppiy is disabied. 

For additional information about the power management feature and individual module power 
consumption, refer to your software configuration guide. 

~ Environmental Monitoring o f the Power Supply 

: ~The environmental monitoring and reporting functions allow you to maintain normal system 
operation by resoiving adverse environmentai conditions prior to ioss of operation. 

The power suppiies monitor their own internai temperature and voitages. In the event of excessive 
internai temperature, the power suppiy will shut down to prevent damage. When the power supply 
returns to a safe operating temperature, it will restart. In the event o f an abnormai voltage on one or 
more outputs o f the power supplies, the OUTPUT F AIL LED willlight. Substantiai overvoltage 
conditions can lead to a power supply shutdown. 

The power suppiy front panel LEDs are described in Table 1-6. 

For more information about the environmental monitoring feature, refer to your software 
configuration guide. 

Table 1-6 Power Supply Front Panel LEDs 

: ..:~, =L=E=D======!'~'=D=e=sc=ri=p=ti=on======================================~'l 
t INPUT OK AC-input power supplies: 

• Green when the input voltage is OK (85 V AC or greater) 
• Offwhen the input voltage falls below 70 VAC or ifthe power supply 

1-----H----------H- ----.shuts down - - - - ·-- · · -- - · -

DC-input power supplies: 

• Green when the input voltage is OK (-40.5 VDC or greater) 
• Offwhen the input voltage falls beiow -33 VDC or ifthe power supply 

shuts down Rô·s·-_ ·r-1"-. a·-3-/2·0-w.-5--- C-N- -'""i 

FANOK 

,, 

CPívl l - CO ~REIOS 
Green when the power supply fan is operating properly. Red when power 
supply fan failure is detected. 
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Red when there is a prob1em with one or more ofthe DC-output vo1tages of 
the power supp1y 

Power Supply Fan Assembly 

The power supplies have a built-in fan; air enters the front ofthe fan (power-input end) and exits 
through the back. An air dam keeps the airflow separate from the rest o f the chassis, which is cooled 
by the system fan assembly . 

Power supply fans are not field-replaceable; the power supply must be replaced. To replace a power 
supply, see the "Removing and Replacing the 1000 W, 1300 W, 2500 W, and 4000 W Power 
Supplies" section. 
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LR.13 
Configuring EtherChannels 

This chapter describes how to configure EtherChannels on the Catalyst 6500 series switch Layer 2 or 
Layer 3 LAN ports. 

• For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

• The commands in the following sections can be used on ali LAN ports in Catalyst 6500 series 
switches, including the ports on the supervisor engine anda redundant supervisor engine. 

• Release 12.1 (13 )E and !ater releases support the IEEE 802.3ad Link Aggregation Control Protocol 
(LACP). 

• The WS-X6548-GE-TX and WS-X6548V-GE-TX fabric-enabled switching modules do not support 
more than I Gbps o f traffic per EtherChannel, except when the switch is operating in truncated 
mo de. 

• The WS-X6148-GE-TX and WS-X6148V-GE-TX switching modules do not support more than 
I Gbps o f traffic per EtherChannel. 

This chapter consists o f these sections: 

• Understanding How EtherChannels Work, page 13-1 

• EtherChannel Feature Configuration Guidelines and Rcstrictions, pagc 13-5 

• Configuring EtherChannels, page 13-6 

Understanding How EtherChannels Work 
These sections describe how EtherChannels work: 

• EtherChannel F eature Overview, page 13-1 
- -- - - - -- -

Undcrstanding How EtherChannels Are Configured, page 13-2 

• Understanding Port Channel Interfaces, page 13-4 

• Understanding Load Balancing, pagc 13-5 
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Chapter 13 Configuring EtherChannels 
Understanding How EtherChannels Work 

EtherChannel Feature Overview 

~ .. 
Note 

An EtherChannel bundles individual Ethemet links into a single logicallink that provides the aggregate 
bandwidth ofup to eight physicallinks . 

A Catalyst 6500 series switch supports a maximum of64 EtherChannels (256 with Release 12 .1 (2)E and 
earlier). You can form an EtherChannel with up to eight compatibly configured LAN ports on any 
module in a Catalyst 6500 series switch. Ali LAN ports in each EtherChannel must be the same speed 
and must ali be configured as either Layer 2 or Layer 3 LAN ports . 

The network device to which a Catalyst 6500 series switch is connected may impose its own limits on 
the number o f ports in an EtherChannel. 

If a segment within an EtherChannel fails, traffic previously carried over the failed link switches to the 
remaining segments within the EtherChannel. When a failure occurs, the EtherChannel feature sends a 
trap that identifies the switch, the EtherChannel, and the failed link. Inbound broadcast and multicast 
packets on one segment in an EtherChannel are blocked from retuming on any other segment o f the 
EtherChannel. 

Understanding How EtherChannels Are Configured 

These sections describe how EtherChannels are configured: 

• EtherChannel Configuration Overview, page 13-2 

• Understanding Manual EtherChannel Configuration, page 13-3 

Understanding PAgP EtherChannel Configuration, page 13-3 

• Understanding IEEE 802.3ad LACP EtherChannel Configuration, page 13-3 

EtherChannel Configuration Overview 

\6-Y 35 

:c 
You can configure EtherChannels manually or you can use the Port Aggregation Control Protocol 
(PAgP) o r, with Release 12.1 (13 )E and la ter, the Link Aggregation Control Pro toco! (LACP) to form 
EtherChannels. The EtherChannel protocols allow ports with similar characteristics to form an 
EtherChannel through dynamic negotiation with connected network devices. PAgP is a 
Cisco-proprietary protocol and LACP is defined in IEEE 802.3ad. 

~ 

t 
~ 
t 
~-

• 
~ 

• 

PAgP and LACP do not interoperate with each other. Ports configured to use PAgP cannot form 
EtherChannels with ports configured to use LACP. Ports configured to use LACP cannot form 
EtherChannels with ports configured to use PAgP. 

Table 13-1 lists the user-configurable EtherChannel modes. 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Chapter 13 Configuring ElherChannels 
Understanding How ElherChannels Work 

Table 13-1 EtherChannel Modes 

Mode Description 

on Mode that forces the LAN port to channel unconditionally. In the on mode, a usable 
EtherChannel exists only when a LAN port group in the on mode is connected to another 
LAN port group in the on mode. Beca use ports configured in the on mode do not negotiate, 
there is no negotiation traffic between the ports. You cannot configure the on mode with 
an EtherChannel protocol. 

auto PAgP mode that places a LAN port into a passive negotiating state, in which the port 
responds to PAgP packets it receives but does not initiate PAgP negotiation. (Default) 

desirable PAgP mode that places a LAN port into an active negotiating state, in which the port 
initiates negotiations with other LAN ports by sending PAgP packets . 

passive LACP mode that places a port into a passive negotiating state, in which the port responds 
to LACP packets it receives but does not initiate LACP negotiation. (Default) 

active LACP mode that places a port in to an active negotiating state, in which the port initiates 
negotiations with other ports by sending LACP packets . 

Understanding Manual EtherChannel Configuration 

Manually configured EtherChannel ports do not exchange EtherChannel protocol packets. A manually 
configured EtherChannel forms only when you enter configure ali ports in the EtherChannel compatibly . 

Understanding PAgP EtherChannel Configuration 

PAgP supports the automatic creation ofEtherChannels by exchanging PAgP packets between LAN 
ports. PAgP packets are exchanged only between ports in auto and desirable modes . 

The protocolleams the capabilities ofLAN port groups dynamically and informs the other LAN ports. 
Once PAgP identifies correctly matched Ethemet links, it facilitates grouping the links into an 
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

Both the auto and desirable modes allow PAgP to negotiate between LAN ports to determine ifthey can 
form an EtherChannel, based on criteria such as port speed and trunking state . Layer 2 EtherChannels 
also use VLAN numbers. 

LAN ports can form an EtherChannel when they are in different PAgP modes ifthe modes are 
compatible. For example: 

• A LAN port in desirable mode can form an EtherChannel successfully with another LAN port that 
is in desirable mode. 

• A LAN port in desirable mode can form an EtherChannel with another LAN port in auto mode. 

• A LAN port in auto mode cannot form an EtherChannel with another LAN port that is also in auto 
---mode, because..neither..p.ort will initiate.nego.tiation __ _ 

Understanding IEEE 802.3ad LACP EtherChannel Configuration 

Release 12.1 ( 13 )E and !ater releases support IEEE 802.3ad LACP EtherChannels. LACP supports the 
automatic creation o f EtherChannels by exchanging LACP packets between LAN ports . LACP packets 
are exchanged only between ports in passive and active modes . 
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The pro toco i learns the capabilities o f LAN port groups dynamically and informs the other LAN ports . 
Once LACP identifies correctly matched Ethernet links, it facilitates grouping the links into an 
EtherChannel. The EtherChannel is then added to the spanning tree as a single bridge port. 

Both the passive and active modes allow LACP to negotiate between LAN ports to determine ifthey can 
form an EtherChannel , based on criteria such as port speed and trunking state . Layer 2 EtherChannels 
aiso use VLAN numbers. 

LAN ports can form an EtherChannel when they are in different LACP modes as longas the modes are 
compatible. For example: 

• A LAN port in active mode can form an EtherChannel successfully with another LAN port that is 
in active mode . 

A LAN port in active mode can form an EtherChannel with another LAN port in passive mode. 

A LAN port in passive mode cannot form an EtherChannel with another LAN port that is also in 
passive mode, because neither port will initiate negotiation. 

LACP uses the following parameters: 

• LACP system priority-You must configure an LACP system priority on each switch running LACP . 
The system priority can be configured automatically or through the CLI (see the "Configuring thc 
LACP System Priority and System ID" section on page 13-9). LACP uses the system priority with 
the switch MAC address to form the system ID and aiso during negotiation with other systems . 

' Note The LACP system ID is the combination o f the LACP system priority value and the MAC 
address o f the switch . 

• LACP port priority-You must configure an LACP port priority on each port configured to use 
LACP. The port priority can be configured automatically or through the CLI (see the "Configuring 
Channel Groups" section on page 13-7). LACP uses the port priority with the port number to form 
the port identifier. LACP uses the port priority to decide which ports should be put in standby mode 
when there is a hardware Iimitation that prevents ali compatible ports from aggregating . 

• LACP administrative key-LACP automaticaliy configures an administrative key value equal to the 
channel group identification number on each port configured to use LACP. The administrative key 
defines the ability of a port to aggregate with other ports. A port 's ability to aggregate with other 
ports is determined by these factors: 

- Port physical characteristics, such as data rate, duplex capability, and point-to-point or shared 
medi um 

- Configuration restrictions that you establish 

On ports configured to use LACP, LACP tries to configure the maximum number o f compatible ports in 
an EtherChannel, up to the maximum aliowed by the hardware (eight ports). IfLACP cannot aggregate 
ali the ports that are compatible (for example, the remote system might have more restrictive hardware 
Iimitations), then ali the ports that cannot be actively inciuded in the channel are put in hot standby state 
and are used only i fone o f the channeled ports fails. You can configure an additional 8 standby ports 
(total o f I 6 ports associated with the EtherChannel). 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Chapter 13 Configuring Elherthanne ls 
Elherthannel Feature Configuration Guidelines and Restrictions 

Understanding Port Channel Interfaces 

Note 

Each EtherChannel has a numbered port channel interface. Release 12.1 (5)E and !ater releases support 
a maximum o f 64 port channel interfaces, numbered from 1 to 256 . 

Releases 12.1(4)El, 12.1(3a)E4, and 12.1(3a)E3 support a maximum of64 port channel interfaces, 
numbered from I to 64. Releases 12.1(2)E and earlier support a maximum of256 port channel 
interfaces, numbered from 1 to 256. 

The configuration that you apply to the port channel interface affects ali LAN ports assigned to the port 
channel interface . 

After you configure an EtherChanne1, the configuration that you apply to the port channel interface 
affects the EtherChannel; the configuration that you apply to the LAN ports affects only the LAN port 
where you apply the configuration. To change the parameters o f ali ports in an EtherChannel, apply the 
configuration commands to the port channel interface, for example, Spanning Tree Protocol (STP) 
commands or commands to configure a Layer 2 EtherChannel as a trunk . 

Understanding Load Balancing 

An EtherChannel balances the traffic load across the links in an EtherChannel by reducing part o f the 
binary pattem formed from the addresses in the frame to a numerical value that selects one ofthe links 
in the channel. 

EtherChannel load balancing can use MAC addresses or IP addresses. With a PFC2, EtherChannel load 
balancing can also use Layer 4 port numbers. EtherChannel load balancing can use either source or 
destination or both source and destination addresses or ports. The selected mode applies to ali 
EtherChannels configured on the switch. 

Use the option that provides the balance criteria with the greatest variety in your configuration. For 
example, i f the traffic on an EtherChannel is going only to a single MAC address and you use the 
destination MAC address as the basis ofEtherChannelload balancing, the EtherChannel always chooses 
the same link in the EtherChannel; using source addresses or IP addresses might result in better load 
balancing. 

: C EtherChannel Feature Configuration Guidelines and Restrictions 
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When EtherChannel interfaces are configured improperly, they are disabled automatically to avoid 
network Ioops and other problems. To avoid configuration problems, observe these guidelines and 
restrictions: 

• Ali Ethemet LAN ports on ali modules, including those on a redundant supervisor engine, support 
EtherChannels (maximum o f eight LAN ports) with no requirement that the LAN ports be physically 
contiguous or on the same module. --- - ·· 

• Configure ali LAN ports in an EtherChannel to use the same EtherChannel protocol; you cannot run 
two EtherChannel protocols in one EtherChannel. 

• Configure ali LAN ports in an EtherChannel to operate at the same speed and in the same duplex 
mode . 

• LACP does not support half-duplex. Half-duplex ports in an LACP EtherChann 
suspended state. 

Catalyst 6500 Series Switch Cisco lOS Software Configurati 
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Configuring ElherChannels 

o Enable all LAN ports in an EtherChannel. Ifyou shut down a LAN port in an EtherChannel, it is 
treated as a link failure and its traffic is transferred to one o f the remaining ports in the 
EtherChannel . 

o An EtherChannel will not forrn i fone o f the LAN ports is a Switched Port Analyzer (SPAN) 
destination port . 

o For Layer 3 EtherChannels, assign Layer 3 addresses to the port channellogical interface, not to the 
LAN ports in the channel. 

o For Layer 2 EtherChannels: 

- Assign ali LAN ports in the EtherChannel to the same VLAN or configure them as trunks . 

- Ifyou configure an EtherChannel from trunking LAN ports, verify that the trunking mode is the 
same on ali the trunks. LAN ports in an EtherChannel with different trunk modes can operate 
unpredictably . 

- An EtherChannel supports the same allowed range ofVLANs on ali the LAN ports in a trunking 
Layer 2 EtherChannel. I f the allowed range o f VLANs is not the same, the LAN ports do not 
forrn an EtherChannel. 

- LAN ports with different STP port path costs can forrn an EtherChannel as Iong they are 
compatibly configured with each other. I f you set different STP port path costs, the LAN ports 
are not incompatible for the forrnation o f an EtherChannel. 

- An EtherChannel will not forrn i f protocol filtering is set differently on the LAN ports . 

o After you configure an EtherChannel, the configuration that you apply to the port channel interface 
affects the EtherChannel. The configuration that you apply to the LAN ports affects only the LAN 
port where you apply the configuration . 

o With Release I 2.1 (12c )E I and I ater releases, when QoS is enabled, ente r the no mls qos 
channel-consistency port-channel interface command to support EtherChannels that have ports 
with and without strict-priority queues . 
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Note 

These sections describe how to configure EtherChannels: 

o Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels, page 13-6 

o Configuring Channel Groups, page \3-7 

o Contiguring EtherChannel Load Balancing, page 13-1 O 

o Make sure that the LAN ports are configured correctly (see the "EtherChanne1 Feature 
Contiguration Guidelines and Restrictions" section on page 13-5) . 

o With Release 12.1 ( 11 b )E and I ater, when you are in configuration mode you can enter EXEC mo de 
commands by entering the do keyword before the EXEC mode command . 
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Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels 

~ .. 
Note When configuring Layer 2 EtherChannels, you cannot put Layer 2 LAN ports into manually created 

port channel logical interfaces. I f you are configuring a Layer 2 EtherChannel, do not perform the 
procedures in this section (see the "Configuríng Channel Groups" sectíon on page 13-7) . 

When configuring Layer 3 EtherChannels, you must manually create the port channel logical 
interface as described in this section, and then put the Layer 3 LAN ports into the channel group 
(see the "Configuring Channel Groups" section on page 13-7) . 

To move an IP address from a Layer 3 LAN port to an EtherChannel, you must delete the IP address 
from the Layer 3 LAN port before configuring it on the port channellogical interface . 

To create a port channel interface for a Layer 3 EtherChannel, perform this task: 

Command Purpose 

Step 1 Router (config) # interface port-channel number Creates the port channel interface . 

Router (config) # no interface port-channel number Deletes the port channel interface . 

Step2 Router (config-if) # ip address ip_ address mask Assigns an IP address and subnet mask to the 
EtherChannel. 

Step 3 Router (config-if ) # end Exits configuration mode. 

Step 4 Router# show running-config interface Verifies the configuration. 
port-channel number 

When creating the port channel interface, the group number can be one ofthe following: 

• Release 12.1(5)E and !ater-i through 256, up to a maximum of64 port channel interfaces 

78-14099-03 BO 

• Releases 12.1(4)E1, 12.1(3a)E4, and 12.1(3a)E3--l through 64 

• Release 12.1(2)E and earlier-1 through 256 

This example shows how to c reate port channel interface I: 

Router# configure terminal 
Router(config)# interface port-channel 1 
Router(config-if)# ip address 172.32.52.10 255.255.255.0 

Router(config-if)# end 

This example shows how to verify the configuration o f port channel interface 1: 

Router# show running-config interface port-channel 1 
Bu i lding configuration . .. 

Current configurat ion: 
___ ! _ __ _ 

interface Port-channel1 
ip address 172.32.52. 10 255.255 . 255 . 0 
no ip directed-broadcast 

end 
Router# 

·--------'"ll 
RQS n° 03/2005 - CN ~ 

- CORR I; IOS 
11 1 l 

Catalyst 6500 Series Switch Cisco lOS Software Configurati 
1 

Guide 85 7 

! 

~i ~s; ---3 7 O 2 ' kí 



• t· 
t 

Chapter 13 t 
t 
~ 

• Configuring ElherChannels 
Configuring EtherChannels 

t 
t 

Configuring Channel Groups 

• • t 

• t 
t 

• t 

•C 
t 
t 
t 
t 
t 
t 

• • 

Step 1 

Step2 

Step3 

Step4 

Step 5 :c 
Step6 

Step 7 

~ .. 
Note When configuring Layer 3 EtherChannels, you must manually create the port channel logical 

interface first (see the "Configuring Port Channel Logical Interfaces for Layer 3 EtherChannels" 
section on page 13-6), and then put the Layer 3 LAN ports into the channel group as described in 
this section . 

When configuring Layer 2 EtherChannels, configure the LAN ports with the channel-group 
command as described in this section, which automatically creates the port channellogical interface. 
You cannot put Layer 2 LAN ports into a manually created port channel interface . 

For Cisco lOS to create port channel interfaces for Layer 2 EtherChannels, the Layer 2 LAN ports 
must be connected and functioning . 

To configure channel groups, perform this task for each LAN port: 

Command Purpose 

Router( c onf ig )# interface type1 slot/ port Selects a LAN port to configure. 

Rou t er (con f ig-if )# no ip address Ensures that there is no IP address assigned to the LAN 
port. 

Rout e r (config-if ) # channel-protocol (lacp I pagp} (Optional) On the selected LAN port, restricts the 
channel-group command to the EtherChannel protocol 
configured with the channel-protocol command. 

Rou t er(conf i g-if )# no channel-protocol Removes the restriction. 

Router (conf i g-if ) # channel-group number mode Configures the LAN port in a port channel and specifies 
{active I auto I desirable I on I passive} the mode (see Table 13-1 on page 13-2). PAgP supports 

only the auto and desirable modes. LACP supports only 
the active and passive modes. 

Rou t er (config-if)# no channel-group Removes the LAN port from the channel group. 

Rou t er (c onf i g- i f )# lacp port-priority (Optional for LACP) Valid values are I through 65535. 
p r i ority_value Higher numbers have Iower priority. The default is 32768. 

Router (c onf i g-if )# no lacp port-priority Reverts to the default. 

Rout er (config- i f) # end Exits configuration mode. 

Rou t er# show running-config interface type1 Verifies the configuration. 
s l ot/port 
Router# show interfaces type 1 slot / port 
etherchannel 

I. type = ethernet, fastethernet, gigabitethernet, or tengigabitethernet 

--- - --- - -- ---- -·-
This example shows how to configure Fast Ethemet ports 5/6 and 5/7 into port channel 2 with PAgP 
mode desirable: 

Router# configure terminal 
Router (c o nfig ) # interface range fastethernet 5/6 -7 
Router (config-if)# channel-group 2 mode desirable 
Rout e r( c onfig - if )# end 

Catalyst 6500 Series Switch Cisco lOS Software Configuration Guide 
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Configuring ElherChannels 

~ .. 
Note See the "Contiguring a Range o f Interfaces" section on page 6-4 for information about the range 

keyword . 

This example shows how to verify the configuration o f port channel interface 2: 

Router# show running-config interface port-channe1 2 
Building configuration ... 

Current configuration: 

interface Port-channel2 
no ip address 
switchport 
switchport access vlan 10 
switchport mede access 

end 
Router# 

This example shows how to verify the configuration o f Fast Ethemet port 5/6: 

Router# show running-config interface fastethernet 5/6 
Building configuration ... 

Current configuration : 

interface FastEthernetS/6 
no ip address 
switchport 
swi tchport access vlan 10 
swi tchport mode access 
channel-group 2 mode desirable 

end 
Router# show interfaces fastethernet 5/6 etherchanne1 
Port state Down Not-in-Bndl 
Channel group 12 Mode Desirable-Sl 

OxOOOOOOOO 
Gcchange = O 

Port-channel null GC Pseudo port-channel 

2 

Port index o Load OxOO Protocol = PAgP 

Po1 

Flags : s - Devi c e is sending Slow hello . c - Device is i n Consistent state. 

A - Device is in Auto mode . p - Device l earns on physical port. 

d - PAgP is down. 
Timers: H - Hello time r is running . Q - Quit time r is running . 

s - Switching 

Local information: 

Port 
FaS /2 

Flags State 
d U1/S1 

time r is 

Timers 

running . I - Interface 

Hello Partner PAgP 
Priority 

12 8 
Interval Count 
1s O 

Age of the port in the current state: 04d : 18h :57m:19 s 

time r is running . 

Learning 
Method 

Any 

Group 
If index 

o 
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This example shows how to verify the configuration ofport channel interface 2 after the LAN ports have 
been configured: 

Router# show etherchaooel 12 port-chaooel 
Port-channels in the group: 

Port -channel: Po12 

Age of the Port-channel = 04d:l8h : 58m:50s 
Logical slot / port 14/1 Number of ports = O 
GC OxOOOOOOOO HotStandBy port 
Port state 
Protocol 

Router# 

Port-channel Ag-Not-Inuse 
PAgP 

null 

: ~onfiguring the LACP System Priority and System lO 
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The LACP system ID is the combination ofthe LACP system priority value and the MAC address ofthe 
switch . 

To configure the LACP system priority and system ID, perform this task: 

Command Purpose 

Router(config ) # lacp system-priority 
priority_ value 

(Optional for LACP) Valid values are 1 through 65535. 
Higher numbers have lower priority. The default is 32768 . 

Router (config ) # no lacp system-priority Reverts to the default. 

Router(config ) # eod Exits configuration mode. 

Router# show lacp sys-id Verifies the configuration. 

This example shows how to configure the LACP system priority: 

Router# configure terminal 
Router(config)# lacp system-priority 23456 
Router(config)# eod 
Router(config ) # 

This example shows how to verify the configuration: 

Router# show lacp sys-id 
23456,0050.3e8d.6400 
Router# 

The system priority is displayed first, followed by the MAC address o f the switch. 

,_.. _________ _ 
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Chapter 13 Configuring EtherChannels 
Configuring EtherChannels 

Configuring EtherChannel Load Balancing 

To configure EtherChannel load balancing, perform this task: 

Command Purpose 

Step1 Router(config)# port-channel load-balance 
{src-mac I dst-mac I src-dst-mac I src-ip 
dst-ip I src-dst-ip I src-port I dst-port 
src-dst - port} 

Configures EtherChannel load balancing. 

Router(config)# no port-channel load-balance Reverts to default EtherChannel load balancing. 

Step2 Router(config)# end Exits configuration mode. 

Step 3 Router# show etherchannel load-balance Verifies the configuration. 

------

The Ioad-balancing keywords indicate the following information: 

• With a PFC2: 

- src-port-Source Layer 4 port 

- dst-port-Destination Layer 4 port 

- src-dst-port-Source and destination Layer 4 port 

With a PFC or PFC2: 

- src-ip-Source IP addresses 

- dst-ip-Destination IP addresses 

- src-dst-ip-Source and destination IP addresses 

- src-mac-Source MAC addresses 

- dst-mac- Destination MAC addresses 

- src-dst-mac-Source and destination MAC addresses 

This example shows how to configure EtherChannel to use source and destination IP addresses: 

Router# configure terminal 
Router(config)# port-channel load-balance src-dst-ip 
Router(config)# end 
Router(config)# 

This example shows how to verify the configuration: 

Router# show etherchannel load-balance 
Source XOR Destination IP address 
Router# 
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Configuring PFC QoS 

This chapter describes how to configure quality of service (QoS) as implemented on the policy feature 
card (PFC) on the Catalyst 6500 series switches. 

Note For complete syntax and usage information for the commands used in this publication, refer to the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

This chapter contains these sections: 

• Understanding How PFC QoS Works, page 32-1 

• PFC QoS Default Configuration, page 32-24 

• PFC QoS Configuration Guidelines and Restrictions, page 32-29 

• Configuring PFC QoS, page 32-31 

~ .. 
Note • With Release 12.1(13)E and !ater releases and with an MSFC2, you can configure Network-Based 

Application Recognition (NBAR) on LAN ports instead ofusing PFC QoS . 

• Ali ingress and egress traffic on a port that is configured with NBAR is processed in software on the 
MSFC2 . 

• The PFC2 provides hardware support for input ACLs on ports where you configure NBAR . 

• When PFC QoS is enabled, the traffic through ports where you configure NBAR passes through the 
ingress and egress queues and drop thresholds. When PFC QoS is enabled, the MSFC2 sets egress 
CoS equal to egress IP precedence. 

• After passing through an ingress queue, ali traffic is processed in software on the MSFC2 on ports 
where you configure NBAR. 

• To configure NBAR, refer to this publication: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 1221122newft/ 122t/ 122t8/ dtnbarad. htm 

- - - --- - - - -- ---- - -- -- - - - -

Understanding How PFC QoS Works 

78-14099-03 BO 

Typically, networks operate on a best-effort delivery basis, which means that ali traffic has equal priority 
and an e qual chance o f being delivered in a timely manner. When congestion occurs, ali traffic has an 
equal chance o f being dropped. 
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Chapter 32 Configuring PFC QoS 
Understanding How PFC QoS Works 

~ .. 

QoS selects network traffic (both unicast and multicast), prioritizes it according to its relative 
importance, and uses congestion avoidance to provide priority-indexed treatment; QoS can also limit the 
bandwidth used by network traffic. QoS makes network performance more predictable and bandwidth 
utilization more effective . 

Note On the Catalyst 6500 series switches, queue architecture and QoS queueing features such as 
Weighted-Round Robin (WRR) and Weighted Random Early Detection (WRED) are implemented with 
a fixed configuration in Application Specific lntegrated Circuits (ASICs). The queueing architecture 
cannot be reconfigured . For more information, see the "Receive Queues'' section on page 32- 13 and the 
"Transmit Queues" scction on pagc 32-21 . 

These sections describe PFC QoS: 

• Hardware Supportcd by PFC QoS, pagc 32-2 

• QoS Terminology, page 32-3 

• PFC QoS Feature Flowcharts, pagc 32-5 

• PFC QoS Feature Summary, page 32-11 

• Ingress LAN Port Features, page 32-12 

• PFC Marking and Policing, page 32-16 

• LAN Egress Port Features, page 32-21 

• PFC QoS Statistics Data Export, page 32-24 

Hardware Supported by PFC QoS 

>---

With Re1ease 12.1 ( 11 a)E and !ater, PFC QoS supports both LAN ports and optical services module 
(OSM) ports : 

• LAN ports are Ethemet ports on Ethemet switching modules , except for the 4-port Gigabit Ethernet 
WAN (GBIC) module (OSM-4GE-WAN). Except for the OSM-4GE-WAN module, OSMs have four 
Ethernet LAN ports in addition to WAN ports. With earlier releases, PFC QoS supports only LAN 
ports . 

• OSM ports are the WAN ports on OSMs. The PFC provides ingress QoS for traffic from OSM ports. 
For more information, see the fo llowing sections: 

- "Ingress OSM Port Features" section on page 32-11 

- "Egress OS M Port Features" section 011 page 32-12 

- "PFC Marking and Policing" section on page 32-16 

- "Attaching Policy Maps" section on page 32-21 

- "Configuring thc Trust Statc of Ethernet LAN and OSM lngrcss Ports" scction 011 pagc 32-51 
--- - ----------- -- -· --- -

• Refer to the following publication for information about additionaT OSM QoS features : 

http: //www.cisco.com/univercd/cc/td/doc/product/core/cis7600/cfgnotes/osm_inst/index.htm 

• The PFC does not provide QoS for FlexWAN module ports. Refer to the following publications for 
information about FlexWAN module QoS features : 

- Cisco lOS Quality o f Service Solutions Configuration Guide, Release 12.1: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 121 / 121 cgcr/ os_c/index.htm 
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Chapter 32 Conliguring PFC QoS 

Understanding How PFC QoS Works 

- Cisco lOS Quality o f Service Solutions Command Reference, Release 12.1 : 

http :/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 121 I 121 cgcr/qos_r/index.htm 

- Class-Based Marking: 

http://www.cisco.com/univercd/cc/td/doc/product/software/ios 1211121 newft/121 t/121 t5/cbpmark2 
.htm 

- Traffic Policing: 

http: / /www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/ 121 t/121 t5/dtpoli.htm 

- Distributed Class-Based Weighted Fair Queueing and Distributed Weighted Random Early 
Detection: 

http:/ /www.cisco.com/univercd/cc/td/doc/product/software/ios 1211121 newftll21 ti 121 t5/dtcbwred. 
htm 

- Distributed Low Latency Queueing: 

http: //www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121 tl121 t5 /dtllqv 
ip.htm 

- Configuring Burst Size in Low Latency Queueing: 

http ://www.cisco.com/univercd/cc/td/doc/product/software/ios 121/121 newft/121 tl121 t3 /dtcfg 
bst.htm 

- Distributed Traffic Shaping: 

http:/ /www.cisco.com/univercd/cc/td/doc/productlsoftware/ios 121/121 newftl 121 ti 121 t5/dtdts.htm 

- MPLS QoS: 

http://www.cisco.com/univercd/cc/td/doc/product/core/cis7600/cfgnotes/osm_instlmp1s.htm 

QoS T erminology 

This section defines some QoS terminology: 

• Packets carry traffic at Layer 3. 

• Frames carry traffic at Layer 2. Layer 2 frames carry Layer 3 packets . 

• Labels are prioritization values carried in Layer 3 packets and Layer 2 frames : 

- Layer 2 class o f service (CoS) values, which range between zero for low priority and seven for 
high priority: 

Layer 2 Inter-Switch Link (ISL) frame headers have a 1-byte User field that carries an IEEE 
802 .1p CoS value in the three least significant bits . 

Layer 2 802.1 Q frame headers have a 2-byte Tag Contrai lnformation field that carries the CoS 
value in the three most significant bits, which are called the User Priority bits . 

--- -- ----Other-Ír.ame..l}épes cannot c.arry Lax.e.r..2_CQS values . 

78-14099-03 BO 

~ .. 
Note On LAN ports configured as Layer 2 ISL trunks, ali traffic is in ISL frames. On LAN ports 

configured as Layer 2 802.1 Q trunks, ali traffic is in 802.1 Q frames except for traffic in the 
native VLAN. 
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15 
Configuring STP and IEEE 802.1s MST 

This chapter describes how to configure the Spanning Tree Pro toco) (STP) and the IEEE 802.1 s Multiple 
Spanning Tree (MST) protocol on Catalyst 6500 series switches. 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication . 

This chapter consists ofthese sections: 

• Understanding How STP Works, page 15-2 

• Understanding How IEEE 802.1 w RSTP Works, page 15-13 

• Understanding How IEEE 802.1s MST Works, page 15-14 

• Default STP Configuration, page 15-21 

• STP and MST Configuration Guidelines and Restrictions, page 15-21 

• Configuring STP, page 15-22 

• Configuring IEEE 802.1 s MST, pagc 15-34 

' Note • For information on configuring the PortFast, UplinkFast, and BackboneFast STP enhancements, see 
Chapter 16. "Configuring Optional STP Features." 

• Release 12.1(13)E and I ater releases support IEEE 802.1 s MST and IEEE 802.1 w, rapid 
reconfiguration o f spanning tree . 

_____ ,._ ---
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• Understanding How STP Works 

Understanding How STP Works 
These sections describe how STP works: 

• STP Overview. page 15-2 

• Understanding the Bridge ID, page 15-3 

• Understanding Bridge Protocol Data Units, page 15-4 

• Election o f the Root Bridge, page 15-4 

• STP Protocol Timers. page 15-5 

• Creating the Spanning Tree Topology, page 15-5 

• STP Port States, page 15-6 

STP and IEEE 802.1 Q Trunks, page 15-12 

Chapter 15 Configuring STP and IEEE 802.1s MST 
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STP Overview 

STP is a Layer 2 link management protocol that provides path redundancy while preventing undesirable 
loops in the network. For a Layer 2 Ethemet network to function properly, only one active path can exist 
between any two stations. STP operation is transparent to end stations, which cannot detect whether they 
are connected to a single LAN segment ora switched LAN of rnultiple segments. 

Catalyst 6500 series switches use STP (the IEEE 802.1D bridge protocol) on ali VLANs. By default, á 
single instance ofSTP runs on each configured VLAN_'(provided you do not manually disable STP). You 
can enable and disable STP on a per-VLAN basis. 

When you create fault-tolerant intemetworks, you must have a loop-free path between ali nodes in a 
network. The STP algorithm calculates the best loop-free path throughout a switched Layer 2 network. 
Layer 2 LAN ports send and receive STP frames at regular intervals. Network devices do not forward 
these frames, but use the frames to construct a loop-free path. 

Multiple active paths between end stations cause loops in the network. I f a loop exists in the network, 
end stations might receive duplicate messages and network devices might leam end station MAC 
addresses on multiple Layer 2 LAN ports. These conditions result in an unstable network . 

STP defines a tree with a root bridge and a loop-free path frorn the root to ali network devices in the 
Layer 2 network. STP forces redundant data paths into a standby (blocked) state. If a network segment 
in the spanning tree fails and a redundant path exists, the STP algorithm recalculates the spanning tree 
topology and activates the standby path. 

When two Layer 2 LAN ports on a network device are parto f a loop, the STP port priority and port path 
cost setting determine which port is put in the forwarding state and which port is put in the blocking 
state. The STP port priority value represents the Jocation o f a port in the network topology and how well 
located it is to pass traffic . The STP port path cost value represents media speed. 

·-----------
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Chapter 15 Configuring STP and IEEE 802.1s MST 

These sections describe Muitipie Spanning Tree (MST): 

• IEEE 802.ls MST Overvicw, pagc 15-15 

MST-to-PVST interoperabiiity, page 15-16 

• Common Spanning Tree, page 15-1 8 

• MST instances, page 15-1 8 

• MST Configuration Parameters, page 15-18 

MST Regions. page 15-i9 

• Message Age and Hop Count, page 15-20 

• Default STP Configuration, page I 5-21 

Understanding How IEEE 802.1s MST Works 

IEEE 802.1s MST Overview 

78-14099-03 

Releases 12.1 ( 11 b )EX and !ater releases support MST. MST in this reiease is based on the draft version 
ofthe IEEE standard. 802. ls for MST is an amendment to 802.1Q. MST extends the IEEE 802.1 w rapid 
spanning tree (RST) algorithm to multiple spanning trees. This extension provides both rapid 
convergence and load baiancing in a VLAN environment. MST converges faster than PVST+. MST is 
backward compatible with 802.1 D STP, 802.1 w (rapid spanning tree protocoi [RSTP]), and the Cisco 
PVST + architecture. 

MST allows you to buiid muitipie spanning trees over trunks. You can group and associate VLANs to. 
spanning tree instancesi Each instance can have a topoiogy independent o f other spanning tree instances. 
This new architecture provides muitipie forwarding paths for data traffic and enabies ioad baiancing. 
Network fauit toierance is improved because a faiiure in one instance (forwarding path) does not affect 
other instances (forwarding paths) . 

In iarge networks, you can more easiiy administer the network and use redundant paths by Iocating 
different VLAN and spanning tree instance assignments in different parts o f the network. A 
spanning tree instance can exist oniy on bridges that have compatibie VLAN instance assignments. You 
must configure a set ofbridges with the same MST configuration information, which allows them to 
participate in a specific set of spanning tree instances. Interconnected bridges that have the same MST 
configuration are referred to as an MST region . 

MST uses the modified RSTP version called the Muitipie Spanning Tree Protocoi (MSTP). The MST 
feature has these characteristics: 

• MST runs a variant o f spanning tree called internai spanning tree {IST). IST augments the common 
spanning tree (CST) information with internai information about the MST region. The MST region 
appears as a singie bridge to adjacent single spanning tree (SST) and MST regions . 

• A bridge running MST provides interoperabiiity with singie spanning tree bridges as follows: 

- MST bridges run IST, which augments the common spanning tree (CST) information with 
internai information about the MST region. 

- 1ST connects ali the MST bridges in the region and appears as a subtree in the CST that includes 
- the whOiebndge d domãln: thê MST reg ion appears as a vtrtualbridge to ·adjacenf SST bridges 

and MST regions. 

- The common and internai spanning tree (CIST) is the collection o f ISTs in each MST region, 
the CST that interconnects the MST regions, and the SST bridges. CIST is the same as an IST 
inside an MST region and the same as CST outside an MST region. The STP, RSTP, and MSTP 
together eiect a singie bridge as the root ofthe CIST. 
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34 
Configuring Local SPAN and RSPAN 

This chapter describes how to configure local Switched Port Analyzer (SPAN) and remote SPAN 
(RSPAN) on the Catalyst 6500 series switches. The Catalyst 6500 series switches support RSPAN with 
Release 12.1(13)E and laterreleases. 

This chapter consists o f these sections: 

• Undcrstanding How Local SPAN and RSPAN Work, page 34-1 

• Local SPAN and RSPAN Configuration Guidel ines and Restrictions, page 34-5 

• Configuring Local SPAN and RSPAN, page 34-8 

Note For complete syntax and usage information for the commands used in this chapter, refer to the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication . 

Understanding How Local SPAN and RSPAN Work 
These sections describe how local SPAN and RSPAN work: 

• Local SPAN and RSPAN Overview, page 34-1 

• Local SPAN and RSPAN Sessions, page 34-3 

• Monitored Traffic, page 34-4 

• SPAN Sources, page 34-4 

• Destination Ports, page 34-5 

Local SPAN and RSPAN Overview 

78-14099-03 80 

Local SPAN and RSPAN both select network traffic to send to a network analyzer such as a SwitchProbe 
device o r other Remo te Monitoring (RMON) probe. SPAN does not affect the swJtcrung o f network 
traffic on source ports or VLANs. SPAN sends a copy of the packets received or transmitted by the 
source ports and VLANs to the destination port. You must dedicate the destination port for SPAN use . 

These sections provide an overview oflocal SPAN and RSPAN: 

• Local SPAN Overview, page 34-2 

• RSPAN Overview, page 34-3 
.----~"------... 
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Understanding How Local SPAN and RSPAN Work 
Chapter 34 Configuring Local SPAN and RSPAN . G-q r" 

Local SPAN Overview 

Local SPAN supports source ports, source VLANs, and destination ports on the same Catalyst 6500 
series switch. Local SPAN copies traffic from one or more source ports in any VLAN or from one or 
more VLANs to a destination port for analysis (se e Figure 34-1 ). For example, as shown in Figure 34-1, 
ali traffic on Ethernet port 5 (the source port) is copied to Ethernet port I O. A network analyzer on 
Ethernet port I O receives ali network traffic from Ethernet port 5 without being physically attached to 
Ethernet port 5. 

Figure 34-1 Example SPAN Conlíguration 

Network analyzer 

l/ 
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Chapter 34 Configuring local SPAN and RSPAN 

Understanding How Local SPAN and RSPAN Work 

RSPAN Overview 

RSPAN supports source ports, source VLANs, and destination ports on different switches, which 
provides remate monitoring o f multiple switches across your network (see Figure 34-2). The traffic for 
each RSPAN session is carried over a user-specified RSPAN VLAN that is dedicated for that RSPAN 
session in ali participating switches. 

The RSPAN source ports can be trunks carrying the RSPAN VLAN. Local SPAN and RSPAN do not 
monitor the RSPAN traffic in the RSPAN VLAN seen on a source trunk. 

The RSPAN traffic from the source ports or source VLANs is switched to the RSPAN VLAN and then 
forwarded to destination ports, which are in the RSPAN VLAN. The sources (ports or VLANs) in an 
RSPAN session can be ditferent on different source switches but must be the same for ali sources on each 
RSPAN source switch. Each RSPAN source switch must have either ports or VLANs as RSPAN sources . 

Figure 34-2 RSPAN Confíguration 

Switch A Switch 8 

Destination switch 
(data center) 

lntermediate switch 
( distribution) 

Source switch(es) 
(access) 

Local SPAN and RSPAN Sessions 
SPAN sessions (local or remote) allow you to monitor traffic on one or more ports, or one or more 
VLANs, and send the monitored traffic to one or more destination ports . 

A local SPAN session is an association of a set o f source ports and source VLANs with one o r more 
destination ports . You configure a local SPAN session on a single network device . Local SPAN does not 
have separate source and destination sessions . 

RSPAN consists of an RSPAN source session, an RSPAN VLAN, and an RSPAN destination session . 
You separately configure RSPAN source sessions and destination sessions on different network devices. 

---~R-Íi-~~e..session ao ao e network__dexic_e_, _y_QJLa..s_s_ociate a set o f sq_uu;e ports and 
VLANs with an RSPAN VLAN. To configure an RSPAN destination session on another device, you 
associate the destination port with the RSPAN VLAN . 

78-14099-03 80 
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Chapter34 Configuring Local SPAN and RSPA 
Understanding How Local SPAN and RSPAN Work 

Monitored Traffic 

These sections describe the traffic that SPAN (local or remote) can monitor: 

• Monitored Traffic Direction. page 34-4 

• Monitored Traffic Type. page 34-4 

• Duplicate Traffic, page 34-4 

Monitored Traffic Direction 

You can configure SPAN sessions to monitor ingress network traffic (called ingress SPAN), or to monitor 
egress network traffic (called egress SPAN), or to monitor traffic flowing in both directions . 

• 
·~ • 

lngress SPAN copies network traffic received by the source ports and VLANs for analysis at the 
destination port. Egress SPAN copies network traffic transmitted from the source ports and VLANs. 
When you enter the both keyword, SPAN copies the network traffic received and transmitted by the 
source ports and VLANs to the destination port. 

~ 

~ 

• • 
• 
~ 

• 

Monitored T raffic T ype 

Duplicate Traffic 

By default, local SPAN monitors ali network traffic, including multicast and bridge protocol data unit 
(BPDU) frames . RSPAN does not support BPDU monitoring . 

In some configurations, SPAN sends multiple copies o f the same source traffic to the destination port. 
For example, in a configuration with a bidirectional SPAN session (both ingress and egress) for two 
SPAN sources, called si and s2, to a SPAN destination port, called di , ifa packet enters the switch 
through sI and is sent for egress from the switch to s2, ingress SPAN at sI sends a copy o f the packet to 
SPAN destination di and egress SPAN at s2 sends a copy ofthe packet to SPAN destination di. Ifthe 
packet was Layer 2 switched from sI to s2, both SPAN packets would be the same. I f the packet was 
Layer 3 switched from si to s2, the Layer-3 rewrite would alter the source and destination Layer 2 
addresses, in which case the SPAN packets would be different. 

: ~,JAN Sources 

• 
• 
• 
• 

These sections describe local SPAN and RSPAN sources: 

• Source Ports, page 34-4 

• Source VLANs, page 34-5 

~- -5ource-Ports:------

~ 

~ 

• 
• 
• 
• 

A source port is a port monitored for network traffic analysis. You can configure both switched and 
routed ports as SPAN source ports. SPAN can monitor one or more source ports in a single SPAN 
session. You can configure source ports in any VLAN. Trunk ports can be configured as source ports and 
mixed with nontrunk source ports, but SPAN does not copy the encapsulation from a source trunk port. 
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Chapter 34 Configuring Local SPAN and RSPAN 

Source VLANs 

Local SPAN and RSPAN Configuration Guidelines and Restrictions 

A source VLAN is a VLAN monitored for network traffic analysis . VLAN-based SPAN (VSPAN) uses 
a VLAN as the SPAN source. Ali the ports in the source VLANs become source ports . 

Destination Ports 

A destination port is a Layer 2 or Layer 3 LAN port to which SPAN sends traffic for analysis . 

When you configure a port as a SPAN destination port, it can no longer receive any traffic. When you 
configure aportas a SPAN destination port, the port is dedicated for use only by the SPAN feature. A 
SPAN destination port does not forward any traffic except that required for the SPAN session . 

With Release 12.1 (13 )E and I ater releases, you can configure trunk ports as destination ports, which 
allows destination trunk ports to transmit encapsulated traffic. With earlier releases, trunk ports stop 
trunking when you configure them as a destination port . 

Local SPAN and RSPAN Configuration Guidelines and 
Restrictions 

These sections describe local SPAN and RSPAN configuration guidelines and restrictions: 

• Local SPAN and RSPAN Session Limits, page 34-5 

• Local SPAN and RSPAN Source and Destination Limits, page 34-6 

• Local SPAN and RSPAN Guidelines and Restrictions, page 34-6 

• VSPAN Guidelines and Restrictions, page 34-7 

• RSPAN Guidelines and Restrictions, page 34-7 

' Note • Release 12.1( 13)E and I ater releases support RSPAN . 

• Ports on the WS-X6548-GE-TX and WS-X6548V-GE-TX switching modules cannot be ingress 
SPAN sources when the switch is operating in truncated mode . 

Local SPAN and RSPAN Session Limits 

These are the local SPAN and RSPAN session limits : 

Total 5eSSIOlfS per .nv;, .. , 1 .. ucal SPAN ..... ..,..,;u ..... :~:;";'A~. :;uu'""' :; .. ,.,.ions 

66 2 (ingress or egress or both) o 
I ingress I (ingress or egress or both) 

I or 2 egress o 

RSPAN-Destinatiort Sessions 

64 
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Chapter34 Configuring local SPAN and RSPAN I /-

Local SPAN and RSPAN Source and Destination Limits 

These are the local SPAN and RSPAN source and destination limits: 

Sources and Destinations Local SPAN Sessions RSPAN Source Sessions RSPAN Destination Sessions 

Egress sources I (O with a remote SPAN I (O with a local SPAN egress I RSPAN VLAN 
source session configured) source session configured) 

Ingress sources 64 64 

Destinations per session 64 I RSPAN VLAN 64 

Local SPAN and RSPAN Guidelines and Restrictions 

These guidelines and restrictions apply to both local SPAN and RSPAN: 

• You need a network analyzer to monitor destination ports. 

• You can configure both Layer 2 LAN ports (LAN ports configured with the switchport command) 
and Layer 3 LAN ports (LAN ports not configured with the switchport command) as sources or 
destinations . 

• With Release 12.1 ( 13 )E and !ater releases, you can configure destination ports as trunks to capture 
tagged traffic. With earlier releases, ifyou configure a trunk portas a destination port, SPAN 
suspends trunking on the port. 

• A port specified as a destination port in one SPAN session cannot be a destination port for another 
SPAN session . 

• A port configured as a destination port cannot be configured as a source port . 

• A port channel interface (an EtherChannel) can be a source . 

- With Release 12.1 (13 )E and !ater releases, you cannot configure active member ports o f an 
EtherChannel as source ports. Inactive member ports o f an EtherChannel can be configured as 
sources but they are put into the suspended state and carry no traffic . 

- With releases earlier than 12.1 ( 13 )E, i f you configure a member port o f an EtherChannel as a 
SPAN source port, it is put into the suspended state and carries no traffic. 

• A port channel interface (an EtherChannel) cannot be a destination. 

- With Release 12.1(13)E and !ater releases, you cannot configure active member ports of an 
EtherChannel as destination ports. Inactive member ports o f an EtherChannel can be configured 
as destinations but they are put into the suspended state and carry no traffic . 

- With releases earlier than 12.1 (13 )E, i f you configure a member port o f an EtherChannel as a 
SPAN destination port, it is put into the suspended state and carries no traffic . 

• You cannot mix individual source ports and source VLANs within a single session. 

• !f you specify multiple ingress source ports, the ports can belong to different VLANs. 

• You cannot mix source VLANs and filter VLANs within a session. You can have source VLANs or 
filter VLANs, but not both at the same time. 

• When enabled, local SPAN or RSPAN uses any previous1y entered configuration. 

• When you specify sources and do not specify a traffic direction (ingress, egress or both ~:129.!!!:' i~,.,. . 
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Local SPAN and RSPAN Configuration Guidelines and Restrictions 

• You cannot configure destination ports to receive ingress traffic . 

• Destination ports never participate in any spanning tree instance. Local SPAN includes BPDUs in 
the monitored traffic , so any BPDUs seen on the destination port are from the source port. RSPAN 
does not support BPDU monitoring . 

• Ali packets sent through the switch for transmission from a port configured as an egress source are 
copied to the destination port, including packets that do not exit the switch through the port beca use 
STP has put the port into the blocking state, or on a trunk port beca use STP has put the VLAN in to 
the blocking state on the trunk port. 

VSPAN Guidelines and Restrictions 

These are VSPAN guidelines and restrictions: 

• For VSPAN sessions with both ingress and egress configured, two packets are forwarded from the 
destination port ifthe packets get switched on the same VLAN (one as ingress traffic from the 
ingress port and one as egress traffic from the egress port) . 

• VSPAN only monitors traffic that leaves or enters Layer 2 ports in the VLAN. 

- lfyou configure a VLAN as an ingress source and traffic gets routed into the monitored VLAN, 
the routed traffic is not monitored because it never appears as ingress traffic entering a Layer 2 
port in the VLAN . 

- lfyou configure a VLAN as an egress source and traffic gets routed out ofthe monitored VLAN, 
the routed traffic is not monitored because it never appears as egress traffic leaving a Layer 2 
port in the VLAN . 

RSPAN Guidelines and Restrictions 

78-14099-03 80 

These are RSPAN guidelines and restrictions: 

• Any network device that supports RSPAN VLANs can be an RSPAN intermediate device . 

• Networks impose no limit on the number of RSPAN VLANs that the networks carry . 

• Intermediate switches might impose limits on the number ofRSPAN VLANs that they can support. 

• You must configure the RSPAN VLANs in ali source, intermediate, and destination network devices . 
I f enabled, the VLAN Trunking Protocol (VTP) can propagate configuration of VLANs numbered 
I through 1024 as RSPAN VLANs. You must manually configure VLANs numbered higher than 
1024 as RSPAN VLANs on ali source, intermediate, and destination network devices . 

• Ifyou enable VTP and VTP pruning, RSPAN traffic is pruned in the trunks to prevent the unwanted 
flooding o f RSPAN traffic across the network . 

• RSPAN VLANs can be used only for RSPAN traffic . 

• Do not configure a VLAN used to carry management traffic as an RSPAN VLAN. 
·----- ·- - ~- -

• Do not assign access ports to RSPAN VLANs. RSPAN puts access ports in an RSPAN VLAN into 
the suspended state . 

• Do not configure any ports in an RSPAN VLAN except those selected to carry RSPAN traffic. 

• MAC address leaming is disabled on the RSPAN VLAN . 

• You can use an output access controllist (ACL) on the RSPAN VLAN in the RSPAN source switch 
to filter the traffic sent to an RSPAN destination. 
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Chapter 34 Configuring Local SPAN and RSPAN 
Configuring local SPAN and RSPAN 

• RSPAN does not support BPDU monitoring. 

• Do not configure RSPAN VLANs as sources in VSPAN sessions. 

• You can configure any VLAN as an RSPAN VLAN as Iong as ali participating network devices 
support configuration of RSPAN VLANs and you use the same RSPAN VLAN for each RSPAN 
session in ali participating network devices. 

• Entering SPAN configuration commands does not clear previously configured SPAN parameters. 
You must enter the no monitor session command to clear configured SPAN parameters. 

t 
t 
t 
t 

Configuring Local SPAN and RSPAN 

·~ t 
t 
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• • 
t 
t 
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~ .. 
Note 

These sections describe how to configure local SPAN and RSPAN: 

• Local SPAN and RSPAN Configuration Overview, page 34-8 

• Configuring RSPAN VLANs, page 34-8 

• Configuring Local or RSPAN Sources, page 34-9 

• Monitoring Specific Sourcc VLANs on a Source Trunk Port, page 34-10 

• Configuring Local SPAN and RSPAN Destinations, page 34-1 O 

• Vcrifying thc Configuration, pagc 34-12 

• Configuration Examples, page 34-12 

With Release 12.1(11 b)E and !ater releases, when you are in configuration mode you can enter EXEC 
mode-Ievel commands by entering the do keyword before the EXEC mode-level command. 

~ 

t 
t 

local SPAN and RSPAN Configuration Overview 

t 

:~ 
t 

To configure a local SPAN session, use the same session number for the sources and the destination 
ports. 

To configure an RSPAN source session, use the same session number for a source and a destination 
RSPAN VLAN. 

To configure an RSPAN destination session, use the same session number for a source RSPAN VLAN 
and a destination port. 

t 
t 
t 

Configuring RSPAN VLANs 

--­
• Step 1 

~ 

t 

• 

To configure a VLAN as an RSPAN VLAN, perform this task: 

Command 

Rou t er (c o nfig ) # vlan 
v lan_ID { [-vlan_ID] I L vlan_ID] ) 

Purpose 

Creates or modifies an Ethernet VLAN, a range of 
Ethernet VLANs, or severa! Ethernet VLANs specified in 
a comma-separated list (do not enter space characters) . 
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Chapter 34 Configuring local SPAN and RSPAN 

Command 

Step 2 Router (config - vlan) # remote-span 

Router (config-vlan)# no remote-span 

Step 3 Router (config - vlan) # end 

Configuring Local or RSPAN Sources 

~ .. 

Configuring local SPAN and RSPAN 

Purpose 

Configures the VLAN as an RSPAN VLAN. 

Clears the RSPAN VLAN configuration. 

Updates the VLAN database and returns to privileged 
EXEC mode. 

Note To configure an RSPAN source session, configure a source with an RSPAN VLAN as the destination . To 
configure an RSPAN destination session, configure an RSPAN VLAN as the source and a port as the 
destination. 

To configure a local SPAN or RSPAN source, perform this task: 

Command Purpose 

Router(config)# monitor session session_number source 
{ { single_interface I interface_list I interface_range 
I mixed_interface_list I single_vlan I vlan_list I 
vlan_range I mixed_vlan_list) [rx I tx I bothl) I 
( remate vlan rspan_vlan_ID)) 

Configures the session number, the source ports, VLANs, or 
RSPAN VLAN, and the traffic direction to be monitored. 

Router(config)# no monitor session {session_number 

all I local I 
range session_range[[,session_range], . . . ) I remete) 

Clears the monitor configuration . 

When configuring monitor sessions, note the following syntax information: 

• single_interface is interface type s/ot/port; type is ethernet, fastethernet, gigabitethernet, or 
tengigabitethernet. 

• interface_list is single_interface , single_interface , single_interface ... 

~ .. 
Note In lists, you must enter a space before and after the comma. In ranges , you must ente r a space 

before and after the dash . 

interface _range is interface type slot/first_port - last_port 

mixed_interface_list is, in any arder, single_interface , interface_range , ... 

• single_v/an is a the ID number of a single VLAN . 

vlan_list is single_vlan , single_vlan , single_vlan ... 
J ----------------------------

• 
• 
t 
~ 

• 
t 
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v/an_range isfirst_vlan_ID -/ast_vlan_ID 

• mixed_vlan_list is, in any arder, single_vlan , vlan_range , .. . 

When clearing monitor sessions, note the following syntax information: 

The no monitor session number command entered with no other parameters clears 
session session_number. 

• session_range is first_session_number-last_session_number 
~-;-03/2005:' CN­
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Configuring Local SPAN and RSPAN 

~ .. 
Note In the no monitor session range command, do not enter spaces before or after the dash. I f 

you enter multiple ranges, do not enter spaces before or after the commas . 

This example shows how to configure session I to monitor bidirectionai traffic from Fast Ethernet 
port 5/ I : 

Router(config ) # monitor session 1 source interface fastethernet 5/1 

Monitoring Specific Source VLANs on a Source T runk Port 

To monitor specific VLANs when the local or RSPAN source is a trunk port, perform this task: 

Purpose (.. Jmmand 

Router (config ) # monitor session session_number fi1ter 
{vlan_ID ) [, I -] 

Monitors specific VLANs when the source is a trunk port. 

Rou t er (c o nfig )# no monitor session session_number 
filter {vl an_ ID) 

Clears trunk source configuration. 

This example shows how to monitor VLANs 1 through 5 and VLAN 9 when the source is a trunk port : 

Router(config)# monitor session 2 fi1ter v1an 1 - 5 , 9 

Configuring local SPAN and RSPAN Destinations 

These sections describe how to configure local SPAN and RSPAN destinations: 

Configuring a Destination Portas an Unconditionai Trunk, page 34-10 

• Configuring a Local or RSPAN Destination, page 34-11 

Configuring a Destination Port as an Unconditional T runk 

:c To tag the monitored traffic with Release 12.1(13)E and )ater releases, configure the destination portas 
a trunk. 

• • • • 
·-t 
• • t 

• • t 
t 
t 
t 
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Stepl 

Step 2 

Step 3 

Step4 

Step5 

To configure the destination port as a trunk, perform this task: 

Command Purpose 

Router (config )# interface typé sl o t / p ort Selects the LAN port to configure. 

Rou ter (config-if )# switchport Configures the LAN port for Layer 2 switching (required 
- -- - - ·-- - -

1 

~· .. J if..tlw-.bAW-pg.rt ÍS-oot-alr-eaey.con.figured for Layer 
2 switching). 

Ro u ter( c onfig- i f ) # switchport trunk encapsu1ation Configures the encapsulation, which configures the Layer 
{is1 I dotlq} 2 switching portas either an ISL or 802.1 Q trunk . 

Rou ter (conf i g-if )# switchport mode trunk Configures the port to trunk unconditionally. 

Rout e r (conf ig- i f) # switchport nonegotiate Configures the trunk not to use DTP. 

I. type = ethernet, fa stethernet, gigabitethernet, or tengigabitethernet 
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This example shows how to configure aportas an unconditional IEEE 802 . lq trunk: 

Router(config)# interface fastethernet 5/12 
Router (config- i f)# switchport 
Router(config-if)# switchport trunk encapsulation dotlq 
Router (con f i g-i f )# switchport mode trunk 
Router(config-if)# switchport nonegotiate 

Configuring a Local or RSPAN Destination 

Command 

~ .. 
Note To configure an RSPAN source session, configure a source with an RSPAN VLAN as the destination. To 

configure an RSPAN destination session, configure an RSPAN VLAN as the source and a port as the 
destination. 

To configure a local or RSPAN destination, perform this task: 

Purpose 

Router (config)# monitor session session_number 
destination {single_interface I interface_list 
interf ace_range I mixed_interface_list) I 
{remete vlan rspan_ vlan_ID) } 

Configures the session number and the destination ports or 
RSPAN VLAN. 

Router (config)# no monitor session {session_number 
all I local I 

Clears the monitor configuration. 

range sessi on_ range [ [, session_ range] , . . . ] I remo te} 

78-14099-03 BO 

~ . 
Note To tag the monitored traffic, you must configure the port to trunk unconditionally before you configure 

it as a destination (see the "Configuring a Destination Port as an Unconditional Trunk" scction on 
page 34-10). 

When configuring monitor sessions, note the following syntax information: 

• single_interface is interface type slot/port; type is ethernet, fastethernet, gigabitethernet, or 
tengigabitethernet. 

interface_list is single_interface , single_interface , single_interface ... 

'"' Note In Iists, you must enter a space before and after the comma. In ranges, you must ente r a space 
before and after the dash . 

interface _range is interface type slot/first_port - /ast_port 

mixed interface list is, in any order, single interface , interface_range , .. . 

When clearing monitor sessions, note the following syntax information : 

Enter the no monitor session number command with no other parameters to clear 
session session_number. 

session_range is fi rs t_session_n umber-las t_session_number 
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' Note In the no monitor session range command, do not enter spaces before or after the dash. I f 
you enter multiple ranges, do not enter spaces before or after the commas . 

This example shows how to configure Fast Ethemet port 5/48 as the destination for SPAN session I: 

Router(config)# monitor session 1 destination interface fastethernet 5/48 

Verifying the Configuration 

This example shows how to verify the configuration of session 2: 

Router# show monitor session 2 
Session 2 

Type : Remete Source Session 

Source Ports: 
RX Only: 

Dest RSPAN VLAN : 
Router# 

Fa3 / 1 
901 

This example shows how to display the full details of session 2: 

Router# show monitor session 2 detail 
Session 2 

Type : Remete Source Session 

Saurce Ports : 
RX Only : . 
TX Only : 
Both: 

Source VLANs: 
RX Only : 
TX Only: 
Both : 

Fal / 1-3 
Nane 
None 

None 
None 
Nane 

Source RSPAN VLAN: None 
Destination Ports: None 
Filter VLANs: 
Dest RSPAN VLAN : 

None 
901 

Configuration Examples 

This example shows how to configure RSPAN source session 2: 

Rauter(canfig)# monitor session 2 source interface fastethernetl/1 - 3 rx 
Rou t er (config)# monitor session 2 destination remote vlan 901 

This example shows how to clear the configuration for sessions -I anl2: -

Rou ter(config ) # no monitor session range 1-2 

This example shows how to configure an RSPAN source session with multiple sources: 

Router(config)# monitor session 2 source interface fastethernet 5/15 , 7/3 rx 
Router (conf i g ) # monitor session 2 source interface gigabitethernet 1/2 tx 
Rauter(canfig)# monitor session 2 source interface port-channel 102 
Router(config)# monitor session 2 source fi1ter vlan 2 - 3 
Router (config ) # monitor session 2 destination remete vlan 901 RQS no 03/2005 - CN -

CPMI CORREIOS 
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Configuring Local SPAN and RSP 

This example shows how to remove sources for a session: 

Rout e r (config) # no monitor session 2 source interface fastethernet 5 / 15 , 7/3 

This example shows how to remove options for sources for a session: 

Rou ter(conf i g )# no monitor session 2 source interface gigabitethernet 1/2 
Rout e r (config )# no monitor session 2 source interface port-channel 102 tx 

This example shows how to remove VLAN filtering for a session: 

Ro ut e r (c onfig) # no monitor session 2 filter vlan 3 

This example shows how to configure an RSPAN destination session: 

Rout e r (config )# monitor session 8 source remate vlan 901 
Router( c onf i g) # monitor session 8 destination interface fastethernet 1/2 , 2/3 

RQS no 03/2005 - CN -
CPMI CORREIOS 
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Configuring VLANs 

This chapter describes how to configure VLANs on the Catalyst 6500 series switches. 

~~ 
Note For complete syntax and usage information for the commands used in this chapter, refer to the 

Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

This chapter consists o f these sections: 

• Understanding How VLANs Work, page 9-1 

• VLAN Default Configuration, pagc 9-6 

• VLAN Configuration Guidelines and Restrictions, page 9-8 

• Configuring VLANs, page 9-8 

Understanding How VLANs Work 
The following sections describe how VLANs work: 

• VLAN Overview, page 9-1 

• VLAN Ranges, page 9-2 

• Configurable VLAN Parameters, page 9-3 

• Understanding Token Ring VLANs, page 9-3 

VLAN Overview 

9 

A VLAN is a group o f end stations with a common set o f requirements, independent o f physicallocation . 
VLANs have the same attributes as a physical LAN but allow you to group end stations even ifthey are 

__ ____ not located IJhysically on the same LAN segment. 

VLANs are usually associated with IP subnetworks. For example, ali the end stations in a particular IP 
subnet belong to the same VLAN. Traffic between VLANs must be routed. LAN port VLAN 
membership is assigned manually on an port-by-port basis . 

RQS no 03/2005 - CN _ 
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• Understanding How VLANs Work 
Chapter 9 Configuring VLANs 

VLAN Ranges 

~ .. 
Note You must enable the extended system ID to use 4096 VLANs (see the " Understanding the Bridge ID' ' 

section on page 15-3 ). 

With Release 12.1 (13 )E and !ater releases, Catalyst 6500 series switches support 4096 VLANs in 
accordance with the IEEE 802.1 Q standard. These VLANs are organized into severa! ranges ; you use 
each range slightly differently. Some o f these VLANs are propagated to other switches in the network 
when you use the VLAN Trunking Protocol (VTP) . The extended-range VLANs are not propagated, so 
you must configure extended-range VLANs manually on each network device . 

Table 9-1 describes the VLAN ranges . 

láble 9-1 VLAN Ranges 

Propagated 
VLANs Range Usage byVTP 

0,4095 Reserved For system use only. You cannot see or use these VLANs. -

I Normal Cisco default. You can use this VLAN but you cannot delete it. Yes 

2-1001 Normal For Ethernet VLANs; you can create, use, and delete these Yes 
VLANs. 

1002-1005 Normal Cisco defaults for FDDI and Token Ring. You cannot delete Yes 
VLANs 1002-1005. 

1006-4094 Extended For Ethernet VLANs only. No 

The following information applies to VLAN ranges: 

• Layer 3 LAN ports, WAN interfaces and subinterfaces, and some software features use internai 
VLANs in the extended range. You cannot use an extended range VLAN that has been allocated for 
internai use. 

• With Release 12.1 ( 13 )E and !ater releases, to display the VLANs used internally, enter the show 
vlan internai usage command. With earlier releases, enter the show vlan internai usage and show 
cwan vlans commands . 

• With Release 12.1 ( 13 )E and la ter releases, you can configure ascending internai VLAN allocation 
(from 1006 and up) or descending internai VLAN allocation (from 4094 and down) . In previous 
12.1 EX releases that support 4096 VLANs, internai VLANs are allocated from I 006 and up. 

• Switches running the Catalyst operating system do not support configuration o f VLAN s I 006-1 024 . 
Ifyou configure VLANs 1006-1024, ensure that the VLANs do not extend to any switches running 
Catalyst software. 

.--- -
• You must enable the extended system ID to use extended range VLANs (see the " Understand ing the 

Bridge ID" sectwn on page 
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Understanding How VLANs Work 

Configurable VLAN Parameters 

~ .. 
Note • Ethemet VLAN I uses only default values . 

• Except for the VLAN name, Ethernet VLANs 1006 through 4094 use only default values . 

• With Release 12.1(13)E and !ater releases, you can configure the VLAN name for Ethernet VLANs 
I 006 through 4094 . 

You can configure the following parameters for VLANs 2 through I 00 I: 

• VLAN name 

• VLAN type (Ethernet, FDDI, FDDI network entity title [NET], TrBRF, or TrCRF) 

• VLAN state (active or suspended) 

• Security Association Identifier (SAID) 

• Bridge identification number for TrBRF VLANs 

• Ring number for FDDI and TrCRF VLANs 

• Parent VLAN number for TrCRF VLANs 

• Spanning Tree Protocol (STP) type for TrCRF VLANs 

Understanding T oken Ring VLANs 

~ .. 

The following section describes the two Token Ring VLAN types supported on network devices running 
VTP version 2: 

• Token Ring TrBRF VLANs, page 9-3 

• Token Ring TrCRF VLANs, page 9-4 

Note Catalyst 6500 series switches do not support Inter-Switch Link (ISL)-encapsulated Token Ring frames. 
When a Catalyst 6500 series switch is configured as a VTP server, you can configure Token Ring VLANs 
from the switch. 

T oken Ring TrBRF VLANs 

78-14099-03 

Token Ring Bridge Relay Function (TrBRF) VLANs interconnect multiple Token Ring Concentrator 
Relay Function (TrCRF) VLANs in a switched Token Ring network (see Figure 9-1 ). The TrBRF can be 
extended across network devices interconnected with trunk links. The connection between the TrCRF 
and the TrBRF is referred to as a /ogica/ port. _ _ - ·· 

RQS n" 03/2005 - CN -
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~ 

Figure 9-1 lnterconnected Token Hing TrBHF and TrCHF VLANs 

SRB or SRT 

~ 
<D 
<D 
rJl 

For source routing, the Catalyst 6500 series switch appears as a single bridge between the logical rings. 
The TrBRF can function as a source-route bridge (SRB) ora source-route transparent (SRT) bridge 
running either the IBM o r IEEE STP. I f an SRB is used, you can define duplicate MAC addresses on 
different logical rings . 

The Token Ring software runs an instance of STP for each TrBRF VLAN and each TrCRF VLAN. For 
TrCRF VLANs, STP removes loops in the logical ring. For TrBRF VLANs, STP interacts with externai 
bridges to remove loops from the bridge topology, similar to STP operation on Ethernet VLANs. 

Caution Certain parent TrBRF STP and TrCRF bridge mode configurations can place the logical ports (the 
connection between the TrBRF and the TrCRF) o f the TrBRF in a blocked state . For more information, 
see the " VLAN Configuration Guidelines and Restrictions" section on page 9-8. 

To accommodate IBM System Network Architecture (SNA) traffic, you can use a combination of SRT 
and SRB modes. In a mixed mode, the TrBRF determines that some ports (logical ports connected to 
TrCRFs) operate in SRB mode while other ports operate in SRT mode 

T oken Ring T rCRF VLANs 

~~ 

Token Ring Concentrator Relay Function (TrCRF) VLANs define port groups with the same logical ring 
number. You can configure two types ofTrCRFs in your network: undistributed and backup. 

TrCRFs typically are undistributed, which means each TrCRF is limited to the ports on a single network 
device. Multiple undistributed TrCRFs on the same or separate network devices can be associated with 
a single parent TrBRF (see Figure 9-2) . The parent TrBRF acts as a multiport bridge, forward ing traffic 
between the undistributed TrCRFs . 

Note To pass data between rings located on separate network devices , you can associa te the rings to the same 
TrBRF and configure the TrBRF for an SRB. - --- - -

6500 Series Switch Cisco lOS Software Guide 
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Understanding How VLANs Work 

Figure 9-2 Undistributed Ti-CilFs 

Switch A Switch B 

By default, Token Ring ports are associated with the default TrCRF (VLAN 1003, trcrf-default), which 
has the default TrBRF (VLAN I 005, trbrf-default) as its parent. In this configuration, a distributed 
TrCRF is possible (see Figure 9-3), and traffic is passed between the default TrCRFs located on separate 
network devices i f the network devices are connected through an ISL trunk. 

Figure 9-3 Oistributed Ti-CRF 

Switch A Switch B 

,' 

Within a TrCRF, source-route switching forwards frames based on either MAC addresses or route 
descriptors . The entire VLAN can operate as a single ring, with frames switched between ports within a 
single TrCRF . 

You can specify the maximum hop count for AII-Routes and Spanning Tree Explorer frames for each 
TrCRF. When you specify the maximum hop count, you limit the maximum number ofhops an explorer 
is allowed to traverse. I f a port determines that the explorer frame it is receiving has traversed more than 
the number o f hops specified, it does not forward the frame. The TrCRF determines the number o f hops 
an explorer has traversed by the number o f bridge hops in the route information field. 

I f the ISL connection between network devices fails , you can use a backup TrCRF to configure an 
alternate route for traffic between undistributed TrCRFs. Only one backup TrCRF for a TrBRF is 
allowed, and only one port per network device can belong to a backup TrCRF . 

Ifthe ISL connection between the network devices fails, the port in the backup TrCRF on each affected 
network device automatically becomes active, rerouting traffic between the undistributed TrCRFs 
through the backup TrCRF. When the ISL connection is reestablished, ali but one port in the backup 
TrCRF is disabled . Figure 9-4 illustrates the backup TrCRF. 
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Tables 9-2 through 9-6 show the default configurations for the different VLAN media types. 

Tãble 9-2 Ethemet VLAN De,aults and Ranges 

Parameter Default Range 

VLAN ID 1 1-4094 

VLAN name "default" for VLAN I -

"VLANvlan_ID" for other 
Ethernet VLAN s 

802 .10 SAIO IOvlan_ID 100001-104094 

MTU size 1500 1500-18190 

Translational bridge I o 0-1005 

Translational bridge 2 o 0-1005 

VLAN state active active, suspend 

Pruning eligibility VLANs 2-1001 are pruning -
eligible; VLANs 1006-4094 are 
not pruning eligible. 

Tãble9-3 FDDI VLAN De,aults and Ranges 

Parameter 

r- -- - ------=====~-+--------1==---~---
VLAN name 

~ 

• • • • 
• • 
~ 

• 
~ 

802.10 SAIO 

MTU size 

Ring number 

Parent VLAN 

Translational bridge I 

6500 Series Swilch Cisco lOS Software Guide 
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Chapter 9 Conriguring VLANs 

lãble 9-3 FOO/ VLAN OeFaults and llanges (continued) 

Parameter Default 

Translational bridge 2 o 
VLAN state active 

lãble 9-4 Token lling (ffCHF) VLAN OeFaults and llanges 

Parameter Default 

VLAN ID 1003 

VLAN name "token-ring-default" 

802 .10 SAID 101003 

Ring Number o 
MTU size VTPv I default 1500 

VTPv2 default 4472 

Translational bridge I o 
Translational bridge 2 o 
VLAN state active 

Bridge mode srb 

ARE max hops 7 

STE max hops 7 

Backup CRF disabled 

lãble 9-5 FOOI-Net VLAN DeFaults and llanges 

Parameter Default 

VLAN ID 1004 

VLAN name "fddinet-default" 

802.10 SAID 101004 

MTU size 1500 

Bridge number I 

STP type ieee 

VLAN state active 

lãble 9·6 Token lling (ffBHF) VlAN DeFaults and llanges 

Para meter Default 

VLAN ID 1005 

VLAN name "tmet-default" 

802 .10 SAID 101005 

4.l\C\ 
~- \) 

VLAN Derault Configuration \) 

Range 

0-1005 

active, suspend 

Range 

1- 1005 

-

1-4294967294 

1-4095 

1500-18190 

0-1005 

0-1005 

active, suspend 

srb, srt 

0-13 

0-13 

disable ; enable 

Range 

1-1005 

-

1-4294967294 

1500-18190 

0-15 

auto, ibm, ieee 

active, suspend 

Range 

1-1005 

1-4294967294 

6500 Series Switch Cisco lOS Software 
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Table 9-6 Token lling (TiB!lF) VLAN DeFaults and Ranges (continued) 

Parameter Default Range 

MTU size VTPvl 1500; VTPv2 4472 1500-18190 

Bridge number I 0--15 

STP type ibm auto, ibm, ieee 

VLAN state active active, suspend 

VLAN Configuration Guidelines and Restrictions 
Follow these guidelines and restrictions when creating and modifying VLANs in your network: 

• RPR+ redundancy (see Chapter 5, "Configuring RPR and RPR+ Supervisor Engine Redundancy") 
does not support a configuration entered in VLAN database mode. Use global configuration mode 
with RPR + redundancy. 

• You can configure extended-range VLANs only in global configuration mode. You cannot configure 
extended-range VLANs in VLAN database mode. See the "VLAN Configuration Options" section 
on page 9-9. 

• Before you can create a VLAN, the Catalyst 6500 series switch must be in VTP server mode or VTP 
transparent mode. For information on configuring VTP, see Chapter 8, "Configuring VTP." 

• The VLAN configuration is stored in the vlan.dat file , which is stored in nonvolatile memory. You 
can cause inconsistency in the VLAN database ifyou manually delete the vlan.dat file . lfyou want 
to modify the VLAN configuration or VTP, use the commands described in this guide and in the 
Catalyst 6500 Series Switch Cisco !OS Command Reference publication. 

• To do a complete backup ofyour configuration, include the vlan.dat file in the backup. 

• The Cisco lOS end command is not supported in VLAN database mode. 

• You cannot enter Ctrl-Z to exit VLAN database mode. 

• Catalyst 6500 series switches do not support Token Ring or FDDI media. The switch does not 
forward FDDI, FDDI-Net, TrCRF, or TrBRF traffic, but it can propagate the VLAN configuration 
through VTP. 

• When a Catalyst 6500 series switch is configured as a VTP server, you can configure FDDI and 
Token Ring VLANs from the switch. 

• You must configure a TrBRF before you configure the TrCRF (the parent TrBRF VLAN you specify 
must exist). 

• In a Token Ring environment, the Iogical interfaces (the connection between the TrBRF and the 
TrCRF) o f the TrBRF are placed in a blocked state i f either o f these conditions exists : 

- The TrBRF is running the IBM STP, and the TrCRF is in SRT mode. 

-=- -Ttre-l'rBRF-imnning-the-fEEE STP,ãll-d-the-Tr€-R-F is--i-n &RB-l'Jlt)(Íe. 
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Configuring VlANs a 

Configuring VLANs 
These sections describe how to configure VLANs: 

• VLAN Configuration Options, page 9-9 

• Creating o r Modifying an Ethernet VLAN, page 9-1 O 

• Assigning a Layer 2 LAN Interface to a VLAN, page 9-12 

• Configuring the Internai VLAN Allocation Policy, page 9-12 

• Mapping 802 . 10 VLANs to ISL VLANs, page 9-12 

~ .. 
Note • With releases 12.1 (11 b )E and !ater, when you are in configuration mo de you can enter EXEC rnode 

cornrnands by entering the do keyword before the EXEC rnode cornrnand. 

• VLANs support a nurnber ofpararneters that are not discussed in detail in this section. For complete 
information, refer to the Catalyst 6500 Series Switch Cisco !OS Command Reference publication . 

VLAN Configuration Options 

These sections describe the VLAN configuration options: 

• VLAN Configuration in Global Configuration Mode, page 9-9 

• VLAN Configuration in VLAN Database Mode, page 9-9 

VLAN Configuration in Global Configuration Mode 

~ .. 
Note Releases 12.1 ( 11 b )E and !ater support VLAN configuration in global configuration rnode . 

~ .. 

Ifthe switch is in VTP server or transparent rnode (see the "Configuring VTP" section on page 8-6), you 
can configure VLANs in global and config-vlan configuration rnodes. When you configure VLANs in 
global and config-vlan configuration rnodes, the VLAN configuration is saved in the vlan.dat files . To 
display the VLAN configuration, enter the show vlan cornrnand. 

Ifthe switch is in VLAN transparent rnode, use the copy running-config startup-config cornrnand to 
save the VLAN configuration to the startup-config file . After you save the running configuration as the 
startup configuration, use the show running-config and show startup-config cornrnands to display the 
VLAN configuration . 

__ __Note_~..h.en the switch boots, ifthe VTP dornain narne and VTP rnode in the startup-config and vlan .dat 
files do not rnatch, the switch uses the configuration in the vlan.dat file-:-

78-14099-03 

• You can configure extended-range VLANs only in global configuration rnode . You cannot configure 
extended-range VLANs in VLAN database rnode. 
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VLAN Configuration in VLAN Database Mode 

~ .. 
Note You cannot configure extended-range VLANs in VLAN database mode. You can configure 

extended-range VLANs only in global configuration mode . RPR+ redundancy does not support 
configuration entered in VLAN database mode. Use global configuration mode with RPR+ redundancy. 

Ifthe switch is in VTP server or transparent mode, you can configure VLANs in the VLAN database 
mode. When you configure VLANs in VLAN database mode, the VLAN configuration is saved in the 
vlan.dat files . To display the VLAN configuration, enter the show vlan command. 

You use the interface configuration command mode to define the port membership mode and add and 
remove ports from a VLAN. The results o f these commands are written to the running-config file , and 
you can display the file by entering the show running-config command. 

: ~reating or Modifying an Ethernet VLAN 

• 

Command 

User-configured VLANs have unique !Ds from I to 4094, except for reserved VLANs (see Table 9-1 on 
page 9-2). Enter the vlan command with an unused ID to create a VLAN. Enter the vlan command for 
an existing VLAN to modify the VLAN (you cannot modify an existing VLAN that is being used by a 
Layer 3 port ora software feature) . 

See the "VLAN Default Configuration" section on page 9-6 for the list of default parameters that are 
assigned when you create a VLAN. lfyou do not specify the VLAN type with the media keyword, the 
VLAN is an Ethemet VLAN . 

To create or modify a VLAN, perform this task : 

Purpose 

Step 1 Router# configure terminal 
o r 

Enters VLAN configuration mode. 

Step2 

Router# vlan database 

Router(config)# vlan 
vlan_ID{ [- vlan_ID] I [, vlan_ID] ) 
Router(config-vlan)# 
o r 
Router(vlan )# vlan vlan_ID 

Router(config)# no vlan vlan ID 
Router(config-vlan)# 
o r 
Router(vlan)# no vlan vlan ID 

Creates or modifies an Ethemet VLAN, a range of 
Ethernet VLANs, or severa! Ethernet VLANs specified in 
a comma-separated list (do not enter space characters). 

Deletes a VLAN. 

Step 3 Router (config-vlan) # end Updates the VLAN database and returns to privileged 
EXEC mode. o r 

Router (vlan ) # exit 

- - Veriftes the-Vb-AN eonfi-guration. 

When you create or modify an Ethemet VLAN, note the following syntax information: 

• Releases 12.1 ( 11 b )E and !ater support VLAN configuration in global configuration mode. 

• Releases 12.1 (13)E and !ater support extended-range VLANs. 

• RPR+ redundancy does not support a configuration entered in VLAN database mode. Use global 
configuration mode with RPR+ redundancy. ---· ~ -

RQS no 03í2005 - CN ~ 
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Because Layer 3 ports and some software features require internai VLANs allocated from 1006 and 
up, configure extended-range VLANs starting with 4094. 

You can configure extended-range VLANs only in global configuration mode. You cannot configure 
extended-range VLANs in VLAN database mode . 

Layer 3 ports and some software features use extended-range VLANs. Ifthe VLAN you are trying 
to create or modify is being used by a Layer 3 port ora software feature , the switch displays a 
message and does not modify the VLAN configuration . 

When deleting VLANs, note the following syntax information: 

You cannot delete the default VLANs for the different media types: Ethernet VLAN 1 and FDDI or 
Token Ring VLANs 1002 to 1005 . 

When you delete a VLAN, any LAN ports configured as access ports assigned to that VLAN become 
inactive. The ports remain associated with the VLAN (and inactive) until you assign them to a new 
VLAN. 

This example shows how to create an Ethemet VLAN in global configuration mode and verify the 
configuration: 

Router# configure terminal 
Router( config ) # vlan 3 
Router (config-vlan)# end 
Router# show vlan id 3 

VLAN Narne Status Ports 

3 VLAN0003 active 

VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2 

3 enet 100003 1500 o 

Prirnary Secondary Type Interfaces 

This example shows how to create an Ethernet VLAN in VLAN database mode: 

Router# vlan database 
Router(vlan)# vlan 3 
VLAN 3 added: 

Narne: VLAN0003 
Router (vlan)# exit 
APPLY completed . 
Ex it i ng ... . 

This example shows how to verify the configuration: 

Router# show vlan name VLAN0003 
VLAN Narne Status Ports 

3 VLAN0 00 3 activ e 

VLAN Type SAID MTU Parent RingNo BridgeNo Stp Transl Trans2 

3 enet 1 0000 3 15 00 o o 
Ro u t er# 

Catalysl 6500 Series Swilch Cisco lOS Software Configuratio 
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Assigning a Layer 2 LAN Interface to a VLAN 

Note 

A VLAN created in a management domain remains unused until you assign one or more LAN ports to 
the VLAN. 

Make sure you assign LAN ports to a VLAN ofthe appropriate type . Assign Ethernet ports to 
Ethernet-type VLANs. 

To assign one or more LAN ports to a VLAN, complete the procedures in the "Configuring LAN 
Interfaces for Layer 2 Switching" section on page 7-6. 

t Configuring the Internai VLAN Allocation Policy 

-~ • 
Internai VLAN allocation policy is supported in Release 12.1(13)E and !ater releases . For more 
information about VLAN allocation, see the "VLAN Ranges" section on page 9-2 . 

• 

Step 1 

Note The internai VLAN allocation policy is applied only following a reload. 

To configure the internai VLAN allocation policy, perform this task: 

Command 

Router(config)# vlan internal allocation policy 
{ascending I descending) 

Router(config)# no vlan internal allocation 
policy 

Purpose 

Configures the internai VLAN allocation policy. 

Returns to the default (ascending) . 

Step 2 Router (config) 11 end Exits configuration mode. 

Step 3 Routerll reload Applies the new internai VLAN allocation policy. 

ih 
Caution You do not need to enter the reload command 

immediately. Enter the reload command 
during a planned maintenance window. 

When you configure the internai VLAN allocation policy, note the following syntax information: 

• Enter the ascending keyword to ali oca te internai VLANs from 1006 and up. 

• Enter the descending keyword to allocate internai VLAN from 4094 and down. 

This example shows how to configure descending as the internai VLAN allocation policy: 

---Reu~llfigure terminaL_------------ __ ·- ·­
Rout er (confi g )ll vlall internal allocation policy descending 

Mapping 802.1Q VLANs to ISL VLANs 

The valid range ofuser-configurable ISL VLANs is 1 through 1001 and 1006 through 4094. The valid 
range o f VLANs specified in the IEEE 802.1 Q standard is 1 to 4094. You can map 802.1 Q ~- __ 

RQ ---numbers to ISL VLAN numbers. S n° 0312005 _ r'N 

CPM I - CORRE ...,/0 ' 
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Command 

Configuring VLANs • 

802 .1 Q VLANs in the range I through I 00 I and I 006 through 4094 are automatically mapped to the 
corresponding ISL VLAN. 802.1Q VLAN numbers corresponding to reserved VLAN numbers must be 
mapped to an ISL VLAN in order to be recognized and forwarded by Cisco network devices. 

These restrictions apply when mapping 802.1 Q VLANs to ISL VLANs: 

You can configure up to eight 802.1 Q-to-ISL VLAN mappings on the Catalyst 6500 series switch . 

You can only map 802.1 Q VLANs to Ethemet-type ISL VLANs . 

Do not enter the na tive VLAN o f any 802.1 Q trunk in the mapping table. 

When you map an 802.1 Q VLAN to an ISL VLAN, traffic on the 802 .1 Q VLAN corresponding to 
the mapped ISL VLAN is blocked. For example, ifyou map 802.1 Q VLAN I 007 to ISL VLAN 200, 
traffic on 802.1 Q VLAN 200 is blocked . 

• VLAN mappings are local to each Catalyst 6500 series switch. Make sure you configure the same 
VLAN mappings on ali appropriate network devices . 

To map an 802 .1 Q VLAN to an ISL VLAN, perform this task: 

Purpose 

Step 1 Router (config ) # vlan mapping dotlq dotlq_ vlan isl 
i s l_vl an 

Maps an 802.1Q VLAN to an ISL Ethernet VLAN. The 
valid range for dotl q_vlan is 1001 to 4094. The valid 
range for isl_vlan is the same . 

Router (conf i g ) # no vlan mapping do tlq {all / 
do t l q_ vlan) 

Step2 Router (config ) # end 

Step 3 Router# show vlan 

Deletes the mapping . 

Exits configuration mode. 

Verifies the VLAN mapping . 

This example shows how to map 802.1 Q VLAN I 003 to ISL VLAN 200: 

78-14099-03 

Router# configure terminal 
Router(config)# vlan mapping d o tlq 1 00 3 isl 2 00 
Router(config)# end 
Router# 

This example shows how to verify the configuration: 

Router# show vlan 
< .. • o u t put truncated . . . > 

80 2. 1Q Trunk Remapped VLANs : 
8 02 . 1 Q VLAN I SL VLAN 

10 03 200 

6500 Series Switch Cisco lOS Software 

RQS no 0312005 - cr 
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CIStO SYSTEMS 

PRODUCTS & SERVICES 

CISCO INTERFACES ANO 
MODULES 

CISCO SERVICES MODULES 

PRODUCT LITERA TURE 

DATA SHEETS 

Cisco Content Switching 
Module 

Home I Log In I Register 1 
~ 

Contacts & Fe~ V 
''llj Select a I Products & Services 

Cisco Content Switching Module 

Downloads 

Data Sheet 
Cisco Content Switching Modl 

Cisco Catalyst 6500 Series Content Switching Module 

The Cisco Content Switching Module (CSM) is a Cisco Catalyst® 6500 line card that b< 
client traffic to farms of servers, firewalls , Secure Sockets Layer (SSL) devices, or virtu 
private network (VPN) termination devices. The Cisco CSM providas a high-performan. 
effective load-balancing solution for enterprise and Internet service provider (ISP) netw 
The Cisco CSM meets the demands of high-speed content delivery networks, tracking 
sessions and server load conditions in real time and directing each session to the mosl 
appropriate server. Fault-tolerant Cisco CSM configurations maintain full state informal 
provide true hitless failover required for mission-critical functions . 

The Cisco CSM provides the following key benefits (refer to Figure 1 ): 

• Market-leading performance-The Cisco CSM establishes up to 165,000 Layer 
connections per second (depending on software version) and provides high-spE 
content switching while maintaining 1 million concurrent connections . 

• Outstanding price/performance value for large data centers and ISPs-The Cis 
features a low connection cost and occupies a small footprint. lt slides into a slc 
new or existing Cisco Catalyst 6500 and enables ali ports in the Cisco Catalyst 
Layer 4-7 content switching. 

• Multiple Cisco CSMs can be installed in the same Cisco Catalyst 6500 . 

• Ease of configuration-The Cisco CSM uses the same Cisco lOS® command-li 
interface (CU) that is used to configure lhe Cisco Catalyst 6500 Switch . 

Figure 1. The Cisco CSM 

RQS no 03/2005 - CN -
CPMI .. CORHE IOS 

flls M0 8 9 7 
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Client-

Content Switching Module Key Features 

Firewall Load Balancing 

Página 2 de 4 

C"•t:.l~· :al:: 6500 ·.~i-t­
C'!:[~ l·SC1c:h1l• 

The Cisco CSM allows you to scale firewall protection by distributing traffic across mult 
firewalls on a per-connection basis, while ensuring that ali packets belonging to a parti! 
connection go through the same firewall . 8oth stealth and regular firewalls are supportc 

URL and Cookie-Based Load Balancing 

The Cisco CSM allows full regular expression pattem matching for policies based on U 
cookies, and Hypertext Transfer Protocol (HTTP) header fields. The Cisco CSM suppo 
URL or cookie format-allowing it to load balance existing Web content without requirir 
URL/cookie format changes. 

High Performance 

The Cisco CSM performs up to 165,000 new Layer 4 TCP connection setups per seco r 
depending on software version. These connections can be spread across 4096 virtual : 
(16,384 real servers) and ali the ports in a Cisco Catalyst 6500, or they can be focused 
single port. This provides a benefit over competitors who use distributed architectures I 
require use of ali the ports in order to gain maximum performance . 

Network Configurations 

The Cisco CSM supports many different network topology types. A Cisco CSM can op1 
a mixed bridged and routed configuration, allowing traffic to flow from the client side to 
server side on the same or on different IP subnets. 

IP Protocol Support 

The Cisco CSM accommodates a wide range of common IP protocols-including TCP 
User Datagram Protocol (UDP). Additionally, the Cisco CSM supports higher-level prot 
including HTTP, File Transfer Protocol (FTP), Telnet, Real-Time Streaming Protocol (R 
Domain Name System (DNS), and Simple Mail Transfer Protocol (SMTP). 

. Use.r_S_e_ssion Stickiness . _ __ _ _ _ _ _ 

Whenever encryption or e-commerce is involved, it is important that the end user is 
consistently directed to the same server-that is, the server where the user's shopping c 
located or the encryption tunnel terminates. Cisco CSM User Session Stickiness provic 
ability to consistently bring users back to the same server-based on SSL session 10, IF 
address, cookie , or HTTP redirection. 

Load-Balancing Algorithms 

The Cisco CSM supports the following load-balancing algorithms: RQS no 03/2005 - CN _ 

CPMI - CORREIOS 
• Round robin 
• Weighted Round Robin 
• Least connections 

. t• t 
Fls N° 898 

• Weighted least connections ------
• Source and/or destination IP hash (subnet mask also configurab e) 

nttn ·//urww r.i~r.o r.om/en/lJS/nroducts/hw/modules/ns2706/oroducts data sheet09186a .. . 22/7/2003 
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--

• URL hashing 

Quality of Service 

tG - ~cro 
IJ 

Providing differentiated leveis of service to end users is important when generating rev 
from content. The Cisco CSM takes advantage of the robust quality of service (QoS) o1 
Cisco Catalyst 6500, enabling traffic differentiation as follows: 

• Correctly prioritizes packets based on Layer 7 rules 
• Directs users who are paying more for services to faster or less loaded servers 

High Availability 

The Cisco CSM continually monitors server and appliation availability using health mor 
probes, inband health monitoring, return code checking, and the Dynamic Feedback P1 
(DFP). When a real server or gateway failure occurs, the Cisco CSM redirects traffic to 
different location. Servers can be added and removed without disrupting service-syst• 
easily be scaled up or down . 

Connection Redundancy 

Optionally, two Cisco CSMs can be configured in a fault-tolerant configuration to share 
information about user sessions and provide connection redundancy. lf the active Cisc• 
fails, open connections are handled by the standby CSM without interruption, and user 
experience hitless failover-an important requirement for e-commerce sites and sites v 
encryption is used . 

Global Server Load Balancing 

The CSM offers multiple options for building a global or geographical load balanced 
environment. The CSM can act as an authoritative DNS and perform GSLB among 
geographically dispersed CSMs for the purposes of disaster recovery o r for small GSLI 
environments with 2-4 locations. In addition, the CSM can report load information for it' 
IPs into the Global Site Selector (GSS), an appliance designed for advanced GSLB se< 
to 128 sites. With the many different GSLB options the CSM offers the ability to scale C 
capabilities as growth demands. 

Configuration Limits 

• Total virtual LANs (VLANs) (client and server): 256 
• Virtual servers: 4000 
• Server farms: 4000 
• Real servers: 16,000 
• Probes: 4000 
• Access controllist (ACL) items: 16,000 

I Performance Summary 

I Connections 

11 1 ,000,000 concurrent TCP connections 

165,000 connection setups J:>er second-Layer 4 
- - - -

I Throughput 

Total combined throughput of 4 Gigabits per second (client to server and server to c 

Cisco Catalyst Switch Platform Requirements 
ROS n° 0312005 - CN 

Cisco lOS Software only-Cisco Catalyst Operating System is not sup ~rfefr1 1 - CORREIO~ 

Not fabric enabled-Functions as a bus-enabled line card FI~ · N° 899 
-- ·-

·ig 
ni-1;. 370 2. 
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Multilayer Switch Feature Card (MSFC) or MSFC2 ~b 

I Physical Specifications 

11 Occupies slot in the Cisco Catalyst 6500 chassis 

Dimensions (H x W x 0): 1.2 x 14.4 x 16 in. (3.0 x 35.6 x 40.6 em) 

I Weight: 5 lb (2.27 kg) 

I Operating Environment 

Operating temperature: 32 to 104.5°F (O to 40°C) 

Nonoperating temperature: -40 to 158°F (-40 to 70°C) 

Operating relative humidity: 10 to 90% (noncondensing) 

Nonoperating relative humidity: 5 to 95% (noncondensing) 

Operating and nonoperating altitude: Sea levei to 10,000 ft (3050m) 

I Agency Approvals 

Emissions: FCC Part 15 (CFR 47) Class A, ICES-003 Class A, EN55022 Class A, 
CISPR22 Class A, AS NZS 3548 Class A 

Safety: CE Marking according to UL 1950, CSA 22.2 No. 950, EN 60950, IEC 6095( 
001 , AS/NZS 3260 

Cisco Catalyst 6500 CSM Ordering lnformation 

Product Number 11 Product Description 

WS-X6066-SLB-APC lf Cisco Catalyst 6500 Content Switching Module l 

---- - -----sttSINESS INDUSTRIES &-SOLUTIONS I NETWOffiONG..SOLUIJONS-&E.ROVJSJONED SERVICES I E! 
TECHNOLOGIES I ORDERING I TECHNICAL SUPPORT I LEARNING & EVENTS I PARTNERS & RESEL 
Home I Loq In I Reqister I Contacts & Feedback I ~ I Site Map 
© 1992-2003 Cisco Systems, Inc. Ali rights reserved . lmportant Notices, Privacy Statement, and Trademark 
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SWITCH TIPO 2 

ATRIBUTOS OFERTADOS 
CONFIRMA PÁGINA DA 

ATRIBUTO REQUISITOS DO EDITAL ATRIBUTOS OFERTADOS ATENDIMENTO DOCUMENTAÇÃO 
ADICIONALMENTE 

(SIM I NÃO) TÉCNICA 

Deverá serd p tipo Stackable 
Conforme Edital N/ A SIM Anexo 14A- pág 1 

(em~ ilhável) 

Deve permitir e lnpilhamento de no 
mínimo 06 unic ades por meio de 

Anexo 10 - pág. 2, 5, 
1- Switch links de no tnínimo 1 Gbps 

Conforme Edital Empilha até 09 unidades SIM 7, 11 - Anexo 11 -redundantes formando uma 
unidade gen nciável na rede pág. 1-1 

através de um único endereço IP 

Deverão ser ompatíveis com 
Conforme Edital N/ A SIM 

Anexo 14C (todas as 
Rack 19" a ser fornecido páginas) 

Possuir um mí rimo de 48 portas 

2- Interfaces Fast e 
10/1 OOTX , UT P, categoria 6, RJ- Anexo 10- pág. 14, 

Gigabit Ethemet 
45 + 02 du :~s portas para Conforme Edital N/ A SIM 17- Anexo 11 -

interfaces de empilhamento e Anexo 10A 
uplink 

Sinalizaç ão visual de 
Anexo 10- pág. 10-

funcionament p e de status das Conforme Edital N/ A SIM 
Anexo 14 pág.10 

p rtas. 

Compatível co n os padrões IEEE 
802.3u, IEEE 802.30 e IEEE Conforme Edital N/ A SIM Anexo 10- pág. 14 

8(2.3p. 

Deverá ser ca~z de implementar 
espelhamen, o de tráfego de 

Conforme Edital N/ A SIM 
Anexo 10B (todo o 

entrada e said~ de interfaces ou documento) 
de IILANs 

Gerenciável via SNMP, com 
Anexo 10- pág. 1, 10, 

suporte a MIB 11 conforme RFC Conforme Edital N/ A SIM 
1213 e 04 gr upos de RMON. 

13 

;;."-

"' Controle de ~roadcast Storm Conforme Edital N/ A SIM Anexo 10 - pág. 7 
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00, 

Suporte a protc colo que permita Suporte a IGMP Snooping por 
limitar tráfego de IP Multicast. hardware 

Deve implemer tar no mínimo 04 
filas de priorida e em cada porta, 

permitindo a priorização do 
tráfego de rede e uma integração 

Conforme Edital transparente e dadso, voz e 
vídeo através d o protocolo IEEE 

802.1p com CoS (Ciass of 
Ser ices). 

Deverá possu r kits de fixação 
para instalação ~m racks de 19·· e 
cabos de ligaçã o lógica e elétrica Conforme Edital 
necessária à in talação e perfeito 

funcio 1amento 

Deverão ser fo necidos todos os 
Conforme Edital ( Os cabos 

acessórios necessários à 
composição do empilhamento do 

para empilhamento (50cm) 

Switch, tais como cabos, 
são parte integrante das 

conectara e interfaces 
GBIC} 

Deverá implerr entar no mínimo, 
200 VLANs o padrão IEEE 

802.10, nclusive no 
empilhament >, isto é, deverá Conforme Edital 
permitir o ag rupamento em 

VLANs de por as de quaisquer 
Switche ~da pilha. 

Deverá implerr entar o protocolo 
STP (Spannir g Tree Protocol) 
para cada VL AN configurada Confonne Edital 

(uma sessão TP por grupo de 
p< rtas) 

Deverá possu i barramento para 
empilhamento i~ual ou superior a Confonne Edital 

1 Gbps 

N/ A SIM Anexo 10- pág . 5 

N/ A SIM 
Anexo 10- pág. 4, 14 

Anexo 14- pág 3 

Anexo 14C pág. 
N/ A SIM -

2-9 

Anexo 148- pág. 5 
N/ A SIM Ver propostas 

Técnica e Comercial 

Anexo 14- pág 4, 12 
N/ A SIM Anexo 14D (todas as 

páginas) 

Anexo 10- pág. 2, 7, 
8 - Anexo 14- pág 7, 

N/ A SIM 
12 - Anexo 14E e 

Anexo 14F 

N/ A SIM Anexo 10- pág. 11 



A CONTRATA[ A deverá fornecer 
ferramentas ~ue permitam o 

gerenciamento dos equipamentos 
Ver propostas e de todas a! suas interfaces 

Conforme Edital N/ A SIM Técnica e Comercial através de a licação gráfica. 
(Softwares de Também deve ão ser fornecidos 

Gerenciamento) servidores dicionais para 
instalação < essa gerência 

Alimentação E létrica de acordo 
Redundante interna ou 

Anexo 10- pág. 16 -com a locali< ade onde serão 
instalados os equipamentos e externa independente. N/ A SIM Anexo 13- pág. 1, 3 e 

frequên ia de 60Hz Frequência = 60Hz 
4 

As fontes de ai mentação deverão 
4- Fonte de ser redunda ntes por fontes 
Alimentação internas ou externas 

independente! com alimentação 
redundante de tal forma que, em 

Anexo 13 - (todas as caso de falha ~e uma das fontes Conforme Edital N/ A SIM 
páginas) por defeito ou por falta de 

alimentação e étrica em um dos 
02 circuitos o equipamento 

continue a fun< ionar sem prejuizo 
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Cisco Catalyst 2950 Series Switches-
with Enhanced lmage Software 

Product Overview 

Cisco® Catalyst® 2950 Series Switches are 

fixed-configuration, models that provide 

wire-speed Fast Ethemet and Gigabit 

Ethemet connectivity for small and midsize 

networks. The Cisco Catalyst 2950 Series is 

an affordable product line that brings 

intelligent services, such as enhanced 

security, high availability and advanced 

quality o f service (QoS). to the network 

edge-while maintaining the simplicity of 

traditional LAN switching. When a Cisco 

Catalyst 2950 Switch is combined with a 

Cisco Catalyst 3550 Series Switch, the 

solution can enable IP routing from the 

edge to the core of the network. 

Embedded in Cisco Catalyst 2950 Series 

switches is the Cisco Cluster Management 

Suite (CMS) Software, which allows users 

to simultaneously configure and 

troubleshoot multi pie Cisco Catalyst 

desktop switches using a standard Web 

browser. In addition to CMS, Cisco 

Catalyst 2950 switches provide extensive 

management tools using Simple Network 

Management Protocol (SNMP) network 

management platforms such as 

Cisco'Notks. 'l/ith the newly latlftehed 

Cisco Express Setup, users now have the 

option to set up the switch through a Web 

browser, eliminating the need for more 

complex terminal emulation programs and 

knowledge of the command-line interface 

(CLI) . Cisco Express Setup reduces the cost 

Cisco Systems, Inc. 

of deployment by enabling less-skilled 

personnel to quickly and simply set 

up switches. 

This product line offers two distinct sets of 

software features and a range of 

configurations to allow small, mid-sized, 

and enterprise branch offices to select the 

right combination for the network edge. 

The Standard Image (SI) software offers 

Cisco lOS® functionality for basic data, 

video, and voice services. For networks 

with requirements for additional security, 

advanced QoS and high availability, the 

Enhanced Image (EI) software delivers 

intelligent services such as rate limiting and 

security filtering for deployment at the 

network edge. 

The Cisco Catalyst 2950 Series Switches 

consists of the following devices-which 

are only available with the EI Software for 

the Cisco Catalyst 2950 Series. 

• Cisco Catalyst 2950G-48--48 10/100 

ports and 2 Gigabit Interface Converter 

(GBIC)-based Gigabit Ethemet ports 

• Cisco Catalyst 2950G-24-24 10/100 

ports and 2 GBIC ports 

• Cisco Catalyst 2950G-24-DC-24 10/ 

100 ports, z-GBIC"ports, DC power 

• Cisco Catalyst 2950G-12-12 10/100 

ports and 2 GBIC ports 
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• Cisco Catalyst 2950T-24-24 10/100 ports and 2 fixed 10/100/lOOOBASE-T uplink ports 

• Cisco Catalyst 2950C-24-24 10/100 ports and 2 fixed IOOBASE-FX uplink ports 

This complete set of switches offers network managers flexibility when selecting a migration path to Gigabit 

Ethemet. The two built-in Gigabit Ethemet ports on the Cisco Catalyst 2950G-12, 2950G-24. and 2950G-48 

accommodate a range of GBIC transceivers, including the Cisco GigaStack® GBIC, 1000BASE-SX, 1000BASE-LX/ 

LH, 1000BASE-ZX, lOOOBASE-T, and CWDM GBICs. The dual GBIC-based Gigabit Ethemet implementation 

provides customers with tremendous deployment flexibility- allowing customers increased availability with the 

redundant uplinks. In sum, the configuration permits customers to implement one type of stacking and uplink 

configuration today, while preserving the option to migrate to another configuration in the future. High leveis of 

stack resiliency can also be implemented by deploying dual redundant Gigabit Ethemet uplinks, a redundant 

GigaStack GBIC loopback cable, UplinkFast and CrossStack UplinkFast technologies for high-speed uplink and 

stack interconnection failover, and Per VLAN Spanning Tree Plus (PVST +) for uplink load balancing . 

In addition, the Cisco Catalyst 2950T-24 offers small and mid-sized enterprises server connectivity and an easy 

migration path to Gigabit by using existing copper cabling infrastructure. Implementing Gigabit Ethemet over 

copper allows network managers to boost network performance and maximize infrastructure investments in 

Category 5 copper cabling. 

Maximum power availability for a converged voice and data network is attainable when a Cisco Catalyst 2950 

switch is combined with the Cisco Redundant Power System 300 (RPS 300) or 675 (RPS 675) for seamless protection 

against internai power supply failures and an uninterruptable power supply (UPS) system to safeguard against 

power outages. 

Other Cisco Catalyst 2950 Series Switches 

Cisco Catalyst 2950 Series with SI: 

The Cisco Catalyst® 2950SX-24, 2950-24, and 2950-12 are also members of the Cisco Catalyst 2950 Series 

Switches. They are standalone, fixed-configuration, and managed 10/100 switches providing basic workgroup 

connectivity for small to mid-sized companies. These wire-speed desktop switches come with SI Software features 

and offer Cisco lOS® functionality for basic data, vídeo, and voice services at the edge of the network. 

Cisco Catalyst 2950 Long-Reach Ethemet (LRE) Switches: 

• Cisco Catalyst 2950ST-24-LRE-24 LRE ports and 2 fixed 10/100/1000BASE-T ports and 2 Small Form-Factor 

Pluggable (SFP) ports (two of the four uplinks active at one time) 

• Cisco Catalyst 2950ST-8-LRE-8 LRE ports and 2 fixed 10/100/1000BASE-T ports and 2 SFP ports (two ofthe 

four uplinks active at one time) 

The Cisco Catalyst 2950 LRE solution delivers cost-effective, high-performance broadband access over existing 

phone widng in enterprise campus environments and multitenant buildings (for example, hotels, apartment 

buildings, and office buildings). The Cisco Catalyst 2950 LRE switches come with the EI Software features enabling 

enterprise and service provider customers to extend intelligent services over traditional wiring (Category 112/3) to 

distances up to 5000 feet. Cisco is the only company with the breadth o f technologies that allows customers to detiver 

intelligent network services across any combination of wired and wireless infrastructures. Refer to the Cisco Catalyst 

2950 LRE Series Data Sheet for more information. 

Cisco Systems, Inc. 
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lntelligence in the Network 

Networks of today are evolving to address four new developments at the network edge: 

• Increase in desktop computing power 

• Introduction of bandwidth-intensive applications 

• Expansion o f highly sensitive data on the network 

• Presence o f multiple device types, such as IP phones and wireless LAN access points 

These new demands are contending for resources with many existing mission-critical applications. As a result, 

IT professionals must view the edge o f the network as criticai to effectively manage the delivery of information 

and applications. 

As companies increasingly rely on networks as the strategic business infrastructure, it is more important than ever to 

ensure their high availability, security, scalability, and control. By adding Cisco intelligent fWJctionality to the wiring 

closet, customers can now deploy network-wide intelligent services that address these requirements in a consistent 

way from the desktop to the core and through the WAN . 

With Cisco Catalyst switches, Cisco enables companies to realize the full benefits of adding intelligent services into 

their networks. Deploying capabilities that make the network infrastructure highly available to accommodate 

time-criticai needs, scalable to accommodate growth, secure enough to protect confidential information, and capable 

of differentiating and controlling traffic flows are key to further optimizing network operations . 

Network Security Through Advanced Security Features 

The Cisco Catalyst 2950 Series switches offer enhanced data security through a wide range of security features. These 

features allow customers to enhance LAN security with capabilities to secure network management traffic through 

the protection of passwords and configuration information; to provide options for network security based on users, 

ports and Media Access Control (MAC) addresses; and to enable more immediate reactions to intruder and hacker 

detection. The security enhancements are available free-of-charge by downloading the latest software release for the 

Cisco Catalyst 2950 switches. 

Secure Shell (SSH) and Simple Network Management Protocol version 3 (SNMPv3) protects information from being 

tampered with or eavesdropped by encrypting information being passed along the network, thereby guarding 

administrative information. Private VLAN Edge isolates ports on a switch, ensuring that traffic travels directly from 

the entry point to the aggregation device through a virtual path and cannot be directed to another port. Local Proxy 

Address Resolution Protocol (ARP) works in conjunction with private VLAN edge to minimize broadcasts and 

maximize available bandwidth. 

Port -based Access Control Parameters (ACPs) restrict sensitive portions o f the network by denying packets based on 

source and destination MAC addresses, IP addresses, or TCP/UDP ports. ACP Iookups are done in hardware; 

therefore, forwarding performance is not compromised when implementing this type of security in the network. In 

addition, Time-based ACLS ailow configuration of diflerentiated semces based on time penods. ACLs can also be 

applied to filter traffic based on differentiated services code point (DSCP) values. Port security provides another 

means to ensure the appropriate user is on the network by limiting access based on MAC addresses. 

For authentication ofusers with a Terminal Access Controller Access Control System (TACACS+) or RADIUS server, 

802.lx provides port-level security. 802.lx in conjunction with a RADIUS server allows for dynamic port-bas~d us~~ '· - • 

authentication. 802.lx-based user authentication can be extended to dynamically assign a VL ~~ RtJ tm'5 _ CN _ 
user regardless of where they connect on the network. This intelligent adaptability allows IT d P~fts _to ~r R R E I OS 
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greater flexibility and mobility to their stratified user populations. By combining access contrai and user profiles with 

secure network connectivity, services, and applications, enterprises can more effectively manage user mobility and 

drastically reduce the overhead associated with granting and managing access to network resources . 

With the multilayer Cisco Catalyst 2950 switches, network managers can implement high leveis of console security . 

Multilevel access security on the switch console and the web-based management interface prevents unauthorized 

users from accessing or altering switch configuration TACACS+ or RADIUS authentication enables centralized access 

control o f the switch and restricts unauthorized users from altering the configuration. Deploying security can be done 

through Cisco CMS Software Security Wizards, which ease the deployment of security features that restrict user 

access to a server, a portion of the network, or access to the network. 

Network Control Through Advanced Quality of Service and Rate Limiting 

The Cisco Catalyst 2950 Series Switches offer superior and highly granular QoS based on Layer 2-4 information, to 

ensure that network traffic is classified, prioritized, and congestion is avoided in the best possible manner . 

Configuration o f QoS is greatly simplified through automatic QoS (auto-QoS), a feature that detects Cisco IP phones 

and automatically configures the switch for the appropriate classification and egress queuing. This optimizes traffic 

prioritization and network availability without the challenge of a complex configuration . 

The Cisco Catalyst 2950 Series Switches can classify, reclassify, police (determine if the packet is in or out of 

predetermined pro files and affect actlons on the packet), and mark or drop the incoming packets before the packet 

is placed in the shared buffer. Packet classification allows the network elements to discriminate between various 

traffic flows and enforce policies based on Layer 2 and Layer 3 QoS fields. 

To irnplement QoS, these switches first identify traffic flows, or packet groups, and classify or reclassify these groups 

using the DiffServ Code Point (DSCP) field in the IP packet and/or the 802.1 p class of service (C oS) field in the 

Ethemet packet. Classification and reclassification can also be based on criteria as specific as the source/destination 

IP address, source/destlnation MAC address or the Layer 4 Transmission Control Protocol (TCP)/User Datagram 

Protocol (UDP) ports. At the ingress (incoming port) leve!, the Cisco Catalyst switches will also perform policing and 

marking of the packet. 

After the packet goes through classification, policing, and marking, it is then assigned to the appropriate queue before 

exiting the switch. The Cisco Catalyst 2950 Series Switches support four egress (outgoing port) queues per port, 

which allows the network administrator to be more discriminatlng and specific in assigning priorities for the various 

applications on the LAN. At the egress levei, the switch performs scheduling, which is an algorithm/process that 

determines the order in which the queues are processed. The switches support Weighted Round Robin (WRR) 

scheduling or strict priority scheduling. The WRR scheduling algorithm ensures that the lower priority packets are 

not entirely starved for bandwidth and are serviced without compromising the priority settlngs adrninistered by the 

network manager. Strict priority scheduling ensures that the highest priority packets will always get serviced first, 

ahead of ali other traffic. and that the other three queues will be serviced using WRR best effort. 

These features allow network adrninistrators to prioritize mission-critical and/or bandwidth-intensive traffic, such as 

ERP (Oracle, SAP, and so on), voice (IP telephony traffic) and CAD/CAM over less time-sensitive applications such 

as FTP o r e-mail (SMTP) . For example, it would be highly undesirable to have a large file download destined to one 

port on a wiring closet switch and have quality implications such as increased latency in voice traffic, destined to 

another port on this switch. This condition is avoided by ensuring that voice traffic is properly classified and 

prioritized throughout the network. Other applications, such as Web browsing, can be treate a.c; Iow nrioritv and 

handled on a best-efforts basis. RQS n° 03/2005 - CN -
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The Cisco Catalyst 2950 Series Switches are capable of allocating bandwidth based on severa! criteria including 

MAC source address, MAC destination address, IP source address, IP destination address, and TCP/UDP port 

number. Bandwidth allocation is essential in network environments requiring service-level agreements or when it is 

necessary for the network manager to control the bandwidth given to certain users. The Cisco Catalyst 2950 Series 

Switches support up to 6 policers per Fast Ethernet port and up to 60 policers on a Gigabit Ethemet port. This gives 

the network administrator very granular control of LAN bandwidth. 

Network Availability 

To provide efficient use of resources for bandwidth-hungry applications like multicasts, the Cisco Catalyst 2950 

Series Intelligent Switches support Internet Group Management Protocol (IGMP) snooping in hardware. Through 

the support and configuration ofiGMP snooping via the Cisco CMS Software, Cisco Catalyst 2950 Series Switches 

deliver outstanding performance and ease of use in adnúnistering and managing multicast applications on the LAN . 

The IGMP snooping feature allows the switch to "listen in" on the IGMP conversation between hosts and routers . 

When a switch hears an IGMP join request from a host for a given multicast group, the switch adds the host's port 

number to the Group Destination Address (GDA) list for that group. And, when the switch hears an IGMP leave 

request, it removes the host's port from the Content Addressable Memory (CAM) table entry . 

PVST + allows users to implement redundant uplinks while also distributing traffic loads across multi pie links. This 

is not possible with standard Spanning-Tree Protocol implementations. Cisco UplinkFast technology ensures 

immediate transfer to the secondary uplink, much better than the traditional 30 to 60 second convergence time. This 

is yet another enhancement of the Spanning-Tree Protocol implementation. An additional feature that enhances 

performance is Voice VLAN. This feature allows network administrators to assign voice traffic to a VLAN dedicated 

to IP telephony-simplifying phone installations and providing easier network traffic administration and 

troubleshooting . 

Multicast VLAN Registration (MVR) is designed for applications using wide-scale deployment of multicast traffic 

across an Ethemet ring-based service provider network (for example, the broadcast of multiple television channels 

over a service-provider network) . MVR allows a subscriber on a port to subscribe and unsubscribe to a multicast 

stream on the network-wide multicast VLAN. 

Network Management 

The Cisco CMS is Web-based software that is embedded in Cisco Catalyst 3750, 3550, 2970, 2950, 2940, 3500 XL, 

2900 XL, and 2900 LRE XL switches. Through Cisco Switch Clustering technology, users access Cisco CMS with 

any standard Web browser to manage up to 16 of these switches at once, regardless of their geographic 

proximity-with the option of using a single IP address for the entire cluster if desired. With the addition of the Cisco 

Catalyst 3550 switches, Cisco CMS Software can now extend beyond routed boundaries for even more flexibility in 

managing a Cisco cluster. 

Cisco CMS provides an integrated management interface for delivering intelligent services, such as multilayer 

switching, QoS, multicast and security access controllists (ACLs) . Thus, CMS allows administrators to take 

advantage ofbenefits formerly reserved for only the most advance networks without having to learn the CLI or even 

the details of the technology . 

The new Guide Mode in Cisco CMS leads the user step-by-step through the configuration :,a.. ..... _.,~n~Jg'Jg ~~N _ 
provides enhanced online help for context-sensitive assistance. In addition, Cisco AVVID !Ífuré'fótVouR,E I OS 
Video and Integrated Data) Wizards provide automated configuration of the switch to op lipporkíd~ 
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streaming o r video conferencing, voice over IP (VoiP) and mission-critical applications. These Wizards can save hours 

o f time for network administrators, elimina te human errors, and ensure that the configuration o f the switch is 

optimized for these applications. 

Cisco CMS Software supports standards-based connectivity options such as Ethemet, Fast Ethemet, Fast 

EtherChannel®, Gigabit Ethemet, and Gigabit EtherChannel connectivity. Because Cisco Switch Clustering 

technology is not limited to a single stack o f switches, Cisco CMS Software expands the traditional cluster domain 

beyond a single wiring closet and saves time and effort for network administrators . 

Cisco Catalyst 2950 switches can be configured either as "command" o r "member" switches in a Cisco switch 

cluster. Cisco CMS also allows the network administrator to designate a standby or redundant command switch, 

which takes the commander duties should the primary command switch fail . Other key features include the ability 

to configure multiple ports and switches simultaneously, as well as perform software updates across the entire cluster 

at once, and clone configurations to other clustered switches for rapid network deployments. Bandwidth graphs and 

link reports provide useful diagnostic information and the topology map gives network administrators a quick view 

of the network status. 

In addition to CMS, Cisco Catalyst 2950 switches provide extensive management tools using SNMP network 

management platforms such as CiscoWorks for Switched Intemetworks . 

The Cisco Catalyst 2950 Switches deliver a comprehensive set o f management tools to provide the required visibility 

and control in the network. Managed with CiscoWorks, Cisco Catalyst family switches can be configured and 

managed to deliver end-to-end device, VLAN, traffic, and policy management. Coupled with CiscoWorks, Cisco 

Resource Manager Essentials, a Web-based management tool, offers automated inventory collection, software 

deployment, easy tracking o f network changes, views in to device availability, and quick isolation of error conditions . 

Cisco Express Setup is a new feature that simplifies initial configuration of a switch. Users now have the option to 

set up the switch through a Web browser, eliminating the need for more complex tenninal emulation programs and 

knowledge of the CLI. Cisco Express Setup reduces the cost of deployment by enabling less-skilled personnel to 

quickly and simply set up switches . 

Figure1 

Cisco Catalyst 2950 Switches 

- -- - -----------------
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Product Fe•tures •nd Benefits 

Feature Benef1t 

Availability 

Superior Redundancy for 
Fault Backup 

lntegrated Cisco lOS 
Feawres for Bandwidth 
Optimization 

• IEEE 802.10 Spanning-Tree Protocol support for redundant backbone connections and 
loop-free networks simplifies network configuration and improves fault tolerance. 

• Support for Cisco Spanning-Tree Protocol enhancements such as UplinkFast, 

BackboneFast, and PortFast technologies ensure quick fail-over recovery enhancing 
overall network stability and availability . 

IEEE 802.1w Rapid Spanning-Tree Protocol (RSTP) provides rapid convergence of the 
spanning tree independent of spanning-tree timers. 

Cisco CrossStack UplinkFast technology extends UplinkFast to a stack to ensure quick 
fail-over recovery enhancing network stability and availability. 

Support for Cisco's optional, 300W or 675W redundant AC power system provides a 
backup power source for up to 4 units or 6 units, respectively, for improved fault 
tolerance and network uptime. 

Redundant stacking connections provide support for a redundant loopback connection 
for top and bottom switches in an independent stack backplane cascaded 
configuration. 

Command switch redundancy enabled in the Cisco CMS Software allows customers to 
designate a backup command switch that takes over cluster management functions if 
the primary command switch fails . 

Provides unidirectional link detection (UDLD) and Aggressive UDLD for detecting and 
disabling unidirectional links on fiber-optic interfaces caused by incorrect fiber-optic 
wiring or port faults. 

Bandwidth aggregation up to 4 Gbps (2 ports full duplex) through Gigabit 
EtherChannel technology and up to 16 Gbps (8 ports full duplex) through Fast 
EtherChannel technology enhances fault tolerance and offers higher-speed aggregated 
bandwidth between switches, to routers and individual servers. Port Aggregation 
Protocol (PAgP) is available to simplify configuration. 

VLAN1 minimization allows VLAN1 to be disabled on any individual VLAN trunk link. 

Per-port broadcast, multicast, and unicast storm control prevents faulty end stations 
from degrading overall systems performance. 

Per virtual LAN (VLAN) PVST + allows for Layer 2 load sharing on redundant links to 
efficiently utilize the extra capacity inherent in a redundant design. 

IEEE 802.1s Multiple Spanning-Tree Protocol (MSTP) allows a spanning tree instance 
per VLAN enabling Layer 2 load sharing on redundant links. 

VLAN Trunking Protocol (VTP) pruning limits bandwidth consumption on VTP trunks 
by flooding broadcast traffic only on trunk links required to reach the destination 
devices. Dynamic Trunking Protocol (DTP) enables dynamic trunk configuration across 
ali ports in the switch 

IGMP snooping provides for fast clientjoins and leaves of multicast streams and limits 
bandwidth-intensive vídeo traffic to only the requestors. MVR, IGMP filtering and 
fast:ioin and immediate leave are available as enhancements . 

MVR continuously sends multicast streams in a multicast VLAN while isolating the 
streams from subscriber VLANs for bandwidth and security reasons. -- -

Supports additional frame formats: Ethernet 11 (tagged and untagged), 802.3 (SNAP 
encapsulated tagged and untagged frames) 
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Feature Benefot 

Security 

Networti.·Wide Sec:urity 
Feab.lres 

Filtering of incoming tratfic nows based on Layer 2, Layer 3, or Layer 4 ACPs prevents 
unauthorized data Hows. 

- The following Layer 2 ACPs or a combination can be used for security classification 
of incoming packets: source MAC address, destination MAC address, and 16-bit 
Ethertype. 

- The following Layer 3 and Layer 4 fields or a combination can be used for security 
classification of incoming packets: source IP address, destination IP address, TCP 
source or destination port number, UDP source, or destination port number. ACLs 
can also be applied to filter based on DSCFlvalues . 

- Time-based ACLs allow configuration of differentiated services based on 
time-periods. 

A private VLAN edge provides security and isolation between ports on a switch, 
ensuring that voice tratfic travels directly from its entry point to the aggregation device 
through a virtual path and cannot be directed to a different port. 

Support for the 802.1 x standard allows users to be authenticated regardless o f which 
LAN port they are accessing, and provides unique benefits to customers who have a 
large base of mobile (wireless) users accessing the network. 

- 802.1 x with VLAN assignment allows a dynamic VLAN assignment for a specific user 
regardless of where the user is connected . 

- 802.1 x with an ACL assignment allows for specific security policies based on a user 
regardless of where the user is connected. 

- 802.1x with voice VLAN to permit an IP phone access to the voice VLAN irrespective 
of the authorized or unauthorized state of the port 

- 802.1 x with port security for authenticating the port and managing network access 
for ali addresses, including that of the client. 

• SSH and SNMPv3 provides network security by encrypting administrator tratfic during 
Telnet and SNMP sessions-SSH and the crypto version of SNMPv3 require a special 
crypto software image dueto US export restrictions. 

Port Security secures the access to a port based on the MAC address of a users device . 
The aging feature removes the MAC address from the switch after a specific timeframe 
to allow another device to connect to the same port. 

MAC Address Notification allows administrators to be notified of new users added or 
removed from the network . 

Spanning-tree root guard (STRG) prevents edge devices not in the network 
administrator's control from becoming Spanning-Tree Protocol root nodes. 

• The Spanning-Tree Protocol PortFast/bridge protocol data unit (BPDU) guard feature 
disables access ports with Spanning-Tree Protocol PortFast-enabled upon reception of 
a BPDU, and increases network reliability, manageability, and security. Multi levei 
security on console access prevents unauthorized users from altering the switch 
configuration. 

TACACS+ and RADIUS authentication to enable central ized control of the switch and 
restrict unauthorized users from altering the configuration. 

• The user-selectable address-learning mode simplifies configuration and enhances 

"J ' 

Trusted Boundary provides the ability to trust the QoS priority settings if an IP phone is 
present and disable the trust setting in the event that the IP phone is removed, thereby 
preventing a rogue user from overriding prioritization policies in the network. 

IGMP Filtering provides multicast authentication by filtering out non-subscribers and 
limits the number of concurrent multicast streams available per port . 
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Feature Benefot 

QoS 

• Support for dynamic VLAN assignment through implementation of VLAN Membershlp 
Policy Server (VMPS) client functionality provides flexibility in assigning ports to 
VLANs. Dynamic VLAN enables fast assignment of IP address . 

• Cisco CMS Software Security Wizards ease the deployment of security features for 
restricting user access to a server, a portion of the network or access to the network . 

Overview 

• The switches support the aggregate QoS model by enabling classification, policing/ 
metering, and marking functions on a per-port basis at ingress and queuing/scheduling 
function at egress. 

• The switches support configuring QoS ACPs on ali ports to ensure proper policing and 
marking on a per-packet basis using ACPs. Up to 4 ACPs per switch are supported in 
configuring either QoS ACPs or security filters. 

• Automatic QoS (Auto-QoS) greatly simplifies the configuration of QoS in VoiP 
networks by issuing interface and global switch commands that allow the detection of 
Cisco IP phones, the classification of traffic, and egress queue configuration . 

QoS Classification Support at lngress 

• The switches support QoS classification of incoming packets for QoS flows based on 
layer 2, layer 3, and layer 4 fields. 

• The following layer 2 fields ora combination can be used for classifying incoming 
packets to define QoS flows: source MAC address, destination MAC address, 16-bit 
Ethertype . 

• The switches support identification oftraffic based on layer 3 ToS field-DSCP values . 

• The following layer 3 and 4 fields or a combination can be used to classify incoming 
packets to define QoS flows: source IP address, destination IP address, TCP source or 
destination port number, UDP source or destination port number. 

QoS Metering/Policing at lngress 

• Support for metering/policing of incoming packets restricts incoming traffic flows to a 
certain rate. 

• The switches support up to 6 policers per Fast Ethemet port, and 60 policers on a 
Gigabit Ethernet port . 

• The switches offer granularity of traffic flows at 1 Mbps on Fast Ethernet ports, and 
8 Mbps on Gigabit Ethernet ports. 

QoS Marking at lngress 

• The switches support marking/re-marking packets based on state of policers/meters. 

• The switches support marking/re-marking based on the following mappings: from 
DSCP to 802.1p, and 802.1p to DSCP. 

• The switches support 14 well-known and widely used DSCP values. 

• The switches support classitying or reclassifying packets based on default DSCP per 
port. Also support classification based on DSCP.values in ACL. 

• The switches support classifying or reclassifying trames based on default 802.1 p v alue 

~· f'U' . 
• The switches support 802.1 p override at ingress. 

QoS Scheduling Support at Egress 

• 4 queues per egress portare supported in hardware. 

• The WRR queuing algorithm ensures that low-priority queues are not starved. 

Strict-priority queue configuration via Strict Priority Scheduling ensures that 
time-sensitive applications such as voice always follow an expe;!:d~it~e~d!.l P~<a!!;t!!h!.' tlbJhr;c~.n•lgt~-1:7:-l 
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Feature Benef1t 

Sophisticated TralfiC 
Management 

Management 

Superior Manageability 

• The switd'l supports up to 6 policers per Fast Ethernet port and up to 60 policers on a 
Gigabit Ethernet port. 

• The switd'l offers granularity of traffic flows at 1 Mbps on Fast Ethernet ports and 
8 Mbps on Gigabit Ethernet ports. 

• The switd'l offers the ability to limit data flows based on MAC source/destination 
address, IP source/destination address, TCP/UDP port numbers, or any combination of 
these fields. 

The switd'l offers the ability to manage data flows asynchronously upstream and 
downstream from the end station or on the uplink . 

• An embedded Remate Monitoring (RMON) software agent supports 4 RMON groups 
(history, statistics, alarms, and events) for enhanced traffic management, monitoring, 
and analysis. 

The switd'l supports ali 9 RMON groups through the use of a Cisco SwitchProbe<B> 
Analyzer (Switched Port Analyzer [SPAN)) port, permitting traffic monitoring of a single 
port, a group of ports, ar the entire switd'l from a single network analyzer or RMON 
probe. 

• A SPAN port monitors traffic of a single port from a single network analyzer or RMON 
probe . 

• Remate Switch Port Analyzer (RSPAN) allows network administrators to locally 
monitor ports in a Layer 2 switch network from any other switch in the same network . 

• The Domain Na me System (DNS) provides IP address resolution with user-defined 
device names . 

Trivial File Transfer Protocol (TFTP) reduces the cost of administering software 
upgrades by downloading from a centralized location. 

Network Timing Protocol (NTP) provides an accurate and consistent timestamp to ali 
switches within the intranet. 

Layer 2 traceroute eases troubleshooting by identifying the physical path that a packet 
takes from the source device to a destination device . 

Crash lnformation support enables switch to generate a crash file for improved 
troubleshooting . 

• Show-interface-capabilities provides information on configuration capabilities of any 
interface . 

RTTMON-MIB allows users to monitor network performance between a Cisco Catalyst 
switch anda remote device. 

Multifunction LEDs per port for port status, half-duplex/full-duplex, 10BASE-T/ 
100BASE-TX/1000BASE-T indication, as well as switch-level status LEDs for system, 
redundant power supply, and bandwidth utilization provide a comprehensive and 
convenient visual management system. 

Layer 2 traceroute eases troubleshooting by identifying the physical path that a packet 
takes from the source device to a destination device. 

Cisco Systems, Inc . 
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Feature Benefot 

CiscoCMS 

Support for CiscoWortl:s 

Ease of Use and Ease of 
Deployment 

Cisco CMS Software allows the user to manage up to 16 inter-connected Cisco Catalyst 
3750, 3550, 2970, 2950, 2940, 3500 XL, 2900 XL, and 2900 LRE XL switches without the 
limitation of being physically located in the same wiring closet, and with the option of 
using a single IP address for the entire cluster if desired. Full backward compatibility 
ensures any combination of the above switches can be managed with a Cisco Catalyst 
2950 switch. 

• Cisco AWID Wizards usejust a few user inputs to automatically configure the switch 
to optimally handle different types of traffic: voice, vídeo, multicast, and/or 
high-priority data. 

A security wizard is provided to restrict unauthorized access to servers and networks, 
and restrict certain applications on the network. 

• One-click software upgrades can be performed across the entire cluster 
simultaneously, and configuration cloning enables rapid deployment of networks. 

• Cisco CMS Software has been extended to include multilayer feature configurations 
such as ACPs and QoS parameters. 

• Cisco CMS Guide Mede assists users in the configuration of powerful advanced 
features by providing step-by-step instructions. 

Cisco CMS provides enhanced online help for context-sensitive assistance. 

• Easy-to-use graphical interface provides both a topology map and front panel view of 
the cluster. 

Multi-device and multi-port configuration capabilities allow network administrators to 
save time by configuring features across multiple switches and ports simultaneously. 

• Ability to launch the Web-based management for a Cisco Aironet Wireless Access 
Point by simply clicking on its icon in the topology map. 

• User-personalized interface allows users to modify polling intervals, table views, and 
other settings within CMS and retain these settings the next time they use CMS. 

• Alarm notification provides automated e-mail notification of network errors and alarm 
thresholds. 

• Manageable through CiscoWorks network management software on a per-port and 
per-switch basis providing a common management interface for Cisco routers, 
switches, and hubs. 

• SNMP v1 , v2, and v3 (non-crypto) and Telnet interface support delivers comprehensive 
in-band management. and a CLI-based management console provides detailed 
out-of-band management. 

• Cisco Oiscovery Protocol (CDP) Versions 1 and 2 enable a CiscoWorks network 
management station to automatically discover the switch in a network topology. 

• Supported by the CiscoWorks 2000 LAN Management Solution. 

• Cisco Express Setup 

- Simplifies initial configuration of a switch via a Web browser, eliminating the need 
for more complex terminal emulation programs and CU knowledge. 

- Reduces the cost of deployment by enabling less-skilled personnel to quickly and 
simply set up switches. 

The Cisco GigaStack GBIC delivers a hardware-based, independent stacking bus with 
.r-

Wt' •~ -·~w ... ~ ·~ owo wu '>f '-·- " w t' '>f' '-•• ~ • ., 

bandwidth when daisy chained with up to 9 switches. 

• Auto-configuration eases deployment of switches in the network by automatically 
configuring multiple switches across a network via a boot server. 

Auto-QoS greatly simplifies the configuration of QoS in VoiP networks by issuing 
interface and global switch commands that allow the detection of Cisco IP phones, the 
classification of traffic, and egress queue configuration. 

Cisco Systems, Inc. 
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Feature Benef1t 

• Auto-sensing on each non-GBIC port detects the speed of the attached device and 
automatically configures the port for 10-, 100-, or 1000-Mbps operation, easing the 
deployment of the switch in mixed 10, 100, and 1000BASE-T environments . 

Auto-negotiating on ali ports automatically selects half- or full-duplex transmission 
mode to optimize bandwidth . 

• Cisco VTP supports dynamic VLANs and dynamic trunk configuration across 
ali switches. 

Voice VLAN simplifies telephony installations by keeping voice traffic on a separate 
VLAN for easier network administration and troubleshooting. 

DTP enables dynamic trunk configuration across ali ports in the switch . 

PAgP automates the creation of Cisco Fast EtherChannel or Gigabit EtherChannel 
groups, enabling linking to another switch, router, or server. 

Link Aggregation Control Protocol (LACP) allows the creation of Ethernet channeling 
with devices that conform to IEEE 802.3ad. This is similar to Cisco's EtherChannel 
and PAgP. 

IEEE 802.3z-compliant 1000BASE-SX, 1000BASE-LX/LH, 1000BASE-ZX, and 
1000BASE-T physical interface support through a field-replaceable GBIC module 
provides customers unprecedented flexibility in switch deployment. 

The default configuration stored in Flash ensures that the switch can be quickly 
connected to the network and can pass traffic with minimal user intervention. 

The switches support non-standard Ethernet frame sizes (mini-giants) up to 1542 bytes 
(configurations with GBIC ports only). 

Product Specific•tions 

Feature Descnpt1on 

Perfonnance • 13.6-Gbps switching fabric 

• Cisco Catalyst 2950G-48: 13.6-Gbps maximum forwarding bandwidth 

Cisco Catalyst 2950G-24: 8.8-Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-24-DC: 8.8-Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950G-12: 6.4-Gbps maximum forwarding bandwidth 

Cisco Catalyst 2950T-24: 8.8-Gbps maximum forwarding bandwidth 

• Cisco Catalyst 2950C-24: 5.2-Gbps maximum forwarding bandwidth 

(Forwarding rates based on 64-byte packets) 

• Cisco Catalyst 2950G-48: 10.1-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24 : 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24-DC: 6.6-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-12: 4.8-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950T-24: 6.6-Mpps wire-speed forwarding rate 

Cisco Catalyst 2950C-24: 3.9-Mpps wire-speed forwarding rate 

• 8-MB memory architecture shared by ali ports 

• Üp to 16-MB SDRAM and 8-MB Flash memory 

• Configurable up to 8000 MAC addresses 

Configurable maximum transmission unit (MTU) of up to 1,530 bytes 

(Cisco Catalyst 2950G switches only) 

Cisco Systems. Inc. 
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Feature Descnpt1on 

Management • BRIDGE-MIB 

• CISCO-BULK-FILE-MIB 

• CISC0-2900-MIB 

• CISCO-CDP-MIB 

• CISCO-CLASS-BASED-QOS-MIB 

• CISCO-CLUSTER-MIB 

• CISCO-CONFIG-COPY-MIB 

• CISCO-CONFIG-MAN-MIB 

• CISCO-ENVMON-MIB 

• CISCO-FLASH-MIB 

• CISCO-FTP-CLIENT-MIB 

• CISCO-IMAGE-MIB 

• CISCO-IPMROUTE-MIB 

• CISCO-MAC-NOTIFICATION-MIB 

• CISCO-MEMORY-POOL-MIB 

• CISCO-PAGP-MIB 

• CISCO-PING-MIB 

• CISCO-PROCESS-MIB 

• CISCO-PRODUCTS-MIB 

• CISCO-RTTMON-MIB 

• CISCO-SMI 
• CISCO-STACKMAKER-MIB 

• CISCO-STP-EXTENSIONS-MIB 

• CISCO-SYSLOG-MIB 

• CISCO-TC 

• CISCO-TCP-MIB 

• CISCO-VLAN-MEMBERSHIP-MIB 

• CISCO-VTP-MIB 

• ENTITY-MIB 

• IANAifType-MIB 

• IF-MIB (RFC 1573) 

• OLD-CISCO-CHASSIS-MIB 

• OLD-CISCO-CPU-MIB 

• OLD·CISCO-INTERFACES-MIB 

• OLD-CISCO-IP-MIB 

• OLD-CISCO-MEMORY-MIB 

• OLD-CISCO-SYSTEM-MIB 

• OLD-CISCO-TCP-MIB 

• OLD-CISCO-TS-MIB 

• RFC1213-MIB (MIB-11) 

RFC1398 MIB (ETHERNET-MIB) 

• RMON-MIB (RFC 1757) 

• RS-232-MIB 

• SNMPv2-MIB 

• SNMPv2-SMI 

• SNMPv2-TC 

• TCP-MIB 

• UDP-MIB 

~G · ':'3:.}3 
i._, 

1-- -
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Feature Oescr1pt1on 

Standards 

Y2K 

Connactors and Cabling 

MT-RJ Patch Cables for Cisco 
Catalyst 

2950C-24 Switch 

• IEEE 802.1x support 

• IEEE 802.1w 

• IEEE 802.1s 

• IEEE 802.3x full duplex on 108ASE-T. 1008ASE-TX, and 10008ASE-T ports 

• IEEE 802.10 Spanning-Tree Protocol 

• IEEE 802.1 p CoS prioritization 

• IEEE 802.1Q VLAN 

• IEEE 802.3 108ASE-T specification 

• IEEE 802.3u 1008ASE-TX specification 

• IEEE 802.3ab 10008ASE-T specification 

• IEEE 802.3ad 

• IEEE 802.3z 1000BASE-X specification 

• 10008ASE-X (G81C) 

• 10008ASE-T (G81C) 

• 10008ASE-SX 

• 10008ASE-LX/LH 

• 10008ASE-ZX 

• 10008ASE-CWOM G81C 1470 nm 

• 10008ASE-CWOM G81C 1490 nm 

• 10008ASE-CWDM G81C 1510 nm 

• 10008ASE-CWOM G81C 1530 nm 

• 10008ASE-CWOM G81C 1550 nm 

• 10008ASE-CWDM G81C 1570 nm 

• 10008ASE-CWDM G81C 1590 nm 

• 10008ASE-CWOM G81C 1610 nm 

• RMON I and 11 standards 

• SNMPvl. SNMPv2c, SNMPv3 (planned future support for v3) 

• Y2K compliant 

• 10BASE-T ports: RJ-45 connectors; 2-pair Category 3, 4, or 5 unshielded 
twisted·pair (UTP) cabling 

• 100BASE-TX ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 1000BASE-T ports: RJ-45 connectors; two·pair Category 5 UTP cabling 

• 100BASE-FX ports: MT-RJ connectors, 50/125 or 62.5/125 micron multimode 
fiber-optic cabling 

• 1000BASE-T. 1000BASE-SX, -LX/LH, -ZX GBIC-based ports: SC fiber connectors, 
single-mode or multimode fiber 

• Cisco GigaStack G81C ports: copper-based Cisco GigaStack cabling 

• Management console port: 8-pin RJ-45 connector, RJ-45-to-RJ-45 rollover cable 
with RJ-45-to-089 adapter for PC connections; for terminal connections, use 
RJ-45-to-0825 female data-terminal-equipment (OTE) adapter (can be ordered 
separately from C1sco, part numbér ACS-DSBUASY N=) - f- -

Type of Cabte, Cisco Part Number 

• l-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-1M 

• 3-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-3M 

• 5-meter, MT-RJ-to-SC multimode cable, CA8-MTRJ-SC-MM-5M 

• 1-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-1M 

• 3-meter, MT-RJ-to-ST multimode cable, CA8-MTRJ-ST-MM-3M 

• 5-meter, MT-RJ-to-ST multimode cable, CAB-MTRJ-ST-MM-5M 

HU::l nu Uj/LUU::l • vN • 
Cisco Systems. lnc. f'.PM 1 • CORRE i OS 

Ali contents are Copyright e> 1992-2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Staterr ~m. 
Page 14 of 18 

I I 91 8 
Fls N(l. 

ti~~ ~ · · · .~~ . --
3 7 o 2. u ~ .l__,... 

P AQ: --

F lJ 



t 
~ 
t 
t 

• • • • t 

• • • t 

• t 

• • t '-t 

• • • • t 

• • • • • • • '-t 

• t 

• • • • • • • • • • • t 

• • 

Feature 

Power Connectors 

lndicators 

Dimensions 

and Weight 

(HxWxD) 

Environmental Ranges 

Descnpt•on 

Customers can provide power to a switch by using either the internai power 
supply or the Cisco RPS 300. The connectors are located at the back of the switch . 

Internai Power Supply Connector 

• The internai power supply is an auto-ranging unit . 

• The internai power supply supports input voltages between 100 and 240 VAC. 

• Use the supplied AC power cord to connect the AC power connector to an AC 
power outlet. 

Cisco RPS 675 Connector 

• The connector offers connection for an optional Cisco RPS 675 that uses AC 
input and supplies DC output to the switch. 

• The connector offers a 675W RPS that supports 6 externai network devices and 
provides power to 1 failed device ata time. 

• The connector automatically senses when the internai power supply of a 
connected device fails and provides power to the failed device, preventing loss 
of network traffic . 

• Attach only the Cisco RPS 675 (model PWR675-AC-RPS-NI=) to the redundant 
power supply receptacle with this connector. 

Cisco RPS Connector (Cisco RPS 300) 

• The connector offers connection for an optional Cisco RPS 300 that uses AC 
input and supplies DC output to the switch . 

• The connector offers a 300W RPS that can support 6 externai network devices 
and provides power to 1 failed device at a time. 

• The connector automatically senses when the internai power supply of a 
connected device fails and provides power to the failed device, preventing loss 
of network traffic . 

• Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the 
redundant-power-supply receptacle. 

• Per-port status LEDs: link integrity, disabled, activity, speed, and full-duplex 
indications . 

• System status LEDs: system, RPS, and bandwidth utilization indications . 

• 1.72 X 17.5 X 9.52 in. (4.36 X 44.5 X 24.18 em) 
(Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 

• 1.72 X 17.5 X 13 in. (4.36 X 44.5 X 33.02 em) 
(Cisco Catalyst 2950G-48) 

• 1.0 rack-unit high 

• 6.5 lb (3.0 kg) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12 and 2950G-24) 

• 10 lb (4 .5 kg) (Cisco Catalyst 2950G-48) 

• Operating temperature: 32 to 13 F (O to 45 C) 

• Storage temperature: -13 to 1)8 F (-25 to 70 C) 

• Operating relative humidity: 10 to 85% (non-condensing) 

• Operating altitude: Up to 10,000 ft (3000 m) 

Storage altitude: Up to 15,000 ft (4500 m) 
- - - - -

• Not intended for use on top of desktops or in open office environments 

Cisco Systems. Inc . 
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Feature Descroptron 

Power Requirements • Power consumption : 30W maximum, 102 BTUs per hour (Cisco Catalyst 

t 2950T-24, 2950C-24, 2950G-12, and 2950G-24) 

~ 
• Power consumption: 45W maximum, 154 BTUs per hour (Cisco Catalyst 

2950G-48) 

t • AC input voltage/frequency: 100 to 127/200 to 240 VAC (auto-ranging), 
50 to 60Hz 

t • DC lnput Voltages for Cisco RPS 300 RPS: + 12V @ 4.5A 

t Acoustic Noise • ISO 7770, bystander position-operating to an ambient temperatura of 

t 
30 degrees Celsius: 

• WS-C2950-24, WS-C2950-12, WS-C2950C-24, WS-C2950T-24 : 46 dBa 

t ' 
• WS-C2950G-12, WS-C2950G-24: 46 dBa 

• WS-C2950G-48: 48 dBa 

t Mean Time Between Failure • 482,776 hours (Cisco Catalyst 2950G-1 2) 

t (MTBF) • 468,884 hours (Cisco Catalyst 2950G-24) 
- Predicted • 479,086 hours (Cisco Catalyst 2950G-24-DC) • • 159,026 hours (Cisco Catalyst 2950G-48) 

t • 297.144 hours (Cisco Catalyst 2950T-24) 

t 
• 268,292 hours (Cisco Catalyst 2950C-24) 

Fiber-Port Specifications for Fiber-Port Power Leveis: 

t Cisco Catalyst 2950C-24 Switch • Optical transmitter wavelength: 1300 nanometers 

t • Optical receiver sensibility: -14 dBm2 

• Optical transmitter power: -19 dBm to -14 dBm 

t • Transmit: -19 dBm to-14 dBm 

t Regulatory Agency Approvals 

t Safety Certifications • UL 1950/CSA 22.2 No. 950 

t • IEC 950-EN 60950 

• AS/NZS 3260, TS001 

t • CE Marking 

t 

' 
Elec:tromagnetic Emissions • FCC Part 15 Class A 
CertifiCations • EN 55022: 1998 Class A (CISPR22 Class A) • • EN 55024: 1998 (CISPR24) 

• • VCCI Class A 

• AS/NZS 3548 Class A • • CE Marking 

• • CNS 13438 

• BSMI Class A • • MIC .. , --

RQS no 03/2005 - CN -
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Feature Descr~ptron 

NEBS (For WS-C2950G-24-EI-DC • Bellcore 

only) • GR-1089-CORE 

Warranty 

Service and Support 

• GR-63-CORE 

SR-3580 levei 3 

Limited lifetime warranty 

~b &9 
L. 

The services and support programs described in the table below are available as part of the Cisco Desktop Switching 

Service and Support solution, and are available directly from Cisco and through resellers . 

Servrce and Support Features Benefrts 

Advanced Services 

Totallmplementation So/utions • Project management • Supplements existing staff 
(TIS)- • Site survey, configuration • Ensures functionality meets needs 
available direct from Cisco deployment • Mitigates risk 
Packaged Totallmplementation • lnstallation, text, and cutover 
Solutions (Paclcaged TIS)- • Training 
available through resellers 

• Major Moves, Adds, Changes 
(MAC) 

• Design review and product staging 

Technical Support Services 

SMARTnet and SMARTnet Onsite • 24x7 access to software updates • Enables proactive or expedited 
(OS)- • Web access to technical issue resolution 
available direct from Cisco repositories • lowers cost of ownership by 
Packaged SMARTnet- • Telephone support through the utilizing Cisco expertise and 
available through resellers Technical Assistance Center knowledge 

• Advance replacement of hardware • Minimize network downtime 

parts 

Ordering lnformation 

Model Numbers Confrguratron 

WS-C2950G-48-EI • 48 101100 ports + 2 1000BASE-X ports 

• El installed 

WS-C2950G-24-EI • 24 101100 ports + 2 1000BASE-X ports 

• El installed 
- 1--

WS-C2950G·24-EI-DC • 24 10/100 ports + 2 1000BASE-X ports, DC power 

• El installed 

WS-C2950G-12-EI • 12 10/100 ports + 2 1000BASE-X ports 

• El installed 

WS-C2950T-24 • 24 10/100 ports + 2 1000BASE-T ports 
RQS n° 03/200 - CN -• El installed 
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Model Numbers Confoguratoon 

WS-C2950C-24 

WS-C2950ST-24-LRE 

WS-C2950ST-8-LRE 

24 10/100 ports + 2 100BASE-FX ports 

El installed 

24 Long-Reach Ethernet (LRE) ports and 2 fixed 10/100/1000BASE-T ports and 2 Form 
Factor Pluggable (SFP) ports 

El installed 

8 LRE ports and 2 fixed 10/100/1000BASE-T ports and 2 SFP ports 

El installed 
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22 
Configuring SPAN and RSPAN 

This chapter describes how to configure Switched Port Analyzer (SPAN) and Remote SPAN (RSPAN) 
on your Catalyst 2950 or Catalyst 2955 switch. 

Note For complete syntax and usage inforrnation for the commands used in this chapter, refer to the command 
reference for this release . 

This chapter consists o f these sections: 

• Understanding SPAN and RSPAN, page 22-1 

• Configuring SPAN, page 22-7 

• Configuring RSPAN, page 22-12 

• Displaying SPAN and RSPAN Status, page 22-16 

Understanding SPAN and RSPAN 

78-11380-07 

You can analyze network traffic passing through ports by using SPAN to senda copy ofthe traffic to 
another port on the switch that has been connected to a SwitchProbe device or other Remote Monitoring 
(RMON) probe o r security device. SPAN mirrors received o r transmitted (o r both) traffic on one o r more 
source ports to a destination port for analysis. 

For example, in Figure 22-1, ali traffic on port 5 (the source port) is mirrored to port I O (the destination 
port) . A network analyzer on port I O receives ali network traffic from port 5 without being physically 
attached to port 5 . 

Catalyst 2950 and Catalyst 2955 Switch Software Contigurati 
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Figure 22·1 Example SPAN Configuration 

r-====~;;;;;;:~~=::::+ Port 5 traffic mirrored 
on Port 10 

Network analyzer 

Only traffic that enters or leaves source ports can be monitored by using SPAN. 

RSPAN extends SPAN by enabling remote monitoring ofmultiple switches across your network. The 
traffic for each RSPAN session is carried over a user-specified RSPAN VLAN that is dedicated for that 
RSPAN session in ali participating switches. The SPAN traffic from the sources is copied onto the 
RSPAN VLAN through a reflector port and then forwarded over trunk ports that are carrying the RSPAN 
VLAN to any RSPAN destination session monitoring the RSPAN VLAN, as shown in Figure 22-2. 

Figure 22-2 Example of HSPAN Configuration 

Source switch 

RSPAN 
source port 

Reflector 
port 

lntermediate switch Destination switch 

... 
~ 

L------+------~ ~ 

RSPAN 
destination port 

SPAN and RSPAN do not affect the switching o f network traffic on source ports; a copy o f the packets 
received or sent by the source interfaces are sent to the destination interface. Except for traffic that is 
required for the SPAN o r RSPAN session, reflector ports and destination ports do not receive or forward 
traffic. 

You can use the SPAN destination port to inject traffic from a network security device. For example, if 
you connect a Cisco Intrusion Detection System (IDS) Sensor Appliance to a destination port, the IDS 
device can send TCP Reset packets to close down the TCP session o f a suspected attacker. 

·--------~,~~-------------------------------
• Note You cannot use the RSPAN destination port to inject traffic from a network security device. The switch 

does not support ingress forwarding on an RSPAN destination port . • I 
~ 

• • • • • • t 
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Chapter 22 Configuring SPAN and RSPAN 

Understanding SPAN and RSPAN 

SPAN and RSPAN Concepts and Terminology 

SPAN Session 

T raffic T ypes 

78-11380-07 

This section describes concepts and terrninology associated with SPAN and RSPAN configuration . 

A local SPAN session is an association o f a destination port with source ports. You can monitor incoming 
or outgoing traffic on a series or range o f ports. 

An RSPAN session is an association o f source ports across your network with an RSPAN VLAN. The 
destination source is the RSPAN VLAN . 

SPAN sessions do not interfere with the normal operation ofthe switch. However, an oversubscribed 
SPAN destination, for example, a 10-Mbps port monitoring a 100-Mbps port, results in dropped or lost 
packets . 

You can configure SPAN sessions on disabled ports; however, a SPAN session does not become active 
unless you enable the destination port and at least one source port for that session. The show monitor 
session session_number privileged EXEC command displays the operational status o f a SPAN session . 

A SPAN session remains inactive after system power-on until the destination port is operational. 

SPAN sessions include these traffic types: 

• Receive (Rx) SPAN-The goal ofreceive (or ingress) SPAN isto monitor as much as possible ali 
the packets received by the source interface. A copy o f each packet received by the source is sent to 
the destination port for that SPAN session. You can monitor a series o r range o f ingress ports in a 
SPAN session. 

At the destination port, i f tagging is enabled, the packets appear with the 802.1 Q header. I f no 
tagging is specified, packets appear in the native forrnat. 

Packets that are modified beca use o f quality o f service (QoS)-for example, modified Differentiated 
Services Code Point (DSCP)-are copied with modification for Rx SPAN. 

• Transmit (Tx) SPAN-The goal oftransmit (or egress) SPAN isto monitor as much as possible ali 
the packets sent by the source interface after ali modification and processing is perforrned by the 
switch. A copy o f each packet sent by the source is sent to the destination port for that SPAN session. 
The copy is provided after the packet is modified. You can monitor a range o f egress ports in a SPAN 
session. 

Packets that are modified because o f QoS, the modified packet might not have the same DSCP (IP 
packet) or CoS (non-IP packet) as the SPAN source. 

Some features that can cause a packet to be dropped during transmit processing might also affect 
the duplicated copy for SPAN. These features include IP standard and extended output ACLs on 
multicast packets, and egress QoS policing. In the case o f output ACLs, i f the SPAN source drops 
the packet, the SPAN destination would also drop the packet. I f the source port is oversubscribed~­
the destination ports will have ditferent dropping behavior. 

• Both-In a SPAN session, you can monitor a series or range o f ports for both received and sent 
packets. 
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Chapter 22 Configuring SPAN and RSPAN 
Underslanding SPAN and RSPAN 

Source Port 

Destination Port 

A source port (also cal)ed a monitored port) is a switched port that you monitor for network traffic 
analysis . In a single local SPAN session or RSPAN source session, you can monitor source port traffic 
such as received (Rx), transmitted (Tx), or bidirectional (both). The switch supports any number of 
source ports (up to the maximum number of available ports on the switch). 

A source port has these characteristics : 

• lt can be any port type (for example, EtherChannel , Fast Ethemet, Gigabit Ethemet, and so forth) . 

• lt cannot be a destination port. 

• Each source port can be configured with a direction (ingress, egress, or both) to monitor. For 
EtherChannel sources, the monitored direction would apply to ali the physical ports in the group. 

• Source ports can be in the same or different VLANs . 

You can configure a trunk port as a source port. Ali VLANs active on the trunk are monitored. 

Each local SPAN session or RSPAN destination session must have a destination port (also calied a 
monitoring port) that receives a copy o f traffic from the source port. 

The destination port has these characteristics : 

• It must reside on the same switch as the source port (for a local SPAN session) . 

• It can be any Ethemet physical port. 

• It cannot be a source port or a reflector port . 

• It cannot be an EtherChannel group o r a VLAN . 

• It can be a physical port that is assigned to an EtherChannel group, even ifthe EtherChannel group 
has been specified as a SPAN source. The port is removed from the group while it is configured as 
a SPAN destination port. 

• The port does not transmit any traffic except that required for the SPAN session. 

:~ 
• I f ingress traffic forwarding is enabled for a network security device, the destination port forwards 

traffic at Layer 2. 

• It does not participate in spanning tree while the SPAN session is active. 

• When it is a destination port, it does not participate in any ofthe Layer 2 protocols (STP, VTP, CDP, 
DTP, PagP, LACP). 

• No address leaming occurs on the destination port. 

• A destination port receives copies o f sent and received traffic for ali monitored source ports . I f a 
destination port is oversubscribed, it could become congested. This could affect traffic forwarding 
on one or more o f the source ports. 

------ ----- - - - ---- --- ~-----

Reftector Port 

The reflector port is the mechanism that copies packets onto an RSPAN VLAN. The reflector port 
forwards only the traffic from the RSPAN source session with which it is affiliated. Any device 
connected to a port set as a reflector port loses connectivity until the RSPAN source session is disabled. 
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Chapter 22 Conliguring SPAN and RSPAN 

SPAN Traffic 

78-11380-07 

Understanding SPAN and RSPAN 

The reflector port has these characteristics: 

• It is a port set to loopback . 

• It cannot be an EtherChannel group, it does not trunk, and it cannot do protocol filtering. 

• It can be a physical port that is assigned to an EtherChannel group, even i f the EtherChannel group 
is specified as a SPAN source. The port is removed from the group while it is configured as a 
reflector port . 

• A port used as a reflector port cannot be a SPAN source or destination port, nor can a port be a 
reflector port for more than one session at a time. 

• It is invisible to ali VLANs. 

• The native VLAN for Jooped-back traffic on a reflector port is the RSPAN VLAN. 

• The reflector port Ioops back untagged traffic to the switch. The traffic is then placed on the RSPAN 
VLAN and flooded to any trunk ports that carry the RSPAN VLAN. 

• Spanning tree is automaticaliy disabled on a reflector port . 

• A reflector port receives copies of sent and received traffic for ali monitored source ports. I f a 
reflector port is oversubscribed, it could become congested. This could affect traffic forwarding on 
one o r more o f the source ports. 

I f the bandwidth o f the reflector port is not sufficient for the traffic volume from the corresponding 
source ports, the excess packets are dropped. A 10/ 100 port retlects at I 00 Mbps. A Gigabit port reflects 
at I Gbps . 

You can use local SPAN to monitor ali network traffic, including multicast and bridge protocol data unit 
(BPDU) packets, and Cisco Discovery Protocol (CDP), VLAN Trunk Protocol (VTP), Dynamic 
Trunking Protocol (DTP), Spanning Tree Protocol (STP), Port Aggregation Protocol (PagP), and Link 
Aggregation Control Protocol (LACP) packets. You cannot use RSPAN to monitor Layer 2 protocols. 
See the "RSPAN Configuration Guidelines" section on page 22-12 for more information. 

In some SPAN configurations, multiple copies o f the same source packet are sent to the SPAN 
destination port. For example, a bidirectional (both Rx and Tx) SPAN session is configured for the 
sources a I Rx monitor and the a2 Rx and Tx monitor to destination port dI. If a packet enters the switch 
through a I and is switched to a2, both incoming and outgoing packets are sent to destination port dI. 
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SPAN interacts with these features: 

Spanning Tree Protocol (STP)-A destination port or a reflector port does not participate in STP 
while its SPAN or RSPAN session is active. The destination or reflector port can participa te in STP 
after the SPAN o r RSPAN session is disabled. On a source port, SPAN does not affect the STP status. 
STP can be active on trunk ports carrying an RSPAN VLAN. 

• Cisco Discovery Protocol (CDP)-A SPAN destination port does not participate in CDP while the 
SPAN session is active. After the SPAN session is disabled, the port again participates in CDP . 

• VLAN Trunking Protocol (VTP)-You can use VTP to prune an RSPAN VLAN between switches . 

• VLAN and trunking-You can modify VLAN membership o r trunk settings for source, destination, 
or reflector ports at any time. However, changes in VLAN membership or trunk settings for a 
destination or reflector port do not take effect until you disable the SPAN or RSPAN session. 
Changes in VLAN membership or trunk settings for a source port immediately take effect, and the 
SPAN session automatically adjusts accordingly . 

• EtherChannel-You can configure an EtherChannel group as a source port but not as a SPAN 
destination port. When a group is configured as a SPAN source, the entire group is monitored. 

I f a port is added to a monitored EtherChannel group, the new port is added to the SPAN source port 
list. I f a port is removed from a monitored EtherChannel group, it is automatically removed from 
the source port list. lfthe port is the only port in the EtherChannel group, the EtherChannel group 
is removed from SPAN. 

I f a physical port that belongs to an EtherChannel group is configured as a SPAN source, destination, 
or reflector port, it is removed from the group. After the port is removed from the SPAN session, it 
rejoins the EtherChannel group. Ports removed from an EtherChannel group remain members ofthe 
group, but they are in the down or standalone state. 

I f a physical port that belongs to an EtherChannel group is a destination o r reflector port and the 
EtherChannel group is a source, the port is removed from the EtherChannel group and from the list 
o f monitored ports. 

• QoS-For ingress monitoring, the packets sent to the SPAN destination port might be different from 
the packets actually received at the SPAN source port because the packets are forwarded after 
ingress QoS classification and policing. The packet DSCP might not be the same as the received 
packet. 

• Multicast traffic can be monitored. For egress and ingress port monitoring, only a single unedited 
packet is sent to the SPAN destination port. It does not reflect the number o f times the multicast 
packet is sent. 

• Port security-A secure port cannot be a SPAN destination port. 

SPAN and RSPAN Session limits ,-- --
You can configure (and store in NVRAM) one local SPAN session or multiple RSPAN sessions on a 
switch. The number of active sessions and combinations are subject to these restrictions: 

• SPAN or RSPAN source (rx, tx, both): 1 active session Iimit. (SPAN and RSPAN are mutually 
exclusive on a source switch). 

• RSPAN source sessions have one destination per session with an RSPAN VLAN associated for that 
session. 
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Chapter 22 Configuring SPAN and RSPAN 
Configuring SPAN • 

• Each RSPAN destination session has one or more destination interfaces for each RSPAN VLAN that 
they support . 

• RSPAN destination sessions are limited to two, o r one i f a local SPAN o r a source RSPAN session 
is configured on the same switch. 

Default SPAN and RSPAN Configuration 

Table 22-l shows the default SPAN and RSPAN configuration . 

Táble 22-1 Delault SPAN and HSPAN Configuration 

Feature Default Setting 

SPAN state Disabled. 

Source port traffic to monitor Both received and sent traffic (both) . 

Encapsulation type (destination port) Native form (no encapsulation type header) . 

Ingress forwarding (destination port) Disabled . 

Configuring SPAN 
This section describes how to configure SPAN on your switch. lt contains this configuration information : 

• SPAN Configuration Guidelines. page 22-7 

• Creating a SPAN Session and Specifying Ports to Monitor, page 22-8 

• Creating a SPAN Session and Enabling lngress Traffic, page 22-9 

• Removing Ports from a SPAN Session, page 22-11 

SPAN Configuration Guidelines 

Follow these guidelines when configuring SPAN: 

• SPAN sessions can coexist with RSPAN sessions within the limits described in the "SPAN and 
RSPAN Session Limits" section on page 22-6. 

• The destination port cannot be a source port; a source port cannot be a destination port. 

• You can have only one destination port. 

• An EtherChannel port can be a SPAN source port; it cannot be a SPAN destination port. 

• For SPAN source ports, you can monitor sent and received traffic for a single port or for a series or 
_ _ _ _ __ _rangu>_f_p_ol1s_,___ _ _ _ . 

78-11380-07 

• When you configure a switch port as a SPAN destination port, it is no longer a normal switch port; 
only monitored traffic passes through the SPAN destination port. 

• You can configure a disabled port to be a source or destination port, but the SPAN function does not 
start until the destination port and at least one source port is enabled. 

• A SPAN destination port never participates in any VLAN spanning tree . SPAN does include BPDUs 
in the monitored traffic, so any spanning-tree BPDUs received on the SPAN destination port for a 
SPAN session were copied from the SPAN source ports. 

ROS n° 03/2005 • CN • 
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• Configuring SPAN 

• When SPAN is enabled, configuration changes have these results: 

- I f you change the VLAN configuration o f a destination port, the change is not effective until 
SPAN is disabled. 

- I f you disable ali source ports or the destination port, the SPAN function stops until both a 
source and the destination port are enabled. 

t 

• 
Creating a SPAN Session and Specifying Ports to Monitor 

• ~ 

t~ 
• Step 2 

t 

Step 3 

• 
• 
• 
• ~ • 
~ 

• 
Step4 

. - -- -

Step5 

Step& 

Step 7 

Beginning in privileged EXEC mode, follow these steps to create a SPAN session and specify the source 
(monitored) and destination (monitoring) ports: 

Command Purpose 

configure terminal Enter global configuration mode. 

no monitor session {session_number I ali I Clear any existing SPAN configuration for the session. 
local/ remo te} For session_number, specify l. 

Specify ali to remove ali SPAN sessions, local to remove ali local 
sessions, or remote to remove ali remote SPAN sessions. 

monitor session session_number source Specify the SPAN session and the source port (monitored port). 
interface interface-id [, / -] [both I rx / tx] For session_number, specify l. 

For interface-id, specify the source port to monitor. Valid interfaces 
include physical interfaces and port-channel logical interfaces 
(port-channel port-channel-number). 

(Optional) [, 1-] Specify a series or range o f interfaces. Ente r a space 
before and after the comma; enter a space before and after the 
hyphen . 

(Optional) Specify the direction o f traffic to monitor. I f you do not 
specify a traffic direction, the source interface sends both sent and 
received traffic. 

. both-Monitor both received and sent traffic . 

. rx-Monitor received traffic . 

. tx-Monitor sent traffic . 

monitor session session_number Specify the SPAN session and the destination port (monitoring port) . 
destination interface interface-id For session_number, specify I. 
[encapsulation { dotlq}] 

For interface-id, specify the destination port. Valid interfaces include 
physical interfaces . 

----- - -- - lt vpttonatJ Spectfy the encapsulat!@nelr<te-rfo-r outgoing packets. I f 
not specified, packets are sent in native form. 

. dotlq-Use 802.1 Q encapsulation . 

end Return to privileged EXEC mode. 

show monitor [session session_number] Verify your entries. 

copy running-config startup-config (Optional) Save your entries in the configuration file. 
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Configuring SPAN 

This example shows how to set up a SPAN session, session 1, for monitoring source port traffic to a 
destination port. First, any existing SPAN configuration for session 1 is cleared, and then bidirectional 
traffic is mirrored from source port I to destination port I O. 

Swit ch (config )# no monitor session 1 
Switch(config ) # monitor session 1 source interface fastEthernet0/1 
Switch (config)# monitor session 1 destination interface fastEthernet0/10 
encapsulation dot1q 
Switch (config)# end 

Creating a SPAN Session and Enabling lngress Traffic 

Step 1 

Step2 

, Step 3 

Beginning in privileged EXEC mode, follow these steps to create a SPAN session, to specify the source 
and destination ports, and to enable ingress traffic on the destination port for a network security device 
(such as a Cisco IDS Sensor Appliance): 

Command 

configure terminal 

no monitor session {session_number I allj 
local/ remote} 

monitor session session_number source 
interface interface-id [, 1-] [both I rx I tx] 

Purpose 

Enter global configuration mode. 

Clear any existing SPAN configuration for the session. 

For session_number, specify I. 

Specify ali to remove ali SPAN sessions, local to remove ali local 
sessions, or remote to remove ali remate SPAN sessions. 

Specify the SPAN session and the source port (monitored port). 

For session_number, specify I. 

For interface-id, specify the source port to monitor. Valid interfaces 
include physical interfaces and port-channellogical interfaces 
(port-channel port-channel-number). 

(Optional) [, 1-] Specify a series or range o f interfaces. Enter a space 
before and after the comma; enter a space before and after the 
hyphen. 

(Optional) Specify the direction o f traffic to monitor. I f you do not 
specify a traffic direction, the source interface sends both sent and 
received traffic. 

• both-Monitor both received and sent traffic . 

rx-Monitor received traffic . 

• tx-Monitor sent traffic. 
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Command 

Step4 monitor session session_number 
destination interface interface-id 
[encapsulation { dotlq}] [ingress vlan 
v/an id] 

Chapter 22 Contiguring SPAN and RSPAN 

Purpose 

Specify the SPAN session, the destination port (monitoring port), the 
packet encapsulation, and the ingress VLAN. 

For session_number, specify 1. 

For interface-id, specify the destination port. Valid interfaces include 
physical interfaces. 

(Optional) Specify the encapsulation header for outgoing packets . I f 
not specified, packets are sent in native form. 

• dotlq- Use 802. I Q encapsulation. 

(Optional) Enter ingress vlan vlan id to enable ingress forwarding 
and specify a default VLAN. 

t C,s 
t Step& 

end Return to privileged EXEC mode. 

~ 

~ 

• 
~ 

• 

Step7 

show monitor (session session_number] Verify your entries. 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

This example shows how to configure the destination port for ingress traffic on VLAN 5 by using a 
security device that does not support 802.1 Q encapsulation. 

Switch(config)# monitor session 1 destination interface Fa 0/5 ingress v1an 5 

This example shows how to configure the destination port for ingress traffic on VLAN 5 by using a 
security devi c e that supports 802.1 Q encapsulation. 

Switch(config)# monitor session 1 destination interface Fa 0/5 encapsu1ation dot1q ingress 
vlan 5 

This example shows how to disable ingress traffic forwarding on the destination port. 

Switch(config)# monitor session 1 destination interface Fa 0/5 encapsulation dot1q 

----·---- ---

• Catalyst 2950 and Catalyst2955 Switch Software Configuration Guide 
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Chapter 22 Configuring SPAN and RSPAN 

Configuring SPAN 8 

Removing Ports from a SPAN Session 

Beginning in privileged EXEC mode, follow these steps to remove aportas a SPAN source for a session: 

Command Purpose 

Step 1 configure terminal Enter global configuration mode . 

Step 2 no monitor session session_number source 
interface interface-id [, 1-] [both I rx I tx] 

Specify the characteristics ofthe source port (monitored port) and 
SPAN session to remove . 

For session, specify I . 

For interface-id, specify the source port to no longer monitor. Vai id 
interfaces include physical interfaces and port-channellogical 
interfaces (port-channel port-channel-number). 

(Optional) Use[, 1-J to specify a series o r range ofinterfaces ifthey 
were configured. This option is valid when monitoring only 
received traffic. Enter a space before and after the comma; enter a 
space before and after the hyphen . 

(Optional) Specify the direction of traffic (both, rx, o r tx) to no 
Jonger monitor. I f you do not specify a traffic direction, both 
transmit and receive are disabled. 

Step 3 end Return to privileged EXEC mode. 
--------------------------------+----------------------------------------------

Step4 show monitor [session session_number] Verify your entries . 

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file. 

I 78-11380-07 

To remove a source or destination port from the SPAN session, use the no monitor session 
session_number source interface interface-id global configuration command o r the no monitor session 
session_number destination interface interface-id global configuration command. To change the 
encapsulation type back to the default (native), use the monitor session session_number destination 
interface interface-id without the encapsulation keyword . 

This example shows how to remove port I as a SPAN source for SPAN session I: 

Switch(config)# no monitor session 1 source interface fastBthernet0/1 
Switch(config ) # end 

This example shows how to disable received traffic monitoring on port 1, which was configured for 
bidirectional monitoring: 

Switch(config ) # no monitor session 1 source interface fastBthernet0/1 rx 

The monitoring o f traffic received on port I is disabled, but traffic sent from this port continues to be 
monitored. 
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Configuring RSPAN 
This section describes how to configure RSPAN on your switch. It contains this configuration 
information: 

• RSPAN Configuration Guidelines, page 22-12 

• Creating an RSPAN Session, page 22-13 

• Creating an RSPAN Destination Session, page 22-14 

• Removing Ports from an RSPAN Session, page 22-15 

RSPAN Configuration Guidelines 

~ .. 

To use the RSPAN feature described in this section, you must have the EI installed on your switch. 
Follow these guidelines when configuring RSPAN: 

• Ali the items in the "SPAN Configuration Guidelines" section on page 22-7 apply to RSPAN. 

Note As RSPAN VLANs have special properties, you should reserve a few VLANs across your network for 
use as RSPAN VLANs; do not assign access ports to these VLANs. 

• RSPAN sessions can coexist with SPAN sessions within the Iimits described in the "SPAN and 
RSPAN Session Limits" section on page 22-6. 

• For RSPAN configuration, you can distribute the source ports and the destination ports across 
multiple switches in your network. 

• A port cannot serve as an RSPAN source port or RSPAN destination port while designated as an 
RSPAN reflector port. 

• When you configure a switch port as a reflector port, it is no Ionger a normal switch port; only 
looped-back traffic passes through the reflector port. 

• RSPAN does not support BPDU packet monitoring or other Layer 2 switch protocols. 

• In a network consisting of only Catalyst 2950 or Catalyst 2955 switches, you must use a uni que 
RSPAN VLAN session on each source switch. !f more than one source switch uses the same RSPAN 
VLAN, the switches are limited to act only as source switches to ensure the delivery ofall monitored 
traffic to the destination switch. 

• You can configure any VLAN as an RSPAN VLAN as long as these conditions are met: 

- The RSPAN VLAN is not configured as a native VLAN. 

- Extended range RSPAN VLANs will not be propagated to other switches using VTP. 

- No access port is configured in the RSPAN VLAN. 

------~A:H-participating-switches-support-R-8-PA-N:----- - - -

~ .. 
Note The RSPAN VLAN cannot be VLAN I (the default VLAN) or VLAN IDs 1002 through 1005 

(reserved to Token Ring and FDDI VLANs). 
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Chapter 22 Configuring SPAN anel RSPAN 
Configuring RSPAN • 

• You should create an RSPAN VLAN before configuring an RSPAN source or destination session . 

• Ifyou enable VTP and VTP pruning, RSPAN traffic is pruned in the trunks to prevent the unwanted 
flooding o f RSPAN traffic across the network for VLAN-IDs that are lower than I 005 . 

Creating an RSPAN Session 

Step 1 

Step2 

Command 

First create an RSPAN VLAN that does not exist for the RSPAN session in any ofthe switches that will 
participate in RSPAN. With VTP enabled in the network, you can create the RSPAN VLAN in one 
switch, and VTP propagates it to the other switches in the VTP domain for VLAN-IDs that are lower 
than 1005. See the "Creating or Modifying an Ethernet VLAN" section on page 15-8 for more 
information about creating an RSPAN VLAN. 

Use VTP pruning to get efficient flow ofRSPAN traffic, or manually delete the RSPAN VLAN from ali 
trunks that do not need to carry the RSPAN traffic. 

After creating the RSPAN VLAN, begin in privileged EXEC mode, and follow these steps to start an 
RSPAN source session and to specify the source (monitored) ports and the destination RSPAN VLAN . 

Purpose 

configure terminal Enter global configuration mode. 

no monitor session {session_number I ali I 
locai I remo te} 

Clear any existing RSPAN configuration for the session. 

For session_number, specify the session number identified with this 
RSPAN session. 

Specify ali to remove ali RSPAN sessions, local to remove ali local 
sessions, or remote to remove ali remote SPAN sessions. 

Step 3 monitor session session_number source 
interface interface-id [, 1-J [both I rx I tx] 

Specify the RSPAN session and the source port (monitored port). 

For session_number, specify the session number identified with this 
RSPAN session. 

78-11380-07 

For interface-id, specify the source port to monitor. Valid interfaces 
include physical interfaces and port-channel logical interfaces 
(port-channel port-channel-number). 

(Optional) [, 1-] Specify a series o r range o f interfaces. Enter a space 
before and after the comma; enter a space before and after the 
hyphen. 

(Optional) Specify the direction o f traffic to monitor. I f you do not 
specify a traffic direction, the source interface sends both sent and 
received traffic. 

• both-Monitor both received and sent traffic. 

• rx-Monitor r~_eive<!traffic . 

• tx-Monitor sent traffic. 

RQS n° 03/2005 - CN -
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Command Purpose 

Step 4 monitor session session_number 
destination remote vlan vlan-id 
retlector-port interface 

Specify the RSPAN session, the destination remote VLAN, and the 
reflector port. 

For session_number, enter the session number identified with this 
RSPAN session. 

Step5 end 

For vlan-id, specify the RSPAN VLAN to carry the monitored traffic 
to the destination port. (See the "Creating or Modifyíng an Ethernet 
VLAN" section on page 15-8 for more information about creating an 
RSPAN VLAN.) 

For interface, specify the interface that will flood the RSPAN traffic 
onto the RSPAN VLAN. 

Return to privileged EXEC mode. 

show monitor [session session_number] Verify your entries. 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

This example shows how to clear any existing RSPAN configuration for session I, configure RSPAN 
session I to monitor multiple source interfaces, and configure the destination RSPAN VLAN and the 
reflector-port. 

Switch(config)# no monitor session 1 
Switch(config)# monitor session 1 source interface fastEthernet0/10 tx 
Switch(config)# monitor session 1 source interface fastBthernet0/2 rx 
Switch(config)# monitor session 1 source interface fastEthernet0/3 rx 
Switch(config)# monitor session 1 source interface port-channel 102 rx 
Switch(config)# monitor session 1 destination remota v1an 901 ref1ector-port 
fastEthernet0/1 
Switch(config)# end 

Creating an RSPAN Destination Session 

Step 1 

Step2 

Stepl 

Beginning in privileged EXEC mode, follow these steps to create an RSPAN destination session and to 
specify the source RSPAN VLAN and the destination port: 

Command Purpose 

configure terminal Enter global configuration mode. 

monitor session session_number source Specify the RSPAN session and the source RSPAN VLAN. 
remote vlan v/an-id For session_number, specify the session number identified with this 

RSPAN session. 

For vlan-id, specify the source RSPAN VLAN to monitor. 

monitor session session_num5er. !Spec1ty the KSPAN sess10n and· tfie OeSfinat10n mterface. 
destination interface interface-id For session_number, specify the session number identified with this 
[encapsulation { dotlq}] RSPAN session. 

For interface-id, specify the destination interface. 

(Optional) Specify the encapsulation header for outgoing packets. I f 
not specified, packets are sent in native form. 

. dotlq-Use 802.1 Q encapsulation. : onc: nO n":l/'JIV\1; - CN -. ' 
CPMI - CORREIOS 
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Chapter 22 Configuring SPAN and RSPAN 

Configuring RSPAN 

Command Purpose 

Step 4 end Retum to privileged EXEC mo de. 
~----~~--~--~--~~---r~~------------------------------------

Step5 show monitor [session session_number] Verify your entries. 

Step 6 copy running-config startup-config (Optional) Save your entries in the configuration file . 

This example shows how to configure VLAN 901 as the source remote VLAN and port 5 as the 
destination interface: 

Swi t ch (conf i g)# monitor session 1 source remate v1an 901 
Switch(config)# monitor session 1 destination interface fastBthernet0/5 
Swi tch(config)# end 

Removing Ports from an RSPAN Session 

Beginning in privileged EXEC mode, follow these steps to remove aportas an RSPAN source for a 
session: 

Command 

Step 1 configure terminal 

Step 2 no monitor session session_number source 
interface interface-id [, /-] [both / rx / tx] 

Purpose 

Enter global configuration mode. 

Specify the characteristics o f the RSPAN source port (monitored 
port) to remove. 

For session_number, specify the session number identified with 
this RSPAN session. 

For interface-id, specify the source port to no longer monitor. Valid 
interfaces include physical interfaces and port-channel logical 
interfaces (port-channel port-channel-number). 

(Optional) Use[,/-] to specify a series o r range ofinterfaces ifthey 
were configured. Enter a space before and after the comma; enter a 
space before and after the hyphen. 

(Optional) Specify the direction of traffic (both, rx, o r tx) to no 
longer monitor. If you do not specify a traffic direction, both 
transmit and receive are disabled. 

Step 3 end Retum to privileged EXEC mode. 
--------------------------------4----------------------------------------------

Step 4 show monitor [session session_number] Verify your entries. 

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file . 

This example shows how to remove port 1 as an RSPAN source for RSPAN session 1: 

·------<>•wui..c.t.cchU+<(c=o.nfig.)-# no moni to:t:C ..aaaaion-l....ao,rce interfac.a......fas.tBthernet0/.1 
Switch (c on fig ) # end 

78-11380-07 

This example shows how to disable received traffic monitoring on port I , which was configured for 
bidirectional monitoring: 

swi t ch (c onfig ) # no monitor session 1 source interface fastBthernet0/1 rx 

The monitoring oftraffic received on port I is disabled, but traffic sent from this port continues to be 
monitored. 
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To display the status of the current SPAN or RSPAN configuration, use the show monitor privileged 
EXEC command. 

This is an example of output for the show monitor privileged EXEC command for SPAN source 
session I : 

Switch# show monitor session 1 
Session 1 

Type 
Source Ports 

RX Only 
TX Only 
Both 

Source VLANs 
RX Only 
TX Only 
Both 

Local Session 

None 
None 
Fa0/4 

None 
None 
None 

Source RSPAN VLAN None 
Destination Ports Fa0/5 

Encapsulation: DOT1Q 
Ingress: Enabled, default VLAN = 5 

Reflector Port None 
Filter VLANs None 
Dest RSPAN VLAN None 

------- - ----- -
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Features 

78-6460-04 

Overview 

The GigaStack GBIC (model WS-X3500-XL) adds port density and 
high-performance connectivity to supporting switches. When installed in a 
supporting switch, the GigaStack GBIC supports Gigabit connections in a 
cascaded stack or point-to-point configuration. The GigaStack GBIC 
autonegotiates the duplex setting o f each port to maximize the bandwidth for your 
configuration . 

This section describes the GigaStack GBIC features: 

• Half-duplex stacking using only one GBIC slot for each switch 

Stack up to nine switches to form an independent backbone that can be 
managed with a single IP address. This stack gives the appearance o f a single 
Iarge switch for network management purposes. For this kind o f connectivity, 
see the "Example 1: Cascaded Stack Connection" section on page 1-9. 

• Full-duplex connectivity between two switches 

You can also forma point-to-point link between two switches. The GigaStack 
GBIC supports one full-duplex link (in a point-to-point configuration) or up 
to eight half-duplex links (in a stack configuration) to other Gigabit Ethemet 
devices. For this kind of connectivity, see the "Example 2: Point-to-Point 
Connection" section on page 1 I O. 

Catalysl GigaStack Gigabillnterface Converter Hardware lnstallalion Guicle • .,. 
RQS n° 03/2005 - CN -
CPM I - COR REIOS 



I 
I 

• • • • • • • • • • t 

• • • • 
•(_ • t 
t 

• • t 

• t 
t 
t 
t 

• t 
t ( 
• t 
t 
t 
~ 

• GigaStack GBIC LEDs 
Chapter 1 Overview 

• Support for redundant 1oop configurations in a GigaStack GBIC stack 

For more information, see the "Minimum lOS Release for Redundant Loop 
Configurations" section on page 1-7 and the "Cascaded Stack Connections 
with a Redundant Link" section on page 2-12 

• Support for lOS Release 12.0(5)XU or !ater for Catalyst 2900 XL and 
3500 XL switches, support for Release 12.1(6)EA2 or !ater for Catalyst 2950 
switches, and support for Release 12.1(4)EA1 or !ater for Catalyst 3550 
multilayer switches 

• Management through the Cisco lOS command-line interface (CLI) or the 
web-based Cluster Management Suíte (CMS) 

• Field-replaceab1e 

GigaStack GBIC LEDs 
Figure 1-1 shows the LED locations on the GigaStack GBIC, and Table 1-1 
describes the LED colors and their meanings . 

Figure 1-1 GigaStack GBIC lEDs and Ports 

'-----'- Two GigaStack GBIC 
ports 
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Chapter 1 Overview 
GBIC Module Slot LEDs • 

Tãble 1-1 GigaStack GB/C lEDs 

Color Meaning 

Off No link . 

Green Link present. This link occurs if there is connectivity with 
another network device and the GigaStack GBIC port . 

Amber Power-on self-test (POST) failure or use of an incorrect 
cable. 

Flashing amber Loop detection activated. 

GBIC Module Slot LEDs 

78-6460-04 

Figure 1-2 shows the GBIC module slot LED on the front ofa supporting switch, 
and Figure 1-3 shows the GBIC LED location when the GigaStack GBIC is 
installed in the lOOOBASE-X module. 

Figure 1-2 GBIC Module S/ot lED location on a Switch 

GBIC module slot LED 

GBIC module slot 
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Chapter 1 Overview 
• Cabling Guidelines 

Figure 1-3 GBIC LEO location on a 1000BASE-X Module 

GBIC-=L=ED~---------:: 

~..,_1 
TOAc:tiYll le 

r 
GigaStack GBIC 

Table 1-2 describes the switch and lOOOBASE-X module GBIC slot LED colors 
and port status. 

Tãble 1-2 Switch and 1000BASE-X Module GBIC Slot lEOs 

Color Meaning 

Off No link, or port was administratively shut down. 

Green Link present. 

Flashing green Activity. Port is transmitting or receiving data. 

Altemating Link fault. Error frames can affect connectivity, and errors 
green-amber such as excessive collisions, cyclic redundancy check 

(C R C) errors, and alignment and jabber errors are 
monitored for a link-fau1t indication. 

Solid amber Port is blocked by Spanning Tree Protocol (STP) and is not 
forwarding data. 

Note After a port is reconfigured, the port LED can 
remain amber for up to 30 seconds as STP checks 
the switch for possible loops. 

Flashing amber Port is blocked by STP and is sending or receiving packets. 

Cabling Guidelines 
The GigaStack GBIC uses the following Cisco proprietary cables. See Figure 1-4 
and Table 1-3 for more information. 
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Overview 

& 

Cabling Guidelines • 

The maximum distance for a GBIC-to-GBIC connection is I meter. The 
GigaStack GBIC requires Cisco proprietary signaling and cabling. For more 
information about cabling, see Appendix B, "Connectors and Cables." 

Figure 1-4 GigaStack GBIC Cables 

50-cm GigaStack cable 

"' (X) 
o 

"' "' 

lãble 1-3 Gi!J11St8ck GBIC Cable Part Nurnbers 

Part Number Cable Length 

CAB-GS-50CM 50 em 

CAB-GS-IM lm 

The 50-cm cable comes with the GigaStack GBIC. You can order additional 
cables. 

Caution Do not use standard IEEE 1394 cables with the GigaStack GBIC. You must use 
one ofthe Cisco proprietary cables (CAB-GS-50CM or CAB-GS-IM). Ifyou use 
any other cable, you will not have connectivity. 

&. 
Caution Do not use the GigaStack GBIC with standard IEEE 1394 equipment. You might 

damage the equipment or lose data. 
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Chapter 1 Overview 
• Switches Supporting lhe GBIC 

Switches Supporting the GBIC 
Refer to the online GigaStack Gigabit Interface Converter Switch Compatibility 
Matrix listed with the GBIC documentation on www.cisco.com for the most 
current list o f products supporting the GBIC . 

.&. 
Caution Installing the GBIC in or connecting it to an unauthorized device might cause 

damage to the GBIC, the other device, or both. 

Table 1-4 lists the switches and the module supporting the GigaStack GBIC. 

1ilble 1-4 Switches and Module Supporting lhe GigaStllck GB/C 

Switch Series or Module Model Number Description 

WS-X2931-XL module for WS-X2931-XL 1 lOOOBASE-X port1 

Catalyst 2900 series XL 
switches 

Catalyst 2900 XL switches Catalyst 2912MF XL 12 100BASE-FX ports and 
2 module slots 

Catalyst 2924M XL 24 autosensing 10/100 Ethemet 
ports and 2 module slots 

Catalyst 2950 switches Catalyst 2950G-12-EI 12 autosensing 10/100 Ethemet 
ports and 2 GBIC module slots 

Catalyst 2950G-24-EI 24 autosensing 101100 Ethemet 
ports and 2 GBIC module slots 

Catalyst 2950G-24-EI-DC 24 autosensing 10/100 Ethemet 
ports and 2 GBIC module slots 
with DC-inpu! power 

Catalyst 2950G-48-EI 48 autosensing 10/100 Ethemet 
ports and 2 GBIC module slots 
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Chapter 1 Overview 
Minimum lOS Release for Redunclant Loop Configuralions 

Switch Series or Module Model Number Description 

Catalyst 3500 XL switches Catalyst 3508G XL 8 GBIC module slots 

Catalyst 3512 XL 12 autosensing 10/100 Ethemet 
ports and 2 GBIC module slots 

Catalyst 3524 XL 24 autosensing 10/100 Ethemet 
ports and 2 GBIC module slots 

Catalyst 3524 PWR XL 24 autosensing 10/100 
inline-power Ethemet ports and 
2 GBIC module slots 

Catalyst 3548 XL 48 autosensing 10/100 Ethemet 
ports and 2 GBIC module slots 

Catalyst 3550 switches Catalyst 3550-l2G 2 autosensing 10/100/1000 
Ethemet ports and 1 O GBIC 
module slots 

Catalyst 3550-12T 10 autosensing 10/100/1000 
Ethemet ports and 2 GBIC 
module slots 

Catalyst 3550-24-SMI 24 autosensing 10/100 Ethemet 
Catalyst 3550-24-EMI ports and 2 GBIC module slots 

Catalyst 3550-48-SMI 48 autosensing 10/100 Ethemet 
Catalyst 3550-48-EMI ports and 2 GBIC module slots 

I . The I OOOBASE-X module provides one switched I 000-Mbps port in half-duplex, full-duplex, or autonegotiation mode for a 
GigaStack GBIC. The port supports the IEEE 802.3Z IOOOBASE-X standard. 

Minimum lOS Release for Redundant Loop 
Configurations 

78-6460-04 

To ensure support for redundant loop configurations when using the GigaStack 
GBIC in a cascaded stack configuration, make sure that every switch in the stack 
is running at least the minimum lOS Release listed in Table 1-5. 
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• Mininun lOS Release for Reclundant Loop Confipations 
Chapter 1 Ovenriew 

Table 1-5 Minimum lOS ReiiNise For Redundant loop Conligurations 

Supported Switch Minimum lOS Release 

Modular 2900 XL switches 12.0(5)XU (April 2000) 

2950 switches 12.1(6)EA2 (December 2000) 

3500 XL switches 12.0(5)XU (April 2000) 

3550 multilayer switches 12.1(4)EA1 (May 2001) 

~ 
Note All switches in a series must run the same software version. For example, i f the 

stack includes only Catalyst 2900 series XL and 3500 series XL switches, they 
must run Release 12.0(5)XU or later. Ifthe stack inc1udes a mixture ofCatalyst 
2900 series XL, 3500 series XL, 2950, and 3550 switches, ali the 2900 XL and 
3500 XL switches must run Release 12.0(5)XW or later, ali the Catalyst 2950 
switches must run Release 12.1 ( 6)EA2 or later, and ali the Catalyst 3550 switches 
must run Release 12.1(4)EA1 or later. 

For more information, see the "Cascaded Stack Connections with a Redundant 
Link" section on page 2-12. For switch software upgrade information, refer to the 
release notes for your switch. 

• Catalyst GigaStack Gigabit Interface Converter Hardware lnstallation Guide 
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Chapter 1 Overview 

Deployment Examples • 

Deployment Examples 
This section contains examples that use the GigaStack GBIC as a Gigabit uplink 
to aggregate traffic in a switched and shared network. 

Example 1: Cascaded Stack Connection 

78-6460-04 

Figure 1-5 shows the GigaStack GBIC cascaded in a half-duplex stack 
configuration . 

Figure 1-5 CaSC8ded Staclr Connection 

Catalyst 3550 
switch 

Gigabit EtherChannel 
or 1000BASE-X link 

Catalyst 2900 XL, 
Catalyst 3500 XL, 

' 1 or Catalyst 3550 
: switches 
' ' : Half-duplex 
i GigaStack GBIC links 

10/100 attached workstations 
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Chapter 1 Overview 
• Deployment Examples 

Example 2: Point-to-Point Connection 
Figure 1-6 shows the 3500 XL switch aggregating traffic by using a GigaStack 
GBIC as a full-duplex, point-to-point uplink connection . 

Figure 1-6 Point-to-Point Connection 

Full-duplex 
GigaStack GBIC ----

or 1 OOOBASE-X links :, _____ _ 

Catalyst 3508G XL switch 

"' "' ..... 
CD ... 

Catalyst 2900 XL, Catalyst 3500 XL, or Catalyst 3550 switches 
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Q:Who needs 
intelligent services at 

the network edge? 

Q: How do intelligent 
services ease 

network growth? 

A: Any organization that wants to grow. 
Everything changes. People, organizations, and networks, too. Fortunately, it's now 
easier than ever to adjust and adapt to new networking requirements. The key is to 
extend intelligent services, beyond basic connectivity, to the network edge, where 
the users are. That way, a network is ready for whatever comes along, including: 

• Increases in desktop computing power 

• The emergence of more bandwidth-intensive applications 

• The need to safeguard sensitive data 

• The addition of wireless access points, IP phones, vídeo equipment, and other 
network devices 

A: By delivering high availability, advanced 
quality of service, and enhanced security. 
These three areas of network performance become more vital as networks grow 
and evolve. Consider the role they each play: 

• High availability ensures users can access the network whenever necessary, 
keeping productivity at a maximum even as the demands on the network rise 

• Advanced quality of service (QoS) classifies, prioritizes, and controls network 
traffic, so time-sensitive applications like voice and vídeo are handled first, 
without leaving less urgem applications starved for bandwidth 

• Enhanced security protects the network from internai and externai threats by 
authenticating users, restricting access to data and controls, and isolating 
traffic en route to its destination 
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lntelligence at the Edge 

The Locai-Area Network (LAN) 

Core (or Backbone) This serves as the primacy path for traffic 

moving between, rather than within, local-area networks. Layer 3 

and 4-7 services are usually required to meet the core's rigorous 

performance, densiry, and functionaliry demands. Seen here at the 

top of the hierarchical model, the core is often physically located in 
a separare building from the rest of the network, requiring fiber 

connectiviry. 

Distribution/Aggregation Layer As the name suggests, this serves 
as a point of aggregation and distribution between the network core 
and the access layer, or edge. In other words, it is the layer of the 
network through which the core and the access layer communicate. 
In most networks, Layer 2-7 services are needed here as well. 

In some networks, there may not be a clear separation between the 
network layers. The functions will be consolidated in an area 

sometimes referred to as a "collapsed backbone." A multilayer 
switch with intelligent services is generally introduced to enhance 
performance of small and medium-sized networks. 

Access Layer (or Edge) As the outermost part of the network, 

the access layer directly connects users to the network, and rypically 

consists of severa! switches located in a nearby wiring closet. The 
only network devices beyond the access layer would be IP phones, 

wireless access points, or other customer premises equipment. 

services delivered by an intelligent switch are increasingly common. 

Deploying intelligent services at the network edge is the focus of this guide. 

The OSI Model 

The Open System lnten::onnection (OSI) model uses seven 
layers to define a networking framework for implementing 
protocols. Two are commonly referenced when describing 
a type of switch and are relevant to this discussion of LAN 
switching at the network edge: Layer 2 and layer 3. 

Layer 2: The data link layer in the OSI model is concemed 
with procedures and protocols for operating the commu­
nications !ines. 

'--ver 3:The network layer in lhe OSI model determines 
how deta is transferred between computers. lt also 
addresses routing within and between individual networks. 

Multllayer Switching 

Layer 2 and Layer 3 are terms that are often used to 
describe the types of functions performed by switches • 
Switching technology had previously been limited to the 
processing of information contained in Layer 2. Current 
technology has progressed to yield a more advanced 
switch labeled es a •muhilayer switch~ These switches are 
able to look deeper in to the packet and make decisions 
based on Layer 2, Layer 3, and even Layer 4 (lhe 
transpor! layer in the OSI model) information. Cisco has 
lmplemented this technology to provida sophisticated 
intelligent services such as security, availability, and aos 
that are easy for IT managars to daploy in a Layar 2 device. 

lntelligent multilayer switching means that accass leyer 
switdles can now perform more than basic broadcasting 
and store-and-forward functions. In fact, Cisco Catalyst 
desktop switches can now perform security fil!ering, highly 
granular rate-limiting, and advanced QoS-in addition to 
IP routing at layer 3, in some products. As a result, traffic 
flows more efficiently through the network. helping to 
preveni bottlanecks. lntelligent switching also providas a 
superior levei of control over natwork traffic, making i! 
easier to adjust to changing requirements and priorities. 

Recommendations 

The requiremants for leyer 2-4 intelligent services vary 
based on the location in the network. lt is recommended 
that small and medium-sized natworks deploy intalligent 
services such as security filtaring, aos. multicast manage­
ment, and rate-limiting, beginning at the natwork edge or 
access layer. Additionally, in small and medium-sized 
networks with enterprise-class requirements-such as 
maximum availability, greater daployment flaxibility, and 
heightened network contrai, routed uplinks from the 
access layer are recommanded. 

To maat lhe availability and performance demands of the 
core and distribution la ers of lhe natwork multila e r 
intelligent services are recommended, including IP routing. 
Gigabit connectivity is often required, and can be deliverad 
either through fixed 10/10011000 ports or gigabit interface 
card (GBIC) slots. 
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Q: Why focus on the 
network edge? 

Q: Beyond intelligent 
services, what 
else should be 

considered when 
choosing a switch? 

A: To complete the picture. 
Until now, network intelligence has been limited to the core. As the demands on 
sma/1 and medium-sized networks increase, so does the need for high availabiliry, 
advanced QoS, and enhanced security at the network edge. 

When intelligent services are extended to the edge, data traffic can be classified 
and marked at the source, allowing both upstream and downstream traffic to be 
priorirized to minimize congestion and oprimize rhe network for time-sensitive 
applications such as IP telephony or videoconferencing. 

Extending intelligence to rhe network edge also makes ir possible for network admin­
istrarors ro ser up policies on a per-user basis, and frees up rourer processing power. 

A: Keep future requirements and 
applications in mind. 
The swirches you deploy roday must support rhe organization's needs romorrow. So 
ir's worth raking a minute ro evaluare likely future requiremenrs, nor only in rerms of 
bandwidth, bur also with regard ro any new technologies or applications on rhe horizon. 
For many organizations, IP relephony and wireless access are at the top of the list. 

IPTelephony 
The integration of IP telephony services inro the data network has the potencial to 
drive major changes in institutions by delivering information more efficiently than 
today's dual-network approach. A converged voice, video, and data network 
improves customer care capabiliries, increases employee productivity, and enhances 
corporate agiliry by simplifying moves, adds, and changes. 

To accommodate IP telephony, switches should supporr: 

• Network-based inline power, which eliminares the need to connect each IP phone 
to a wall outler or other power source 

• Voice virtual LANs (VLANs) to create a separare path for voice traffic, 
,------------------------~sitnm~p~ltrifying--nerwork admiftÍstration and troubleshooring 

• Advanced QoS so voice rraffic can be priorirized over less delay-sensitive traffic 

• Porr security to isolare voice traffic and prevent eavesdropping 3 
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lntelligence at the Edge 

The Locai-Area Network (LAN) 

Core for Backbone) This serves as the primary path for traffic 
moving between, rather than within, local-area networks. Layer 3 

and 4-7 services are usually required to meet the core's rigorous 

performance, density, and functionality demands. Seen here at the 

top of the hierarchical model, the core is often physically located in 

a separa te building from the rest of the network, requiring fiber 

connectivity. 

Distribution/Aggregation Layer As the name suggests, this serves 
as a point of aggregation and distribution between the network core 
and the access layer, or edge. In other words, it is the layer of the 
network through which the core and the access layer communicate. 

In most networks, Layer 2-7 services are needed here as well. 

In some networks, there may not be a clear separation between the 
network layers. The funcrions will be consolidated in an area 

sometimes referred to as a "collapsed backbone." A multilayer 
switch with intelligent services is generally introduced to enhance 
performance of small and medium-sized networks. 

Access Layer lor Edge) As the outermost part of the network, 

the access layer directly connects users to the network, and typically 

consists of severa( switches located in a nearby wiring closet. The 

only network devices beyond the access layer would be IP phones, 

wireless access points, or other customer premises equipment. 

services delivered by an intetligent switch are increasingly common. 

Deploying intelligent services at the network edge is the focus of this guide. 

Tha OSI Modal 

lhe Open System lnterconnection (OSI) moda! uses seven 
leyers to define e networlóng framework for implementing 
protocols. Two are commonly referenced when describing 
a type of switcfl and are relevant to lhis discussion of LAN 
switàling at the networt edge: layer 2 and layer 3. 

Layer 2: The data link layer in the OSI model is concemed 
with procedures and protocols for operating the commu­
nications lines. 

L..yer 3:The networt layer in lhe OSI model determines 
how data is trensferred between computers. lt also 
eddresses routing within and between individual networts. 

Multilaywr Switching 

Layer 2 and layer 3 are terms that are often used to 
describe the types of functions performed by switàles. 
Switctting teàlnology had previously bean limited to lhe 
processing of information contained in Layer 2. Current 
technology has progressed to yield a more advanced 
switch labeled as a ·multilayer switch~ These switches are 
able to look deeper into lhe padcet and make dacisions 
based on Layer 2, Layer 3, and even Layer 4 (the 
transpor! layer in lhe OSI model) information. Cisco has 
implemented this technology to provida sophisticeted 
intelligent services such as sacurity, availability, and aos 
that are easy for IT managers to deploy in a Layer 2 device. 

lntelligent multilayer switching means lhat aocess layer 
switàles cen now parform more than basic broadcasting 
and store-and-forward functions. In fact Cisco Catalyst 
desktop switches can now perfonm security filtering, highly 
granular rat•limiting, and advanced aoS-in addition to 
IP routing at Layer 3, in some products. As a rasult. traffic 
flows more efficiently through the network, hefplng to 
preveni bottlenacks. lntelllgent swltàling also providas a 
superior levei of control over networt traffic, makíng it 
eesier to adjust to changing requirements and priorities. 

Recommend~ons 

The requirements for layer 2-4 intelligent services vary 
based on lhe location in the network. lt is recommended 
that small and medium-sized natworks deploy intelligent 
sarvices such as sacurity filtering, aos, multicest manage­
ment. and rate-limiting, beginning at the networt edge or 
access layer. Additionally, in small and medium-sized 
networks with enterpristH:Iass requirements-such as 
maximum availability, greater deployment flexibility, and 
heightened network control, routed uplinks from lhe 
accass layer are racommended. 

To meat the availability and performance demands of lhe 

intelligent services are recommended. including IP routing. 
Gigabit connectivity is often required, and cen ba delivered 
either through fixed 10/10011000 ports or gigabit interface 
converter (GBIC) slots. 
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Q: Why use Cisco 
Catalyst 3550 and 

2950 Series switches 
to deploy intelligent 

services at the 
network edge? 

A: There are several reasons why they stand 
above the competition. 
• Cisco Catalyst 3550 and 2950 Series switches are part of a larger family of 

switches that also includes Cisco Catalyst 6500 and 4000 Series switches, offering 
industry-leading performance, functionaliry, scalabiliry, and flexibiliry in a range 
of standalone, stackable, and chassis configurations 

• Cisco Catalyst 3550 and 2950 Series switches support advanced features and 
services which can help you differentiate your business by bringing valuable 
enhancements to your network operations 

• Cisco Cluster Management Suite (CMS) Sohware is embedded in Cisco Catalyst 
3550 and 2950 Series switches, and provides wizards, configuration templates, 
and other tools that streamline tedious, time-consuming tasks and simplify the 
deployment of intelligent services 

• Cisco network pladorms and the Cisco lOS• Sohware on which they run are a 
unified system, providing a firm foundation for building Internet applications, 
and reducing training, management, and troubleshooting costs 

• Cisco makes migrating to new technologies easy with end-to-end networking 
solutions, including the Cisco Aironer- fanúly of wireless products and an 
edge-to-core IP telephony system with Cisco CaiiManager, IP phones, and 
voice VLAN technology 

• Cisco solutions simplify the deployment, management, and use of advanced 
technologies, making both adnúnistrators and users more productive 
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Q: What sort of 
features and benefits 

do Cisco Catalyst 
3550 Series 

lntelligent Ethernet 
switches offer? 

6 

A: Here are some highlights: 
• IP Routing Increases network availability by extending Layer 3 functionality 

out of the wiring closet; features include Routing Information Protocol (RIP), 
Open Shortest Path First (OSPF), Interior Gateway Routing Protocol (IGRP), 
Enhanced IGRP (EIGRP), inter-VLAN routing, Protocol Independent Multicast 
(PIM), and Hot Standby Router Protocol (HSRP) 

• Advanced Ouality of Service (OoS) Prioritizes rraffic to improve network 
performance, ensures criticai needs are met first without starving low-priority 
traffic, and oprimizes IP telephony, voice, and vídeo applications; includes 
differentiated services code point (DSCP), strict priority queuing, Weighted 
Round Robin (WRR), and Weighred Random Early Detection (WRED) 

• Granular Rate Limiting Controls the amount of bandwidth across any 
configured interface to ensure appropriate distribution of network resources 
at increments as low as 8 Kbps, giving administrators exceptionally granular 
control over bandwidth and ensuring users get the most out of the network 

• Security Access Control Lists (ACLs) Govems access to ali packets, either 
within or between VLANs, for additional security against internai and externai 
threats; because filtering is performed in hardware, switching performance is 
not compromised 

• Cisco Cluster Management Suite (CMS) Software Saves tremendous time 
and resources by simplifying network management tasks, with Web-based 
interfaces, wizards, and other tools that enable simultaneous configuration of 
up to 16 clustered switches 

• Multicast Management Eases and improves delivery of multicast applications 
such as videoconferencing, corporate communications, distance learning, and 
software distribution through Cisco Group Management Protocol (CGMP)/ 
Internet Group Management Protocol (IGMP) snooping, CGMP server, and PIM 

• GBIC-based Connectivity Offers tremendous deployment flexibility via 
built-in GBIC-based Gigabit Ethernet ports, accommodating a range of 
ttansceivers rhat includes the Cisco GtgaStaclc• GBIC and !(}()(JID\SE-T, 
tOOOBASE-SX, lOOOBASE-LXILH, lOOOBASE-ZX, and Cisco CWDM GBICs; 
customers can implement one type of stacking and uplink configuration today, 
while keeping future options open 

~;:) . ~~-
)v 
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Q: What sort of 
features and benefits 

do Cisco Catalyst 
2950 Series 

switches offer? 

A: lt depends on the levei of services 
you choose. 
The Cisco Catalyst 2950 Series encampasses a range of switches to meer various 
needs. They generally fali inro rwo subsets: Basic switches and Inrelligenr Ethernet 
switches. Intelligent Ethernet models support ali the fearures and services of the 
basic models, plus much more, for the highest leveis of availabiliry, QoS, and security. 

Cisco Catalyst 2950 Serias lntelligent Ethemet Switches 
• Advanced OoS Prioritizes traffic to improve nerwork performance, ensures 

criticai needs are met first, and enables IP telephony, voice, and vídeo; includes 
DSCP, srrict prioriry scheduling, and WRR 

• Rate Umiting Controls the amounr of bandwidth across any configured 
interface to ensure appropriate distribution of nerwork resources-making the 
most of available bandwidth 

• Security Filters Polices incoming traffic flows based on Layer 2, Layer 3, or 
Layer 4 access control parameters (ACPs) to prevent unauthorized data flows 
and protect against internai and externai threats; beca use filtering is performed 
in hardware, switch performance is not compromised 

• Cisco CMS Software Saves tremendous time and resources by simplifying 
nerwork management tasks, with Web-based interfaces, wizards, and other 
tools that enable simultaneous configuration of up to 16 clustered switches 

• Multicast Management Monitors and manages bandwidth for multicast 
appiications such as videoconferencing, distance learning, and software 
distribution with IGMP snooping and broadcast and unicast storm control 

• GBIC-based Connectivity Offers eXtreme flexibiliry via rwo builr-in GBIC-based 
Gigabit Ethernet ports on Catalyst 2950G-12/24/48 switches, accomrnodating a 
range of transceivers, such as the Cisco GigaStack• GBIC and lOOOBASE-T, 
lOOOBASE-SX, lOOOBASE-LXILH, lOOOBASE-ZX, and Cisco CWDM GBICs 

• Availability Increases nerwork uptime and employee productivity with rapid 
failover recovery, Layer 2 load balancing, bandwidth aggregation, redundancy, 
and simplified administration 

7 
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Q: Why is Cisco 
CMS Software 
so important? 

Cisco CMS Software enables network 
rnanagers to mansge the emlre LAN 

through a single Web interface. 

• Security Improves LAN security with capabilities that secure network manage­
ment traffic through the protection of passwords and configuration information; 
that offer options for network securiry based on users, ports, and MAC address­
es; and that enable more immediate responses to intruder and hacker detection 

• QoS Increases network efficiency and ensures urgent needs are met by expedit­
ing time-sensitive applications such as IP voice and video-without starving 
low-priority packets-and providing control over the amount of bandwidth 
across any configured interface 

• Cisco CMS Software Saves tremendous time and resources by simplifying 
network management tasks, with Web-based interfaces, wizards, and other 
tools that enable simultaneous configuration of up to 16 clustered switches 

A: Because it makes network management 
so easy. 
From deploying and configuring hardware, to rolling out sophisticated new appli­
cations, and ali the monitoring and troubleshooting tasks in between, Cisco CMS 
Software reduces complex tasks to a few simple clicks on a Web browser, anytime, 
anywhere. That means network administrators can save a lot of time, regardless 
of whether they choose to leam the command-line interface. 

Cisco CMS software also ensures organizations can make the most of the latest 
technologies for high availabiliry, advanced quality of service, and enhanced security. 
It comes embedded in Cisco Catalyst 3550 and 2950 Series switches, enabling 
network administrators to: 

• Simultaneously manage up to 16 Catalyst 3550, 2950, 3500XL, and 2900XL 
switches using a standard Web browser, regardless of geographic proximity 

• Use voice, vídeo, data, and security wizards to optimize and configure 
sophisticated services 

• Utilize the interactive Guide Mode for step-by-step configuration and 
context-sensitive online help 

• Add features and update interconnected switches ali at once with a simple, 
point-and-click interface 
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Q: What's the 
difference between 
Cisco Catalyst 3550 

Series SMI and 
EMI versions? 

Q: What's the 
difference between 

the Cisco Catalyst 
2950 Series SI and 

El versions? 

A: The difference is in the services. 
The Cisco Catalyst 3550-24 and 3550-48 are available with either the Standard 
Multilayer Software Image (SMI) or the Enhanced Multilayer Software Image 
(EMI). The EMI provides a richer set of enterprise-class features, including 
hardware-based IP unicast and multicast routing, inter-VLAN rouring, routed 
access conrrol lists (RACLs), and Hot Standby Router Protocol (HSRP). 

Basic rouring (static and RIP routing) is provided in the SMI version (available 
Q3CY02). 

An EMI upgrade kit gives users of the SMI version the flexibility to upgrade to 

the expanded set of rouring fearures down the road. 

The Cisco Catalyst 3550-12G and 3550-12T switches are available only with 

the EMI. 

A: They support different services, andare 
embedded in different switch models. 
Like the Cisco Catalyst 3550 Series, the Cisco Catalyst 2950 Series includes two 
software image versions that support different degrees of functionality-the 
Standard Image (SI) and the Enhanced lmage (EI). But in this case, the version 
available depends solely on the model of switch selected, with no crossover or 
upgrade capabiliries. 

The SI version is embedded in Cisco Catalyst 2950-12/24 switches, and supports 
basic Cisco IOS functionality, Fast Ethernet connecrivity, and cluster management. 

The EI version supports ali that and more. Embedded in Cisco Catalyst 2950T-24, 
2950C-24, and 2950G-12/24/48 switches, it supports advanced intelligent services, 
gigabit connectivity, anda richer set of features. These include Cisco Spanning-Tree 
Protocol enhancements for high availability, access control parameters (ACPs) 
and Secure Shell (SSH) Protocol (available Q3CY02) for enhanced security, and 
Differentiated Services Code Point (DCSP) and rate limiting for advanced qual!ry 
of service. 
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Cisco Catalyst 3550 vs. 2950 Differentiation Matrix 

10 

Aggregation: Medium-aized 
n-ork/anterprise branch 
offica distribution or small 
n-ori< corelbackbona 

IGMP Snooping/PIM 

Steclcable: Catelyst 
3550-24148; 3550-24-FX; 
3550-24-DC (Upgradeabla 
to Enhanced lmage) 

.'";:&~ê.~!à!)diiiOn~-~·,c < .-,. ·­
; Cátitlv,st 2950-1~ ' -c ' 

' (Í'f~t"pg~.,~ . .: ' 

~~:~r. :~M1:_J .. :':~-~-~:7~~~7~~~ ' ·· 
. 's~~~~ili'll.;.,;~ · BaliicStand~ldnii:-S~~~~- , 

ól)etWO~~~'bl''nch f9-medluri>-~!l networlc 
bflic;e~Jni-Jfdlayoi(;~;.,..vitch . IICCUII, aWltêh.pi'9vidi{lg 

.wlth~-~(;BI~ . ~c q;n~ec:ti.Yitv. · 
' gig411~-C0!1rlllcthíity:. 
. l. ~' ... \· . ~ .... 

Siaclcable: In medium-sizad 
networks, serves as 
entarprise-class multllayer 
access switch and providas 
increaaad availabilíty and 
control. Abla to provida 

;::~:::l~::::~ty. :{~etas:~,:· .. 
gigllbitlfiber connectivity. :;for:fixiiét '1l!O.fX) iricf, '' :. 

Yas 

Yes 

Yes 

Yes 

V as 

IGMP Snooping/PIM 

V as 

Yes 

Yes 

' ·fOO,p~~~t.é:giíneçijvltv. .. -
..,. . . ~ , '.. . . ~. ' . 

·NQ . 
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Cisco Catalyst 3550 vs. 2950 Differentiation Matrix (continued) 

Port. router, and VLAN-baaed Port, router, and VLAN·based 

Yes, ali 64 values 

8 on 10/100; 128 on GE 

8 on 10/100; 8 on GE 

12000 

1000 (128 spannlng-tree 
instences) 

03CY02 

Yes 

Yes 

Yes, ali 64 valuas 

Yas 

8 on .10l100; 128 on GE 

8 on 10/100; 8 on GE 

Yes 

Yaa 

2000 

8000 

1000 (128 spanning-tree 
inatanc:eS) 

,, ' 
.;. 

v .. 

..... 
! •. 
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Q: Which switch is 
the right switch? 

A: lt ali depends on how the switch will be 
used and what kind of configuration is needed 
(remember to keep future growth in mind). 
Location, application, configuration, and price are key considerations when select­
ing a switch. The diagram to the right, along with the deployment scenarios below, 
should help you decide. 

For stack seroer aggregation or sma/1 network backbones: 

• Cisco Catalyst 3550·12G or 3550-12T Stackable 10/100 and Gigabit Ethernet 
configurations, high-performance switching and routing, enterprise-class 
intelligent services, and clustering capabilities 

For intelligent access layer connectivity: 

• Cisco Catalyst 3550-24/48 Stackable 10/100 switching, Gigabit Interface 
Converter (GBIC)-based gigabit connectivity, high-performance multilayer 
switching and IP routing, enterprise-class intelligent services, clustering 
capabilities, and upgradeable to full dynamic IP routing 

• Cisco Catalyst 2950G-12/24/48 Stackable 10/100 switching, GBIC-based 
gigabit connecrivity, advanced intelligent services, and clustering capabilities 

For basic access layer connectivity: 

• Cisco Catalyst 2950-12/24 Wire-speed standalone 10/100 switching, basic 
Cisco lOS functionality, and clustering capabilities 

For IP telephony and wireless networking: 

• Cisco Catalyst 3524-PWR XL Stackable 10/100 switching, GBIC-based gigabit 
connectivity, intelligent services, integrated inline power, clustering capabilities 

For fixed fiber access layer connectivity: 

• Cisco Catalyst 3550-24-FX-SMI Stackable lOOBASE-FX switching with 
lOOOBASE-X uplinks, high-performance switching and routing, enterprise-class 

----------------------Jitlln:ttte~lllíiigree1tnt-t ~se~r'V1"iiteeee!sr.-, -aanfl<dEI-eelltisusteffitg-~ies;-ttpgratles-ble-t«rfu!Hiynamie IP 
routing 
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• Cisco Catalyst 2950C-24 Wire-speed standalone 10/100 switching, lOOBASE-FX 
uplinks, advanced intelligent services, and clustering capabilities 

For fixed Gigabit Ethernet access layer connectivity: 

• Cisco Catalyst 2950T-24 Wire-speed standalone 1 01100 switching, 
10/100/lOOOBASE-T uplinks, advanced intelligent services, and clustering 
capabiliries; ideal for deploying Gigabit Ethernet over a copper (Category 5) 
infrastrucrure 

For deployments in telco/data communications network (DCN) environments, 
Cisco Catalyst 3550-24-DC and Cisco Catalyst 2950G-24-DC switches provide 
stackable 10/100 switching, GBIC-based gigabit connecrivity, advanced intelligent 
services, clustering capabilities, and DC power . 

Co/lapssd Blldcbone Environments 

Cisco Catalyst 3550-12G or 3550-12T for 
intelligent Layer 3 services 

Cisco Catelyst 3550-24148 for intelligent 
enterprise-cless multilayer switching 
with IP routing and GBic-based uplinks 

Core/Backbone 

Cisco Catalyst 3550-12G or 3550-12T for 
Layer 3 services (small networks only; 
largar networks will typically require 
chassis switches) 

Distn"bution/ Aggregation 

Cisco Catelyst 3550-12G or 3550-12T for 
intelligent layer 3 services 

Access/Edge 

Cisco Catalyst 3550-24148 for intelligent 
entarprise-cless multilayer switching with 
IP routing and GBIC-based uplinks 

Cisco Catelyst 2950G-12124148 for 
intelligent multilayer switching and 
GBic-based uplinks 

Cisco Catalyst 2950,:24 and 2950C-24 for 
intelligent multilayer switching with fixed 
Gigabit Ethernet and fiber uplinks 

Cisco Catalyst 2950-12124 for basic 
standalone connectivity 

13 
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Product Overview 

1G '8)5 
u 

Cisco Catalyst 3550 Series lntelligent Ethernet Switches 

Catalyst 3550-24* 

24 10/100 ports 

2 GBIC ports 

Medium Port Denaity 

Catalyst 3550-48 

48 10/100 ports 

2 GBIC ports 

High Port Den•ity 

UpgradNble to Enhanced Multllayer 
Softwlore lmage (EMI) feature ll8t 

''Two additionaJ configurarions provide integrated DC powcr and fixed fiber connecrivity. 

Cisco Catalyst 
3524-PWR XL 

Catalyst 3524-PWR XL 

24 101100 ports 

2 GBIC ports 

lnline power 

Medium Port Density 

Catalyst 3550-12T 

10 10/100/1000 ports 

2 GBIC ports 

Catalyst 3550-12G 

10 GBIC ports 

2 10/100/1000 ports 

Gigabit Ethernet Aggreglltion 
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Product Overview 

Cisco Catalyst 2950 Series lntelligent Ethernet Switches 

Catalyst 2950G-12-EI 

12 10/100 ports 

2 GBIC ports 

-
Catalyst 2950G-24-EI 

24 10/100 ports 

2 GBIC ports 

Catalyst 2950G-24-EI·DC 

24 10/100 ports 

2 GBIC ports 

DC powered 

Low Port Denüty Medium Port Denaity 

Cisco Catalyst 2950 Series lntelligent 
Ethernet Switches (continued) 

Catalyst 2950T-24 

24 10/100 ports 

Two fixed 10008ASE-T 
ports 

Catalyst 2950C-24 

24 10/100 ports 

Two fixed 100BASE-FX 
ports 

Medium Port Density 

Catalyst 2950G-48·EI 

48 10/100 ports 

2 GBIC ports 

High Port Denüty 

15 
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Networl< Diagrams 

Sample designs of small, medium, and large networks 

Network designs must take into account many factors, including the organization's overall requirements, as well 
as the needs of individual workgroups. These diagrams are intended to serve on!y as general examples of how 
switches rnight be deployed in networks of various sizes. 

1) 2) Medium-Sized Networt/Branch Office Growing Small Business 
or Small Branch Office 

• Connectivity with basic o r intelligent 
services 

• Highly available collapsed backbone with 
IP routing and intelligent services 

• No need for aggregation without a 
core switch, stack links directly to 
router 

• QoS and security based on Layer 2-4 
information at access/edge 

Floor2 

~--------------------, I Collapsed Backbone/ 1 
I o· .-.:buti I I ..... on I 
I I 

I 
I 
I 
I 
I 
I 
I 
I Ac:cess/Edge Floor 1 I 

•---------------------~ 
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Networl< Diagrams 

Sample designs of small, medium, and Jarge networks (continued) 

3) Larger Campus Networtc: 

• Highly available redundant core 

• Building A: Distribution layer with intelligent services 
and routed uplinks to the core; highly granular rate 
limiting and security filtering at the access/edge 

• Building B: Deliver same function as Building A via 
multi layer switches with IP routing and advanced 
intelligent services 

I 
I 

Distribution I 

Content Englne ----­
(optional) 

.-----r------
1 At:t:ea/ I 
I Edge I 
I I 

I ---- -~---

I 
I 
I 
I 
I 
I 
I Workstations 

Redundant Core 

Workstetlons 

Local I 
Wor\<group I At:t:ea/ 
Servers I Edge 
---- -~---- -1 

I kceu1 I 
I Edge 
I I _______ J ____ ..J 

I 
I 
I 
I 
I 
I 
I 

Buildin B I 
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Transition Matrix 

Legacy Product Legacy Product SKU New Product New Product SKU 

18 

Cisco Catalyst 3512 XL-EN 

12-port 10/100 switch with two fixed 
GBIC-based 1000BASE-X uplinks 

Cisco Çàtalyst .3548 XL-EN 

48-port 10/100 switch with two fixed 
GBIC-based 1000BASE-X uplinks 

(WS-C3512-Xl:EN) 

{WS;.c3548-XL-EN) 

Cisco Catalyst 2950G·12-EI 

Cisco Catalyst 3550-48-EMI 
·cisco Catalyst 3550-48-SMI 
Cisco Catalyst 2950G-48-EI 

WS-C2950G-12-EI 

WS-C3550-48-EMI 
WS;.c3550-48-SMI 

· WS-C2950G-48-EI 

The new Cisco Catalyst 3550 and 2950 Series Intelligent Ethernet switches are 
designed to replace the successful Cisco Catalyst 3512 XL, 3524 XL, and 3548 XL 
switches. 

Cisco recommends rnigrating from the Catalyst 3512 XL switch to the Catalyst 
2950G-12 switches, which provides equivalem port density ata lower price. 
Catalyst 3524 XL and Catalyst 3548 XL customers are advised to migrare to 
Catalyst 3550-24 and 3550-48 switches, which offer prernium functionality at the 
same price (when selecting the Standard Mulólayer Software Image [SMI] versions). 

The Cisco Catalyst 3524-PWR XL remains the leading choice for inline power for 
converged networks, and the Cisco Catalyst 3508G XL remains the ideal solution 
for providing Layer 2 aggregarion ar a cost-effective price. Cisco will continue to 
seii and support these products. 
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Transition Matrix 

1 b ~~;!'() 
L 

Legacy Product Legacy Product SKU New Product New Product SKU 

Catalyst 1912-A/Standard Edition WS-C1912-A 

Catalyst 1924-A/Standard Edition WS-C1924-A 

Catalyst 19241'--A/Standard Edition WS-C1924F-A 

Catalyst 1912C-ENIEnterprise Edition WS-C1912C-EN 

· . Catalyst 2~50-12 

Catalyst 2950"):24 
Catalyst 2950-24 

Catalyst 2950C-24 

Catalyst 2950C-24 

WS-C2950-12 

WS-C2950T-24 
WS-C2950-24 

WS-C2950C-24 

WS-C2950C-24 

. . - . . . -. . . ~ . 
. ' .. ·- . . . .· . . .. _ 

Catalyst 1924C-EN/Enterprise Edition 

Catalyst 1924-EN-DC/Enterprise Edition 

Catalyst 2828-EN/Enterprise Edition · 

WS-C1924C-EN Catalyst 2950C-24 WS-C2960C-24 

WS-C1924-EN-DC Catalyst 2950G-24-EI-DC WS-C2950G-24-EI-DC 

WS-C2828-EN Catalyst 2950-24 
Catalyst 2950T-24 
Catalyst 2950C-24 

WS-C2950-24 
WS-C2950T-24 
WS-C2950C-24 

The discontinuation of Cisco Catalyst 1900 and 2820 Series switches provides the 
opportunity to increase network performance and functionality by transitioning 
to the Catalyst 2950 Series switches. These new switches enable basic or intelligent 
connectivity with options for Gigabit Ethernet uplinks. In addition, cus!Qm_ers 
can deploy Layer 2-4 services for higher availability, enhanced security, and 
advanced QoS. 

19 
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For more information on products in this guide 

www.cisco.coml gol catalyst2950 
www.cisco.coml gol catalyst3550 

Want to leam more? 

You'll find a wealth of information about Cisco Catalyst switches online, 
including: 

• A solutions guide that explains how Cisco Catalyst 2950, 3550, 4000, and 
6500 Series switches ease network migration and expansion 

• Two additional solutions guides addressing the unique needs of customers 

in government and education 

• A new multimedia preview of Cisco Cluster Management Suíte Software, 

demonstrating how this free tool saves network administrators time and 
money while easing the deployment of intelligent services 

• Sales tools highlighting each member of the Cisco Catalyst family 

• A quick reference guide with ordering information for Cisco Catalyst 

products and accessories 
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CISCO SYSTEMS 

Cisco Systems Redundant Power System 675 

The Cisco Redundant Power System 675 (RPS 675) is designed to increase availability 

in a converged data, voice, and video networ1<. The system delivers superior internai 

power supply redundancy and resiliency at an affordable price. 

The Cisco RPS 675 supports internai 

power supply redundancy for up to six 

Cisco networking devices and features an 

innovative power architecture that provides 

customers with an immediate failover 

capability. The Cisco RPS 675 incorporates a 

quick failover feature, ensuring customers 

that the connected device will not reboot in 

the event of an internai power supply failure. 

For example, if an internai power supply fails 

on one ofthe six connected devices, the Cisco 

RPS 675 automatically senses the failure and 

delivers uninterrupted power to that device. 

When a failure is detected, the Cisco RPS 6 7 5 

sends status information showing that 

the other connected devices will not be 

supported until the failed device is restored 

or replaced. This status information can be 

monitored through CiscoWorks 2000 and 

the Cisco Cluster Management Suite (CMS) 

Software that provides Web-based network 

management. To achieve one-to-one 

redundancy, each device must be connected 

to a separate Cisco RPS 675. 

The Cisco RPS 675 can be combined with 

the Cisco Catalyst"' 3550-24 PWR desktop 

switch, featuring inline power and an 

uninterruptible power supply (UPS) system, 

to establish ali of the elements of the Cisco 

Centralized Power Provisioning System. 

This combination provides a resilient, highly 

available converged network, offering I) 

internai redundant power to the switch; 2) 

• Jre 1 The Cisco RPS 675 supports redundant power for up to six Cisco networking 
devices in a convenient single rack-unit (1 RU) form factor 

power to the IP phone via the switch's inline 

power feature (rather than wall power); and 

3) back-up in the event of a power outage. 

- . ..... "'" ... ' .. 
-''"' -.....:.:. . ~··· - - ... -

.:_:, .. -
~ ~ ' - v .. ~~ " - ~ 

The Cisco RPS 675 will support future 

Cisco switches. Please refer to the 600-Watt 

Redundant AC Power System data sheet and 

the Cisco Systems Redundant Power Supply 

__________________________ _ _ ___ 3...:.0_0 _,_(RP_ S_3_0_0-'-) _Data Sheet for non-RPS 675 

supported devices. 
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Product Applications 

The Cisco RPS 675 can be deployed in a variety o f situations to ensure network resiliency for mission-critical 

customer applications. Figure 2 illustrates the need for a more resilient network that provides maximum availability: 

a converged voice and data network includes switches connected to IP phones and PCs. In the rare event o f a switch 

internai power supply failure, lhe Cisco RPS 675 ensures seamless voice/data network operation without interruption. 

In this scenario, multi pie switches with inline power are supported by the Cisco RPS 675. The switches are connected 

to PCs and are used to power IP phones. 

Figure 2 10/100 IP Phone and Desktop Computer Connections 

Cisco RPS 675 
Supported 

Switch 

Cisco 2600 Router 

Cisco RPS 675 

The Cisco RPS 675 also provides maximum resiliency when implemented with one-to-one redundancy. With a 

one-to-one configuration, backup for an internai power supply failure of the associated switch is guaranteed. 

This application, displayed in Figure 3, a single Cisco RPS 675 is used to support a single desktop switch. 

Figure 3 One-to-One Redundancy 

Cisco RPS 675 

Cisco Systems. Inc. 

Cisco RPS 675 
Supported 
Switches 

Ali contents are Copyright © 2003 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
Page 2 of 5 
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Key Benefits and Features 

High Availability/lncreased Network Uptime 

• Less than 60 s failover capability prevents switch reboot after an internai switch power failure 

• Supports traditional Ethernet switches (12V output) and new inline powered Ethernet switches (-48V output) 

for voice-over-IP (VoiP) telephones 

• The Cisco RPS 675, in combination with an uninterruptible power system (UPS), delivers maximum network 

uptime by providing backup for the primary internai power supply as well as battery backup to maintain 

availability during power outages 

• Mean Time Between Failures (MTBF) in excess of 255,000 hours 

Ease-of-Use and Ease-of-Deployment 

• Single rack-unit (lRU) high form factor provides the most efficient wiring closet space utilization available 

• Users can identify and monitor the following activity on the Cisco RPS 675, using the CiscoWorks2000 or 

Cisco CMS Software network management applications: 

- Switch connectivity 

- Power delivery status 

• Hot insertion of externai devices 

• LEDs on front pane! indicate: 

- System status (Active, Standby, Oft) 

- Internai DC power status 

- DC output power status for each channel 

- Thermal status 

- Fan status 

Cost-Effective Solution 

• Innovative power architecture delivers a cost-effective unit price and allows the Cisco RPS 675 to support 

up to six switches, reducing the redundant power cost per switch 

• One DC power cable included (CAB-RPS-1614=) 

Technical Specifications 

Supported Products 

--------------------~-TC~a~ta~l~ys~t~3~5~5&5~eiiTie~s~S~wwnitrclhleP~----------------

• Catalyst 2980G-A Switch 

• Catalyst 2950 Series Switches 

• Catalyst 2950 Series LRE Switches 

• Catalyst 2900 LRE XL Switches 

RQS no 03/2005 - CN -: 
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Connectors and Cabling 

RPS to externai device connection: 1.2-meter cable with a 16-pin connector on the RPS end, and 14-pin connector 

on the switch end. The Cisco RPS 675 comes with one cable; others must be ordered separately. See ordering 

information below. 

lndicators 

• Status LEDs-standby/active, output power, temperature, fan 

• DC Output LEDs- DC output status for each of the six channels 

Dimensions and Weight 

• 1.75 X 17.5 X 14.88 in. (4 .5 X 44.5 X 37.8 em) 

• Single rack-unit (1RU) high 

• 13 lb (5.9 kg) 

Environmental Conditions and Power Requirements 

• Operating temperature: 32 to 113 F (O to 45 C) 

• Storage temperature: -4 to 149 F (-20 to 65 C) 

• Operating relative humidity: 10 to 85 percent non-condensing 

• Operating altitude: up to 10,000 ft (3000 m) 

• Storage altitude: up to 15,000 ft (4570 m) 

• Power consumption: 675W maximum for both outputs; 375W maximum for -48VDC and 300W maximum 

for 12VDC 

• AC input voltage/frequency: 85 to 264 VAC/50 to 60 Hz 

• MTBF in excess of 255,000 hours 

Electromagnetic Emissions Certifications 

• FCC Part 15 Class A 

• EN 55022 Class A 

• VCCI Class A 

• AS/NZS 3548 Class A 

• CE Marking 

• BSMI 

• CCIB approval pending 

• NOM approval pending 

Cisco Systems. Inc. 
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Safety Certifications 

• UL 60950 3RD edition 

• CAN/CSA C22.2 No. 60950-00 

• EN 60950 

• !EC 60950 

• AS/NZS 3260, TSOOl 

• CE Marking 

• ccc 

Warranty 

Limited lifetime warranty 

Ordering lnformation 

• Model Number: PWR675-AC-RPS-N1= 

• Cisco Redundant Power System 675 (RPS 675) with 1 connector cable 

• The Cisco RPS 675 is sold with one cable. Other cables must be ordered separately. 

• Cable: CAB-RPS-1614= 

• 1.2 meter cable for Cisco RPS 675 to externai device connection 

• For More Information on Cisco Products, Contact: 

• U.S. and Canada: 800 553-NETS (6387) 

• Europe: 32 2 778 4242 

• Australia: 612 9935 4107 

• Other: 408 526-7209 

• World Wide Web URL: http://www.cisco.com 
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Cisco Systems, Inc. Cisco Systems lnternational BV 

Americas Headquarters 
Cisco Systems, Inc. 

I 70 West Tasman Drive Haarlerbergpark 
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CISCO SVSTEMS 

Cisco Catalyst 2950 Series lntelligent Ethernet Switches 
for Metro Access (Enhanced lmage) 

Product Overview 

The Cisco Catalyst® 2950 Series Intelligent 

Ethemet switches is an affordable line of 

fixed-configuration Fast Ethemet and 

Gigabit Ethemet switches that extend 

intelligence to the metro access edge, 

enabling service breadth, availability, 

security, and manageability. Key 

components of the Cisco Metro Ethemet 

Switching portfolio, these switches are ideal 

for service providers looking to deliver 

profitable Ethernet services to the 

residential and small-office, home-office 

(SOHO) market. Featuring advanced rate 

limiting, voice virtual LAN (VLAN) 

support, and multicast management, these 

switches enable a variety of residential 

metro services such as Internet access, voice 

over IP (VoiP), and broadcast vídeo. 

The Cisco Catalyst 2950 Series Intelligent 

Ethemet switches consists o f the following 

devices-which are only available with the 

Enhanced lmage (EI) software for the Cisco 

Catalyst 2950 Series: 

• Cisco Catalyst 2950G-48 Switch-

48 10/100 ports and 2 gigablt Interface 

converter (GBIC)-based Gigabit 

Ethemet ports 

• CISco Catãlyst 2950G-24 SWitch 

24 10/100 ports and 2 GBIC ports 

• Cisco Catalyst 2950G-24-DC 

Switch-24 10/100 ports, 2 GBIC ports, 

andDCpower 

Cisco Systems, Inc. 

• Cisco Catalyst 2950G-12 Switch-

12 10/100 ports and 2 GBIC ports 

• Cisco Catalyst 2950T-24 Switch-

24 10/100 ports and 2 fixed 101100/ 

1000BaseT upllnk ports 

• Cisco Catalyst 2950C-24 Switch-

24 10/100 ports and 2 fixed 100BaseFX 

upllnk ports 

• Catalyst 2950ST-24-LRE-24 LRE and 

2 Gigabit Ethemet ports (user can select 

elther 10BaseT/100BaseTX/1000BaseT 

Ethernet Ports or Small Form Factor 

Pluggable (SFP) Transceivers) 

• Catalyst 2950ST-8-LRE-8 LRE and 2 

Gigabit Ethernet ports (user can select 

either 10BaseT/100BaseTX/1000BaseT 

Ethernet Ports or Small Form Factor 

Pluggable (SFP) Transceivers) 

The two built-in Gigablt Ethernet ports on 

the Cisco Catalyst 2950G-12, 2950G-24, 

and 2950G-48 accommodate a range of 

GBIC transceivers, including the Cisco 

Course Wave Division Multiplexing 

(CWDM) GBIC Solution, Cisco 

GigaStack® GBIC, 1000BaseSX, 

1000BaseLXILH, 1000BaseZX and 

1000BaseT GBICs. The dual GBIC-based 

Gigabit Ethernet implementation provides 

customers wtth tremendous i:leployment 

flexibility- allowlng them lncreased 

availability with the redundant uplinks. 

High leveis o f resiliency can also be 

implemented by deploylng dual redundant 

Gigabit Ethemet uplinks, UplinkFast and 
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Per-VLAN Spanning Tree Plus (PVST +) for uplink load balancing. This Gigabit Ethernet flexibility makes the Cisco 

Catalyst 2950 Series switches an ideal metro access edge complement to the Cisco 7600 Series Internet Router and 

Cisco Catalyst 6500 Series of metro Ethernet switches. 

lntelligence at the Metro Access Edge: Enabling Profitable Ethernet Services 

Service providers that address the residential and SOHO market face the continuai challenge of offering compelling 

value-added services. 

Although alternative broadband technologies such as DSL can offer bandwidth at speeds ranging up to 1.5 Mbps, 

the monthly subscriber fees for such speeds can be out of reach for most users. As a result, compelling high-quality 

services such as high-speed Internet access, VoiP, or broadcast video are often not viable propositions over these 

technologies. However, in the metro, service providers are discovering that high-perfonnance, Ethernet access over 

fiber-optic networks can easily provide cost-effective bandwidth of 10 to 100 Mbps. By taking advantage of the 

sirnplicity and cost benefits of Ethernet, revenue growth via voice, video, and data services becomes a reality. When 

considering the deployrnent of Ethernet services, service providers must consider the following issues: 

• Building cost-effective, highly available, scalable metro Ethernet networks 

• Providing profitable new services while reducing operational and capital costs 

• Having the network flexibility to move up market to enterprise and small and medium- sized business services 

These issues are especially relevant at the metro access edge. As service providers look to provide profitable Ethemet 

services such as high-speed Internet access, voice, and video, Cisco intelligent functionality such as advanced quality 

of service (QoS), granular rate lirniting, and multicast management are essential in the provider's customer-located 

equipment. In additlon, availability and security concerns at the access edge are addressed with intelligent features 

such as subsecond Spanning Tree Protocol (STP) convergence and 802.lx support. With Cisco Catalyst 2950 Series 

Intelligent Ethemet switches, Cisco delivers the ideal balance of affordability and intelligence, enabling profitable 

Ethernet service breadth, availabillty, security and manageabillty. 

Most irnportant, the Cisco Catalyst 2950 Series is a key component ofthe Cisco Metro Ethemet Switching portfolio. 

As such, service providers are assured that they can offer a range o f residential and comrnercial services over the sarne 

network. For regional metro, metro aggregation, and metro access, Cisco Metro Ethernet Switching enables service 

providers to deliver profitable, comprehensive Ethernet services. With the effective integration of existing WAN 

services such as Frame Relay and ATM, Cisco Metro Ethernet Switching offers an unrnatched breadth of service 

delivery mechanisms. Cisco also helps service providers minimize total cost of ownership for new services with its 

extensive automated operatlons support. Through technology leadership, financiai stability, and a commitment to 

customer support, Cisco ensures service success from "start to scale." 

Service Bre•dth Through Adv•nced Quality of Service, Rate Limitiug, and Voicef 

Multicast Features 

To achieve profitability, service providers that serve the residential and SOHO markets must offer value-added 

services such as voice and video in addition to basic high-speed Internet connectivity to increase revenue per 

subscriber. But these services are compeiling only when service quality matches that of competlng voice and 

video offerings. 

r:: ---RQS no 0312005- --C-N- --
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The Cisco Catalyst 2950 Series offers superior and highly granular QoS to ensure that network traffic is classified 

and prioritized, and that congestion is avoided in the best possible manner. The Cisco Catalyst 2950 Series can 

classify, reclassify, police (determine if the packet is in or out of predetermined profiles and affect actions on the 

packet) . and mark or drop the incoming packets before the packet is placed in the shared buffer. Packet classification 

allows the network elements to discriminate between various traffic flows and enforce policies based on Layer 2 and 

Layer 3 QoS fields. 

To impiement QoS, first , the Cisco Catalyst 2950 Series switches identify traffic flows, or packet groups, and classify 

or reclassify these groups using either the Differentiated Services Code Point (DSCP) field or the 802.1p 

class-of-service (CoS) field, or both. Classification and reclassification can be based on criteria as specific as the 

source/destination IP address, source/destination Media Access Contrai (MAC) address, or the Layer 4 Transmission 

Contrai ProtocoVUser Datagram Protocol (TCP/UDP) port. At the ingress, the Cisco Catalyst 2950 Series can also 

perform policing and marking o f the packet. 

After the packet goes through classification, policing. and marking, it is then assigned to the appropriate queue before 

exiting the switch. The Cisco Catalyst 2950 Series supports four egress (outgoing port) queues per port, which allows 

the service provider to be more discriminating and specific in asslgning priorities for the various applications. At the 

egress. the switch performs Weighted Round Robin (WRR) or strict priority scheduling to determine the order in 

which the queues are processed. The WRR queuing algorithm ensures that the lower-priority packets are not entirely 

starved for bandwidth and are serviced without compromising the priority settings administered by the network 

manager. Strict priority scheduling ensures that the highest-priority packets are always serviced first, ahead of ali 

other traffic. 

In terms o f rate limiting, the Cisco Catalyst 2950 Series is capabie of allocating bandwidth based on severa! cri teria, 

including MAC source address, MAC destination address, IP source address, IP destination address, and TCP/UDP 

port number. Bandwidth allocation is essential in network environments requiring service-Ievel agreements (SLAs), 

or when it is necessary for the network manager to contrai the bandwidth given to certain subscribers. The Cisco 

Catalyst 2950 Series supports up to 6 policers per Fast Ethernet port and up to 60 policers on a Gigablt Ethernet 

port. Traffic policing can be dane in 1-Mbps increments on Fast Ethernet ports and 8-Mbps increments on Gigabit 

Ethernet ports, giving the network manager very granular contrai of network bandwidth. 

In addition, the Cisco Catalyst 2950 Series provides key voice and vídeo service features with voice VLAN (auxiliary 

VLAN) for VoiP services and hardware-based Internet Group Management Protocol (IGMP) snooping, allowing the 

switch to "listen in" on the IGMP conversation between hosts and routers. When a switch hears an IGMP join 

request from a host for a given multicast group, the switch adds the host port number to the Group Destination 

Address (GDA) list for that group. And, when the switch hears an IGMP leave request, it removes the host port from 

the list. Together with the superior QoS and rate-limlting features mentioned previously, service providers can build 

a flexibie network with the Cisco Catalyst 2950 Series to provide voice video. and data sem ces_alLin one. netw.ork 

architecture. 

Service Av•il•bility through Resiliency Enh•ncements •nd Network Redund•ncy 

The Cisco Catalyst 2950 Series provides a rich set of resiliency enhancement features to ensure quick failover 

recovery and create a high-availability network. The IEEE 802.1 w Rapid Spanning Tree standard allows the service 

provider to achieve subsecond spanning tree convergence times to maximize network stability and reliability. The 

Cisco Systems. Inc. 
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IEEE 802.1s Multiple Spanning Tree standard can be deployed in conjunction with 802.1 w to irnprove the scalability 

o f the STP by grouping VLANs in to spanning tree instances, as well as to provide backward compatibility to devices 

running the 802.1D STP. 

In addition, service providers can enable Bridge Protocol Data Unit (BPDU) guard and Spanning Tree Root Guard 

(STRG) to enhance the reliability of their networks. BPDU guard allows the service provider to shut down STP 

PortFast-enabled interfaces to avoid receiving BPDUs from their customers' networks. STRG prevents customer 

devices outside o f the service provider's network from becoming STP root nades. 

The Cisco Catalyst 2950 Series enables the service provider to construct a highly redundant network. PVST + allows 

the service provider to implement Layer 2 load-sharing on redundant links, efficiently utilizing the extra capacity 

inherent in a redundant design. Service providers can also utilize Cisco EtherChannel® technology to aggregate up 

to 4 Gbps through Gigabit EtherChannel technology and up to 1.6 Gbps through Fast EtherChannel technology. The 

Cisco EtherChannel technology enhances fault tolerance and offers higher-speed aggregated bandwidth between 

switches and to routers. 

In addition to resiliency and network redundancy advantages, the Cisco Catalyst 2950 Series enables metro network 

scalability at the access edge through its support of Cisco CWDM GBIC Solution. This solution allows service 

providers to scale their bandwidth without deploying additional fiber. The service provider can scale up to eight 

gigabits of bandwidth on a pair of single-mode fibers at distances up to 120 km. With the support for Cisco CWDM 

GBICs on the Cisco Catalyst 2950 Series, service providers can aggregate multiple Cisco Catalyst 2950 Series 

switches to easily upgrade network bandwidth with existing fiber infrastructure. 

Metro network scalability is also enhanced by the Cisco Catalyst 2950 Series support of 4096 VLAN IDs and 256 

active VLANs per switch. 

Service Security Through Cisco Acc••• Control P•r•meters •nd Enh•nced Security 
Fe•tures 

The Cisco Catalyst 2950 Series offers enhanced data security through the use of access contrai parameters (ACPs). 

By denying packets based on source and destination MAC addresses, IP addresses, or TCPIUDP ports, users can be 

restricted from sensitive portions of the network. Also, because ali ACP lookups are done in hardware, forwarding 

performance is not compromised when implementing ACP-based security in the network. 

Service providers can also implement higher leveis of data security by supporting private VLAN edge. This feature 

provides security and isolation between ports on a switch, ensuring that traffic travels directly from its entry point 

to the aggregation device through a virtual path and cannot be directed to a different port. Local Proxy Address 

Resolution Protocol (ARP) works in conjunction with private VLAN edge to minimize broadcasts and maximize 

available bandwidth. 

With the Cisco Catalyst 2950 Series, service providers can implement high leveis o f console security. Multilevel access 

security on the switch console and the Web-based management interface prevents unauthorized users from accessing 

or altering switch configuration. Terminal Access Controller Access Contrai System (TACACS+) authentication 

enables centralized access contrai of the switch and restricts unauthorized users from altering the configuration. 

Service providers are also able to enhance their network security by adding 802.lx port-based authentication for 

authenticating individual customers, and port security with MAC address aging for limiting the concurrent MAC 

addresses allowed per port. 

Cisco Systems, Inc. 
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Service M•n•gement Through Cisco IE 2100 Series •nd SNMP 

The Cisco Catalyst 2950 Seiies provides outstanding service management capabilities via Cisco IE 2100 Series 

Intelligence Engine support and Simple Network Management Protocol (SNMP). Service providers will be able to 

integrate the Cisco Catalyst 2950 Series seamlessly into their operations support systems (OSSs) and enable improved 

flow-through provisioning. 

The Cisco IE 2100 Series network device allows service providers to effectively manage a network of Cisco lOS® 

devices, including the Cisco Catalyst 2950 Series. It is a completely self-contained unit that includes a task-oriented 

Web graphical user interface (GUI), a programmable extensible markup language (XML) interface, configuration 

template management, and an embedded repository. Network operators can use the Web Gill to quickly turn existing 

Cisco lOS command-line interface (CLI) configuration files into reusable templates. The Cisco IE 2100 Series 

supports easy integration into existing customer OSS/business support system (BSS) and provisioning systems via its 

externai repository support and the event -based Cisco lOS XML interface that effectively "workflow-enables" Cisco 

device deployment. 

Service providers also can manage the Cisco Catalyst 2950 Series using SNMP version 2 and version 3, and the Telnet 

interface for comprehensive in-band management. A CLI-based management console provides detailed out-of-band 

management. 

A comprehensive set of Management Information Bases (MIBs) is provided for the service provider to collect traffic 

information on the Cisco Catalyst 2950 Series for various billing methods. 

Figure 1 

Cisco Catalyst 2950 Series lntelligent Ethernet Switches 
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Product Features and Benefits 

Feature Benefot 

Servoce Breadth 

Advanc:ed QoS This feature enables end-to-end QoS in the network by extending the QoS 
trust boundary to the edge of the network. 

The switches support configuring QoS ACPs on ali ports to ensure proper 
policing and marking on a per-packet basis using ACPs. Up to four A~Ps per 
switch are supported in configuring either QoS ACPs or security filters. 

QoS Classification Support at lngress 

• The switches support QoS classification of incoming packets for QoS flows 
based on Layer 2, Layer 3, and Layer 4 fields. 

The following Layer 2 fields or a combination can be used for classifying 
incoming packets to define QoS flows: source MAC address, destination 
MAC address, 16-bit Ethertype. 

The following Layer 3 and 4 fields or a combination can be used to classify 
incoming packets to define QoS flows: source IP address, destination IP 
address, TCP source or destination port number, UDP source or destination 
port number. 

QoS Metering/Policing at lngress 

• Support for metering/policing of incoming packets restricts incoming tralfic 
flows to a certain rate. 

• The switches support up to 6 policers per Fast Ethemet port, and 60 policers 
on a Gigabit Ethemet port. 

The switches offer granularity of tralfic flows at 1 Mbps on Fast Ethernet 
ports, and 8 Mbps on Gigabit Ethemet ports. 

QoS Marking at lngress 

• The switches support marking/remarking packets based on state of policers/ 
meters. 

• The switches support marking/remarking based on the following mappings: 
from DSCP to 802.1 p, and 802.1 p to DSCP. 

• The switches support 14 well-known and widely used DSCP values. 

• The switches support classifying or reclassifying packets based on default 
DSCP per port. 

• The switches support classifying or reclassifying frames based on default 
802.1 p value per port. 

• The switches support 802.1 p override at ingress. 

---------------- --- -
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Feature 

Servoce Breadth 

Advanced QoS 

(continued) 

Granular rate limiting 

Volce and vídeo services 

Resiliency and reliability 

Benefot 

QoS Scheduling Support at Egress 

• Four queues per egress portare supported in hardware. 

\b giJ 
/J 

• The WRR queuing algorithm ensures that low-priority queues are not 
starved. 

Strict-priority queue configuration ensures that time-sensitive applications 
such as voice always follow an expedited path through the switch fabric. 

The switch supports up to 6 policers per Fast Ethemet port and up to 60 
policers on a Gigabit Ethernet port . 

• The switch offers granularity of traffic flows at 1 Mbps on Fast Ethernet ports 
and 8 Mbps on Gigabit Ethernet ports. 

• The switch offers the ability to limit data flows based on MAC source/ 
destination address, IP source/destination address, TCP/UDP port numbers, 
or any combination of these fields. 

• The switch offers the ability to manage data flows asynchronously upstream 
and downstream from the end station or on the uplink. 

• The IGMP snooping feature allows the switch to "listen in" on the IGMP 
conversation between hosts and routers. When a switch hears an IGMP join 
request from a host for a given multicast group, the switch adds the host 
port number to the GDA list for that group. And, when the switch hears an 
IGMP leave request, it removes the host port from the list. . Multicast VLAN registration (MVR) continuously sends multicast streams in 
a multicast VLAN while isolating the streams from subscriber VLANs for 
bandwidth and security reasons. 

• IGMP filtering provides the contrai of the set of multicast groups to which a 
user on a switch port can belong. 

• Voice VLAN (auxiliary VLAN) support for VoiP application allows the 
creation 

• IEEE 802.1w Rapid Spanning Tree Protocol (RSTP) takes advantage of 
point-to-point wiring and provides rapid convergence of the spanning tree 
independent of spanning-tree timers. Reconfiguration of the spanning tree 
can occur in less than one second, a feature that is criticai for networks 
carrying delay-sensitive traffic such as voice and vídeo. . IEEE 802.1 s Multi pie Spanning Tree (MSTP), which uses RSTP for rapid 
convergence, enables VLANs to be grouped into a spanning-tree instance, 
with each instance having a spanning-tree topology independent of other 
spanning-tree instances. This architecture provides for multiple forwarding 
paths for data traffic, enables load balancing, and reduces the number of 
spanning-tree instances required to support a large number of VLANs. 

Cisco UplinkFast/BackboneFast technologies ensure quick failover recovery, 
enhancing overall network stability and reliability. 

Cisco Systems, Inc. 
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Feature Benef1t 

Serv1ce Breadth 

Resiliency and reliability 

(continued) 

Redundancy 

Scalability 

• Cisco CrossStack UplinkFast (CSUF) technoiogy provides increased 
redundancy and network resiliency through fast spanning-tree convergence 
(less than two seconds) across a stack of switches using Cisco GigaStack 
GBICs in an independent stack backplane cascaded configuration. 

• Redundant stacking connections provide support for a redundant loopback 
connection for top and bottom switches in an independent stack backplane 
cascaded configuration. 

BPDU guard shuts down STP PortFast-enabled interfaces when BPDUs are 
received to avoid accidental spanning tree topology changes. 

STRG prevents edge devices not in the network administrator's contrai from 
becoming STP root nades. 

• Command switch redundancy enabled in the Cisco Cluster Management 
Suíte (CMS) Software allows customers to designate a backup command 
switch that takes over cluster management functions if the primary 
command switch fails. 

• Unidirectional link detection (UDLD) detects and disables unidirectional 
links on fiber-optic interfaces caused by incorrect fiber-optic wiring or port 
faults. Aggressive UDLD allows precautionary disabling of port on 
bidirectional links. 

• Per-port broadcast. multicast, and unicast storm contrai prevents faulty end 
stations from degrading overall systems performance. 

• Support for Cisco's optional RPS 300 Redundant Power System provides 
superior internai power source redundancy for up to six Cisco networking 
devices, resulting in improved fault tolerance and network uptime. 

• Bandwidth aggregation up to 4 Gbps through Cisco Gigabit EtherChannel 
technology and up to 1.6 Gbps through Cisco Fast EtherChannel technology 
enhances fault tolerance and offers higher-speed aggregated bandwidth 
between switches, to routers and individual servers. 

• IEEE 802.1 D STP support for redundant backbone connections and loop-free 
networks simplifies network configuration and improves fault tolerance. 

PVST + allows for Layer 2 load sharing on redundant links to ef'ficiently 
utilize the extra capacity inherent in a redundant design. 

• VLAN Trunking Protocol (VTP) pruning limits bandwidth consumption on 
VTP trunks by floocling broadcast traf'fic only on trunk links required to reach 
the destination devices. 

CWDM GBIC solution support allows for the scaling of bandwidth without 
deploying additional fiber. lt provides scalability of up to eight Gigabits of 
bandwidth on a pair of single-mode fibers to reach distances up to 100-120 
km. 

• Support for up to 4096 VLAN lds with 250 active VLANs per switch, and up 
to 64 soanninq tree instances oer switch. 

RQS n° 03/2005 -CN .. 1 
Cisco Systems. Inc. 

Ali contents are Copyright Ct 1992-2002 Cisco Systems, Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
CPM I CORREIOS 

Page 8 of 17 
I I 

IJ 
J• 



• 

Feature Beneflt 

Servtce Secunty 

Network-wide security features 

Servtce Management 

Superior manageability 

• Filtering of incoming tratfic flows based on Layer 2, Layer 3, or Layer 4 ACPs 
prevents unauthorized data flows. Up to four ACPs are supported in 
configuring either QoS or security filters. 

- The following Layer 2 ACPs or a combination can be used for security 
classification of incoming padtets: source MAC address. destination MAC 
address, and 16-bit Ethertype. 

- The following Layer 3 and Layer 4 fields ora combination can be used for 
security classification of incoming padtets: source IP address, destination 
IP address, TCP source or destination port number, UDP source, or 
destination port number. 

Private VLAN edge provides security and isolation between ports on a 
switch, ensuring that voice tratfic travels directly from its entry point to the 
aggregation device through a virtual path and cannot be directed to a 
different port. 

IEEE 802.1x for dynamic port-based security. 

• Support for "secure ports" prevents unauthorized stations from accessing 
the switch by restricting the number of concurrent MAC addresses allowed 
to access the port. Up to 132 addresses can be configured per port. 

• STRG prevents edge devices not in the network administrator's control from 
becoming STP root nodes. 

• The STP PortFastl BPDU guard feature disables access ports with STP 
PortFast enabled upon reception of a BPDU, and increases network 
reliability, manageability, and security. 

Multilevel security on console access prevents unauthorized users from 
altering the switch configuration. 

• TACACS+ and Remote Access Dial-ln User Service (RADIUS) authentication 
enables centralized control of the switch and restricts unauthorized users 
from altering the configuration. 

• Cisco IE 2100 support for flow- through provisioning and integration with 
OSS applications via programmatical interfaces . 

• SNMP v1, v2c, v3, and Telnet interface support delivers comprehensive 
in-band management, and a CLI-based management console provides 
detailed out-of-band management. 

Manageable through CiscoWorks network management software on a 
per-port and per-switch basis providing a common management interface 
for Cisco routers, switches, and hubs. 

Comprehensive MIBs enable the service provider to collect tratfic 
information on the Cisco Catalyst 2950 Series for various billing methods. 
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• 

Feature Benefrt 

Servoce Management 

Superior manageability 

(continued) 

• An embedded Remote Monitoring (RMON) software agent supports four 
RMON groups (history, statistics, alarms, and events) for enhanced tratfic 
management, monitoring, and analysis. 

The switch supports ali nine RMON groups through the use of a Cisco 
SwitchProbe«> Analyzer (Switched Port Analyzer [SPAN)) port, permitting 
traffic monitoring of a single port, a group of ports, or the entire switch from 
a single network analyzer or RMON probe. 

RSPAN (Remote SPAN) allows network administrators to remotely monitor 
ports in a Layer 2 switch network from any other switch in the same 
network. 

The Domain Name System (DNS) provides IP address resolution with 
user-defined device names. 

Trivial File Transfer Protocol (TFTP) reduces the cost of administering 
software upgrades by downloading from a centralized location. 

Network Timing Protocol (NTP) provides an accurate and consistent 
timestamp to ali switches within the intranet. 

Multifunction LEDs per port for port status, half-duplexlfull-duplex, 10Base TI 
100BaseTX/1000BaseT indication, as well as switch-level status LEDs for 
system, redundant power supply, and bandwidth utilization provide a 
comprehensive and convenient visual management system. 

Ease of use and ease of deployment • Autoconfiguration eases deployment of switches in the network by 
automatically configuring multiple switches across a network via a boot 
server. 

• Autosensing on each non-GBIC port detects the speed of the attached device 
and automatically configures the port for 10-, 100-, or 1000-Mbps operation, 
easing the deployment of the switch in mixed 10, 100, and 1000Base T 
environments. 

• Autonegotiating on ali ports automatically selects half- or full-duplex 
transmission mode to optimize bandwidth. 

• Cisco Discovery Protocol Versions 1 and 2 enable a CiscoWorks network 
management station to automatically discover the switch in a network 
topology . 

• Cisco VTP supports dynamic VLANs and dynamic trunk configuration across 
ali switches. 

Support for dynamic VLAN assignment through implementation of VLAN 
Membership Policy Server (VMPS) client functionality provides flexibility in 
assigning ports to VLANs. 

Dynamic Trunking Protocol (DTP} enables dynamic trunk configuration 
across ali ports in the switch. 

Port Aggregation Protocol (PAgP} automates the creation of Cisco Fast 
EtherChannel or Gigabit EtherChannel groups, enabling linking to another 
~ ..... 
IEEE 802.3z-compliant 1000BaseSX, 1000BaseLX/LH, 1000BaseZX, and 
1000BaseT physical interface support through a field-replaceable GBIC 
module provides customers unprecedented flexibility in switch deployment. 

Cisco Systems, Inc. 
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• 

Feature Benefot 

Servoce Management 

Ease of use and ease of deployment 

(continued) 

Product Specific•tions 

• The default configuration stored in Flash memory ensures that the switch 
can be quickly connected to the network and can pass tratfic with mini mal 
user intervention. 

• The switches support nonstandard Ethernet frame sizes (mini-giants) up to 
1542 bytes (configurations with GBIC ports onty) . 

(See separate Cisco Catalyst 2950 LRE data sheet for Catalyst 2950ST-24-LRE and Catalyst 2950ST-8-LRE product 

specifications) 

Feature Descr•pt1on 

Perfonnance 

Management 

• 13.6-Gbps switching fabric 

• 6.8-Gbps maximum forwarding bandwidth 

• Forwarding rates based on 64-byte packets 

• Cisco Catalyst 2950G-48: 10.1-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950G-24 and 2950G-24-DC: 6.6-Mpps wire-speed 
forwarding rate 

• Cisco Catalyst 2950G-12: 4.8-Mpps wire-speed forwarding rate 

• Cisco Catalyst 2950T-24 : 6.6-Mpps wire-speed forwarding rate 

• Cisco Catatyst 2950C-24: 3.9-Mpps wire-speed forwarding rate 

• 32-MB maximum packet buffer shared by ali ports 

• 16-MB ORAM and 8-MB Flash memory 

• Configurable up to 8000 MAC addresses 

• Configurable maximum transmission unit (MTU) of up to 1530 bytes (Cisco 
Catatyst 2950G 

• BRIDGE-MIB 

• CISCO-CDP.MIB 

• CISCO-CLUSTER-MIB 

• CISCO-CONFIG-MAN-MIB 

• CISCO-FLASH-MIB 

• CISCO-IMAGE-MIB 

• CISCO-MAC-NOTIFICATION-MIB 

• CISCO-MEMORY-POOL-MIB 

• CISCO-PAGP.MIB 

• CISCO-PING-MIB 

• CISCO-PROCESS-MIB 

• ~Cc!.>IS~C~O!:!-PuR"'O"-'D"-'U"-'C'-'T_,S!:!-M,.I ..... B:_ _ _ ___ _ _ 

• CISCO-RTIMON-MIB 

• CISCO-STACKMAKER-MIB 

• CISCO-STP.EXTENSIONS-MIB 

Cisco Systems, Inc. 
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Feature Descr.pt1on 

Management 

(continued) 

Standards 

• CISCO-SYSLOG-MIB 

• CISCO-TCP-MIB 

• CISCO-VLAN-MEMBERSHIP-MIB 

• CISCO-VTP-MIB 

• ENTITY-MIB 

• IANAifType-MIB 

• IF-MIB (RFC 1573) 

• OLD-CISCO-CHASSIS-MIB 

• OLD-CISCO-CPU-MIB 

• OLD-CISCO-INTERFACES-MIB 

• OLD-CISCO-Ifl-MIB 

• OLD-CISCO-MEMORY-MIB 

• OLD-CISCO-SYSTEM-MIB 

• OLD-CISCO-TCP-MIB 

• OLD-CISCO-TS-MIB 

• CISCO-PAGP-MIB 

• CISCO-UDLD-MIB 

• RFC1213-MIB (MIB-11) 

• RFC1398-MIB (ETHERNET-MIB) 

• RMON-MIB (RFC 1757) 

• RS-232-MIB 

• SNMPv2-MIB 

• SNMPv2-SMI 

• SNMPv2-TC 

• TCP-MIB 

• UDP-MIB 

• IEEE 802.1x support 

• IEEE 802.1w 

• IEEE 802.1s 

• IEEE 802.3x full duplex on 10BaseT. 100BaseTX, and 1000BaseT ports 

• IEEE 802.10 STP 

• IEEE 802.1 p class-of-service (CoS) prioritization 

• IEEE 802.10 VLAN 

• IEEE 802.3 10BaseT specification 

• IEEE 802.3u 100BaseTX specification 

• IEEE 802.3ab 1000BaseT specification 

• IEEE 802.3z 1000BaseX specification 

Cisco Systems. Inc. 
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Feature 

Standards 

(continued) 

Year 2000 (Y2K) cornpliance 

Connectors and cabling 

MT-RJ patch cables for Cisco 
Catalyst 

2950C-24 Switch 

Descnpt1on 

• 1000BaseX (GBIC) 

• 1000BaseSX 

• 1000BaseLX/LH 

• 1000BaseZX 

• 1000Base-CWOM GBIC 1470 nm 

• 1000Base-CWOM GBIC 1490 nm 

• 1000Base-CWOM GBIC 1510 nm 

• 1000Base-CWOM GBIC 1530 nm 

• 1000Base-CWOM GBIC 1550 nm 

• 1000Base-CWOM GBIC 1570 nm 

• 1000BaseE-CWOM GBIC 1590 nm 

• 1000Base-CWOM GBIC 1610 nm 

• RMON I and 11 standards 

• SNMPv1, SNMPv2c, and SNMPv3 

• Y2K compliant 

• 10BaseT ports: RJ-45 connectors; two-pair Category 3, 4, or 5 unshielded 
twisted-pair (UTP) cabling 

• 100BaseTX ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 1000BaseT ports: RJ-45 connectors; two-pair Category 5 UTP cabling 

• 100BaseFX ports: MT-RJ connectors, 50/125 or 62.5/125 micron multimode 
fiber-optic cabling 

• 1000BaseSX, -LX/LH, -ZX GBIC-based ports: SC fiber connectors, 
single-mode or multimode fiber 

• Cisco GigaStack GBIC ports: copper-based Cisco GigaStack cabling 

• Management console port: 8-pin RJ-45 connector, RJ-45-to-RJ-45 rollover 
cable with RJ-45-to-089 adapter for PC connections; for terminal 
connections, use RJ-45-to-0825 female data-terminal-equipment (OTE) 
adapter (can be ordered separately from Cisco, part number 
ACS-OSBUASYN=) 

Type of Cable 

1-meter, MT-RJ-to-SC multimode cable 

3-meter, MT-RJ-to-SC multimode cable 

5-meter. MT-RJ-to-SC multimode cable 

1-meter, MT-RJ-to-ST multimode cable 

3-meter, MT-RJ-to-ST multimode cable 

5-meter, MT-RJ-to-ST multimode cable 

Cisco Systems. Inc. 

Cisco Part Number 

CAB-MTRJ-SC-MM-1 M 

CAB-MTRJ-SC-MM-3M 

CAB-MTRJ-SC-MM-5M 

CAB-MTRJ-ST-MM-1 M 

CAB-MTRJ-ST-MM-3M 

CAB-MTRJ-ST-MM-5M 

..---- ·--· - --
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Feature Descnptoon 

Power connectors 

lndicators 

Dimensions and -ight 
(HxWxD) 

Environmental ranges 

Power requirements 

Customers can provide power to a switch by using either the internai power 
supply or the Cisco RPS 300. The connectors are located at the back of the 
switch. 

lntemal Power Supply Connector 

• The internai power supply is an auto-ranging unit. 

• The internai power supply supports input voltages between 100 and 240 
VAC. 

• Use the supplied AC power cord to connect the AC power connector to an 
AC power outlet. 

Cisc:o RPS Connactor 

• The connector offers connection for an optional Cisco RPS 300 that uses AC 
input and supplies DC output to the switch. 

• The connector offers a 300-watt redundant power system that can support 
six externai network devices and provides power to one failed device at a 
time. 

• The connector automatically senses when the internai power supply of a 
connected device fails and provides power to the failed device, preventing 
loss of network traffic. 

• When the internai power supply has been brought up or replaced, the Cisco 
RPS 300 automatically stops powering the device. 

• Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the 
redundant power supply receptacle. 

• Per-port status LEDs: link integrity, disabled, activity, speed, and full-duplex 
indications 

• System status LEDs: system, RPS, and bandwidth utilization indications 

• 1.72 x 11.5 x 9.52 in. (4.36 x 44.5 x 24.18 em) (Cisco Catalyst 2950T-24, 
2950C-24, 2950G-12, 2950G-24, and 2950G-24-DC) 

• 1.72 x 17.5 x 13 in. (4.36 x 44.5 x 33.02 em) (Cisco Catalyst 2950G-48) 

• 1.0 rack-unit high 

• 6.5 lb. (3.0 kg) (Cisco Catalyst 2950T-24, 2950C-24, 2950G-12, 2950G-24, and 
2950G-24-DC) 

• 10 lb. (4.5 kg) (Cisco Catalyst 2950G-48) 

• Operating temperatura: 32 to 13 F (O to 45 C) 

• Storage temperatura: -13 to "68 F (-25 to 70 C) 

• Operating relative humidity: 10 to 85% (noncondensing) 

• Operating altitude: Up to 10,000 ft. (3000m) 

• Storage altitude: Up to 15,000 tt. (4500m) 

• Not intended for use on top of desktops or in open office environments 

• Power consumption: 30W maximum, 102 BTUs per hour (Cisco Catalyst 
.t:~:JU 1-t:;q, .t:::10V\.,· .t:"t, L::f:JU\.:1- I L, L~:J~·.t:&t, a na L~:>UU•L"J-UC)-- -- -

• Power consumption: 45W maximum, 154 BTUs per hour (Cisco Catalyst 
2950G-48) 

• AC input voltage/frequency: 100 to 127/200 to 240 VAC (autoranging), 50 to 
60Hz 

• DC input voltages 

- RPS input: +12V@ 4.5 A 

- DC input for 2950G-24-DC: -36 to -72 VDC@ 1A 

- ;10.--------· 
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Feature Oescnpt1on 

Mean time between failure (MTBF) 

- Predicted 

Fiber-port specifications for Cisco 
Catalyst 2950C-24 Switch 

Regulatory Agency Approvals 

Safety certiflcations 

Elactromagnetic emissions 
certifiCations 

NEBS 

Warranty 

• 482,776 hours (Cisco Catalyst 2950G-12) 
• 468,884 hours (Cisco Catalyst 2950G-24) 

• 479,086 hours {Cisco Catalyst 2950G-24-DC) 
• 159,026 hours (Cisco Catalyst 2950G-48) 

• 297.144 hours {Cisco Catalyst 2950T-24) 

• 268,292 hours (Cisco Catalyst 2950C-24) 

Fiber-port power leveis: 

• Optical transmitter wavelength: 1300 nanometers 

• Optical receiver sensibility: -14 dBm2 

• Optical transmitter power: -19 to -14 dBm 

• Transmit: -19to-14 dBm 

• Ul 1950/CSA 22.2 No. 950 

• IEC 950-EN 60950 

• AS/NZS 3260, TS001 

• CE Marking 

• FCC Part 15 Class A 
• EN 55022: 1998 Class A (CISPR22 Class A) 

• EN 55024: 1998 (CISPR24) 

• VCCI Class A 

• AS/NZS 3548 Class A 

• CE Marking 

• CNS 13438 

• BSMI Class A 

• MIC 

• Bellcore 
• GR-1089-CORE 
• GR-63-CORE 
• SR-3580 levei 3 

• limited lifetime warranty 

------------------------------------------------------------------------------
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Service •nd Support 

The services and support programs descrlbed in the table below are available as part o f the Cisco Desktop Switching 

Service and Support solution, and are available directly from Cisco and through resellers 

Servoce and Support Features Benefots 

Cosco Advanced Servoces 

Cisc:o Total lmplementation 
Solutions (TIS)-available 
direct from Cisc:o 

Packaged Total 
lmplementation Solutions 
(Packaged TlS)-available 
through resellers 

Technocal Support Servoces 

Cisco SMARTnet"' and 
SMARTnet Onsite Support 
(OS)-available direct from 
Cisc:o 

Packaged SMARTnet­
available through resellers 

Ordering lnform•tion 

Model numbers 

WS-C2950G-48-EI 

WS-C2950G-24-EI 

WS-C2950G-24-EI-DC 

WS-C2950G-12-EI 

WS-C2950T-24 

WS-C2950C-24 

WS-C2950ST-24-LRE 

WS-C2950ST-8-LRE 

Project management 

Site survey, configuration deployment 

lnstallation, text, and cutover 

• Supplements existing staff 

Ensures functionality meets needs 

Mitigates risk 

• Training 

Major moves, adds, changes 

• Design review and product staging 

• 24x7 access to software updates 

• Web access to technical repositories 

• Telephone support through the Cisco 
Technical Assistance Center (TAC) 

• Advance replacement of hardware parts 

Confoguratoon 

• 48 10/100 ports + 2 1000BaseX ports 

• Enhanced Software lmage (EI) installed 

• 24 10/100 ports + 2 1000BaseX ports 

• El installed 

24 10/100 ports + 2 1000BaseX ports, DC power 
. El installed 

• 12 10/100 ports + 2 1000BaseX ports 

• El installed 

• 24 10/100 ports + 2 1000BaseT ports 

• El installed 

• 24 10/100 ports + 2 100BaseFX ports 

• El installed 

Enables proactive or expedited 
issue resolution 

Lowers cost of ownership by 
utilizing Cisco expertise and 
knowledge 

Minimizes network downtime 

-

• 24 LRE ports + 2 10BaseT/100BaseTX/1000BasetT Ethernet ports + 2 Small Form 
Factor Pluggable (SFP) Transceivers (two of four uplink ports active at one time 

• Ellnstalled 

• 8 LRE ports + 2 10BaseT/100BaseTX/1000BasetT Ethernet ports + 2 Small Form 
Factor Pluggable (SFP) Transceivers (two of four uplink ports active at one time 

• El lnstalled 

. 
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For More lnformation on Cisco Products, Contact: 

• United States and Canada: 800 553-NETS (6387) 

• Europe: 32 2 778 4242 

• Australia: 612 9935 4107 

• Other: 408 526-7209 

• World Wide Web URL: http://www.cisco.com 

' 

CISCO SYSTEMS 

Corporate Headquarters 
Cisco Systems, Inc. 
170 West Tasrnan Drive 
San Jose, CA 95134·1706 
USA 
www.cisco.com 
Te!: 408 526·4000 

8QQ 55J NETS (6JB7) 
Fax: 408 526-4100 

-~ 
European Headquarters 
Cisco Systems lntematlonal BV 
Haarlerbergpark 
Haarlerbergweg 13-19 
1101 CH Amsterdam 
The Netherlands 
www-europe.cisco.com 
Te!· 31 o 20 357 1000 
Fax: 31 O 20 357 1100 

Americas Headquarters 
Cisco Systems, Inc. 
170 West Tasman Drive 
San Jose, CA 95134·1106 
USA 
www.cisco.com 
Te!: 408 526-7660 
Fax· 408 527-0883 

Asla Pacific Headquarters 
Cisco Systems, Inc. 
Capital Tower 
168 Robinson Road 
#22-01 to #29-01 
Singapore 068912 
www.cisco.com 
Te!: +65 317 7777 
Fax: +65 317 7799 

. 1qS 
\b . L 

Cisco Systems has more than 200 offices In the followlng countries and regions. Addresses, phone numbers, and fax numbers are llsted on the 
Cisco Web site at www.cisco.com/go/offices 

Argentina • Australia • Austrla • Belgium • Brazil • Bulgarla • Canada • Chile • China PRC • Colombia • Costa Rica • Croatla 
Czech Republic • Denmark • Dubai, UAE • Flnland • France • Gennany • Greece • Hong Kong SAR • Hungary • lndia • lndonesia • lreland 
Israel • Italy • japan • Korea • Luxembourg • Malaysia • Mexico • The Netherlands • New Zealand • Norway • Peru • Philippines • Poland 
Portugal • Puerto Rico • Romania • Russia • Saudi Arabia • Scotland • Singapore • Slovakia • Slovenia • South Africa • Spaln • Sweden 
Switzerland • Taiwan • Thailand • Turkey • Ukraine • United Kingdom • United States • Venezuela • V~~ 
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• ChnJ•Ior 2 LAN Swllchlno 1 

~ 
Cisco Catalyst 2950 Series 
lntelligent Ethernet Switches 
Cisco exlends ils Calalyst 2950 Series with 
lnlelligent Ethernet Switches wilh new 
fixed-configuralion, stackable models that 
provide wire-speed Fast Ethernet and Gigabit 
Elhernet connectivity for mid-sized networks. 
The Catalyst 2950 Series is an affordable produ t line lhat brings intelligent services, 
such as advanced quality of service, rate-limiti , security filters, and multicast 
management, to the network edge-while maintai ing the simplicity o f traditional LAN 
switching. When a Catalyst 2950 Switch is co ined with a Catalyst 3550 Series 
Switch, the solulion enables IP routing from th edge to the core o f the network. 

Whento Sell 

Sell This Product When a Customer Needs These eatures 
Catalyst2950G-48-EI • Ideal for desktop connectivity 

• High Port Density 

Catalyst 2950G-24-EI • Ideal for desktop connectivity 
• Medium Port Density 

Catalyst 2950G-24-EI -DC • Ideal for Telco/DCN environments 
• NEBS compliant 
• Medium Port Density 

Catalyst 2950G-12-EI • Ideal for desktop connectivity· 
• Low Port density 

Catalyst 2950G Series • Wire-speed pertormance 
• Advanced DoS, Security, High availability nd STP enhancements 
• Cisco Cluster Management 

Catalyst 29501-24 • Wire speed, high pertormance switch for d livering 10Mbps or IOOMbps speed connectivity to desktop 
PCs, servers and other systems 

• Enhanced Duality oi Service and multicast management capabilities 
• High speed uplink flexibility with 10/100/1 OBaseT ports 
• Low price per port 

Catalyst 2950C-24 • Wire speed, high pertormance switch for livering 10Mbps or 100Mbps speed connectivity to desktop 
PCs, servers and other systems 

Key Features 

• Enhanced Ouality of Service and multicas management capabilities 
• High speed uplink flexibility over extended distances with 100BASE-FX connections using MT-RJ 

connectors 
• Low price per port 

• Wire-speed performance in connecting end-s ations lo lhe LAN 

•..Ide I for mid-sized networks r 

• CliJ?Iysr 29IDT-~ switch is a component of lhe Cisco Gigabit Elhernet over 
cogger solu~n~1ering 10/100/IOOOBaseT ~plinks 

• Pj werful GigabTt plink oplions-GBIC-bas[' dor I OOOBaseT 

• S~p~rior co~o§1ough advanced inlelligen services-advanced quality of 
s vrc'eCtlasrêo~per 2 through Layer 4 pa ameters 

per~ Se~ ri~ t alures: based on Layer 2 through Layer 4 Access Contrai 
rameters !:!: 0 _ 

phisticat~rvijÍI cast Management via IGMP Snooping 
; 

1 1;11111tUu7. 11\N ;-,.wnt:nmu -

• Scalahility and high availahilit""rcs 

• Cisco Clusler Managemcnt (CM~, ;;oftwarc offcrs superior managcahilily. 
ease-of-use and ease-of-deployment and enhanced configuration wizards 

• Enhanced Cisco lOS Services 

• Support for Cisco Redundant Power System 300 (RPS 300) 

Competitive Products 

• Hewlett Packerd: Procurve 2500 /4108GL • 3 Com: Superstack 3300/4300/4400 

• Norte!: BPS 2000 • Extreme: Summit 24 e2e3 

Specifications 

Catalyst Catalyst Catalyst Catalyst 
Feature 2950G-48-EI 2950G-24-El 2950G-24-El-DC 2950G-12-EI 

• 

Fixed Ports 48 port 10/100 eutosensing 24/"rt 101100 eutosensing 24 port 10/100 eutosensing 12 port 10/100 autosensing 
& 2 GBIC ports and DC & 2 GBIC ports & 2 GBIC-besed Gigabit & GBIC ports 

Ethernet ports Power 

Modular Slots Nane Nane Nane Nane 

Backplane 13.6 Gbps 13.6 Gbps 13.6 Gbps 13 6 Gbps 

Forwarding Rale 10.1 Mpps 6.6 Mpps 6.6 Mpps 4.8 Mpps 

Stackable Yes Yes Yes Yes 

Fuii-Duplex Ali Ports Ali Ports Ali Ports Ali Ports 
Copabilities 

VLAN Maximum 64-port·basod VLANS 64-port·based VLANS 64-port·based VLANS 64 -port·based VLANS 

FEC Yes Yes Yes Yes 

802.10 Yes Yes Yes Yes 

Mullicast IGMP Snooping IGMP Snooping IGMP Snooping IGMP Snooping 

DoS 802.1 P. 4 egress queues, 802.1 P, 4 egress queues, 802.1 P, 4 egress queues, 802.1 P, 4 egress queues. 
WRR WRR WRR WRR 

Management SNMP, Telnet, AMON, SNMP, Telnet, RMON, SNMP, Telnet, RMON, SNMP, Telnet, RMON, 

Capabilities CWSI, (CU)-based CWSI, (CLII·based CWSI, ICLI)·based CWSI,ICLII·based 
out·of-bend, embedded out-of-band, embedded out·of·band, embedded out·of·band, embedded 
CMS CMS CMS CMS 

Flash Memory 8MB 8MB 8MB 8MB 

CPU ORAM 64MB 64MB 64MB 64MB 

Embedded RMDN History, Events, Alerms, History, Events, Alerms, History, Events, Alarms, History, Events, Alanns, 
Statistics Statistics Statistics Statistics 

Dimensions 1.72 X 17.5 X 13 in. 1.72 X 17.5 X 9.52 in. 1.72x 17.5 x 9.52 in. 1.72 X 17.5 X 9.52 in. 
IHxWxDI 

Feature Catalyst 2950T-24 Catalyst 2950C-24 Catalyst2950-24 Catalyst 2950-12 

Fixed Ports 26-port (24 10/100 26-port (24 10!100 24·port 10/100 autosensing t2·port 10!100 autosens ing 
eutosensing & 2 ports autosensing & 2 
1000BaseT ports tOOBaseFXI 

Modular Slots Nane Nane Nane Nane 

Backplane 8.8 Gbps 8.8 Gbps 8.8 Gbps 8.8 Gbps 

Forwarding Rale 6.6 Mpps 3.9 Mpps 3.6 Mpps 1.8 Mpps 

Stackable No No No No 

Fuii-Duplex Ali Ports Ali Ports Ali Ports Ali Ports 
Capabilities 

VLAN Maximum 64-port-besed VLANS 64·port·based VLANS 64·port·based VLANS 64-port·based VLANS 

FEC Yes Yes Yes Yes 

\.1 ) 

~ 

6"- · 

c: 



' • 
• 
• 
• • 
• 
• 
• 
• 
• 

CI SCO SYSTEMS 

• Cisco Systems GigaStack Gigabit Interface Converter 

• 
• 
• 
• 
• ·-­• 

The Cisco Systems GigaStack® Gigabit 

Interface Converter (GBIC) is a versatile, 

low-cost, Gigabit Ethernet stacking GBIC 

that offers high-speed interconnectivity 

between Catalyst"' 3550, 2950G, 3500 XL 

and modular Catalyst 2900 XL Switches. 

The GigaStack GBIC is implemented in a 

standard GBIC form , which offers customers 

the highest levei of deployment tlexibility 

and scalability-using available Gigabit 

Ethernet GBIC ports for high-performance 

stacking today while preserving the option 

to migrate to standard Gigabit Ethernet 

uplinks tomorrow. 

Figure 1 The two-port GigaStack GBIC 
delivers high-speed interconnectivity for 
stacking connections 

The GigaStack GBIC offers wiring closet 

deployment tlexibility through its dual 

operating rondes lt delivers a 1-Ghps 

forwarding rate in a half-duplex cascade 

configuration or up to 2-Gbps full-duplex 

connectivity in a dedicated, switch-to-switch 

configuration. The two-port GigaStack 

GBIC allows customers to deploy the 

GigaStack GBIC with various performance 

and cabling options. Customers can initially 

Cisco Systems. Inc. 

deploy the Iow-cost GigaStack GBIC to 

create a 1-Gbps independent stack backplane 

in a cascade configuration. At any point, 

customers may increase stack performance 

to 12 Gbps using the same GigaStack 

GBICs in combination with the high­

performance Catalyst 3550-12G Gigabit 

Ethernet aggregation switch. 

Half-Duplex Configuration 

Options 

Using both ports of each GigaStack GBIC, 

users can implement a half-duplex cascade 

ofup to nine switches. In this configuration, 

the GigaStack GBIC will create a 

half-duplex repeater bus externai to the 

switch fabric of connected switches. This 

means that traffic bound from one switch to 

another will not traverse the switch fabric o f 

intermediate switches. Support for nine 

switches in a single GigaStack stack offers 

significant wiring-closet port growth 

opportunities up to a maximum of 432 10/ 

100 ports per stack. 

Customers can choose to implement various 

stackwide physical redundancy options to 

provide the highest leveis of resiliency. For 

example, users can choose to deploy a 

1 meter redundant loopbaek-eable-and a 

second GigaStack GBIC in the top and 

bottom stack members. This will create a 

secondary failover connection in the rare 

case that a stack member or stack cable fails. 

Alternatively, users can choose to deploy a 

l-meter redundant loopback cable attached 

to the unused GigaStack ports in the top an~-
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bottom stack members. New switch cluster command 

management redundancy features enable the switches to 

achieve the highest leveis of system resiliency. 

Figure 2 illustrates a switch stack combined with the 

GigaStack GBIC half-duplex cascade feature. This 

configuration depicts a stack of Catalyst 3550 switches 

and is suitable for those who recognize the need for 

Gigabit Ethernet uplinks today. In this scenario. 

connection redundancy is ensured via the redundant 

loopback cable attached to the top and bottom switches 

in the stack. 

Figure 2 Half-Duplex GigaStack Cascade 
Configuration 

Daisy Chain at 1-Gbps 
Rate 

Pure Gigabit Stack 

support lOOBASE-FX or ATM uplinks while still 

maintaining the full capabilities of Gigabit Ethernet 

stacking and compatibility with Cisco Switch Clustering 

Management. At any subsequent time. Catalyst 3550 o r 

2950G switches may be used to support a migration 

piao to Gigabit Ethernet fiber uplinks. 

figure 3 Half-Duplex GigaStack Cascade 
Configuration with Legacy Uplink Migration Flexibility 

legacy Migration Example 

Catatyst 3550, 2950. 
or 3500 XL Switches 

Catalyst 2924M XL 
Switches 

Fuii·Duplex Configuration Options 

Customers can also use the GigaStack GBIC to create a 

low-cost dedicated Gigabit Ethemet connection 

between two stack members, providing a scalability 

option to increase overall stack bandwidth. When 

connecting two GigaStack GBICs with a single cable . 

the GBIC will autonegotiate to full-duplex and provide 

a 1-Gbps forwarding rate in each direction-or 2 Gbps. 

By simply changing the stack configuration from a 

cascade to a star configuration. customers can provide 

dedicated Gigabit Ethemet connectivity to each stack 

member. When combined with a Catalyst 3550-12G 

Gigabit Ethernet aggregation switch, this solution 
Figure 3 illustrates how the Catalyst 2912MF XL or 

--------.::...:.<=.:::..::..==:::.::.=..:.:::..:.:..~=--==~::.:..::::.::..::.::_::::__:_:=--::.:_ __ , o"'reffi>ers a very hlgh-pelfOrlllCilfce-mlgrattmrpath.!rre 
Catalyst 2924M XL switch can be used in combination 

Catalyst 3550-12G can provide stack aggregation with 
with Catalyst 3550, 2950G, or 3500 XL switches using 

Gigabit Ethernet port connectivity. 
the GigaStack GBIC half-duplex cascade feature. This 

configuration will provide the flexibility to implement a 

migration plan from Iegacy uplink connections to 

Gigabit Ethernet in the future. For example. each 

Catalyst 2924M XL switch may initially be used to 

R'~5--:-c~, -
CPMI - CORREIOS 
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Users can also choose to implement higher leveis of 

resiliency in their full-duplex GigaStack configurations. 

High leveis o f redundancy can be implemented within 

the wiring closet stack and on the network core uplinks. 

Within the wiring closet, a second Catalyst 3550-12T or 

3550-12G aggregation switch can be deployed with 

redundant links to each stack member. And. redundant 

uplinks can be deployed from the distribution layer to 

the network core. When deploying redundant gigabit 

uplinks, users can benefit from link failover times that 

are significantly shorter than standard Spanning Tree 

Protocols. By implementing the Cisco UplinkFast 

feature, failover can be minimized to as little as 1 to 2 

seconds. In addition, the Cisco Per-VLAN Spanning 

Tree Plus (PVST +) feature can be deployed to ensure 

that ali redundant uplinks perform load balancing. In 

other words, ali redundant uplinks are active and carry 

traffic. 

Users can achieve even higher leveis of performance 

in their full-duplex stacks by configuring duallinks 

from an aggregation switch to each stack member. The 

two Gigabit Ethemet ports on each Catalyst 3550 

Series switch can be grouped together using Gigabit 

EtherChannel® technology to create a stack connection 

with a full-duplex 4-Gbps forwarding rate. 

Figure 4 illustrates a switch stack configured with 

GigaStack GBICs operating in full-duplex mode. In this 

configuration, the Catalyst 3550-12G Gigabit Ethernet 

switch creates a high-performance option for switch 

aggregation using point-to-point links. Fault tolerance 

is implemented via a redundant Catalyst 3550-12G 

switch. High-speed uplinks from the Catalyst 3550-12G 

switch to the network core are provided via Gigabit 

EtherChannel technology. 

Cisco Systems. Inc. 

Figure 4 Fuii-Duplex GigaStack Star Configuration 

GigaStack GBIC 

Catalyst 3550·12G 

'-.._ Gigabit Ethernet or 
Gigabit EtherChannel Uplinks 

Full Compatibility with Cisco Switch 

Clustering Management Technology 

Users can choose to deploy GigaStack GBIC stacking 

while benefiting from the powerful multidevice 

management technology available in Cisco Switch 

Clustering technology. Switch Clustering technology 

allows customers to manage a stack of devices within a 

wiring closet or a broadly dispersed set of devices across 

a campus as a single IP entity. Switch Clustering 

technology uses standard TCPIIP packets to distribute 

and collect management information for ali switches in 

the cluster. Switch Clustering supports a broad range of 

physical interconnections, including the GigaStack GBIC. 

. RQS no 03/2005 - CN -
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Key Features and Benefits 

• Delivers a hardware-based, independent stack bus 

with 1-Gbps forwarding bandwidth in a half-duplex, 

cascade configuration, or up to a 2-Gbps forwarding 

rate in a point-to-point, full-duplex configuration 

• Allows up to nine switches to be interconnected in a 

half-duplex, cascade stack configuration, forrning a 

highly scalable 1-Gbps independent stack bus 

• When deployed in full-duplex in combination with a 

Catalyst 3550-12T or 3550-12G aggregation 

switch, provides a high-perforrnance option for 

switch aggregation using point-to-point links 

• Standard GBIC forro factor provides customers 

unprecedented flexibility in installation and 

deployment 

• Offers many redundancy and resiliency options to 

ensure network availability 

• Delivers a hardware-based stacking solution to 

Catalyst 3550, 2950G, 3500 XL switches and 

gigabit-enabled Catalyst 2900 Series XL switches 

• Full- and half-duplex autonegotiating automatically 

selects and optimizes bandwidth between 

interconnected switches 

Technical Specifications 

Performance 

• 1 Gbps in half-duplex, cascade configuration; 

2 Gbps in point-to-point. full-duplex configuration 

Supported Products 

• Catalyst 3550 Series 

• Catalyst 2950G Switches 

• Catalyst 3500 Series XL 

• Catalyst 2912MF XL 

• Catalyst 2924M XL 

Cisco Systems. Inc. 

Standards 

• IEEE 802.3z, IEEE 802.3x IOOOBASE-X half/ 

full-duplex specification 

Y2K 

• Y2K compliant 

Connectors and Cabling 

• Switch connection: GBIC-compliant connector 

I
. -~~s b· -t 

• Stacking connection: copper-based Cisco GigaStack 

cabling 

lndicators 

• Link integrity, disabled, activity, speed, and 

full-duplex indications 

Dimensions and Weight (H x W x D) 

• 0.75 X 1.54 X 3.50 in. (1.90 X 3 .91 X 8 .89 em) 

• 1.8 oz (56 grams) 

Environmental Conditions and Power 

Requirements 

• Operating temperature: 32 to 113 F (O to 45 C) 

• Storage temperature: -13 to 158 F (-25 to 70 C) 

• Operating relative humidity: 10 to 85% 

noncondensing 

• Operating altitude: up to 10,000 ft (3000 m) 

• Power consumption: 2W maximum; 6.8 BTU per 

h ou r 

• MTBF 4.4 million hours 

Safety Certifications 

• UL 1950 

• CSA 22.2 No. 950 

EN60950--

• IEC 950 

• AS/NZS 3260, TSOOI 

• CE 

Ali contents are Copyright <t> 2002 Cisco Systems. Inc. Ali rights reserved. lmportant Notices and Privacy Statement. 
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Electromagnetic Emissions Certifications 

• FCC Part I 5 Class A 

For More lnformation on Cisco Products, 

Contact: 

• EN 55022B Class A (CISPR 22 Class A) 

• VCCI Class A 

• AS/NZS 3548 Class A 

• BCIQ 

• CE Marking 

Warranty 

• Lifetime limited warranty 

Ordering lnformation 

• Model Number: WS-X3500-XL (Cisco GigaStack 

GBIC and 50 centimeter cable for GigaStack GBIC) 

• Cable: CAB-GS-IM (I meter cable for GigaStack 

GBIC) 

CISCO SYSTEMS - ® 

• U.S. and Canada: 800 553-NETS (6387) 

• Europe: 32 2 778 4242 

• Australia: 6I2 9935 4I07 

• Other: 408 526-7209 

• World Wide Web URL: http://www.cisco.com 

Corporate Headquarters European Headquarters Americas Headquarters Asia Pacific Headquarters 
Cisco Systems. Inc. Cisco Systems lntemational BV Cisco Systems, Inc. Cisco Systems, Inc. 
170 West Tasman Drive Haarlerbergpark 170 West Tasman Drive Capital Tower 
Sanjose, CA 95134-1706 Haarlerbergweg 13-19 Sanjose. CA 95134-1706 168 Robinson Road 
USA 1101 CH Amsterdam USA #22-01 to #29-01 
www.cisco.com The Netherlands www.cisco.com Singapore 068912 
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lnstallation 

This chapter describes how to instali your switch, interpret the power-on self-test 
(POST), and connect the switch to other devices. Read these topics, and perform 
the procedures in this order: 

• Preparing for Installation, page 2-2 

• Verifying Switch Operation, page 2- I O 

• Instaliing the Switch in a Rack, page 2- I 5 

• Installing the Switch on a Table, Shelf, or Desk, page 2-26 

• Installing the Switch on a Wall, page 2-27 

• Installing the GBIC Modules, page 2-30 

• Installing and Removing SFP Modules, page 2-32 

• Connecting to 10/100 and 101100/IOOO Ports, page 2-36 

• Connecting to lOOBASE-FX and lOOOBASE-SX Ports, page 2-40 

• Connecting to an LRE Port, page 2-42 

• Connecting to GBIC Module Ports, page 2-45 

• Connecting to an SFP Module, page 2-50 

• Where to Go Next, page 2-5 I 

Catalyst 2950 Switch Hardware lnstallation Guide 
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Chapter 2 lnstallation 
Preparing for lnstallation 

Preparing for lnstallation 

Warnings 

A 
Warning 

A 
Warning 

Warning 

A 
Warning 

Warning 

This section provides information about these topics: 

• Warnings, page 2-2 

• EMC Regulatory Statements, page 2-4 

• Installation Guidelines, page 2-7 

• Verifying Package Contents, page 2-9 

These warnings are translated into severallanguages in Appendix C, "Translated 
Safety Wamings." 

This equipment isto be installed and maintained by service personnel only as 
defined by AS/NZS 3260 Clause 1.2.14.3 Service Personnel. 

This unit is intended for installation in restricted access areas. A restricted 
access area can be accessed only through the use of a special tool, lock and 
key, or other means of security. 

Only trained and qualified personnel should be allowed to insta li or replace this 
equipment. 

Read the installation instructions before you connect the system to its power 
source. 

Unplug the power cord before you work on a system that does not h ave an on/off 
switch. 

• Catalyst 2950 Desktop Switch Hardware lnstallation Guide .,. 78-11157·04 
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Chapter 2 lnstallation 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

Warning 

A 
Warning 

A 
Warning 

78·11157-04 

Preparing for lnstallation 

Do not stack the chassis on any other equipment. lf the chassis falls, it can 
cause severe bodily injury and equipment damage. 

To comply with safety regulations, mount switches on a wall with lhe front 
panel facing up. 

lf a redundant power system (RPS) is not connected to the switch, insta li an RPS 
connector cover on the back of lhe switch. 

lhe plug-socket combination must be accessible at ali times because it serves 
as the ma in disconnecting device. 

To prevent the switch from overheating, do not operate it in an area that 
exceeds the maximum recommended ambient temperature of 113°F (45°C). To 
preveni airflow restriction, allow at least 3 inches (7.6 em) of clearance around 
the ventilation openings. 

When installing the unit, always make the ground connection first and 
disconnect it last. 

This equipment is intended to be grounded. Ensure that the host is connected to 
earth ground during normal use. 

Before working on equipment that is connected to power I ines, removejewelry 
(including rings, necklaces, and watches). Metal objeets will heat-up-when­
connected to power and ground and can cause serious burns or weld the metal 
object to the terminais. 

Switch Hardware lnstallation Guide 
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Chapter 2 lnstallation 
Preparing for lnstallation 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

A 
Warning 

Do not work on the system or connect or disconnect cables during periods of 
lightning activity. 

Ultimate disposal of this product should be handled according to ali national 
laws and regulations. 

Attach only the Cisco RPS (model PWR300-AC-RPS-N1) to the RPS receptacle. 

lnvisible laser radiation may be emitted from disconnected fibers or 
connectors. Do not stare into beams or view directly with optical instruments. 

Class 1 laser product 

Avoid direct exposure to the laser beam 

EMC Regulatory Statements 

U.S.A. 

This section includes specific regulatory statements about the Catalyst 2950 
switches. 

U.S. regulatory information for this product is in the front matter ofthis manual. 

• Catalyst2950 Desktop Switch Hardware lnstallation Guide 
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Chapter Z lnstallation 

Taiwan 

,._ 
Japan 

78-11 157-04 

Preparing for lnstallation 

This is a Class A Infonnation product. When used in a residential environment, it 
may cause radio frequency interference. Under such circumstances, the user may 
be requested to take appropriate countermeasures. 

~1§-{~ffl~: 

~~~~@'t~~R~& · ti:li51±8'9~~~15efflMf · PJ~~~AA~t?ffl 
f•·tt:~--~T·~ffl~~-~*~~~®·•~~mo 

This is a Class A product based on the standard ofthe Voluntary Control Council 
for Interference by Infonnation Technology Equipment (VCCI). Ifthis equipment 
is used in a domestic environment, radio disturbance may arise. When such 
trouble occurs, the user may be required to take corrective actions. 

Switch Hardware lnstallation Guide 
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Chapter 2 lnstallation 
Preparing for lnstallation 

Korea 

A 
Warning This is a Class A Device and is registered for EMC requirements for industrial 

use. lhe seller or buyer should be aware of this. lf this type was sold or 
purchased by mistake, it should be replaced with a residential-use type. 

Aii 7171 OI 7171:: ~.!?-~~~ ~X~li~ ~~ ~~~ ~ 717101 
.2LI tl-DHX~ EE:: N~x~:: OI g ~ ~~lôfAI71 t:lf2.f~ 1219{ 
~~ t]-DH EE-E ~~ôf~~ IIHOll:: 7f~~~~ .:ü!.!l-ôfAI71 t:lfEtLICf. 
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Chapler 2 lnslallalion 

Hungary 

Preparing fM lnslallalion 

This equipment is a Class A product and should be used and installed properly 
according to the Hungarian EMC Class A requirements (MSZEN55022). Class A 
equipment is designed for typical commercial establishments for which special 
conditions o f installation and protection distance are used . 

Figyelmeztetés a felhasználói kézikõnyv számára: 
Ez a berendezés "A" osztályú termék, felhasználására és üzembe helyezésére a 
magyar EMC "A" osztályú kõvetelményeknek (MSZ EN 55022) megfeleloen 
kerülhet sor, illetve ezen "A" osztályú berendezések csak megfelelo kereskedelmi 
forrásból származhatnak, amelyek biztosítják a megfelelo speciális üzembe 
helyezési kõrülményeket és biztonságos üzemelési távolságok alkalmazását . 

lnstallation Guidelines 

78-11157-04 

When determining where to place the switch, observe these guidelines . 

• Before installing the switch, first verify that the switch is operational by 
powering it on and running POST. Follow the procedures in the "Powering 
On the Switch and Running POST" section on page 2-14 . 

• For 10/100 ports and 10/100/1000 ports, the cable length from a switch to an 
attached device cannot exceed 328 feet (100 meters) . 

• For 1 OOBASE-FX ports, the cable 1ength from a switch to an attached device 
cannot exceed 6562 feet (2 ki1ometers). 

• For lOOOBASE-SX ports and 1000BASE-SX GBIC module ports, the cable 
length from a switch to an attached device cannot exceed 1804 feet 
(550 meters). 

• For 1000BASE-LX/LH GBIC module ports, the cable length from a switch 
to an attached device cannot exceed 32,810 feet (10 kilometers). 

• For 1000BASE-ZX GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 328,100 feet (100 kilometers). 

• For 1 OOOBASE-T GBIC module ports, the cable length from switch to an 
attached device cannot exceed 328-f-eet (100 meters-l:.-----

Swilch Hardware lnslallalion Guide 
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Chapter 2 lnstallation 
Preparing for lnstallation 

• For Coarse Wave Division Multiplexing (CWDM) GBIC module ports, the 
cable length from a switch to an attached devi c e cannot exceed 393,719 feet 
(120 ki1ometers). For specific cable 1engths, refer to the CWDM GBIC 
module documentation . 

• For GigaStack GBIC module ports, the cable length from a switch to an 
attached device cannot exceed 3 feet (1 meter) . 

• For LRE ports, cable-length specifications vary. Refer to the "LRE Ports" 
section on page 1-11. 

• Operating environment is within the ranges listed in Appendix A, "Technical 
Specifications." 

• Clearance to front and rear panels meet these conditions: 

- Front-panel LEDs can be easily read . 

- Access to ports is sufficient for unrestricted cabling . 

- Rear-panel AC power connector is within reach of an AC power outlet . 

- Rear-panel direct current (DC) power connector is within reach o f a 
circuit breaker. 

• Airflow around the switch and through the vents is unrestricted . 

• Temperature around the unit does not exceed 113.F (45.C). 

'· Note I f the switch is installed in a closed or multirack assembly, the 
temperature around it might be greater than normal roam 
temperature. 

• Cabling is away from sources o f electrical no i se, sue h as radios, power !ines, 
and fluorescent lighting fixtures. 

~------------------------------------------------------------- ··---
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Chapter 2 lnstallation 
Preparing for lnstallation • 

Verifying Package Contents 

78-11157-04 

~ .. 
Note Carefully remove the contents from the shipping container, and check each item 

for damage. If any item is missing or damaged, contact your Cisco representative 
or reseller for support. Return ali packing materiais to the shipping container and 
save them . 

The switch is shipped with these items: 

• AC power cord 

• Mounting kit containing these items: 

- Four rubber feet for mounting the switch on a table, shelf, or desk 

- Two 19-inch or 24-inch rack-mounting brackets 

- Six number-8 Phillips flat-head screws for attaching the brackets to the 
switch 

- Four number-8 Phillips truss-head screws for attaching the brackets to 
the switch 

- Four number-12 Phillips machine screws for attaching the brackets to a 
rack 

- One cable guide and one black Phillips machine screw for attaching the 
cable guide to one o f the mounting brackets 

- RPS connector cover 

• DC-switch kit containing these items: 

- One DC terminal block plug (also called a terminal block header) 

- One ground 1ug 

- Two number-1 0-32 screws for attaching the ground lug to the switch 

- Two 23-inch rack-mounting brackets (with 1-inch spacing for telco 
racks) 

Four number-8 Phillips tmss-head screws for attaching the brackets ... to 
the switch 

Switch Hardware lnstallation Guide 
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Chapter 2 lnstallation 
Verifying Switch Operation 

- Two number-12 Phillips machine screws for attaching the brackets to a 
rack 

~ . 
Note The DC-switch kit ships only with the Catalyst 29500-24-EI-DC 

switch . 

• One RJ-45-to-DB-9 adapter cable 

• Product ownership registration card 

I f you want to connect a terminal to the switch console port, you need to provi de 
an RJ-45-to-DB-25 female DTE adapter. You can order a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco . 

You can connect a lOOBASE-FX or lOOOBASE-SX port to an SC or ST port on a 
target device by using one ofthe MT-RJ fiber-optic patch cables listed in 
Table 2-1. Use the Cisco part numbers in Table 2-1 to order the patch cables that 
you need . 

Table 2·1 MT-NJ Patch Cables for 100BASE-FX and 1000BASE-SX Connections 

Type Cisco Part Number 

l-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-1 M 

3-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-3M 

5-meter, MT-RJ-to-SC multimode cable CAB-MTRJ-SC-MM-5M 

l-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-lM 

3-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-3M 

5-meter, MT-RJ-to-ST multimode cable CAB-MTRJ-ST-MM-5M 

Verifying Switch Operation 
Before installing the switch in a rack, on a wall , or on a table or shelf, you should 
power on the switch and verify that the switch passes POST. These sections 
describe the steps required to connect a PC to the switch console port and to power 
on the switch. 

• Connecting a PC or a Terminal to the Console Port, page 2-11 

• Catalyst2950 Desktop Switch Hardware lnstallation Guide 
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Verifying Switch Operation 

• Powering On the Switch and Running POST, page 2-14 

Connecting a PC or a Terminal to the Console Port 

78-11157-04 

To connect a PC to the console port, use the supplied RJ-45-to-DB-9 adapter 
cable. To connect a terminal to the console port, you need to provide an 
RJ-45-to-DB-25 female DTE adapter. You can order a kit (part number 
ACS-DSBUASYN=) with that adapter from Cisco. For console-port and 
adapter-pinout information, see the"Cable and Adapter Specifications" section on 
page B-9. 

The PC or terminal must support VT I 00 terminal emulation. The 
terminal-emulation software-frequently a PC application such as 
HyperTerminal or Procomm Plus-makes communication between the switch and 
your PC or terminal possible during the setup program. 

Follow these steps to connect the PC or terminal to the switch: 

Step 1 Make sure that your terminal-emulation software is configured to communicate 
with the switch through hardware flow control. 

Step 2 Configure the baud rate and character format o f the PC o r terminal to match these 

Step 3 

console-port default characteristics: 

• 9600 baud 

• Eight data bits 

• One stop bit 

• No parity 

After gaining access to the switch, you can change the port baud rate. Refer to the 
switch software configuration guide for instructions. 

Insert the adapter cable in the console port, as shown in Figure 2-1 through . (See 
the "Cable and Adapter Pinouts" section on page B-12 for pinout descriptions.) 

~ .. 
Note The eonsole port is on the front pane! ofthe Catalyst 29W-:bRE swi-tehes . 
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Verifying Switch Operation 

Figure 2-1 Connecting to the Console Port 

RJ-45-to-DB-9 
adapter cable 
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Figure 2-2 Connecting to a Console Port Only on Catalyst 2950G-24-EI-OC Switches 

RJ-45-to-DB-9 
adapter cable 
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Chapter 2 lnstallation 

Verifying Switch Operalion 

Figure 2-3 Connecting to a Console Port Only on Catalyst 2950G-.t/8-EI Switches 

RJ-45-to-DB-9 
adapter cable 

Figure 2-.t/ Connecting to a Console Port Only on Catalyst 2950ST-8lRE and Catalyst 2950ST-2.tf LRE 
Switches 

RJ-45-to-DB-9 
adapter cable 

Step 4 Attach the appropriate adapter to the terminal , i f needed. 

Step 5 Insert the other adapter cable end in the PC or terminal adapter. 

Step 6 Start the tenninal-emulation software. 

• 
~----------------

• 
• 
• 
• 
• 
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Verifying Switch Operation 

Powering On the Switch and Running POST 

Ifyour switch is connected to an RPS, connect the switch and the RPS to the same 
AC power source. Refer to the Cisco RPS documentation for more information. 
For information about connecting a Catalyst 2950G-24-EI-DC switch to a 
DC-input power source, see Appendix D, "Connecting to DC Power." 

~ .. 
Note Always put the RPS in standby mode when you are connecting devices to it and 

in active mode during normal operation . 

To power on the switch, follow these steps: 

Step 1 Make sure that you have started the terminal emulation software program (such as 
ProComm, HyperTerminal, tip, or minicom) from your management station. See the 
"Connecting a PC ora Terminal to the Console Port" section on page 2-11 for 
information on connecting to the switch console port . 

Step 2 Connect one end ofthe AC power cord to the AC power connector on the switch. 

Step 3 Connect the other end o f the power cord to an AC power outlet. 

_Â 
Warning Attach only the Cisco RPS 300 (model PWR300-AC-RPS-N1) to the RPS 

receptacle. 

~ .. 

After the power is connected, the switch automatically begins POST, a series of 
tests that verifies that the switch functions properly. When the switch begins 
POST, the system LED is off. If POST completes successfully, the LED turns 
green. If POST fails, the LED turns amber. See Chapter 3, "Troubleshooting." to 
determine a corrective action. 

Note POST failures are usually fatal. Call Cisco Systems immediately if your switch 
does not pass POST . 
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Chapter 2 lnstallation 

lnstalling the Switch in a Rack 

After successfully running POST, follow these steps. 

Step 1 Turn off power to the switch . 

Step 2 Disconnect the cables . 

Step 3 Determine where the switch is to be installed . 

lnstalling the Switch in a Rack 

78-11157-04 

A 
Warning To prevent bodily injury when mounting or servicing this unit in a rack, you must 

take special precautions to ensure that the system remains stable. lhe 
following guidelines are provided to ensure your safety: 

~ .. 

• This unit should be mounted at the bottom o f the rack i f it is the 
only unit in the rack. 

• When mounting this unit in a partially filled rack, load the rack 
from the bottom to the top with the heaviest component at the 
bottom o f the rack. 

• I f the rack is provided with stabilizing devices, install the 
stabilizers before mounting or servicing the unit in the rack. 

Note Figure 2-5 to show the Catalyst 2950-24, 2950G-24-EI-DC, and 2950G-48-EI 
switches as examples. You can install other Catalyst 2950 switches in a rack as 
shown in these illustrations. 

To install the switch in a 19-, 23-, or 24-inch rack, follow these steps: 

• Attaching the Brackets to the Switch, page 2-16 

• Mounting the Switch in a Rack, page 2-25 

• Attaching the Optional Cable Guide, page 2-26 
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lnstalling lhe Switch in a Rack 

~ ... 
Note Installing the Catalyst 2950G-48-EI switch in a 23-inch or 24-inch rack requires 

an optional bracket kit not included with the switch. You can order a kit 
containing the 23-inch or 24-inch rack-mounting brackets and hardware from 
Cisco (part number RCKMNT-1RU=). 

Attaching the Brackets to the Switch 

The bracket orientation and the screws that you use depend on whether you are 
attaching the brackets to a 19-, 23-, or 24-inch rack. Follow these guidelines: 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
19-inch rack, use two Phillips flat-head screws to attach the Iong si de of the 
19- or 24-inch bracket to the switch. See Figure 2-5, Figure 2-6, and 
Figure 2-7. 

• When mounting a Catalyst 2950G-48-EI switch in a 19-inch rack, use three 
Phillips flat-head screws to attach the long side ofthe 19- or 24-inch bracket 
to the switch. See Figure 2-8, Figure 2-9, and Figure 2-1 O . 

• When mounting a Catalyst 2950G-24-EI-DC switch in a 23-inch rack, use 
two Phillips truss-head screws to attach the 23-inch bracket to the switch. See 
Figure 2-11, Figure 2-12, and Figure 2-13. 

• When mounting a switch other than a Catalyst 2950G-48-EI switch in a 
24-inch rack, use two Phillips truss-head screws to attach the 19- or 24-inch 
bracket to the switch. See Figure 2-14, Figure 2-15, and Figure 2-16. 

• When mounting a Catalyst 2950G-48-EI switch in a 24-inch rack, use three 
Phillips flat-head screws to attach the 24-inch bracket (part number 
RCKMNT-1RU=) to the switch. See Figure 2-17, Figure 2-18, and 
Figure 2-19. 

Figure 2-5 to Figure 2-19 show how to attach a bracket to one si de of the switch. 
Follow the same steps to attach the second bracket to the opposite si de o f the 
switch. 
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lnstalling lhe Switch in a Rack 

Figure 2-5 Attaching Brackets on the Switch in a 19-/nch Rack (Front Pane/ 
Forward) 

Number-8 
Phillips flat-head 

screws 

Figure 2-6 Attaching Brackets on the Switch in a 19-/nch Rack (Rear Pane/ 
Forward) 
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lnstalling the Switch in a Rack 

Figure 2-7 Attaching Brackets on the Switch in a 19-/nch lélco Rack 

Number-8 
Phillips flat-head 

Figure 2-8 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch 
Rack (Front Pane/ Forward) 

~- -------------- ------ ----------------
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lnstalling the Switch in a Rack 

Figure 2-9 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-/nch Hack (Hear Pane! 
Forward) 

M 
;:;:; 
"' "' 

Figure 2-10 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 19-lnch lélco Hack 
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Chapter 2 lnstallation 
lnstalling lhe Switch in a Rack 

Figure 2- 11 Attaching Brackets on the Catalyst 2950G-24-EI-DC Switch in a 
23-lnch lé!co Rack (Front Pane/ Forward) 

Figure 2-12 Attaching Brackets on the Catalyst 2950G-24-EI-DC Switch in a 23-lnch lé!co Rack 
fRear Pane/ Forward) 

Number-8 
Phillips 

truss-head 
screws 

------@ 

... 
1'­
<0 

"' <O 
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lnstalling lhe Switch in a Rack 

Figure 2-1.1 Attaching Brackets on the Catalyst 2950G-24-EI-OC Switch in a 2.1-/nch lé!co Rack 

Figure 2-14 Attaching Brackets on the Switch in a 24-lnch Rack (Front Pane/ 
Forward) 
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lnstalling lhe Switch in a Rack 

Figure 2-15 Attaching Brackets on the Switch in a 24-/nch Rack (Rear Pane/ 
Forward) 
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Figure 2-16 Attaching Brackets on the Switch in a 24-/nch Télco Rack 

78-11157-04 

Figure 2-17 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-lnch 
Rack (Front Pane/ Forward) 

Phillips 
flat-head 
screws 
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lnstalling the Switch in a Rack 

G - ~Li \ · L 

Figure 2-18 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
Rack (Rear Pane/ Forward) 

Figure 2-19 Attaching Brackets on the Catalyst 2950G-48-EI Switch in a 24-/nch 
TelcoRack 

24" Configuration 

o 

"' "' " ,._ 
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Mounting the Switch in a Rack 

After attaching the brackets, use the four Phillips machine screws to securely 
attach the brackets to the rack, as shown in Figure 2-20. 

To prevent the cables from obscuring the switch and other devices in the rack, you 
can also attach the cable guide to the rack. See the"Attaching the Optional Cable 
Guide" section for instructions. 

Figure 2-20 Mounting the Switch in a Rack 

screws 

78-11157-04 

After mounting the switch in the rack, start the terminal-emulation software, and 
provide power to the switch. See the "Powering On the Switch and Running 
POST" section on page 2-14 for instructions. 

- - --------- · - ··· - - -. -·- -
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Jnstalling lhe Switch on a Table, Shelf, or Desk 

Attaching the Optional Cable Guide 

~. 

We recommend attaching the cable guide to prevent the cables from obscuring the 
front panels ofthe switch and other devices installed in the rack. Use the supplied 
black Phillips machine screw to attach the cable guide to the Ieft or right bracket, 
as shown in Figure 2-21. 

Note You cannot use the cable guide with Catalyst 2950 LRE switches. 

Figure 2-21 Attaching the Cab/e Guide 

Cable guide screw 

lnstalling the Switch on a Table, Shelf, or Desk 
Before placing the switch on a table, shelf, or desk, locate the adhesive strip with 
rubber feet in the mounting-kit envelope, and attach four rubber feet to the 
recessed areas on the switch bottom. Place the switch on a table, shelf, or desk 
near an AC power source or DC-input power source. 

Start the terminal-emulation software and provide power to the switch. See the 
"Powering On the Switch and Running POST" section for instructions. 
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lnstalling lhe Switch on a Wall 

lnstalling the Switch on a Wall 

A 
Warning 

A 
Warning 

To comply with safety regulations, mount switches on a wall with the front 
panel facing up . 

lf a redundant power system (RPS) is not connected to the switch, insta li an RPS 
connector cover on the back of the switch . 

You can mount the Catalyst 2950 switch to a wall in a face-up configuration. To 
attach the switch to a wall, follow the procedures in this section. 

• Attaching the brackets to the switch 

• Attaching the RPS Connector Cover 

• Attaching the switch to a wall 

Attaching the Brackets to the Switch 

78-11157-04 

Use the supplied Phillips flat-head screws to attach the long side ofthe bracket to 
the switch. Figure 2-22 shows how to attach the brackets to one side ofthe switch. 
Follow the same steps to attach the second bracket to the opposite si de of the 
switch. 
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Chapter 2 lnstallation 
lnstalling lhe Switch on a Wall 

Figure 2-22 Attaching Brackets For Wa/1-Mounting For the Catalyst 2950 Switch 

Phillips 
truss-head g 
screws ..... ... 

Attaching the RPS Connector Cover 

_A 

If you are not using a redundant power system (RPS) with your switch, use two 
number-4 Phillips pan-head screws to install an RPS connector cover to the back 
of the switch. (See Figure 2-23.) The pan-head screws are included in the 
accessory kit. 

Warning lf an RPS is not connected to the switch, insta li an RPS connector cover on the 
back of the switch. 

Figure 2-23 Attaching the RPS Connector Cover 

r;---, -----_---
--.;.!" ... ~f· ·· · · 

RPS RPS 
connector cover connector 
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lnstalling lhe Switch on a Wall 

Mounting the Switch to a Wall 

A 
Warning To comply with safety regulations, mount switches on a wall with the front 

panel facing up . 

For the best support ofthe switch and cables, make sure the switch is attached 
securely to a wall stud or to a firmly attached plywood mounting backboard, as 
shown in Figure 2-24 . 

Figure 2-24 Mounting a Catalyst 2950 Switch to a Wa/1 

ç,-

ç,­
User-supplied 
screws 

Vertical 
wall stud 

Face up 
wall mounting configuration 

~--­

~-- -

Vertical 
wall stud 

After the switch is mounted on the wall, power the switch as described in 
-----------''"-!' 4'lwering On the Switeh and Rtlflni-n-g-P--GS~ee-t-i~:m--oo-page-2--.14.---
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lnstalling the GBIC Modules 

~ 

Figure 2-25, Figure 2-26, and Figure 2-27 show how to inserta GBIC module in 
a GBIC module slot on the switch. For instructions on how to install a CWDM 
GBIC module in a GBIC module slot, refer to the documentation that carne with 
that GBIC module. 

For detailed instructions on installing, removing, and cabling the GBIC module 
(the 1 OOOBASE-X module, the 1 OOOBASE-T module, the CWDM GBIC module, 
or the GigaStack module), refer to your GBIC documentation. 

Caution To prevent electrostatic-discharge (ESD) damage when installing GBIC modules, 
follow your normal board and component handling procedures. 

Figure 2-25 lnstalling a TOOOBASE-X GB/C Module in a Switch 

1000BASE-X 
GBIC module 

Metal flap door 

GBIC module slot 
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lnstalling lhe GBIC Modules 

Figure 2-26 lnstalling a TOOOBASE-T GB/C Module in a Switch 

1000BASE-T 
GBIC module 

Metal flap door 

GBIC module slot 

Figure 2-27 lnstalling a GigaStack GB/C Module in a Switch 

GigaStack 
GBIC module 

Metal flap doar 

GBIC module slot 

;;; 
"' ... ... 

Switch Hardware lnstallation Guide 

03/2005 - CN -
CPM I .. CORRt=.i OS 

'\034 
Fls N°~-----

7 O 2 c' 



Chapter 2 lnstallation 
lnstalling and Rernoving SFP Modules 

lnstalling and Removing SFP Modules 
These sections describe how to install and remove SFP modules. SFP modules are 
inserted into SFP module slots on the front ofthe Catalyst 2950 LRE switches. 
These field-replaceable modules provide the uplink optical interfaces, laser send 
(TX) and laser receive (RX). 

You can use any combination of SFP modules. Refer to the Catalyst 2950 release 
notes for the list ofSFP modules that the Catalyst 2950 LRE switch supports. The 
only restriction is that each port must match the wave-length specifications on the 
other end o f the cable, and the cable must not exceed the stipulated cable length 
for reliable communications. Refer to Table 1-2 for cable stipulations for SFP 
connections. 

Use only Cisco SFP modules on the Catalyst 2950 LRE switch. Each SFP module 
has an internai serial EEPROM that is encoded with security information. This 
encoding provides a way for Cisco to identify and validate that the SFP module 
meets the requirements for the switch. 

For detailed instructions on installing, removing, and cabling the SFP module, 
refer to your SFP module documentation. 

lnstalling SFP Modules into SFP Module Slots 

~ 

SFP modules use different types o f latches for their installation and extraction. 
Determine which type of latch your SFP module uses before following the 
installation procedure: 

• Figure 2-28 shows an SFP module with a Mylar tab latch. 

• Figure 2-29 shows an SFP module with an actuator button latch. 

• Figure 2-30 shows an SFP module that has a bale-clasp latch. 

Caution We strongly recommend that you do not install or remove the SFP module with 
fiber-optic cables attached to it because ofthe potential damage to the cables, the 
cable connector, or the optical interfaces in the SFP module. Disconnect ali cables 

r------ -------- ---,-6-efõre removmg or mstalhng an SFP module. 

Removing and installing an SFP module can shorten its usefullife. Do not remove 
and insert SFP modules more often than is absolutely necessary. 
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Chapter 2 lnstallation 

Step 1 

Step 2 

78-11157-04 

lnstalling and Rernoving SFP Modules 

Figure 2-28 SFP Module with a Mylar Tãb latch 

Figure 2-29 SFP Module with an Actuator Button latch 

Figure 2-30 SFP Module with a Bale-Ciasp latch 

To insert an SFP module into the SFP module slot, follow these steps: 

Attach an ESD-preventive wrist strap to your wrist and to a bare metal surface on 
the chassis. 

Find the send (TX) and receive (RX) markings that identify the top side ofthe SFP 
module. 

Note On some SFP modules, the send and rece1ve ("J"ra~Rmgs might 
be replaced by arrows that show the direction o f the connection, either 
send or receive (TX or RX). 
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Chapter 2 lnstallation 
lnstalling and Removing SFP Modules 

Step 3 Align the SFP module in front o f the slot opening. 

Step 4 Insert the SFP module in to the slot until you feel the connector on the module snap 
in to place in the rear o f the slot. 

Figure 2-.11 lnstalling an SFP Module into an SFP Module Slot 

Step 5 Remove the dust plugs from the SFP module optical ports and store them for !ater 
use. 

~ 
Caution Do not remove the dust plugs from the SFP module port or the rubber caps from 

the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the SFP module ports and cables from contamination and ambient light. 

Step 6 Insert the LC into the SFP module. 

Removing SFP Modules from SFP Module Slots 

To remove an SFP module from a module receptacle, follow these steps: 

Step 1 Attach an ESD-preventive wrist strap to your wrist and to a bare metal surface on 
the chassis. 

Step 2 Disconnect the LC from the SFP module. 
-- - - -----------

p 
Tip For reattachment, note which cable connector plug is send (TX) and which is 

receive (RX). 
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Chapter 2 lnstallalion 
lnstalling and Removing SFP Modules 

Step 3 Insert a dust plug in to the optical ports o f the SFP module to keep the optical 
interfaces clean. 

Step 4 Unlock and remove the SFP module, as shown in Figure 2-32, Figure 2-33, and 
Figure 2-34. 

• If the module has a Mylar tab latch, pull the tab straight out so that you 
remove the SFP module from the port in a parallel direction. Do not twist or 
pull the tab because you could disconnect it from the SFP module . 

Figure 2-32 Using the Mylar Táb latch to Remove an SFP Module from a Slot 

• lfthe module has an actuator button latch, use your thumb to push inward on 
the wedge to free the locking pin, and use your index finger to grip the ridge 
on top o f the SFP module. Pull straight out to remove the module. 

Figure 2-33 Using the Actuator Button latch to Hemovean SFP Module from an 
SFP Module Slot 

• I f the module h as a bale-clasp late h, pull the bale out and down to ej ect the 
___________ mo_d_ule..If the bale-clasp late h is obstructed and you cannot use your index 

finger to open it, use a small, flat-blade screwdriver or other long, narrow 
instrument to open the bale-clasp latch. 
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Chapter 2 lnstallation 
Connecting to 10/100 and 10/10011000 Ports 

Step 5 

Step 6 

Figure 2-34 Removing a Bale-C/asp latch SFP Module by Using a Flat-Biade 
Screwdtiver 

Bale clasp 

Grasp the SFP module between your thumb and index finger, and carefully 
remove it from the module slot. 

Place the removed SFP module in an antistatic bag or other protective 
environment. 

Connecting to 10/100 and 10/100/1000 Ports 

• WJlW 

The I 0/100 ports configure themselves to opera te at the speed and duplex settings 
ofattached devices.They operate at 10 or 100 Mbps in half- or full-duplex mode. 
I f the attached devices do not support autonegotiation, you can explicitly set the 
speed and duplex parameters. 

The 10/ 100/1000 ports configure themselves to operate at the speed setting of 
attached devices. These ports on Catalyst 2950T-24 switches opera te at 1 O, 100, o r 
1000 Mbps in full-duplex mode. I f the attached devices do not support 
autonegotiation, you can set the speed. 
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Chapter 2 lnstallation 

78-11157-04 

~ .. 
Note 

& 

Connecting to 10/100 and 10/100/1000 Ports 

On the Catalyst 2950 LRE switches, the four input uplink ports are bundled as two 
logical ports, each consisting o f a copper 101100/1000 port anda fiber-optic small 
form-factor pluggab1e (SFP) module slot, respectively. 

Within each logical port, you can use only the copper or the fiber-optic port at one 
time. I f the Catalyst 2950 LRE switch senses more than two connections for both 
logical ports, the switch chooses the fiber-optic connections over the copper 
connections in default operation. 

See the "SFP Module S1ots" section on page 1-13 for more information on LRE 
uplink logical ports. 

Connecting devices that do not autonegotiate or devices with manually set speed 
and duplex parameters can reduce performance or result in link failures between 
the devices. To maximize performance, choose one o f these methods for 
configuring the ports: 

• Let the ports autonegotiate both speed and duplex for 10/100 ports and only 
speed for 101100/1000 ports. 

Set the speed and duplex parameters on both ends o f the connection. 

When connecting the ports on the Catalyst 2950G-24-EI-DC switches to other 
devices, follow these guidelines : 

Caution To comply with the intrabuilding lightning surge requirements, intrabuilding 
wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

6 
Caution The Catalyst 2950G-24-EI-DC switch is suitable only for intrabuilding or 

nonexposed wiring connections. 

- - - - ----- - ----
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Chapter 2 lnstallation 
Connecting to 10/100 and 10/100/1000 Ports 

Lh 

Follow these steps to connect the switch to 1 O BASE-T, I OOBASE-TX, or 
1 OOOBASE-T devices : 

Caution To prevent electrostatic-discharge (ESD) damage, follow your normal board and 
component handling procedures. 

Step 1 

~ .. 

When connecting to servers, workstations, and routers, insert a twisted-pair 
straight-through cable in a front-panel RJ-45 connector, as shown in Figure 2-35 , 
Figure 2-36, and Figure 2-37 . When connecting to switches or repeaters , inserta 
twisted-pair crossover cable. (See the "Cable and Adapter Specifications" section 
on page B-9 for cable-pinout descriptions.) 

Note When connecting to 1 OOOBASE-T devices, be sure to use a four twisted-pair, 
Category 5 cable. 

Figure 2-35 Connecting to a Port on Catalyst 2950-12, 2950-24, 2950C-24, 
2950SX-24, and 2950T-24 Switches 

-- -------- ----
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Chapter 2 lnstallation 
Connecting to 101100 and 10/100/1000 Ports 

Figure 2-36 Connecting to a Port on Catalyst 2950G-12-EI, 2950G-24-EI, and 
2950G-24-EI-DC Switches 

Figure 2-37 Connecting to a Port on Catalyst 2950G-48-EI Switches 

Step 2 lnsert the other cable end in an RJ-45 connector on the target device. 
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Chapter 2 lnstallation 
Connecting to 100BASE-FX and 1000BASE-SX Ports 

Step 3 

Step4 

Step 5 

Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while Spanning Tree Protocol (STP) discovers the network 
topology and searches for loops. This process takes about 30 seconds, and then 
the LED tums green. 

Ifthe LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the target device i f necessary. 

Repeat Steps 1 through 4 to connect each port. 

Connecting to 100BASE-FX and 1000BASE-SX Ports 

~ 

The lOOBASE-FX and IOOOBASE-SX ports operate only in full-duplex mode. 

You can connect a 1 OOBASE-FX or I OOOBASE-SX port to an SC or ST port on 
another device by using one ofthe MT-RJ fiber-optic patch cables listed in 
Table 2-1. Use the Cisco part numbers in Table 2-1 to order the patch cables that 
you need. 

Caution Do not remove the dust plugs from the fiber-optic ports or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the fiber-optic ports and cables from contamination and ambient light. 

--------- - - - - -
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Chapler 2 lnslallalion 
Connecling lo 100BASE-FX and 1000BASE-SX Ports 

Follow these steps to connect the switch to a 1 OOBASE-FX or 1 OOOBASE-SX 
device: 

Step 1 Remove the dust p1ugs from the 100BASE-FX or 1000BASE-SX port and the 
rubber caps from the MT-RJ patch cab1e. Store them for future use. 

Step2 Insert the cab1e in a lOOBASE-FX or lOOOBASE-SX port. (See .) 

Figure 2-38 Connecting to a TOOBASE-FX or TOOOBASE-SX Port 

78-11157-04 

MT-RJ 
patch cable 

Dust plug 

Step 3 Insert the other cab1e end in an SC or ST port on the target device. 

Step 4 Observe the port status LED. 

The LED tums green when the switch and the target device have an estab1ished 
1ink. 

The LED tums amber whi1e STP discovers the network topo1ogy and searches for 
1oops. This process takes about 30 seconds, and then the port LED turns green. 

If the LED is off, the target devi c e might not be tumed on, there might be a cab1e 
prob1em, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troub1eshooting," for so1utions to cabling problems. 

Step 5 Reconfigure and restart the target device i f necessary. 

Step 6 Repeat Steps I through 5 to connect each port. 
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Chapter 2 lnstallation 
Connecting to an LRE Port 

Connecting to an LRE Port 

~~ 
Note 

~~ 
Note 

~~ 
Note 

Depending on the switch model, you can connect the LRE port to up to 8 or up to 
24 LRE customer premises equipment (CPE) devices through a patch pane!. 

You can connect both Cisco 575 LRE CPE and Cisco 585 LRE CPE devices to 
your LRE switch, and you can hot swap the CPE devices without powering down 
the switch or disrupting the other switch ports. 

Iftelephone services, such as voice or integrated services digital network (ISDN), 
use the same cabling as the LRE traffic, you must connect the LRE to a plain old 
telephone service (POTS) splitter. The splitter routes LRE data (high-frequency) 
and voice (low-frequency) traffic from the telephone line to the switch and private 
branch exchange (PBX) switch or PSTN . 

I f the other telephone services are connected through a PBX switch, you can use 
a Cisco LRE 48 POTS Splitter. The PBX routes voice traffic to private telephone 
networks and the PSTN. For more information about the Cisco LRE 48 POTS 
Splitter (PS-lM-LRE-48), refer to the Insta/lation Notes for the 
Cisco LRE 48 POTS Splitter. 

I f the installation does not have a PBX, you need to use a homologated POTS 
splitter to connect to the PSTN. For more information about homologated POTS 
splitters, contact your Cisco sales representative. 

If a connection to a telephone network is not required, you do not need a splitter, 
and you can connect the switch to the patch pane!. 

Cisco LRE products are designed to share !ines with analog, ISDN, and digital 
PBX switch telephones that use the O to 700 kHz frequency range. Digital 
telephones connected to digital PBX switches that use frequencies above 700kHz 
do not work when sharing a line with LRE signals. Due to the proprietary nature 
of digital PBX switches, some digital PBX switch services use frequencies above 

- ------ - - '""700kHz. ·- - - --·- -- -
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Chapter 2 lnstallation 

Step 1 

Step2 

Step 3 

•• 

78-11157-04 

Connecting to an LRE Port • 

Connecting the LRE port to a patch pane! or a POTS splitter requires a 
male-to-male RJ-21 cable, Category 3 or above. You can order RJ-21 cables from 
your cable vendor, or you can order these cables from your Cisco sales 
representative: 

• CAB-5-M120M120-5= (Category 5 cable with 90-degree, male-to-male 
RJ-21 connectors) 

• CAB-5-M180M120-5= (Category 5 cable with 120-degree, male-to-male 
RJ-21 connectors) 

The screws that you need to secure the cab1e to the switch are shipped with the 
cable. Contact your Cisco sales representative for more information. 

To connect the LRE port to a patch pane! or POTS splitter, follow these steps: 

Connect one end of a cable connected to the wiring trunk to the RJ-21 connector 
(the LRE port) on the switch. (See Figure 2-39.) 

Referring to Figure 2-39, secure the cable to the switch: 

• For a 90-degree connector, see the top of . 

• For a 12-degree connector, see the bottom of. 

' Note The cable tie is not included with the connector and cab1e assembly. 

Connect the other end o f the cable to the patch pane! o r POTS splitter. 
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Connecting to an LRE Port 

Figure 2-.19 Connecting to an LRE Port 

Screw 

Cable to 
wiring trunk 

~---

t 
Screw 

RJ-21 
connector 

t 
0.20 inch 

RJ-21 connector 

connector Cable to (5 mm) ~ 
wiring trunk Cable tie a; 

Chapler 2 lnstallation 

- ----- ---- - --E.ach LRE port status LED turns on when it establisheS-a link .with a Cisco LRE 
CPE device. For more inforrnation about the LRE link between the switch LRE 
port and the CPE, as well as inforrnation about the configuration and management 
o f CPE devices, refer to the switch software configuration guide. 
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Chapter 2 lnstallation 
Connecting to GBIC Module Pons 

For more information about the Cisco LRE CPE devices, refer to the 
Cisco LRE CPE Hardware Jnstallation Guide . 

Connecting to GBIC Module Ports 

78-11157-04 

~ 

These sections describe how to connect to a GBIC module port . 

• Connecting to lOOOBASE-X GBIC Module Ports, page 2-46 

• Connecting to 1 OOOBASE-T GBJC Module Ports, page 2-4 7 

• Connecting to GigaStack GBIC Module Ports, page 2-49 

For instructions about how to connect to the CWDM GBIC module ports, refer to 
the documentation that carne with that GBIC module. 

For detailed instructions about installing, removing, and connecting to the GBIC 
module (the lOOOBASE-X module, the lOOOBASE-T module, the CWDM GBIC 
module, or the GigaStack module), refer to the GBIC documentation. 

When connecting the ports on the Catalyst 2950G-24-EI-DC switches to other 
devices, follow these guidelines: 

Caution To comply with the intrabuilding lightning surge requirements, intrabuilding 
wiring must be shielded, and the shield for the wiring must be grounded at both 
ends. 

~ 
Caution The Catalyst 2950G-24-EI-DC switch is suitable only for intrabuilding or 

nonexposed wiring connections. 
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Connecting to GBIC Module Ports 

Connecting to 1000BASE-X GBIC Module Ports 

~ 

Chapter 2 lnstallation 

Caution Do not remove the rubber plugs from the GBIC module port or the rubber caps 
from the fiber-optic cable until you are ready to connect the cable. The plugs and 
caps protect the GBIC module ports and cables from contamination and ambient 
light. 

After installing the I OOOBASE-X GBIC in the GBIC module slot, follow these 
steps: 

Step 1 Remove the rubber plugs from the GBIC module port, and store them for future 
use . 

Step 2 Insert the SC connector in the fiber-optic receptacle (see Figure 2-40). 

Figure 2-40 Connecting to a 1000 BASE-X GBIC Port 

Step 3 Insert the other cable end in a fiber-optic receptacle on a target device. 
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Connecling to GBIC Module Ports 

Step 4 Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED tums green. 

Ifthe LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Step 5 Reconfigure and restart the switch o r target device i f necessary. 

Connecting to 1000BASE-T GBIC Module Ports 

78-11157-04 

~ 

After installing the 1 OOOBASE-T GBIC in the GBIC module slot, follow these 
steps: 

Caution To prevent ESD damage, follow your normal board and component handling 
procedures. 

Step 1 When connecting to servers, workstations, and routers, insert a four twisted-pair, 
straight-through cable in the RJ-45 connector. When connecting to switches or 
repeaters, inserta four twisted-pair, crossover cable (see Figure 2-4 I). 

~. 
Note When connecting to a 1 OOOBASE-T device, be sure to use a four twisted-pair, 

Category 5 cable. 
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Chapter 2 lnstallation 
Connecting to GBIC Module Ports 

Figure 2-41 Connecting to a TOOOBASE- T GB/C Port 

Step2 

Step3 

Insert the other cable end in an RJ-45 connector on a target device . 

Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the LED tums green. 

lfthe LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Step 4 Reconfigure and restart the switch or target device, i f necessary. 

~---------------------------
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Chapter 2 Insta llation 
Connecting to GBIC Module Ports 

Connecting to GigaStack GBIC Module Ports 

After installing the GigaStack GBIC in the GBIC module slot, follow these steps : 

Step 1 Insert the GigaStack cable connector in the GBIC (see Figure 2-42). 

Figure 2-42 Connecting to a GigaStack GB/C Port 

Step 2 lnsert the other cable end in a port on a target device. 

Step 3 Observe the port status LED. 

Step4 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while STP discovers the network topology and searches for 
loops. This process takes about 30 seconds, and then the port LED turns green . 

Ifthe LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be a problem with the adapter installed in the target 
device. See Chapter 3, "Troubleshooting," for solutions to cabling problems. 

Reconfigure and restart the switch or target devi c e, i f necessary. 
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Chapter Z lnstallation 
Connecting to an SFP Module 

Connecting to an SFP Module 

& 

This section describes how to connect to an SFP module. For instructions about 
how to install or remove an SFP module, see the "Installing and Removing SFP 
Modules" section on page 2-32. 

Caution Do not remove the rubber plugs from the SFP module port or the rubber caps from 
the fiber-optic cable until you are ready to connect the cable. The plugs and caps 
protect the SFP module ports and cables from contamination and ambient light. 

'· 

Before connecting to an SFP module, be sure that you understand the port and 
cabling stipulations in Table 1-2 on page 1-15 and in the "SFP Module Slots" 
section on page 1-13. See Appendix B, "Connectors and Cables" for 
information about the LC on the SFP module. 

Note Refer to the Catalyst 2950 release notes for the list of supported SFP modules. 

Step 1 

Step2 

Follow these steps to connect a fiber-optic cable to an SFP module : 

Remove the rubber plugs from the module port and fiber-optic cable, and store 
them for future use. 

Insert one end ofthe fiber-optic cable into the SFP module port (see Figure 2-43). 

Figure 2·43 Connecting to an SFP Module Port 

Cable 

Step 3 Insert the other cable end in a fiber-optic receptacle on a target device. 
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Step4 

Step 5 

Where to Go Next • 

Observe the port status LED. 

The LED tums green when the switch and the target device have an established 
link. 

The LED tums amber while the STP discovers the network topology and searches 
for loops. This process takes about 30 seconds, and then the port LED tums green. 

If the LED is off, the target device might not be tumed on, there might be a cable 
problem, or there might be problem with the adapter installed in the target device. 
See Chapter 3, "Troubleshooting," for solutions to cabling problems . 

I f necessary, reconfigure and restart the switch or target device. 

Where to Go Next 

78-11157-04 

For information about starting up the switch, refer to the release notes for the 
Catalyst 2950 switch. 

For information about configuring the switch, refer to the switch software 
configuration guide. 

------··-· - -
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15 
Configuring VLANs 

This chapter describes how to configure normal-range VLANs (VLAN IDs 1 to 1005) and 
extended-range VLANs (VLAN IDs 1006 to 4094) on your Catalyst 2950 or Catalyst 2955 switch. 1t 
includes information about VLAN modes and the VLAN Membership Policy Server (VMPS). 

Note For complete syntax and usage information for the commands used in this chapter, refer to the command 
reference for this release. 

The chapter includes these sections: 

• Understanding VLANs, page 15-1 

• Configuring Nonnal-Range VLANs, page 15-4 

• Configuring Extended-Range VLANs, page 15-12 

• Displaying VLANs, page 15-14 

• Configuring VLAN Trunks, pagc 15-15 

• Configuring VMPS, page 15-25 

Understanding VLANs 
A VLAN is a switched network that is logically segmented by function, project team, or application, 
without regard to the physicallocations ofthe users. VLANs have the same attributes as physical LANs, 
but you can group end stations even i f they are not physically located on the same LAN segment. Any 
switch port can belong to a VLAN, and unicast, broadcast, and multicast packets are forwarded and 
flooded only to end stations in the VLAN. Each VLAN is considered a logical network, and packets 
destined for stations that do not belong to the VLAN must be forwarded through a router or bridge as 
shown in Figure 15-1. Because a VLAN is considered a separate logical network, it contains its own 
bridge Management Information Base (MIB) information and can support its own implementation of 

-- --- ----- --Spaml-ing tree_See .. Chaptcr.J~iiguring STP" and Chapter I 3 "Configuri~P and MSTP." 
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Note Before you create VLANs, you must decide whether to use VLAN Trunking Protocol (VTP) to maintain 

global VLAN configuration for your network. For more information on VTP, see Chapter 16. 
"Configuring VTP." 
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• Understanding VLANs 
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Figure 15-1 shows an exampie o f VLANs segmented into Iogically defined networks. 

Figure 15-1 VLANs as logically Oefined Networks 

Engineering 
VLAN 

Marketing 
VLAN 

Accounting 
VLAN 

VLANs are often associated with IP subnetworks. For example, ali the end stations in a particular IP 
subnet beiong to the same VLAN. Interface VLAN membership on the switch is assigned manually on 
an interface-by-interface basis. When you assign switch interfaces to VLANs by using this method, it is 
known as interface-based, or static, VLAN membership. 

Supported VLANs 
Catalyst 2950 switches that run the standard software image (SI) support 64 VLANs; Catalyst 2950 and 
Catalyst 2955 switches that run the enhanced software image (EI) support 250 VLANs. Refer to the 
release notes for the listo f switches that support each image. VLANs are identified with a number from 
1 to 4094 when the EI is installed and 1 to 1005 when the SI is installed. VLAN IDs 1002 through 1005 
are reserved for Token Ring and FDDI VLANs. VTP only Jearns normal-range VLANs, with VLAN IDs 
I to I 005; VLAN IDs greater than I005 are extended-range VLANs andare not stored in the VLAN 
data base. The switch must be in VTP transparent mode when you c reate VLAN IDs from I 006 to 4094. 

The switch supports per-VLAN spanning tree (PVST) and per-VLAN rapid spanning tree (PVRST) with 
a maximum o f 64 spanning-tree instances. One spanning-tree instance is allowed per VLAN. Se e the 
"Normal-Range-VLAN Conhguratwn Gmdelmes" sectwn on page T5-5 for more mformahon ãbout lhe 
number o f spanning-tree instances and the number of VLANs. The switch supports IEEE 802. I Q 
trunking for sending VLAN traffic over Ethernet ports. 

Catalyst2950 and Catalyst2955 Switch Software Conliguration Guide 
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Chapter 15 Configuring VLANs 

Understanding VLANs • 

VLAN Port Membership Modes 

You configure a port to belong to a VLAN by assigning a membership mode that determines the kind of 
traffic the port carries and the number ofVLANs to which it can belong. Table I 5-\ Iists the membership 
modes and membership and VTP characteristics. 

Table 15-1 PortMembershipModes 

Membership Mode 

Static-access 

802.1 Q trunk 

Dynamic access 

Voice VLAN 

78-11380-07 

VLAN Membership Characteristics VTP Characteristics 

A static-access port can belong to one VLAN and is VTP is not required. I f you do not want 
manually assigned to that VLAN . For more information, VTP to globally propaga te information, set 
see the "Assigning Static-Access Ports to a VLAN" the VTP mode to transparent to disable 
section on page 15-11 . VTP. To participate in VTP, there must be 

at least one trunk port on the switch 
connected to a trunk port o f a second 
switch. 

A trunk port is a member of ali VLANs by default, VTP is recommended but not required. 
including extended-range VLANs, but membership can be VTP maintains VLAN configuration 
Iimited by configuring the allowed-VLAN list. You can consistency by managing the addition, 
also modify the pruning-eligible Iist to block flooded deletion, and renaming ofVLANs on a 
traffic to VLANs on trunk ports that are included in the network-wide basis . VTP exchanges 
Iist. For information about configuring trunk ports, see the VLAN configuration messages with other 
"Configuring an Ethernet Interface as a Trunk Port" switches over trunk links. 
section on pagc 15-17. 

A dynamic-access port can belong to one normal-range VTP is required. 
VLAN (VLAN ID 1 to 1005) and is dynamically assigned Configure the VMPS and the client with the 
by a VMPS. The VMPS can be a Catalyst 5000 or same VTP domain name. 
Catalyst 6000 series switch, for examp1e, but never a 
Catalyst 2950 or 2955 switch. You can change the reconfirmation interval 

You can have dynamic-access ports and trunk ports on the 
and retry count on the VMPS client switch. 

same switch, but you must connect the dynamic-access 
port to an end station and not to another switch. 

For configuration information, see the "Configuring 
Dynamic Access Ports on VMPS Clients" section on 
page 15-29. 

A voice VLAN port is an access port attached to a Cisco VTP is not required; it has no affect on 
IP Phone, configured to use one VLAN for voice traffic voice VLAN. 
and another VLAN for data traffic from a device attached 
to the phone. For more information about voice VLAN 
ports, see Chapter 17. "Configuring Voice VLAN." 

For more detaitectâefinttions o f the mo~theirfunctions, se e Tabtcr-5::-zfõnpagiTS-16. 

When a port belongs to a VLAN, the switch Iearns and manages the addresses associated with the port 
on a per-VLAN basis. For more information, se e the "Managing the MAC Address Table'" section on 
page 8-20. 

Catalyst 2950 and Catalyst 2955 Switch Software Configuration 
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Configuring Normal-Range VLANs 

Configuring Normal-Range VLANs 

~ .. 

Normal-range VLANs are VLANs with VLAN IDs I to 1005. Ifthe switch is in VTP server or 
transparent mode, you can add, modify or remove configurations for VLANs 2 to 100 I in the VLAN 
data base. (VLAN IDs I and I 002 to I 005 are automatically created and cannot be removed.) 

Note When the switch is in VTP transparent mode and the EI is installed, you can also create extended-range 
VLANs (VLANs with lOs from 1006 to 4094), but these VLANs are not saved in the VLAN database. 
See the "Configuring Extended-Range VLANs" section on page 15-12. 

& 

Configurations for VLAN IDs 1 to 1005 are written to the file v/an.dat (VLAN database), and you can 
display them by entering the show vlan privileged EXEC command. The v/an.dat fileis stored in 
nonvolatile RAM (NVRAM). 

Caution You can cause inconsistency in the VLAN database ifyou attempt to manually delete the v/an .dat file . 
Ifyou want to modify the VLAN configuration, use the commands described in these sections and in the 
command reference for this release. To change the VTP configuration, see Chapter 16, "Configuring 
VTP.' ' 

You use the interface configuration mode to define the port membership mode and to add and remove 
ports from VLANs. The results ofthese commands are written to the running-configuration file, and you 
can display the file by entering the show running-config privileged EXEC command. 

You can set these parameters when you create a new normal-range VLAN or modify an existing VLAN 
in the VLAN database: 

• VLAN ID 

• VLAN name 

• VLAN type (Ethernet, Fiber Distributed Data Interface [FDDI], FDDI network entity title [NET] , 
TrBRF, or TrCRF, Token Ring, Token Ring-Net) 

• VLAN state (active or suspended) 

• Maximum transmission unit (MTU) for the VLAN 

• Security Association ldentifier (SAIO) 

• Bridge identification number for TrBRF VLANs 

• Ring number for FDDI and TrCRF VLANs 

• Parent VLAN number for TrCRF VLANs 

• Spanning Tree Protocol (STP) type for TrCRF VLANs 

• VLAN number to use when translating from one VLAN type to another 

~ .. ------------------------------------------------------------------
Note This section does not provi de configuration details for most o f these parameters. For complete 

information on the commands and parameters that control VLAN configuration, refer to the command 
reference for this release. 
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Chapter 15 Configuring VLANs 
Configuring Normal-Range VLANs 

This section includes information about these topics about normal-range VLANs: 

Token Ring VLANs, page 15-5 

Normal-Range VLAN Configuration Guidelines, page 15-5 

VLAN Configuration Modc Options, page 15-6 

Saving VLAN Configuration, page 15-7 

Default Ethernet VLAN Configuration, page 15-7 

Creating or Modifying an Ethernet VLAN, page 15-8 

Deleting a VLAN, page 15-10 

Assigning Static-Access Ports to a VLAN, pagc 15-11 

. e:_ Token Ring VLANs 
Although the switch does not support Token Ring connections, a remote device such as a Catalyst 5000 
series switch with Token Ring connections could be managed from one o f the supported switches. 
Switches running VTP version 2 advertise inforrnation about these Token Ring VLANs: 

• Token Ring TrBRF VLANs 

• Token Ring TrCRF YLANs 

For more information on configuring Token Ring VLANs, refer to the Catalyst 5000 Series Software 
Configuration Guide. 

Normal-Range VLAN Configuration Guidelines 

Follow these guidelines when creating and modifying normal-range VLANs in your network: 

See Tablc 15-1 for the maximum number o f supported VLANs per switch model. On a switch 
supporting 250 VLANs, ifVTP reports that there are 250 aclive VLANs, four ofthe aclive VLANs 
(1002 to 1005) are reserved for Token Ring and FDDI. 

• Normal-range VLANs are identified with a number between I and 1001. VLAN numbers 1002 
through 1005 are reserved for Token Ring and FDDI VLANs. 

• VLAN configuration for VLANs I to 1005 are always saved in the VLAN database. IfVTP mode 
is transparent, VTP and VLAN configuration is also saved in the switch running configuration file. 

• The switch also supports VLAN IDs 1006 through 4094 in VTP transparent mode (VTP disabled) 
when the EI is installed. These are extended-range VLANs and configuration options are limited. 
Extended-range VLANs are not saved in the VLAN database. See lhe "Configuring Extended-Range 
VLANs" section on page 15-12. 

• Before you can create a VLAN, the switch must be in VTP server mode or VTP transparent mode. 
- ---,11-tf-tt,he swttch is a VTP-server;-you--must--define a VTP domairror VT-P w il1 not functton . 

• The switch does not support Token Ring or FDDI media. The switch does not forward FDDI, 
FDDI-Net, TrCRF, or TrBRF traffic, but it does propagate the VLAN configuration through VTP. 

• The switch supports 64 spanning-tree instances. I f a switch has more aclive VLANs than supported 
spanning-tree instances, spanning tree can be enabled on 64 YLANs and is disabled on the 
remaining VLANs. If you have already used ali available spanning-tree instances on a switch, 
adding another VLAN anywhere in the VTP domain creates a VLAN on that switch that is not 
running spanning-tree. Ifyou have the default allowed list on the trunk ports ofthat switclú,.w.hich--=·­
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Chapter 15 Configuring VLANs 
Configuring Normal-Range VLANs 

is to allow ali YLANs), the new VLAN is carried on ali trunk ports. Depending on the topology of 
the network, this could create a loop in the new VLAN that would not be broken, particularly ifthere 
are severa) adjacent switches that ali have run out of spanning-tree instances. You can prevent this 
possibility by setting allowed lists on the trunk ports of switches that have used up their allocation 
o f spanning-tree instances. 

Ifthe number ofVLANs on the switch exceeds the number ofsupported spanning tree instances, we 
recommend that you configure the IEEE 802.1S Multiple STP (MSTP) on your switch to map 
multiple VLANs to a single STP instance. For more information about MSTP, see Chapter 13 , 
"Configuríng RSTP and MSTP." 

VLAN Configuration Mode Options 

You can configure normal-range VLANs (with VLAN IDs I to 1005) by using these two configuration 
modes: 

VLAN Configuration in config-vlan Mode, page 15-6 

You access config-vlan mode by entering the vlan vlan-id global configuratíon command. 

VLAN Configuration in VLAN Configuration Mode, page 15-6 

You access VLAN database configuration mode by entering the vlan database privileged EXEC 
command. 

VLAN Configuration in config-vlan Mode 

To access config-vlan mode, ente r the vlan global configuration command with a VLAN ID. Enter a new 
VLAN ID to create a VLAN or with an existing VLAN ID to modify the VLAN. You can use the default 
VLAN configuration (Table 15-2) or enter multiple commands to configure the VLAN. For more 
information about commands available in this mode, refer to the vlan global configuration command 
description in the command reference for this release. When you have finished the configuration, you 
must exit config-vlan mode for the configuration to take effect. To display the VLAN configuration, 
enter the show vlan privileged EXEC command. 

You must use this config-vlan mode when creating extended-range VLANs (VLAN IDs greater than 
I 005). See the "Configuring Extended-Range VLANs" section on page 15-12. 

• ,N Configuration in VLAN Configuration Mode 

To access VLAN configuratíon mode, enter the vlan database privileged EXEC command. Then enter 
the vlan command with a new VLAN ID to create a VLAN or with an exístíng VLAN ID to modify the 
VLAN. You can use the default VLAN configuration (Table 15-2) or enter multiple commands to 
configure the VLAN. For more information about keywords available in this mode, refer to the vlan 
VLAN configuration command description in the command reference for this release . When you have 
finished the configuration, you must enter apply or exit for the configuration to take effect. Wh~n you 
enter the exit command, it applies ali commands and updates the VLAN database. VTP messages are 
sent to other switches in the VTP domain, and the privileged EXEC mode prompt appears. 
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Configuring Normal-Range VLANs 

Saving VLAN Configuration 

ih 

The configurations ofVLAN IDs I to 1005 are always saved in the VLAN database (vlan.dat file). If 
VTP mode is transparent, they are also saved in the switch running configuration file and you can enter 
the copy running-config startup-config privileged EXEC command to save the configuration in the 
startup configuration file . You can use the show running-config vlan privileged EXEC command to 
display the switch running configuration file. To display the VLAN configuration, enter the show vlan 
privileged EXEC command. 

When you save VLAN and VTP information (including extended-range VLAN configuration 
information) in the startup configuration file and reboot the switch, the switch configuration is 
deterrnined as follows: 

If the VTP mode is transparent in the startup configuration, and the VLAN data base and the VTP 
domain name from the VLAN database matches that in the startup configuration file, the VLAN 
database is ignored (cleared), and the VTP and VLAN configurations in the startup configuration 
file are used. The VLAN data base revision number remains unchanged in the VLAN data base. 

• I f the VTP mode o r domain name in the startup configuration does not mate h the VLAN data base, 
the domain name and VTP mode and configuration for the first 1 005 VLAN s use the VLAN database 
information. 

• IfVTP mode is server, the domain name and VLAN configuration for the first 1005 VLANs use the 
VLAN database information 

• I f the switch is running lOS Release 12.1 (9)EA 1 o r I ater and you use an oi der startup configuration 
file to boot up the switch, the configuration file does not contain VTP or VLAN information, and 
the switch uses the VLAN database configurations. 

• I f the switch is running an lOS release earlier than 12.1 (9)EA 1 and you use a startup configuration 
file from lOS Release 12.1(9)EAI or !ater to boot up the switch, the image on the switch does not 
recognize the VLAN and VTP configurations in the startup configuration file, so the switch uses the 
VLAN database configuration. 

Caulion I f the VLAN data base configuration is used at startup and the startup configuration file contains 
extended-range VLAN configuration, this information is lost when the system boots up. 

« 1efault Ethernet VLAN Configuration 

78-11380-07 

Table 15-2 shows the default configuration for Ethemet VLANs. 

~ .. 
Note The switch supports Ethernet interfaces exclusively. Because FDDI and Token Ring VLANs are not 

locally supported, you only configure FDDI and Token Ring media-specific characteristics for VTP 
global advertisements to other switches. 

-"~......,..1 ...... ~~-. 
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Configuring Normal-Range VLANs 

Table 15-2 Ethernet VLAN Delaults and Ranges 

Parameter Default Range 

VLAN ID 1 1 to 4094 when the EI is installed and 1 to 
1005 when the SI is installed. 

Note Extended-range VLANs (VLAN 
!Ds 1006 to 4094) are not saved in 
the VLAN database. 

VLAN name VLANxxxx, where xxxx No range 
represents four numeric digits 
(including leading zeros) equal 
to the VLAN ID number 

802 .10 SAID 100001 (100000 p1us the 1-4294967294 ,-_ VLAN ID) 

MTU size 1500 1500-18190 

Translational bridge 1 o 0-1005 

Translational bridge 2 o 0-1005 

VLAN state active active, suspend 

Remote SPAN disabled enabled, disabled 

Creating or Modifying an Ethernet VLAN 

' 

Each Ethemet VLAN in the VLAN database has a unique, 4-digit ID that can be a number from l 
to 1001. VLAN IDs 1002 to 1005 are reserved for Token Ring and FDDI VLANs. To create a 
normal-range VLAN to be added to the VLAN database, assign a number and name to the VLAN. 

Note When the switch is in VTP transparent mode and the EI is installed, you can assign YLAN IDs greater 

Command 

than 1006, but they are not added to the VLAN data base. See the "Configuring Extended-Range 
VLANs" section on page 15-12. 

For the list of default parameters that are assigned when you add a VLAN, see the "Configuring 
Normal-Range VLANs" scction on pagc 15-4. 

Beginning in privileged EXEC mode, follow these steps to use config-vlan mode to create or modify an 
Ethernet YLAN: 

Purpose 

_ _ St~ 1__ configure terminal Enter global configuration mode. 

Step 2 vlan vlan-id Enter a VLAN ID, and enter config-vlan mode. Enter a new VLAN ID 
to create a VLAN, or enter an existing VLAN ID to modify a VLAN. 

Note The available VLAN ID range for this command is 1 to 1005 
when the SI is installed and 1 to 4094 when the EI is installed. 
For information about adding VLAN IDs greater than 1005 
(extended-range VLANs), see the "Configuring 
Extended-Range VLANs" section on page 15-12. 

Catalyst2950 and Catalyst2955 Switch Software Configuration Guide 

7 f') ' t 
ill~ _ 2 ~~u - . ...::.-~=---"' tl .. ~~~ 



Chapter 15 Configuring VLANs 

Step3 

Step4 

Step5 

Step6 

Step 7 

Step8 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Configuring Normal-Range VLANs 

Command Purpose 

name vlan-name (Optional) Enter a name for the VLAN. !f no name is entered for the 
VLAN, the default isto append the vlan-id with leading zeros to the 
word VLAN. For example, VLAN0004 is a default VLAN name for 
VLAN 4. 

mtu mtu-size (Optional) Change the MTU size (or other VLAN characteristic) . 

remote-span (Optional) Configure the VLAN as the RSPAN VLAN for a remote 
SPAN session. For more information on remote SPAN, see Chapter 22. 
"Configuring SPAN and RSPAN." 

end Return to privileged EXEC mode. 

show vlan {na me vlan-name I id vlan-id} Verify your entries. 

copy running-config startup config (Optional) If the switch is in VTP transparent mode, the VLAN 
configuration is saved in the running configuration file as well as in the 
VLAN database. This saves the configuration in the switch startup 
configuration file . 

To return the VLAN name to the default settings, use the no vlan name, no vlan mtu, or no remote 
span config-vlan commands. 

Command 

This example shows how to use config-vlan mode to create Ethernet VLAN 20, name it test20, and add 
it to the VLAN database: 

Switch# configure terminal 
Switch(config)# vlan 20 
Switch(config-vlan)# name test20 
Switch(config-vlan)# end 

Beginning in privileged EXEC mode, follow these steps to use VLAN configuration mode to create or 
modify an Ethernet VLAN: 

Purpose 

vlan database Enter VLAN database configuration mode. 

vlan vlan-id na me vlan-name Add an Ethernet VLAN by assigning a number to it. The rangeis I to 
I 00 I; do not enter leading zeros. 

Ifno name is entered for the VLAN, the default isto append the vlan-id 
with leading zeros to the word VLAN. For example, VLAN0004 is a 
default VLAN name for VLAN 4. 

vlan vlan-id mtu mtu-size (Optional) To modify a VLAN, identify the VLAN and change a 
characteristic, such as the MTU size. 

exit Update the VLAN database, propagate it throughout the administrative 
domain, and return to privileged EXEC mode. 

show vlan {na me vlan-name I id vlan-id} Verify your entries. 

copy running-config startup config (Optional) Ifthe switch is in VTP transparent mode, the VLAN 
configuration is saved in the running configuration file as well as in the 
VLAN database. This saves the configuration in the switch startup 
configuration fi I e. 
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Chapter 15 Configuring VlANs ~0 .1-e 

~~ 
Note You cannot configure an RSPAN VLAN in VLAN database configuration mode . 

To retum the VLAN name to the default settings, use the no vlan vlan-id name or no vlan vlan-id mtu 
VLAN configuration command. 

This exampte shows how to use VLAN data base configuration mode to create Ethernet VLAN 20, name 
it test20, and add it to the VLAN database: 

Switch# vlan database 
Switch(vlan)# vlan 20 name test20 
Switch(vlan)# exit 
APPLY completed. 
Exiting . . . . 
Switch# 

~leting a VLAN 

~ 

When you detete a VLAN from a switch that is in VTP server mode, the VLAN is removed from the 
VLAN database for ali switches in the VTP domain. When you detete a VLAN from a switch that is in 
VTP transparent mode, the VLAN is deteted onty on that specific switch. 

You cannot delete the default VLANs for the different media types: Ethernet VLAN l and FDDI or 
Token Ring VLANs 1002 to 1005. 

Caution When you detete a VLAN, any ports assigned to that VLAN become inactive. They remain associated 
with the VLAN (and thus inactive) until you assign them to a new VLAN. 

Beginning in privileged EXEC mode, follow these steps to delete a VLAN on the switch by using global 
configuration mode: 

Command Purpose 

Step 1 configure terminal Enter global configuration mode. 

Step2 no vlan vlan-id Remove the VLAN by entering the VLAN ID. 

~ p3 _e_n_d ______________________________ ~R_e_t_u_m __ to~p_ri_v_il~eg~e_d_E_X __ E_C __ m_o_d_e_. ________________________ __ 

Step 4 show vlan brief Verify the VLAN remova I. 

Step 5 copy running-config startup config (Optional) I f the switch is in VTP transparent mode, the VLAN 
configuration is saved in the running configuration file as well as in 
the VLAN database. This saves the configuration in the switch startup 
configuration file. 

To delete a VLAN when m VLAN database configurat10n mode, use the vlan database pnvdegei.IEXEC 
command to enter VLAN database configuration mode and the no vlan vlan-id VLAN configuration 
command. 
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Configuring Normal-Range VLANs 

Assigning Static-Access Ports to a VLAN 

Step 1 

Step2 

Step3 

Step4 

StepS 

Step6 

Step 7 

Step8 

~ .. 

You can assign a static-access port to a VLAN without having VTP globally propagate VLAN 
configuration information by disabling VTP (VTP transparent mode). Ifyou are assigning a port on a 
cluster member switch to a VLAN, first use the rcommand privileged EXEC command to log in to the 
member switch. 

Note I f you assign an interface to a VLAN that does not exist, the new VLAN is created. (See the "Creating 
or Modifying an Ethernet VLAN" section on page 15-8.) 

Beginning in privileged EXEC mode, follow these steps to assign a port to a VLAN in the VLAN 
database: 

Command Purpose 

configure terminal Enter global configuration mode 

interface interface-id Enter the interface to be added to the VLAN. 

switchport mode access Define the VLAN membership mode for the port (Layer 2 access 
port). 

switchport access vlan vlan-id Assign the port to a VLAN. Valid VLAN IDs are I to 4094. 

end Return to privileged EXEC mode. 

show running-config interface interface-id Verify the VLAN membership mo de o f the interface. 

show interfaces interface-id switchport Verify your entries in the Administrative Mode and the Access Mode 
VLAN fields o f the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return an interface to its default configuration, use the default interface interface-id interface 
configuration command. 

This example shows how to configure Fast Ethernet interface 0/1 as an access port in VLAN 2: 

Switch# configure terminal 
Enter configuration commands, one per line. 
Switch(config)# interface fastethernet0/1 
Switch(config- if)# switchport mode access 
Switch(config- if)# switchport access vlan 2 
Swi tch (conf i g-if ) # end 
Switc h # 

End with CNTL/ Z . 

--- -- --- ·--- - - · 
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Configuring Extended-Range VLANs 

Configuring Extended-Range VLANs 

Note 

When the switch is in VTP transparent mode (VTP disabled) and the EI is installed), you can create 
extended-range VLANs (in the range 1006 to 4094). Extended-range VLANs enable service providers 
to extend their infrastructure to a greater number o f customers. The extended-range VLAN IDs are 
allowed for any switchport commands that allow VLAN IDs. You always use config-vlan mode 
(accessed by entering the vlan vlan-id global configuration command) to configure extended-range 
VLANs. The extended rangeis not supported in VLAN database configuration mode (accessed by 
entering the vlan database privileged EXEC command). 

Extended-range VLAN configurations are not stored in the VLAN database, but because VTP mode is 
transparent, they are stored in the switch running configuration file, and you can save the configuration 
in the startup configuration file by using the copy running-config startup-config privileged EXEC 
command. 

Although the switch supports 4094 VLAN IDs when the El is installed, see the "Supported VLANs" 
section on page 15-2 for the actual number ofVLANs supported. 

This section includes this information about extended-range VLANs: 

• Detàult VLAN Configuration, page 15-12 

• Extended-Range VLAN Configuration Guidelines, page 15-12 

• Creating an Extended-Range VLAN, page 15-13 

• Displaying VLANs, page 15-14 

Default VLAN Configuration 

See Table 15-2 on page 15-8 for the default configuration for Ethemet VLANs. You can change only the 
MTU size on extended-range VLANs; ali other characteristics must remain at the default state. 

Extended-Range VLAN Configuration Guidelines « Follow these guidelines when creating extended-range VLANs: 

• To add an extended-range VLAN, you must use the vlan vlan-id global configuration command and 
access config-vlan mode. You cannot add extended-range VLANs in VLAN database configuration 
mode (accessed by entering the vlan database privileged EXEC command). 

• VLAN IDs in the extended range are not saved in the VLAN database and are not recognized by 
VTP. 

• You cannot include extended-range VLANs in the pruning eligible range. 
·----

• The switch must be in VTP transparent mode when you create extended-range VLANs. IfVTP mode 
is server or client, an errar message is generated, and the extended-range VLAN is rejected. 

• You can set the VTP mode to transparent in global configuration mode or in VLAN database 
configuration mode. See the "Disabling VTP (VTP Transparent Mode)" section on page 16-12. You 
should save this configuration to the startup configuration so that the switch will boot up in VTP 
transparent mode. Otherwise, you willlose extended-range VLAN configuration ifthe switch resets . 
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Chapter 15 Configuring VLANs 
Configuring Extended-Range VLANs 

VLANs in the extended range are not supported by VQP. They cannot be configured by VMPS. 

STP is enabled by default on extended-range VLANs, but you can disable it by using the no 
spanning-tree vlan vlan-id global configuration command. When the maximum number of 
spanning-tree instances (64) are on the switch, spanning tree is disabled on any newly created 
VLANs. I f the number o f VLANs on the switch exceeds the maximum number o f spanning tree 
instances, we recommend that you configure the IEEE 802.1 S Multiple STP (MSTP) on your switch 
to map multiple VLANs to a single STP instance. For more information about MSTP, see 
Chapter I 3, "'Configuring RSTP and MSTP." 

Creating an Extended-Range VLAN 

Step 1 

~tepZ 

.:itep 3 

Step4 

~~ 

You create an extended-range VLAN in global configuration mode by entering the vlan global 
configuration command with a VLAN ID from I 006 to 4094. This command accesses the config-vlan 
mode. The extended-range VLAN has the default Ethernet VLAN characteristics (see Table 15-2) and 
the MTU size is the only parameter you can change. Refer to the description o f the vlan global 
configuration command in the command reference for defau1ts o f ali parameters. I f you ente r an 
extended-range VLAN ID when the switch is not in VTP transparent mode, an errar message is 
generated when you exit from config-vlan mode, and the extended-range VLAN is not created. 

Extended-range VLANs are not saved in the VLAN database; they are saved in the switch running 
configuration file . You can save the extended-range VLAN configuration in the switch startup 
configuration file by using the copy running-config startup-config privileged EXEC command. 

Note Before you create an extended-range VLAN, you can verify that the VLAN ID is not used internally by 
entering the show vlan internai usage privileged EXEC command. Ifthe VLAN ID is used internally 
and you want to free it up, go to the"Displaying VLANs" section on page 15-14 before creating the 
extended-range VLAN. 

Beginning in privileged EXEC mode, follow these steps to create an extended-range VLAN: 

Command Purpose 

configure terminal Enter global configuration mode. 

vtp mode transparent Configure the switch for VTP transparent mode, disabling VTP. 

vlan vlan-id Enter an extended-range VLAN ID and enter config-vlan mode. The 
range is I 006 to 4094. 

mtu mtu-size (Optional) Modify the VLAN by changing the MTU size. 

Note Although ali commands appear in the CLI help in config-vlan 
mode, only the mtu mtu-size command is supported for 
extended-range VLANs . 

. . 
emt -srep-s-­

Step6 

Step7 

''"'-'U' <U P' lC!;;CU C./\.C~ lllUUe-;-
~-

show vlan id vlan-id Verify that the VLAN has been created. 

copy running-config startup config Save your entries in the switch startup configuration file . To save 
extended-range VLAN configurations, you need to save the VTP 
transparent mode configuration and the extended-range VLAN 
configuration in the switch startup configuration file. Otherwise, i f the 
switch resets, it will default to VTP server mode, and the extended-range 
VLAN IDs will not be saved. ""' ;,'~?n, 

f'\'->(V , ' ' . 
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• Displaying VLANs 

Chapler 15 Configuring VLANs 

To delete an extended-range VLAN, use the no vlan vlan-id global configuration command. 

The procedure for assigning static-access ports to an extended-range VLAN is the same as for 
normal-range VLANs. See the "Assigning Static-Access Ports to a VLAN" section on page 15-11. 

This example shows how to create a new extended-range VLAN (when the E! is installed) with ali 
default characteristics, enter config-vlan mode, and save the new VLAN in the switch startup 
configuration file : 

Switch(config)# vtp mode transparent 
Switch(config)# vlan 2000 
Switch(config- vlan)# end 
switch# copy running-config startup config 

Displaying VLANs 
Use the show vlan privileged EXEC command to display a list of ali VLANs on the switch, including 
extended-range VLANs. The display includes VLAN status, ports, and configuration information. To 
view normal-range VLANs in the VLAN database (I to 1005,) use the show VLAN configuration 
command (accessed by entering the vlan database privileged EXEC command). For a list ofthe VLAN 
!Ds on the switch, use the show running-config vlan privileged EXEC command, optionally entering a 
VLAN ID range. 

Table 15-3 lists the commands for monitoring VLANs. 

Table 15-3 VlAN Monitoring Cornrnands 

Command Command Mode Purpose 

show VLAN configuration Display status ofVLANs in the VLAN database . 

show current [vlan-id] VLAN configuration Display status o f ali o r the specified VLAN in the 
VLAN database. 

show interfaces [vlan Privileged EXEC Display characteristics for ali interfaces or for 
vlan-id] the specified VLAN configured on the switch. 

show running-config vlan Privileged EXEC Display ali ora range o f VLANs on the switch. 

show vlan [id vlan-id] Privileged EXEC Display parameters for ali VLANs or the 
specified VLAN on the switch. 

For more details about the show command options and explanations of output fields, refer to the 
command reference for this release. 
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Chapter 15 Configuring VLANs 

Configuring VLAN Trunks 

~~ 

To avoid this, you should configure interfaces connected to devices that do not support DTP to not 
forward DTP frames , that is, to turn off DTP. 

I f you do not intend to trunk across those links, use the switchport mode access interface 
configuration command to disable trunking. 

To enable trunking to a device that does not support DTP, use the switchport mode trunk and 
switchport nonegotiate interface configuration commands to cause the interface to become a trunk 
but to not generate DTP frames . 

Note On GigaStack GBICs, dynamic trunking is only supported when only one port of a GigaStack GBIC is 
being used. Iftrunking is required on a GigaStack GBIC where both ports are in use, use the switchport 
mode trunk and switchport nonegotiate interface configuration commands on both GBIC interfaces to 
cause the interfaces to become trunks . 

._ e 15-4 layer 2/ntenace Modes 

Mo de 

switchport mode access 

Function 

Puts the interface (access port) into permanent nontrunking mode and negotiates to 
convert the link into a nontrunk link. The interface becomes a nontrunk interface even if 
the neighboring interface is not a trunk interface. 

switchport mode dynamic 
desirabie 

Makes the interface actively attempt to convert the link to a trunk link. The interface 
becomes a trunk interface i f the neighboring interface is set to trunk, desirable, o r auto 
mode. The default switch-port mode for ali Ethernet interfaces is dynamic desirable . 

switchport mode dynamic auto Makes the interface able to convert the link to a trunk link. The interface becomes a trunk 
interface i f the neighboring interface is set to trunk or desirable mode. 

switchport mode trunk 

switchport nonegotiate 

Puts the interface into permanent trunking mode and negotiates to convert the link into a 
trunk link. The interface becomes a trunk interface even i f the neighboring interface is 
not a trunk interface. 

Prevents the interface from generating DTP frames. You can use this command only when 
the interface switchport mode is access or trunk. You must manually configure the 
neighboring interface as a trunk interface to establish a trunk link . 

.-, 1Q Configuration Considerations 

802. I Q trunks impose these limitations on the trunking strategy for a network: 

In a network ofCisco switches connected through 802.1 Q trunks, the switches maintain one instance 
of spanning tree for each VLAN allowed on the trunks. Non-Cisco devices might support one 
spanning-tree instance for ali VLANs. 

When you connect a Cisco switch to a non-Cisco device through an 802.1 Q trunk, the Cisco switch 
combines the spanning-tree instance o f the VLAN o f the trunk with the spanning-tree_instance o f 
the non-Cisco 802 .1 Q switch. However, spanning-tree information for each VLAN is maintained by 
Cisco switches separated by a cloud o f non-Cisco 802.1 Q switches. The non-Cisco 802.1 Q cloud 
separating the Cisco switches is treated as a single trunk 1ink between the switches. 
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Chapter 15 Configuring VLANs 

Configuring VLAN Trunks 

• Make sure the na tive VLAN for an 802.1 Q trunk is the same on both ends o f the trunk link. I f the 
na tive VLAN on one end o f the trunk is different from the na tive VLAN on the other end, 
spanning-tree 1oops might resu1t. 

• Disab1ing spanning tree on the na tive VLAN o f an 802.1 Q trunk without disab1ing spanning tree on 
every VLAN in the network can potentially cause spanning-tree 1oops. We recommend that you 
1eave spanning tree enab1ed on the na tive VLAN o f an 802.1 Q trunk o r disab1e spanning tree on 
every VLAN in the network. Make sure your network is 1oop-free before disabling spanning tree. 

Default layer 2 Ethernet Interface VLAN Configuration 

Tab1e 15-5 shows the default Layer 2 Ethemet interface VLAN configuration. 

Table 15-5 Default layer 2 Ethernet InterFace VlAN Configuration 

F e ature 

Interface mode 

Allowed VLAN range 

VLAN range e1igib1e for pruning 

Default VLAN (for access ports) 

Native VLAN (for 802.1 Q trunks) 

Default Setting 

switchport mode dynamic desirable 

VLANs 1 to 4094 when the EI is installed and 1 to 
1005 when the SI is installed 

VLANs 2 to 1001 

VLAN 1 

VLAN 1 

Configuring an Ethernet Interface as a T runk Port 

78-11380-07 

'· 

Because trunk ports send and receive VTP advertisements, to use VTP you must ensure that at 1east one 
trunk port is configured on the switch and that this trunk port is connected to the trunk port o f a second 
switch. Otherwise, the switch cannot receive any VTP advertisements. 

This section includes these procedures for configuring an Ethemet interface as a trunk port on the switch: 

lnteraction with Other Features, page 15-18 

• Defining the Allowed VLANs on a Trunk, page 15-19 

• Changing the Pruning-Eiigib1e List, page 15-20 

• Configuring the Native VLAN for Untaggcd Traffic, page 15-21 

Note The defau1t mode for Layer 2 interfaces is switchport mode dynamic desirable. If the neighboring 
interface supports trunking and is configured to allow trunking, the link is a Layer 2 trunk. 

------ - - ---- - - - -
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Chapter 15 Configuring VLANs 
• Contiguring VLAN Trunks 

lnteraction with Other Features 

Trunking interacts with other features in these ways: 

• A trunk port cannot be a secure port. 

• Trunk ports can be grouped into EtherChannel port groups, but ali trunks in the group must have the 
same configuration. When a group is first created, ali ports follow the parameters set for the first port 
to be added to the group. I f you change the configuration o fone o f these parameters, the switch 
propagates the setting you entered to ali ports in the group: 

- allowed-VLAN list 

- STP port priority for each VLAN 

- STP Port Fast setting 

- trunk status: i fone port in a port group ceases to be a trunk, ali ports cease to be trunks . 

• Ifyou try to enable 802.1X on a trunk port, an error message appears, and 802.1X is not enabled. I f 
you try to change the mode of an 802.1X-enabled port to trunk, the port mode is not changed. 

• A port in dynamic mode can negotiate with its neighbor to become a trunk port. Ifyou try to enable 
802 .1X on a dynamic port, an error message appears, and 802. IX is not enabled. Ifyou try to change 
the mode of an 802.1X-enabled port to dynamic, the port mode is not changed. 

Configuring a T runk Port 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step& 

Step7 

Beginning in privileged EXEC mode, follow these steps to configure a port as 802.1 Q trunk port: 

Command Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter the interface configuration mode and the port to be configured for 
trunking. 

switchport mode { dynamic {auto I Configure the interface as a Layer 2 trunk (required only i f the interface 
desirable} I trunk} is a Layer 2 access port or to specify the trunking mode). 

. dynamic auto-Set the interface to a trunk link i f the neighboring 
interface is set to trunk or desirable mode. 

. dynamic desirable--Set the interface to a trunk Iink i f the 
neighboring interface is set to trunk, desirable, or auto mode . 

. trunk-Set the interface in permanent trunking mode and negotiate 
to convert the link to a trunk link even i f the neighboring interface is 
not a trunk interface. 

switchport access vlan vlan-id (Optional) Specify the default VLAN, which is used ifthe interface stops 
trunking. 

switchport trunk native vlan vlan-id Specify the native VLAN. 

end Return to privileged EXEC mode. 

show interfaces interface-id switchport Display the switchport configuration ofthe interface in the Administrative 
Mode and the Administrative Trunking Encapsulation fields o f the 
display . 

~~··-··~~ 
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Chapter 15 Configuring VLANs 
Configuring VLAN Trunks • 

Command Purpose 

Step 8 show interfaces interface-id trunk Display the trunk configuration o f the interface. 

(Optional) Save your entries in the configuration file . Step 9 copy running-config startup-config 

To retum an interface to its default configuration, use the default interface interface-id interface 
configuration command. To reset ali trunking characteristics o f a trunking interface to the defaults, use 
the no switchport trunk interface configuration command. To disable trunking, use the switchport 
mode access interface configuration command to configure the port as a static-access port. 

This example shows how to configure the Fast Ethemet interface 0/4 as an 802.1 Q trunk. The example 
assumes that the neighbor interface is configured to support 802.1 Q trunking. 

Switch# configure terminal 
Enter configuration commands, one per line. End with CNTL/Z. 
Swi tch(config)# interface fastethernet0/4 
switch(config-if)# switchport mede dynamic desirable 
Switch(config-if)# end 

Defining the Allowed VLANs on a Trunk 

Step 1 

Step 2 

Stepl 

Step4 

~ .. 

By default, a trunk port sends traffic to and receives traffic from ali VLANs. Ali VLAN IDs, I to 4094 
when the EI is installed, and 1 to 1005 when the SI is installed, are allowed on each trunk. However, you 
can remove VLANs from the allowed list, preventing traffic from those VLANs from passing over the 
trunk. To restrict the traffic a trunk carries, use the switchport trunk allowed vlan remove vlan-list 
interface configuration command to remove specific VLANs from the allowed list. 

Note You cannot remove VLAN 1 or VLANs 1002 to 1005 from the allowed VLAN list. 

Command 

A trunk port can become a member of a VLAN i f the VLAN is enabled, i f VTP knows of the VLAN, 
and i f the VLAN is in the allowed list for the port. When VTP detects a newly enabled VLAN and the 
VLAN is in the allowed list for a trunk port, the trunk port automatically becomes a member o f the 
enabled VLAN. When VTP detects a new VLAN and the VLAN is not in the allowed list for a trunk 
port, the trunk port does not beco me a member o f the new VLAN. 

Beginning in privileged EXEC mode, follow these steps to modify the allowed Iist o f an 802.1 Q trunk: 

Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode and the port to be configured. 

switchport mode trunk Configure the interface as a VLAN trunk port. 

switchport trunk allowed vlan { add I (Optional) Configure the Iist o f VLANs allowed on the trunk. 
aU-j-except I remove } vlan-lis.t_ ·u• "'"l'hmations about using the add, ali , ex-cept;-and-remove-keywords, 

refer to the command reference for this release. 

The vlan-list parameter is either a single VLAN number from I to 4094 
o r a range o f VLANs described by two VLAN numbers, the lower one 
first, separated by a hyphen. Do not enter any spaces between 
comma-separated VLAN parameters or in hyphen-specified ranges . 

Ali VLANs are allowed by default. You cannot remove any ofthe default 
VLANs (1 or 1002 to 1005) from a trunk. 

---··- ·- -.: 
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Chapter 15 Configuring VLANs 1 L., 
• Conliguring VLAN Trunks 

Command Purpose 

Step 5 end Return to privileged EXEC mode. 

Step 6 show interfaces interface-id switchport Verify your entries in the Trunking VLANs Enabled field of the display. 

Step 7 copy running-config startup-config (Optional) Save your entries in the configuration file . 

To retum to the default allowed VLAN list of ali VLANs, use the no switchport trunk allowed vlan 
interface configuration command. 

This example shows how to remove VLAN 2 from the allowed VLAN list: 

Swi t ch(config) # interface fastethernet0/1 
Swit ch(config-if ) # switchport trunk allowed vlan remove 2 
Switch(config- if ) # end 
Swit c h# 

• ~.,;,hanging the Pruning-Eiigible List 
~ 

~ 

Step4 

The pruning-eligible list applies only to trunk ports. Each trunk port has its own eligibility Iist. VTP 
pruning must be enabled for this procedure to take effect. The "Enabling VTP Pruning" section on 
page 16-14 describes how to enable VTP pruning. 

Beginning in privileged EXEC mode, follow these steps to remove VLANs from the pruning-eligible list 
on a trunk port : 

Command Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode, and select the trunk port for which 
VLANs should be pruned. 

switchport trunk pruning vlan {add I Configure the list ofVLANs allowed to be pruned from the trunk. (See the 
except I none I remove} vlan-list "VTP Pruning" section on page 16-4). 
[. v/an[, vlan[. .. ]] For explanations about using the add, except, none, and remove 

keywords, refer to the command reference for this release . 

Separate nonconsecutive VLAN IDs with a comma and no spaces; use a 
hyphen to designate a range o f IDs. Valid IDs are from 2 to I 00 1 . 
Extended-range VLANs (VLAN IDs 1006 to 4094) cannot be pruned. 

VLANs that are pruning-ineligible receive flooded traffic. 

The default list ofVLANs allowed to be pruned contains VLANs 2 to 
1001 . 

end Return to privileged EXEC mode. 
t _ __ _ SteP-J ~how interfaces inter[ace-id switchport Verify your entries in the Pruning VLANs Enabled field o f the display. 

• Step6 copy running-config startup-config (Optional) Save your entries in the configuration file. 

To return to the default pruning-eligible list of ali VLANs, use the no switchport trunk pruning vlan 
interface configuration command. 

ROOn° 03/2005 · cN-l 
Catalyst 2950 and Catalyst2955 Switch Software Configuration Guide CP M I • C O R R E I OS 1 

----JR~==~~~~~~----------------~----------------------------------------~7~8-~11~3~~~-0~7-, 

Fls No _ _ 1_0._7_4_ 
1 o 2 _:. ~; 



1._ 

Chapter 15 Configuring VLANs 
Configuring VLAN Tnunks • 

Configuring the Native VLAN for Untagged T raffic 

Step1 

Step2 

Step 3 

Step4 

StepS 

Step6 

~ .. 

A trunk port configured with 802.1 Q tagging can receive both tagged and untagged traffic. By default , 
the switch forwards untagged traffic in the native VLAN configured for the port. The native VLAN is 
VLAN I by default. 

Note The na tive VLAN can be assigned any VLAN ID; it is not dependent on the management VLAN. 

Command 

For information about 802 .1 Q configuration issues, see the "802.1 Q Configuration Considerations' ' 
section on page 15-16. 

Beginning in privileged EXEC mode, follow these steps to configure the native VLAN on an 802 .1 Q 
trunk: 

Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode, and define the interface that is 
configured as the 802.1 Q trunk. 

switchport trunk native vlan vlan-id Configure the VLAN that is sending and receiving untagged traffic on 
the trunk port. 

For vlan-id, the range is I to 4094 when the EI is installed, and I to 
1005 when the SI is installed. 

end Retum to privileged EXEC mode. 

show interfaces interface-id switchport Verify your entries in the Trunking Native Mode VLAN field . 

copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return to the default native VLAN, VLAN I, use the no switchport trunk native vlan interface 
configuration command. 

I f a packet has a VLAN ID that is the same as the outgoing port native VLAN ID, the packet is sent 
untagged; otherwise, the switch sends the packet with a tag. 

~ í..Oad Sharing Using STP 

78-11380-07 

Load sharing divides the bandwidth supplied by parallel trunks connecting switches. To avoid Ioops, 
STP normally blocks ali but one parallellink between switches. Using load sharing, you divide the traffic 
between the links according to which VLAN the traffic belongs. 

You configure load sharing on trunk ports by using STP port priorities or STP path costs. For load 
sharing using STP port priorities, both load-sharing links must be connected to the same switch. For Ioad 
shanng using SI P path costs, each load-shanng hnk can be connected to the same sw1tch or to two 
different switches. For more information about STP, see Chaptcr 12, "Configuring STP." 
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Chapler 15 Configuring VLANs 
• Conliguring VLAN Trunks 

Load Sharing Using STP Port Priorities 

Step1 

StepZ 

Stepl 

Step4 

Step5 

Step6 

Step 7 

StepB 

Command 

When two ports on the same switch form a Ioop, the STP port priority setting determines which port is 
enabled and which port is in a blocking state . You can set the priorities on a parallel trunk port so that 
the port carries ali the traffic for a given VLAN. The trunk port with the higher priority (lower values) 
for a VLAN is forwarding traffic for that VLAN. The trunk port with the lower priority (higher values) 
for the same VLAN remains in a blocking state for that VLAN. One trunk port sends or receives ali 
traffic for the VLAN. 

Figure 15-3 shows two trunks connecting supported switches. In this example, the switches are 
configured as follows : 

• VLANs 8 through 1 O are assigned a port priority o f I O on Trunk I. 

• VLANs 3 through 6 retain the default port priority of 128 on Trunk 1. 

• VLANs 3 through 6 are assigned a port priority of 10 on Trunk 2. 

• VLANs 8 through 1 O reta in the default port priority o f 128 on Trunk 2. 

In this way, Trunk 1 carries traffic for VLANs 8 through 10, and Trunk 2 carries traffic for VLANs 3 
through 6. Ifthe active trunk fails, the trunk with the 1ower priority takes over and carries the traffic for 
ali o f the VLANs. No duplication o f traffic occurs over any trunk port. 

Figure 15·3 load Sharing by Using STP Port Priorities 

Switch 1 

Trunk 1-.. +-Trunk2 
VLANs 8- 10 (priority 10) 
VLANs 3-6 (priority 128) 

Switch 2 

VLANs 3-6 (priority 10) 
VLANs 8- 10 (priority 128) 

N 
M 

"" "' 

Beginning in privileged EXEC mode, follow these steps to configure the network shown in Figure 15-3. 

Purpose 

configure terminal Enter global configuration mode on Switch I . 

vtp domain domain-name Configure a VTP administrative domain. 

The domain name can be from 1 to 32 characters . 

vtp mode server Configure Switch I as the VTP server. 

end Return to privileged EXEC mode. 

show vtp status Venfy the V I P configurat10n on both-sw1tch r aiiõS\>11tch 2. 

In the display, check the VTP Operating Mode and the VTP Domain 
Name fields . 

show vlan Verify that the VLANs exist in the database on Switch I . 

configure terminal Enter global configuration mode. 

interface fastethernet 0/1 Enter interface configuration mode, and define Fast Ethernet port 011 
as the interface to be configured as a trunk . 
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Chapter 15 Configuring VLANs 
Configuring VLAN Trunks • 

Command Purpose 

Step9 switchport mode trunk Configure the port as a trunk port. 

Step 10 end Retum to privilege EXEC mode. 

Step 11 show interfaces fastethernet0/1 Verify the VLAN configuration. 
switchport 

Step 12 Repeat Steps 7 through li on Switch I for Fast Ethemet port 0/2. 

Step 13 Repeat Steps 7 through li on Switch 2 to configure the trunk ports on 
Fast Ethemet ports O/ I and 0/2. 

Step 14 show vlan When the trunk links come up, VTP passes the VTP and VLAN 
information to Switch 2. Verify that Switch 2 has leamed the VLAN 
configuration. 

Step 15 configure terminal Enter global configuration mode on Switch I. 

Step 16 interface fastethernet0/1 Enter interface configuration mode, and define the interface to set the 
STP port priority. 

Step 17 spanning-tree vlan 8 port-priority 10 Assign the port priority of lO for VLAN 8. 

Step 18 spanning-tree vlan 9 port-priority 10 Assign the port priority o f I O for VLAN 9. 

Step 19 spanning-tree vlan 10 port-priority 10 Assign the port priority o f lO for VLAN lO. 

Step20 exit Retum to global configuration mode. 

Step 21 interface fastethernet0/2 Enter interface configuration mode, and define the interface to set the 
STP port priority. 

Step 22 spanning-tree vlan 3 port-priority 10 Assign the port priority of lO for VLAN 3. 

Step23 spanning-tree vlan 4 port-priority 10 Assign the port priority of lO for VLAN 4. 

Step 24 spanning-tree vlan 5 port-priority 10 Assign the port priority of lO for VLAN 5. 

Step25 spanning-tree vlan 6 port-priority 10 Assign the port priority o f 1 O for VLAN 6. 

Step 26 end Retum to privileged EXEC mode. 

Step 27 show running-config Verify your entries. 

Step28 copy running-config startup-config (Optional) Save your entries in the configuration file. 

Load Sharing Using STP Path Cost 

78-11380-07 

You can configure parallel trunks to share VLAN traffic by setting different path costs on a trunk and 
associating the path costs with different sets ofVLANs. The VLANs keep the traffic separate. Because 
no loops exist, STP does not disable the ports, and redundancy is maintained in the event o f a lost Iink. 

In Figure 15-4, Trunk ports 1 and 2 are 1 OOBASE-T ports. The path costs for the VLANs are assigned 
as follows : 

• VLANs 2 through 4 are assigned a path cost of 30 on Trunk port 1. 

• VLANs 8 through 10 retain the default 100BASE-T path cost on Trunk port I of 19. 

• VLANs 8 through 10 are assigned a path cost of30 on Trunk port 2. 

• VLANs 2 through 4 reta in the default I OOBASE-T path cost on Trunk port 2 o f 19. 

2955 Switch Software 
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Configuring VLAN T runks 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

Step7 

Step8 

ep9 

t~ 10 

Step 11 

Step 12 

Step 13 

Step 14 

Step 15 

Step 16 

Step 17 

Step 18 

Figure 15-.f load-Sharing 'úunks with Tratfic Oistributed by Path Cost 

Trunk port 1 
VLANs 2 - 4 (path cosi 30) 

VLANs 8 - 1 O (path cosi 19) 

Switch 1 

Trunk port 2 
VLANs 8-10 (path cost 30) 
VLANs 2- 4 (path cost 19) 

Switch 2 

Beginning in privileged EXEC mode, follow these steps to configure the network shown in Figure 15-4: 

Command Purpose 

configure terminal Enter global configuration mode on Switch 1. 

interface fastethernet 0/1 Enter interface configuration mode, and define Fast Ethernet port 0/1 as 
the interface to be configured as a trunk. 

switchport mode trunk Configure the port as a trunk port. 

exit Return to global configuration mode. 

Repeat Steps 2 through 4 on Switch 1 interface Fast Ethernet 0/2 . 

end Return to privileged EXEC mode. 

show running-contig Verify your entries. 

In the display, make sure that interfaces Fast Ethernet 011 and Fast 
Ethernet 0/2 are configured as trunk ports. 

show vlan When the trunk links come up, Switch 1 receives the VTP information 
from the other switches. Verify that Switch 1 has 1earned the VLAN 
configuration. 

configure terminal Enter global configuration mode. 

interface fastethernet 0/1 Enter interface configuration mode, and define Fast Ethernet port 0/1 as 
the interface to set the STP cost. 

spanning-tree vlan 2 cost 30 Set the spanning-tree path cost to 30 for VLAN 2. 

spanning-tree vlan 3 cost 30 Set the spanning-tree path cost to 30 for VLAN 3. 

spanning-tree vlan 4 cost 30 Set the spanning-tree path cost to 30 for VLAN 4. 

end Return to global configuration mode. 

Kepeat :steps 9 through----rtonSwilcn 1 interfãce ·Fasr-l~lhetnet 0/2, and 
set the spanning-tree path cost to 30 for VLANs 8, 9, and 1 O. 

exit Return to privileged EXEC mode. 

show running-config Verify your entries. 

In the display, verify that the path costs are set correctly for interfaces 
Fast Ethernet 0/1 and 0/2. 

copy running-config startup-config (Optional) Save your entries in the configuration file . ~;; 0~12Õ0S . -CN- :·1 
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Chapter 15 Configuring VlANs 

Configuring VMPS • 

Configuring VMPS 
The switch cannot be a VMPS server but can act as a client to the VMPS and communicate with it 
through the VLAN Query Protocol (VQP). VMPS dynamically assigns dynamic access port VLAN 
membership. 

This section includes this information about configuring VMPS: 

" Understanding VMPS'' section on page 15-25 

" Default VMPS Configuration" section on page 15-28 

"VMPS Configuration Guidelines' ' section on page 15-28 

"Configuring the VMPS Client" section on page 15-29 

"Monitoring the VMPS" section on page 15-31 

"Troubleshooting Dynamic Port VLAN Membership" section on page 15-32 

"VMPS Configuration Example" scction on pagc 15-32 

Understanding VMPS 

78-11380-07 

When the VMPS receives a VQP request from a client switch, it searches its database for a 
MAC-address-to-VLAN mapping. The server response is based on this mapping and whether o r not the 
server is in secure mode. Secure mode determines whether the server shuts down the port when a VLAN 
is not allowed on it or just denies the port access to the VLAN. 

In response to a request, the VMPS takes one o f these actions: 

lfthe assigned VLAN is restricted to a group ofports, the VMPS verifies the requesting port against 
this group and responds as follows: 

- lfthe VLAN is allowed on the port, the VMPS sends the VLAN name to the client in response. 

- If the VLAN is not allowed on the port and the VMPS is not in secure mo de, the VMPS sends 
an access-denied response. 

- If the VLAN is not allowed on the port and the VMPS is in secure mo de, the VMPS sends a 
port-shutdown response. 

• Ifthe VLAN in the database does not match the current VLAN on the port and active hosts exist on 
the port, the VMPS sends an access-denied ora port-shutdown response, depending on the secure 
mode ofthe VMPS . 

I f the switch receives an access-denied response from the VMPS, it continues to block traffic from the 
MAC address to or from the port. The switch continues to monitor the packets directed to the port and 
sends a query to the VMPS when it identifies a new address. I f the switch receives a port-shutdown 
response from the VMPS, it disables the port. The port must be manually re-enabled by using the CLI , 
CMS, or SNMP. 

- - ---
You can also use an explicit entry in the configuration table to deny access to specific MAC addresses 
for security reasons. Ifyou enter the none keyword for the VLAN name, the VMPS sends an 
access-denied or port-shutdown response, depending on the VMPS secure mode setting. 
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Dynamic Port VLAN Membership 

A dynamic (nontrunking) port on the switch can belong to only one VLAN, with a VLAN ID from I to 
I 005 . When the link comes up, the switch does not forward traffic to or from this port until the VMPS 
provides the VLAN assignment. The VMPS receives the source MAC address from the first packet o f a 
new host connected to the dynamic port and attempts to match the MAC address to a VLAN in the VMPS 
database. 

I f there is a match, the VMPS sends the VLAN number for that port. I f the client switch was not 
previously configured, it uses the domain name from the first VTP packet it receives on its trunk port 
from the VMPS. lfthe client switch was previously configured, it includes its domain name in the query 
packet to the VMPS to obtain its VLAN number. The VMPS verifies that the domain name in the packet 
matches its own domain name before accepting the request and responds to the client with the assigned 
VLAN number for the client. Ifthere is no match, the VMPS either denies the request or shuts down the 
port ( depending on the VMPS secure mode setting). 

Multiple hosts (MAC addresses) can be active on a dynamic port i f they are ali in the same VLAN; 
however, the VMPS shuts down a dynamic port i f more than 20 hosts are active on the port. 

I f the link goes down on a dynamic port, the port returns to an isolated state and does not belong to a 
VLAN. Any hosts that come online through the portare checked again through the VQP with the VMPS 
before the port is assigned to a VLAN. 

VMPS Database Configuration file 

The VMPS contains a database configuration file that you create. This ASCII text file is stored on a 
switch-accessible TFTP server that functions as a server for VMPS. The file contains VMPS 
information, sue h as the doma in name, the fallback VLAN name, and the MAC-address-to-VLAN 
mapping. The switch cannot act as the VMPS, but you can use a Catalyst 5000 or Catalyst 6000 series 
switch as the VMPS. 

You can configure a fallback VLAN name. Ifyou connect a device with a MAC address that is not in the 
database, the VMPS sends the fallback VLAN name to the client. I f you do not configure a fallback 
VLAN and the MAC address does not exist in the database, the VMPS sends an access-denied response. 
!f the VMPS is in se cure mode, it sends a port-shutdown response. 

Whenever port names are used in the VMPS database configuration file, the server must use the switch 
convention for naming ports. For example, Fa0/4 is fixed Fast Ethemet port number 4. I f the switch is a 
cluster member, the command switch adds the name ofthe switch before the type. For example, 
es3%Fa014 refers to fixed Fast Ethernet port 4 on member switch 3. When port names are required, these 
naming conventions must be followed in the VMPS database configuration file when it is configured to 
support a cluster. 

This example shows a example of a VMPS database configuration file as it appears on a Catalyst 6000 
series switch. The file has these characteristics: 

• The security mode is open. 

• T lie default is useafor the faiifiaék VL~ 

• MAC address-to-VLAN name mappings-The MAC address o f each host and the VLAN to which 
each host belongs is defined. 

• Port groups are defined. 

• VLAN groups are defined. 

• VLAN port policies are defined for the ports associated with restricted VLANs. 

_ ...... ~-------· · 

Ros.;f"õ3/zoos -cN -

CPMI _ CORREIOS 
Catalyst2950 and Catalyst2955 Swítch Software Configuration Guide 

78-11380-07 o 8 o 
Fls N° __ 1 ____ _ 



• 

Chapter 15 Configuring VLANs 

!VMPS File Format, version 1 . 1 
Always begin the configuration file with 
the word "VMPS" 

!vmps domain <domain-name> 
! The VMPS domain must be defined. 
!vmps mode {open I secure} 
! The default mode is open. 
!vmps fallback <vlan-name> 
! vmps no-domain-·req { allow deny } 

! The default value is allow. 
vmps domain DSBU 
vmps mode open 
vmps fallback default 
vmps no-domain-req deny 

!MAC Addresses 

vmps-mac-addrs 

! address <addr> vlan-name <Vlan_narne> 

address 0012.2233.4455 vlan- name hardware 
address 0000.6509.a080 vlan-name hardware 
address aabb . ccdd.eeff vlan-name Green 
address 1223.5678.9abc vlan-name ExecStaff 
address fedc.ba98.7654 vlan-name --NONE--
address fedc.ba23 . 1245 vlan-name Purple 

!Port Groups 

!vmps-port-group <group-name> 
! device <device-id> { port <port-name> I all-ports } 

vmps-port-group WiringCloset1 
device 198 .92.30.32 port 0/2 
device 172.20.26.141 port 0/8 

vmps-port-group "Executive Row" 
device 198.4.254.222 port 0/2 
device 198.4.254.222 port 0/3 
device 198.4.254.223 all-ports 

!VLAN groups 

!vmps-vlan-group <group-name > 
! vlan -name <vlan-name> 

vmps-vlan-group Engineering 
vlan-name hardware 
vlan-name software 
-~--

!VLAN port Policies 

!vmps-port-policies {vlan-name <Vlan_name> I vlan-group <group-name> 
! { port-group <group-name> I device <device-id> port <port-name> } 

vmps -port-policies vlan-group Engineering 
port-group WiringCloset1 

Configuring VMPS • 

- ··- -·-------·\ 
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vmps-port-policies vlan-name Green 
dev ice 198.92 . 3 0 .32 port 0/8 

vmps-port-policies vlan-name Purple 
dev ice 198.4 . 254.22 port 0/2 
port-group "Executive Row" 

/.. 'In~ \IC . ·f-' 
Chapter 15 Configuring VLANs 1 U 

Default VMPS Configuration 

Table 15-6 shows the default VMPS and dynamic port configuration on client switches. 

Table 15-6 Oemult VMPS Client and Dynamic Port Conliguration 

Feature Default Setting 

VMPS domain server None 

VMPS reconfirm interval 60 minutes 

VMPS server retry count 3 

Dynamic ports None configured 

VMPS Configuration Guidelines 

These guidelines and restrictions apply to dynamic access port VLAN membership: 

• You should configure the VMPS before you configure ports as dynamic. 

• The communication between a cluster o f switches and VMPS is managed by the command switch 
and includes port-naming conventions that are different from standard port names . For the 
cluster-based port-naming conventions, see the "VMPS Database Configuration File" section on 
page 15-26. 

When you configure a port as a dynamic access port, the spanning-tree Port Fast feature is 
automatically enabled for that port. The Port Fast mode accelerates the process ofbringing the port 
into the forwarding state. 

• 802 .1X ports cannot be configured as dynamic access ports. Ifyou try to enable 802.1X on a 
dynamic-access (VQP) port, an erro r message appears, and 802.1X is not enabled. I f you try to 
change an 802.1 X-enabled port to dynamic VLAN assignment, an error message appears, and the 
VLAN configuration is not changed. 

• Trunk ports cannot be dynamic access ports, but you can enter the switchport access vlan dynamic 
interface configuration command for a trunk port. In this case, the switch retains the setting and 
applies it i f the port is I ater configured as an access port. 

You must tum off trunking on the port before the dynamic access setting takes effect. 

Dynamic access ports cannot be network ports or monitor ports. 

• Secure ports cannot be dynamic access ports. You must disable port security on a port before it 
becomes dynamic. 

• Dynamic access ports cannot be members o f an EtherChannel group. 

• Port channels cannot be configured as dynamic access ports. 

• The VTP management domain ofthe VMPS client and the VMPS server must be the same. 
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Configuring VMPS • 

VQP does not support extended-range VLANs (VLAN IDs higher than 1006). Extended-range 
VLANs cannot be configured by VMPS. 

The VLAN configured on the VMPS server should not be a voice VLAN. 

Configuring the VMPS Client 

You configure dynamic VLANs by using the VMPS (server). The switch can be a VMPS client; it cannot 
be a VMPS server. 

Entering the IP Address of the VMPS 

Step 1 

Step2 

Step3 

Step4 

Step5 

Step6 

You must first enter the IP address o f the server to configure the switch as a client. 

~. 
Note I f the VMPS is being defined for a cluster o f switches, enter the address on the command switch. 

Beginning in privileged EXEC mode, follow these steps to enter the IP address ofthe VMPS : 

Command Purpose 

configure terminal Enter global configuration mode. 

vmps server ipaddress primary Enter the IP address ofthe switch acting as the primary VMPS server. 

vmps server ipaddress Enter the IP address o f the switch acting as a secondary VMPS server. 

You can enter up to three secondary server addresses. 

end Return to privileged EXEC mode. 

show vmps Verify your entries in the VMPS Doma in Serve r field of the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file. 

~. 
Note The switch port that is connected to the VMPS server cannot be a dynamic access port. It can be either 

a static access port ora trunk port. See the "Configuring an Ethemet Interface as a Trunk Port" section 
on pagc 15-17. 

Configuring Dynamic Access Ports on VMPS Clients 

Lt. 
Caution 

78-11380-07 

Ifyou are configuring a port on a cluster member switch as a dynamic port, first use the rcommand 
privileged EXEC command to log into the member switch. 

Dynamic port VLAN membership is for end stations or hubs connected to end stations. Connecting 
dynamic access ports to other switches can cause a loss o f connectivity. 

~"·-~-··--· 
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• Conliguring VMPS 

Step 1 

Step 2 

Stepl 

Step4 

Step5 

Beginning in privileged EXEC mode, follow these steps to configure a dynamic access port on a VMPS 
client switch: 

Command Purpose 

configure terminal Enter global configuration mode. 

interface interface-id Enter interface configuration mode and the switch port that is 
connected to the end station. 

switchport mode access Set the port to access mode. 

switchport access vlan dynamic Configure the port as eligible for dynamic VLAN membership. 

The dynamic access port must be connected to an end station. 

end Retum to privileged EXEC mode. 

show interfaces interface-id switchport Verify your entries in the Operational Mode field o f the display. 

copy running-config startup-config (Optional) Save your entries in the configuration file. 

~ .. 

To retum an interface to its default configuration, use the default interface interface-id interface 
configuration command. To retum an interface to its default switchport mode (dynamic desirable), use 
the no switchport mode interface configuration command. To reset the access mode to the default 
VLAN for the switch, use the no switchport access interface configuration command. 

Note When you configure a dynamic access port by using the switchport access vlan dynamic interface 
configuration command, the port might allow unauthorized users to access network resources i f the 
interface changes from access mode to trunk mode through the DTP negotiation. The workaround is to 
configure the port as a static access port. 

Reconfirming VLAN Memberships 

Step1 

Beginning in privileged EXEC mode, follow these steps to confirm the dynamic port VLAN membership 
assignments that the switch has received from the VMPS: 

Command Purpose 

vmps reconfirm Reconfirm dynamic port VLAN membership. 

Step 2 show vmps Verify the dynamic VLAN reconfirmation status. 

Changing the Reconfirmation lnterval 

VMPS clients periodically reconfirm the VLAN membership information received from the VMPS. You 
can set tbe number ofmi fi utes aftêr wnich reconnrmáfionocc urs. 

Ifyou are configuring a member switch in a cluster, this parameter must be equal to or greater than the 
reconfirmation setting on the command switch. You must also first use the rcommand privileged EXEC 
command to log into the member switch. 
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Beginning in privileged EXEC mode, follow these steps to change the reconfirmation interval : 

Command Purpose 

Step 1 configure terminal Enter global configuration mode. 

Step 2 vmps reconfirm minutes Enter the number o f minutes between reconfirmations o f the dynamic 
VLAN membership. 

Enter a number from I to 120. The default is 60 minutes. 

Step 3 end Return to privileged EXEC mode. 
-----------------------------+-------------------------------------------------

Step 4 show vmps Verify the dynamic VLAN reconfirmation status in the Reconfirm 
lnterval field o f the display. 

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file . 

To return the switch to its default setting, use the no vmps reconfirm global configuration command. 

Changing the Retry Count 

Command 

Beginning in privileged EXEC mode, follow these steps to change the number oftimes that the switch 
attempts to contact the VMPS before querying the next server: 

Purpose 

Step 1 configure terminal Enter global configuration mode. 

Change the retry count. Step 2 vmps retry count 

The retry range is from I to I O; the default is 3. 

Step 3 end Return to privileged EXEC mode. 
-------------------------------r-----------------------------------------------

Step 4 show vmps Verify your entry in the Server Retry Count field of the display. 

Step 5 copy running-config startup-config (Optional) Save your entries in the configuration file. 

To return the switch to its default setting, use the no vmps retry global configuration command . 

Monitoring the VMPS 

78-11380-07 

You can display information about the VMPS by using the show vmps privileged EXEC command. The 
switch displays this information about the VMPS: 

_ V_MPS VQP Vers~o_n The version of VQP used to communicate with the VMPS. The switch queries 
the VMPS that is using VQP version I. 

Reconfirm Interval The number o f minutes the switch waits before reconfirming the 
VLAN-to-MAC-address assignments. 

Server Retry Count The number o f times VQP resends a query to the VMPS. I f no response is 
received after this many tries, the switch starts to query the secondary VMPS . 

Catalysl 2950 and Catalysl2955 Swilch Software Confi 
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VMPS domain server The IP address ofthe configured VLAN membership policy servers. The switch 
sends queries to the one marked current. The one marked primary is the primary 
serve r. 

VMPS Action The result o f the most recent reconfirmation attempt. A reconfirmation attempt 
can occur automatically when the reconfirmation interval expired, or you can 
force it by entering the vmps reconfirm privileged EXEC command or its CMS 
or SNMP equivalent. 

This is an example o f output for the show vmps privileged EXEC command: 

Switch# show vmps 

VQP Client Status: 

VMPS VQP Version : 1 
Reconfirm Interval: 60 min 
Server Retry Count: 3 
VMPS domain server: 172.20.128 . 86 (primary, current} 

172.20.128.87 

Reconfirmation status 

VMPS Action : No Dynamic Port 

T roubleshooting Dynamic Port VLAN Membership 

The VMPS shuts down a dynamic port under these conditions: 

• The VMPS is in secure mode, and it does not allow the host to connect to the port. The VMPS shuts 
down the port to prevent the host from connecting to the network. 

More than 20 active hosts reside on a dynamic port. 

To re-enable a disabled dynamic port, enter the no shutdown interface configuration command. 

1 .. 

._ JIIPS Configuration Example 

I 
I 

Figure 15-5 shows a network with a VMPS server switch and VMPS client switches with dynamic ports. 
In this example, these assumptions apply: 

• The VMPS server and the VMPS client are separate switches. 

• The Catalyst 5000 series Switch I is the primary VMPS server. 

•- 'Ihe Catalyst 501lD_series Switch 3 and S:witcll 1 O are s_ec_ondary VMPS servers. 

• The end stations are connected to these clients: 

- Catalyst 2950 Switch 2 

- Catalyst 3500 XL Switch 9 

• The data base configuration file is stored on the TFTP server with the IP address 172.20.22. 7. 
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Figure 15-5 Dynamic Port VLAN Membership ConRguration 

End 
station 1 

End 
station 2 
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AT RIBUTO 

1 - Recursos Básicos 

2 - Portas Ethernet 

1 ,~- Cabeal'tW ~to 
11 f o 

ATRIBUTOS OFERTADOS 

I 
a) 64 portas FibreChannel operando 
2GbiUs 
b) suporte aos servidores Intel e Risc 
fornecidos 
c ) ~uporte ao Storage IBM ESS <21 · ~V) 
d ) r uporte ao backup fornecido / 
e) !POSsibilidade de configurar portas de 
forma independente 
f ) !portas hot-swappable/hot-pluggable 
g ) modularidade 
h ) RACKS de 19" ou RACK do próprio 
fabricante 

Interface Fast-Ethernet 10/100 
autosensing, com protocolo SNMP para 
gerência. 

I 
555 cabos de Fibra Otica Multi Mode 
com conectores LC 

ATRIBUTOS 
OFERTADOS 

ADICIONALMENTE 

CONFIMA 
ATENDIMENTO 

(SIM/NÃO) 
SIM 

SIM 

SIM 
SIM 
SIM 

SIM 
SIM 
SIM 

SIM 

SIM 

PAGINA DA DOCUMENTAÇÃO 
TÉCNICA 

a) Connectrix ED-12000B 
Hardware Reference Manual - pg: 
1.2 
b) Vide ANEXO Unidade de 
Backup Robotizado, Parte B, ao 
final (ESS lnteroperability Matrix) 
pg. 11 e 39. 
c) EMC Support Matrix pg.745/746 
d) EMC Support Matrix pg .746/756 
e ) Connectrix ED-12000B 
Hardware Reference Manual - pg: 
1.2 
f ) Connectrix ED-12000B 
Hardware Reference Manual - pg: 
12' 
g) Connectrix ED-12000B 
Hardware Reference Manual - pg: 
2.3 
h ) Connectrix ED-12000B 
Hardware Reference Manual - pg: 
B-2 - respostas questionamentos 
item 18. 
Connectrix ED-12000B Hardware 
Reference Manual - pg: 1 .3/ 2.6/ 
EMC Connectrix B Series 
Management lnformation Base 
(MIB) Reference Manual 
Vide seção 17.7 da Proposta 
TÉCNICA 



4- Recursos 

, 
)(i) 

:z 

i 

a) Os equipamentos 
deverão ser 
acompanhados de todos 
os recursos de hardware, 
software, cabos, manuais, 
etc necessários a sua total 
instalação, configuração, 
gerenciamento e utilização 
b ) Deverá for fornecida 
pelfl CONTRATADA 
ferr.amenta que 
im11>lemente o 
gerenciamento da Rede 
SAN, contemplando todos 
os agentes e consoles 
necessários ao seu pleno 
funcionamento.Esta 
ferf.amenta deve: 
b.11) Permitir descoberta 
automática dos elementos 
que compõe a SAN, 
b~r,eado em protocolo 
S~MP ou agentes da 
propria ferramenta; 
b .~ ) Permitir a visão lógica 
daltopologia dos 
elehentos que compões a 
SAN, de forma gráfica, 
incluindo as interconexões 
Fq, switches, servidores e 
devices de storage em 
uma única console; 
b.3 ) Ter a capacidade de 
apresentar detalhes sobre 

SIM 

SIM 

SIM 

SIM 

SIM 

a ) Vide seção 13 da 
Proposta TÉCNICA 

b ) software Fabric 
Manager e Fabric Watch -
Connectrix B Fabric 
Manager Release Notes e 
Connectrix B Series Fabric 
Watch Reference Manual 
b.1 ) Connectrix B Fabric 
Manager Release Notes -
pg: 3 I Connectrix B Fabric 
Manager User Guide 
pg.4.2/ 4.3/14.5 
b.2 ) Connectrix B Fabric 
Manager User Guide- pg: 
1.2/4.7/13.6/ 
b.3) Connectrix B Fabric 
User Guide - pg: 4. 7 
b.4) Connectrix B Fabric 
Manager User Guide pg. 
C-10 I C-15 
b.5 ) Connectrix B Series 
Fabric Watch Reference 
Manual pg: 1.13/1.14 

c) Vide seção 13 da 
Proposta TÉCNICA 



as conexões das portas 
FC ~ 

SIM b.4) Ter a capacidade de 
receber eventos 
pr1enientes dos 
ele entos constantes na 
topologia SAN; 
b.5 ) Possibilitar o envio SIM 
dos eventos recebidos 
através de protocolo 
S~M~ ou agentes 
prqpnos. 
c ) i deverão ser SIM 
montados 02 (dois) 
ambientes de 
gerenciamento da Rede 
SAN, sendo 1 (um) no 
ego de Brasilia e 01 

./) 
(uat? no CCO de São Pa lo. 

C:: o( I 

~-

r·- ~ - ' 
~ 
0 ·· 



5- Compatibilidade e a) Os equipamentos deverão SIM a ) Connectrix ED-12000B Integração ser totalmente compatíveis e 
Hardware Reference Manual- pg: fordecer suporte total aos 
li I 111 I A-8 I A9 I A 16 I A 17 I A 18 I pa rões FIBRE CHANNEL. 
A19 I B4 I ; b ) Os equipamentos 

SIM b ) EMC Support Matrix pg. 7 43 I fornecidos deverão integrar-
745 I 746, Connectrix B Fabric se aos equipamentos já 
Manager User Guide- pg: 4.2 I existentes na 
Vide ANEXO Unidade de Backup CONTRATANTE, formando 
Robotizado, Parte A, ao final. I Vide u1 única rede SAN em 
ANEXO Unidade de Backup ca a localidade Brasília-DF e 
Robotizado, Parte B, ao final (IBM São Paulo-SP. 
ESS lnteroperability Matrix) pg. 39 As versões dos 

equipamentos existentes são 
as seguintes: 
• Switches: Modelo IBM 

f109-S16; Fab?,ca~e IBM 
~OEM Brocade 2800 

(~ 
~ilkWorm); 

• Storage: Modelo 21 05-F20 
(IBM) (2 dispositivos de 
prmazenamento ); 

• lj-lBA's: Modelo QLOGIC 
QLA 2200 - PCI Fibre 
Çhannel Adapte. 



6 - Fonte de Alimentação Fontes instaladas na SIM Connectrix ED-120008 
configuração máxima do Hardware Reference 
equrcamento, com recurso Manual - pg: 1.2 I 2.8 I 
de t oca sem interrupção 4.33 I 4.35 I 2.8 I A-5 
(HO!f -SWAPPABLEIHOT-
PLUGGABLE) e 
alimentação elétrica de 
acordo com a localidade 
ond; serão instalados os 
equ pamentos, conforme 
subilem 2.5., freqüência de 
60 ($essenta) Hertz; 
As fontes de alimentação 
deverão ser redundantes 
por fontes internas 
ind5pendentes, com 
alim~ntação redundante, 
de t I forma que, em caso 
de f lha de uma das fontes 

f7 por efeito ou por falta de 
alimentação elétrica em 
um r· 2 (dois) circuitos, o 
equ pamento continue a 
fun~~nar sem prejuízo das 
apli ações. 

I 
u= 
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Regulatory Agency Inforrnation 

EMC Connectrix Enterprise Director Model ED-12000B systerns have been extensively tested 
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Ceci est un produit de Classe A. Dans un environnement domestique, ce produit risque de créer 
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This equipment generates, uses, and may emit radio frequency energy. The equipment has been 
type tested and found to comply with the limits for a Class A digital device pursuant to Part 15 
of FCC rules, which are designed to provide reasonable protection against such radio frequency 
interference. 

Operation of this equipment in a residential area may cause interference in which case the user 
at his own expense will be required to take whatever measures may be required to correct the 
interference. 
Any modifications to this device- unless expressly approved by the manufacturer- can void the 
user's authority to operate this equipment under part 15 of the FCC rules. 
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MirrorView, OnAlert, OpenScale, PowerVolume, RepliCare, SafeLine, SAN Architect, SAN Copy, 
SAN Manager, SDMS, SnapSure, Snap View, Snap View /IP, StorageScope, SymmAPI, SymmEnabler, 
Symmetrix DMX, TrmeFinder, Universal Data Tone, and where information lives are trademarks 
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CORREIO< ADMINISTRAÇÃO CENTRAL 
L-------------~ 

COMPROVAÇÃO DAS ESPECIFICAÇÕES EXIGIDAS NO EDITAL 

5. UNIDADE DE BACKUP 

ATRIBUTOS OFERTADOS CONFIRMA ATENDIMENTO PAGINADA 

ATRIBUTO ATRIBUTOS OFERTADOS ADICIONALMENTE (SIM I NÃO} DOCUMENTAÇÃO TÉCNICA 

a) Deverão ser fornecidos 2 SIM a) Vide seção 11.12 da 
(dois) sistemas Proposta TÉCNICA. Vide Anexo 
automatizados de ~nidade de Backup 
armazenamento de dados em Robotizado, Parte M, pg.2 
cartuchos padrão .L TO 
Ultrium 2., 
incorporando controladora 

1 - Descrição 
robotizada, gabinete e 
software de 
gerenciamento. Sendo 1 (um) 
sistema para o CCD de 
Brasília-DF 
e 1(um) sistema para o eco 

-- de São Paulo-SP. '~ ! 
__..; ~ (Y ·- ~ -n () :;o j ,...: / l :;.;~\ ·rri. iJi" -o O j 

~~ I ' ; ~ r ff ,J z I o o l 
!' •-. : 

' ' .... _: 

--
.,~ .N \ ~ 'ol 

O --..lo O w· . 
O O oi 

i\ ~ t ~) ~~\ 
~~~ ;~-::;: A EXO 3 • ~r{t?)._ bo PREGA o 050/2003 - CPUAC 
I (/) . I 
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CORREIO< ADMINISTRAÇÃO CENTRAL 
L---------------~ 

2 - Capacidade da 
Biblioteca 

a) Para o CCO de Brasília, o 
equipamento deverá possuir 
capacidade de 
armazenamento e 
recuperação de dados para a 
tecnologia .L TO Ultrium 2. de, 
no mínimo, 60TB (sessenta 
Terabytes), sem compressão 
(nativo); 
b) Para o CCO de São Paulo, 
o equipamento deverá 
possuir 
capacidade de 
armazenamento e 
recuperação de dados para a 
tecnologia .LTO Ultrium 2. de, 
no mínimo, 40TB (sessenta 
Terabytes), sem compressão 
(nativo); 
- Não será considerada para 
efeito de cálculo da 
capacidade 
solicitada tecnologia de 
compactação e/ou 
compressão. 

a) O cartucho .L TO Ultrium 2. 
deverá possuir capacidade 
mínima de 
200GBytes (sem 
compressão). 

~ 
050t2003 -~c 

SIM 

SIM 

Página 3 de 11 

~)Vide Anexo Unidade de 
~ackup Robotizado, Parte A, 
pg.18, Parte R, pg. 1 

(400slots X 200GB) sem 
compressão por cartucho = 
80TB sem compressão. 

la) Vide Anexo Unidade de 
Backup Robotizado, Parte 
M, pg.2 e 9, Parte R,pg. 1 

(400slots X 200GB) sem 
compressão por cartucho = 
BOTB sem compressão. 

a) Vide Anexo Unidade de 
âackup Robotizado, Parte R, 
pg.1 



ADMINISTRAÇÃO CENTRAL 
L---------------~ 

CORREIO< 
a) O hardware deve ser SIM ~) Conforme a F AQ da 
compatível com o padrão jfecnologia Ultrium em 
.LTO Ultrium., Ww\V.ultrium.com; ver 
permitindo a leitura de mpressão de " L TO - About 
cartuchos, neste padrão, he Technology- FAQS" ao 

4 - Compatibilidade 
instalados na final do Anexo Unidade de 
fitoteca atualmente instalada ~ackup Robotizado, Parte U. 
nos Correios (.3583-L72 IBM 
LTO 
Ultrium.). 

a) Deverá possuir um mínimo SIM a)Quantidade de slots Brasília 
de SLOTS que disponibilize a = 60TB I 200GB= 300 slots 
capacidade total solicitada de Quantidade de slots São Paulo 

cada fitoteca dividida pela = 40 TB I 200 GB = 200 slots 

capacidade dos cartuchos Vide seção 11.12 da Proposta 

cotados, ou seja: 
Técnica 

Num. Slots = Capacidade 
Solicitada da Biblioteca I 

5 - Quantidade de Capacidade do Cartucho. R SLOTS 

I~~~ 1. Quantidade de slots 
Brasília = 60TB I 

9jj ~ 200GB= 300 slots \? -. Ya_. ! 
2. Quantidade de slots 

\ (• ·-...., ___ _ , · · .....,./ 

·, -:~ - ~ ;5 ~ I 
São Paulo = 40 TB I '-,_ -~- // ...,._._ ............... 

200GB= 200 slots 
s {f) 

~ ~~ ~- ::lo i 
I ~ o ~q o -~ o 8 

N lo~ ~ ' ~ () 
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~ 
IIIJCORREIQ(I_Ao_M_IN_Is_T_RA~çc.._Ã_o_cE_N_TR_A_L ________________________ _ 

a) O número de cartuchos a 
ser fornecido para cada 
equipamento 
deverá ser igual ao dobro do 
número de SLOTS 
solicitados, 

6 - Quantidade de calculados no item anterior. 
Cartuchos Estes deverão ser testados e 

garantidos contra erros por 
um período mínimo de 10 
(DEZ) 
anos, sem manutenção. 

a) Os drivers deverão 
apresentar performance 
nominal de 

7 - THROUGHPUT 30MB/segundo para 

por drive 
gravação, sem compactação, 
utilizando 
cartuchos padrão .LTO 
Ultrium 2 .. 

- -r-
o --.:;-;---_1 g ;i/ - () )') 

. · '~· ~~;? ç i .·. ~· "f <; (_'- :~: -:J ) ? 

J 1 · ,:: I · 
d,)· NEXO 3-FPI~4 DO PREGÃO N.0 

-..). o6! ..... 
f ~ ;JJ ~ f 

050/2003- CPUAC 

. t~) o -~ :.._ 
1
! 

' Ul o ':z'. 
J (f) . l 

SIM a) Estão sendo ofertados 600 
cartuchos para Brasília e 400 
cartuchos para São Paulo 
( igual ao dobro do número de 
slots solicitados). Vide seção 
11.12 da Proposta TÉCNICA 

• Os cartuchos são testados e 
garantidos contra erros por 
um período mínimo de 30 
(trinta) anos, sem 
manutenção. 
Vide Anexo Unidade de 
Backup Robotizado, Parte R, 
pg.2 
a} Vide Anexo Unidade de 
Backup Robotizado, Parte R, 
pg.1 
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8- Número de 
DRIVES 

a) Para o CCO de Brasília, o 
equipamento deverá possuir 
no mínimo 20 (vinte) drives, 
devendo atingir o 
THROUGHPUT 
nominal de 600 (seiscentos) 
MS/segundo, utilizando 
tecnologia de gravação linear, 
permitindo operação 
simultânea de todos os 
drives. 
b) Para o CCO de São Paulo, 
o equipamento deverá 
possuir no 
mínimo 12 (doze) drives, 
devendo atingir o 
THROUGHPUT 
nominal de 360 (trezentos e 
sessenta) MS/segundo, 
utilizando 
tecnologia de gravação linear, 
permitindo operação 
simultânea de 
todos os drives. 

a) Fibre Channel, operando a 
2 Gbit/sec, entre os 
servidores e a 
unidade de backup. 

SIM 

SIM 
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a) ESL9595 com 20 drives 
para Brasília, utilizando 
mecanismo de pass-through, 
atingindo throughput de 360 
MB/séc sem compressão. 

b) ESL 9595 com 12 drives 
para São Paulo, atingindo 
throughput de 600 MB/séc 
sem compressão. 

Vide Anexo Unidade de 
Backup Robotizado, Parte R, 
pg.1, Parte M, pg.3 scalability. 

a) Vide Anexo Unidade de 
Backup Robotizado, Parte M, 
pg.4 



• 
CORREIO< ADMINISTRAÇÃO CENTRAL 
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1 O - Recursos de 
Hardware 

11 - Retirada das 
Fitas 

·o :::.o~ -u O 
s;_r..fl 

~ i 
o 

' ' ,..-...., 

a) Possuir a capacidade de 
manutenção/substituição de 
cartuchos, sem interrupção 
dos processos de BACKUP 
ou RESTORE em curso; 
Possuir no mínimo 1 (uma) 
Porta de comunicação para 
diagnósticos; Sistema de 
leitura de código de barras; 
b) Os rótulos dos cartuchos . 
LABEL, deverão seguir 
padrão definido pela 
CONTRATANTE. 

a) Os equipamentos e 
softwares fornecidos deverão 
permitir a realização da cópia 
dos dados armazenados nos 
cartuchos em cartuchos 
novos; Os equipamentos e 
softwares fornecidos deverão 
permitir que a 
CONTRATANTE realize a 
retirada dos cartuchos 
duplicados sem que esta 
operação interrompa os 
demais processos de 
BACKUP ou RESTORE em 
curso. 

''8~ O 3- EDll3L .. PREGÃO N.0 050/2003- CPUAC 
' (./) ' \ 

• r"\ 
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a) Vide Anexo Unidade de 
Backup Robotizado, Parte A, 
pg.30, primeiro parágrafo (bar 
code reader), pg.104, library 
diagnostics, pg.18, features 
and benefits, sétimo bullet 
(load port). 

a) Vide Anexo Unidade de 
Backup Robotizado, Parte A, 
pg.18, features and benefits, 
sétimo bullet (load port), Parte 
D/2, pg.143 
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a) Deverão ser fornecidos 2 a} Vide seç~o 11.12 da 
(dois) servidores RISC para o Proposta TECNICA 
CCDde 
Brasília, em alta 
disponibilidade, para abrigar 
os softwares 
gerenciadores das fitotecas e 
os softwares gerenciadores 
do backup; Deverão ser 
fornecidos 2 (dois) servidores 
RISC para o CCD de São 

15- Geral Paulo, em alta 
disponibilidade, para abrigar o 
software 
gerenciador da fitoteca e o .,.,.... - .. »'"1'~1<')., 

software gerenciador do /'. ---"""' 
backup; Os servidores /, JIJ .. 1 
deverão estar dimensionados 

: ;:: ~f ' . de tal forma que ; .. ' I : 

'· Q ' ' :i 
suportem o gerenciamento \ --;:,> . -<-l( ' ·; 

de, no mínimo, 150 clientes \~~~~·--~-- "-~= ~ ... ,> 
de backup, individualmente. 
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This user guide provides information to help you: 

• Prepare the library for operation. 

• Operate the cont:rol panel. 

• Use operator commands . 

• Maintain and troubleshoot the library . 

"About this Guide" topics include: 

• Convcntions, page 1 O 

• Rack Stability, page 12 

• Gctting Hclp, page 13 
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About thi s Guide 

Conventions 
Conventions consist of the following: 

• Documcnt Convcntions 

• Text Symbols 

• Equipmcnt Symbols 

Document Conventions 

The document conventions included in Tablc 1 apply in most cases . 

Table 1 : Document Conventions 

Elemenf Convent1on 
Cross-reference links Blue text: Figure 1 

Key and field nomes, menu items, Bold 
buttons, and dialogue box titles 

File nomes, application nomes, and text /talics 
emphasis 

User input, command and directory Monospace font 
nomes, and system responses (output COMMAND NAMES are uppercase 
and messages) monospace font unless they are case 

sensitive 

Variables <monospace, italic font > 

Website addresses Blue, underlined sons serif font text: 
httg:// w-vv'.:. hg com 

Text Symbols 
The following symbols may be found in the text of this guide. They have the 
following meanings . 

WARNING: Text set off in this manner indicates that failure to follow 
directions in the warning could result in bodily harm or death . 
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About this Guide 

Caution: Text set off in this manner indicates that failure to follow directions 
could result in damage to equipment or data . 

Note: Text set off in this manner presents commentary, sidelights, or interesting points 
of information . 

Equipment Symbols 
The following equipment symbols may be found on hardware for which this guide 
pertains. They have the following meanings . 

Any enclosed surface or area of the equipment marked with these 
symbols indicates the presence of electrical shock hazards. Enclosed 
area contains no operator serviceable parts . 

WARNING: To reduce the risk of personal injury from electrical shock 
hazards, do not open this enclosure . 

Any RJ-45 receptacle marked with these symbols indicates a network 
interface connection . 

WARNING: To reduce the risk of electrical shock, fire, or damage to the 
equipment, do not plug telephone or telecommunications connectors 
into this receptacle . 

ft\ A Any surface or area of the equipment marked with these symbols mru indicates the presence of a hot surface or hot component. Contact with 
this surface could result in injury . 

WARNING: To reduce the risk of personal injury from a hot component, 
allow the surface to cool before touching . 

HP StorageWorks ESl9000 Series Tape library User Guide 11 
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About this Guide 

Rack Stability 

Power supplies or systems marked with these symbols indicate the 
presence of multiple sources of power . 

WARNING: To reduce the risk of personal injury from electrical 
shock, remove ali power cords to completely disconnect power 
from the power supplies and systems . 

Any product or assembly marked with these symbols indicates that the 
component exceeds the recommended weight for one individual to 
handle safely. 

WARNING: To reduce the risk of personal injury or damage to the 
equipment, observe local occupational health and safety requirements 
and guidelines for manually handling material. 

Rack stability protects personnel and equipment. 

WARNING: To reduce the risk of personal injury or damage to the 
equipment, be sure that: 

• The leveling jacks are extended to the floor . 

• The full weight of the rack rests on the leveling jacks . 

• In single rack installations, the stabilizing feet are attached to the rack . 

• In multiple rack installations, the racks are coupled. 
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About this Guide 

Getting Help 
If you still have a question after reading this guide, contact an HP authorized 
service provider or access our website : http ://w\.'J\V. hD com . 

HP Technical Support 
In North America, call technical support at 1-800-652-6672, available 24 hours a 
day, 7 days a week . 

Note: For continuous quality improvement, calls may be recorded or monitored. 

Outside North America, call technical support at the nearest location. Telephone 
numbers for worldwide technical support are listed on the HP website under 
support: http ://vvww.hp .com/ support . 

Be sure to have the following information available before calling: 

• Technical support registration number (if applicable) 

• Product serial numbers 

• Product model names and numbers 

• Applicable error messages 

• Operating system type and revision levei 

• Name and revision of application software 

HP Storage Website 
The HP website has the latest information on this product, as well as the latest 
drivers. Access storage at: http:/ / w\.vv..;hp .corn/products/tapcstoroqc. From this 
website, select the appropriate product or solution . 
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About this G uide 

HP Authorized Reseller 
For the name of your nearest HP authorized reseller: 

• In the United States, call 1-800-345-1518 

• In Canada, cal! 1-800-263-5868 

• Elsewhere , see the HP website for locations and telephone numbers: 
http: / / vV\VV!. hp.com/ support . 
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Library Description 

This chapter describes the HP StorageWorks ESL9000 Series tape library and its 
components. Sections include: 

• Library Modcls, page 16 

• Features and Benefits, page 18 

• Library Componcnts, page 19: 

Cabinet, page 19 

Control Pancl, page 28 

Robotics, page 29 

Tape Drives, page 30 

Load Pmt, page 36 

Optional Pass-Through Mechanism (PTM), page 36 

Optional Nctwor.k: Storagc Routcr, page 37 
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Library Description 

Library Models 
The HP StorageWorks ESL9000 Series tape library is an automated storage and 
retrievallibrary. It contains up to 8 drives and 322 cartridges for the ESL9322 
Series, and up to 16 tape drives and 595 cartridges for the ESL9595 Series . 

The following ESL9000 Series tape library models support a wide range of 
storage and peiiormance requirements . 

Table 2: Library Capacity (Fully Populated) 

Lib~ 

ESL9322 

ESL9322 

ESL9322 

ESL9595 

ESL9595 

ESL9595 

ESL9595 

2:1 

# Canri(:fges Drivefype . Nathie CQ.Paci'J 
Compression 

Enabted 
322 cartridges at 160 I SDLT 320 , 51 .52 TB 103.04 TB 
GB each (51,520 GB) (103,040 GB) 

322 cartridges at 1 00 Ultrium 230 32.2 TB 64.4 TB 
GB each (32,200 GB) (64,400 GB) 

322 cartridges at 200 Ultrium 460 64.4 TB 128.8 TB 
GB each (64,400 GB) (128,800 GB) 

595 cartridges at 11 O SDLT 220 65.45 TB 130.9 TB 
GB each (65,450 GB) (130,900 GB 

595 cartridges at 160 SDLT 320 95.2 TB 190.40 TB 
GB each (95,200 GB) (190,400 GB) 

595 cartridges at 1 00 Ultrium 230 59.5 TB 119 TB 
GB each (59,500 GB) 119,000 GB) 

595 cartridges at 200 Ultrium 460 119 TB 238 TB 
GB each ( 119,000 GB) (238,000 GB) 

Note: Although the tape libraries support mixed media at the hardware levei, your 
application software might not . 
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li brary Descri ption 

The model number defines: 

• The standard inquiry string 

• The default number of bins 

The model number is set at the factory, and under normal circumstances, does not 
need to be changed . 

Table 3: ESL9322 Library Model Numbers 

Nomber 
. MQdeJ MOdel Disf>Jayéd PrOâud Of St0t~ Ddve SCSI 

Numberc Name Na me ID Drives Bins Ty~ Interface 

(def) SERIES Ultrium 

6437085 ESL9322 ESL9322 P4000 8 322 SDLT/ LVD 
6437085 Ultrium 

Table 4: ESL9595 Library Model Numbers 

LVD 

6438285 LVD 
6438285 Ultrium 
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Library Description 

Features and Benefits 
Your tape library provides the following features and benefits: 

• High-capacity. high-performance data storage and retrieval. 

• Expandable configurations: 

Up to tive ESL9322 tape libraries and up to four ESL9595 tape libraries can 
be joined together into one multi-unit library system. Tape cartridges can be 
shared between libraries using optional Pass 1llrough Mechanisms (PTMs) . 

• Optional Fibre Channel upgrade kit. 

• Reliable, versatile 120-240 volt AC auto-switching power supplies. 

• Hot-pluggable, redundant DC power supplies to ensure library operations 
against power supply failure . 

• Advanced cooling system to prevent overheating . 

• On-line cartridge exchanges: Ioad port with two stationary 4-cartridge 
magazines for easy insertion of cartridges without interrupting library 
operations . 

• Easy serviceability and manageability: 

Hot-pluggable SDLT and Ultrium tape drives, DC power supplies, and 
fans allow repairs without taking the library off-line . 

Easy access and replacement of criticai components . 

A control panel providing a wide range of configuration and 
service-related functions . 
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Li brary Descri ption 

Library Components 
The library consists of the following major components: 

• Cabinct 

• Control Pane] 

• Roborics 

• Tape Drives 

• Load Porr 

• Optional Pass-Through Mcchanism (PTM) 

Cabinet 
The cabinet houses alllibrary components including: 

• Robotics 

• Storage bins 

• Control electronics 

• Power supply and distribution equipment 

• Fans 

• Tape drives 

• Optional Fibre Channel upgrade kit 

Access these components through the front and back doors of the library cabinet. 

Cabinet (Front Panel) 

The front of the library cabinet provides access as follows (see Figure 1 on 
page 20 through Figure 2 on page 21): 

• The front dom·(s) provide easy access to the gripper and robotics . 

• The viewing windows make it possible to visually monitor library operations . 

• A control pane! on the right side of the cabinet lets you configure, control, and 
monitor the library. 

• The load port provides easy insertion of additional tape carttidges while the 
library is in operation. The load port h as either 8 or 12 shelf bins, depending 
on the drive technology being used (8 bins for Ultrium and 12 bins for SDLT) . 
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Library Description 

• The power switch for the library is located behind a sliding panel on the front 
doar below the control panel. 

Figure 1: Cabinet front panel (ESL9322) 

O Load port with magazines @ Control panel touch screen 

@ Viewi ng wi ndows 8 Power switch 
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Figure 2: Cabinet front panel (ESL9595) 

O Dual doors @ Power switch 0 Viewi ng wi ndows 

@ Load port with magazines 0 Touch screen contrai panel 

• ........ . ..................... . . .. u ................. . ............... ................................ ............. . ... .......... . ....................................... .. ........... . ........ . .......... ............. . .......... . . 
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Li brary Description 

Cabinet (Rear Panel) 
The rear of the cabinet (see Figure and Figure 4 on page 23) provides easy 
accessibility to: 

• Cooling fans 

• Power, control, and data intetfaces 

• Tape drives 

Figure 3: Cabinet rear panel (ESL9322) 

O Hot-pluggable removable fans 

@ Easy-access rear panel 

@) Hot-pluggable drives in removable canisters 

O Location of optional Fibre Channel upgrade 
kit 
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Figure 4: Cabinet rear panel (ESL9595) 

O Easy-access rear panel 

@ Hot-pluggable drives in removable 
conisters 

Library Description 

@) Drive quick release thumbscrew on each 
bottom corner 

0 Hot-pluggable removable fans 
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Li brary Descri ption 

Storage Bins (ESL9322) 

The ESL9322 stores tape cartridges in the following locations: 

• Up to 171 storage bins on the back wall 

Note: Some bins are removed if a PTM is installed. 

• 111 shelf bins on the inside of the right front door 

• 40 shelf bins on the inside of the left front door 

• One load port consisting of two 4-cartridge stationary or 6-cartridge 
removable shelf bins 

• Up to 8 tape drives 

Figure 5 on page 25 shows the storage bin, load port bin, and tape dtive 
numbering conventions. These conventions are used by the library control panel 
and diagnostic software programs . 

Note: The ESL9322 and ESL9595 tape libraries ship with the maximum number of 
physical storage slots available. However, access to these slots requires an upgrade key 
for the library to recognize them. See "Capacity on Demand" on page 135 for 
additional information . 



• • • • • • • • • • • • • • • • ·-:: 
• • • • • • • • • • •• 
== • • • -· • • • • • • • • • • 

Library Description 
. ............................................................................................................................................................................................................................... . 
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Figure 5: Storage bin numbering conventions (ESL9322) 

Note: Storage bin and drive numbering begins with O. Consequently, the first drive is 

drive O, the second drive is drive 1, etc. 
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Library Description 

Storage Bins (ESL9595) 

• The ESL9595 stores tape cartridges in the following locations: 

• 288 storage bins on the back wall 

• 196 storage bins on the inside of the left door 

• 111 storage bins on the inside of the right door 

• One load port consisting of two 4-cartridge stationary or 6-cartridge 
removable shelf bins 

• U p to 16 tape drives 

Figure 6 shows the storage bin, load port bin, and tape drive numbering 
conventions. The tape library touch screen control pane! and diagnostic software 
programs use these conventions . 

Note: The ESL9322 and ESL9595 tape libraries ship with the maximum number of 
physical storage slots available. However, access to these slots requires an upgrade key 
for the library to recognize them. See "Capacity on Demand" on page 135 for 
additional information . 
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Li brary Descri ption 
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Figure 6: Storage bin numbering conventions (ESL9595) 
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PortO 
Port t 
Port 2 
Port 3 
Port 4 
Port 5 
Port 6 
Port 7 

Note: Storage bin and drive numbering begins with O. Consequently, the first drive is 
drive O, the second drive is drive 1, etc. 
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Li brary Description 

Control Panel 

The control panel features a menu system for deterrnining library status, 
configuring the library, and petforming certain diagnostic functions (see 
Figure 7) . 

h · s~ · .· eWotk ES19·59~: . p __ n,rag .... . ... S ........ J 

:ESL 9000 Sedes Ubrary 

Figure 7: Control panel home screen (ESL9595 shown) 

O Vertical taskbar 8 Horizontal taskbar @) Main display area 

The vertical taskbar (O Figure 7) provides various library controls such as system 
state display (Off-line or On-line), Standby button, Load Port button, the 
security levei indicator (lock icon), and the Stop button. The Stop button 
immediately removes power from library robotics . 

The horizontal taskbar (@ figure 7) provides left and right mmw buttons to scroll 
thmugh the_tabs_fm:_O_y~r_view, Tape~J)per~tQr,_ Servjçe_, and Multj-u_nit 
options . 

For more information about the library control panel, see "Using the Control 
Paner' on page 60 . 
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Li brary Description 
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Robotics 
Figure 8 shows the library robotics, also refen·ed to as the gripper or GRP on the 
library control panel. 

Figure 8: Library robotics 

O Horizontal drive motor 

8 Mixed media gripper assembly 

8 Extension axis assembly 

e Vertical carriage assembly 

The vertical and horizontal actuators move the gripper into position to pick and 
place tape cartridges. The rotary actuator rotates the gripper 180 degrees, allowing 
the gripper to pass cartridges between the front storage bins and the back storage 
bifls or tape drives. The extension actuator extends the gripper forward to make 
contact with the desired cartridge and then retracts the gripper to remove the 
cartridge from a bin or drive . 
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Librury Description 

Tape Drives 

ll1e gripper includes a Class II laser bar code scanner that reads up to 
12-character. 3-of-9 format bar code labels. The scanner is used to maintain an 
inventory o f the tape cartridges within the library. An inventory occurs 
automatically each time the library is turned on, or after the bulk load door has 
been closed. An inventory can also be initiated from the host computer. 

Note: Although the library does not require tape cartridges to have bar code labels, 
properly labeled tape cartridges and full storage bins speed up the inventory process . 

The following sections describe the tape drive technologies supported by the 
library, including Ultrium and SDLT. 

Caulion: lt is criticai to ensure that the media you use matches the format of 
your tape drive. Cleaning cartridges and formatted data cartridges are unique 
for each drive technology. Damage may occur if inappropriate media is used 
in tape drives . 

Note: lf using mixed media, ensure your software application supports it. 



• • • • • • • • • • • • • • • • •• f 
• • • • • • • • • • •• ~ • • • • • • • • • • • • • • 

li brary Description 

Ultrium Tape Drives 

The Ultrium tape drive is a high-petformance streaming tape drive that uses 
Linear Tape-Open (LTO) technology. An Ultrium 230 tape drive is capable of 
storing up to 100GB (native) or 200GB (2:1 compression) of data per cartridge. 
An Ultrium 460 tape drive is capable of storing up to 200GB (native) or 400GB 
(2: 1 compression) o f data per cartridge. Access the HP Storage Works Ultrium 
Tape Drive User's Guide from http:/ /Nw'0.· hp.comhupport for more information 
about its features and capabilities . 

The ESL9322 holds up to 8 Ultrium tape drives. The ESL9595 holds up to 16 
Ult:rium tape drives . 

Note: ESL9322: When fewer than 8 Ultrium tape drives are installed, tape drives must 
occupy consecutive drive bays, beginning with drive bay O. (See Figure 5 on page 25 
for an illustration showing the drive numbering conventions.) 

ESL9595: When fewer than 16 Ultrium tape drives are installed, tape drives must 
occupy consecutive drive bays, beginning with drive bay O. (See Figure 6 on page 27 
for an illustration showing the drive numbering conventions.) 

Figure 9: Ultrium tape drive 
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Library Description 

Table 5: Ultrium Tape Drive Capacity and Data Transfer Rate 

:· :onveMoaet . . . Data ~aâfy : SustQi~ Data lmnSfer Rc:lte . . 

Ultrium 230 l 00 GB (notive) 15 MB/sec (54 GB/hour) 

200 GB (compressed*) 30 MB/ sec ( l 08 GB/hour) 

Ultrium 460 200GB (notive) 30 MB/ sec ( l 08 GB/hour) 

400 GB (compressed*) 60 MB/ sec (216 GB/hour) 

Note: *Compressed capacity assumes o 2: l compression rotio. 

Ultrium Tape Cartridges 

Note: In oddition to the informotion provided in this manual, refer to the 
documentation provided with your media for more information . 

Caution: HP Ultrium tape drives require special cleaning cartridges and data 
cartridges formatted specifically for HP Ultrium. To avoid damage to your tape 
drive, it is criticai to use appropriate cleaning cartridges and properly 
formatted data cartridges . 

Approved media will have the Ultrium format trademark, which indicates that the 
media has passed Ultlium format compliance testing (see Figure I 0) . 

2 
Figure 10: HP Ultrium format trademark 
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Library Description . ....................................................................................................................................................................................................................................... . 

For best results , always use HP branded media. The following tape ca.ttridges a.t·e 
approved for the library's Ultrium tape drives: 

• HP Ultrium Data Ca.ttridge 

C7972A (400GB) 

C7971A (200GB) 

• HP Vltrium Universal Cleaning Cartridge 

- C7978A 

Note: Ultrium generation 2 cartridges (C7972A) can read and write to Ultrium 
generation 1 cartridges (C7971 A). However, Ultrium generation 1 cartridges can only 
read and write to other Ultrium generation 1 cartridges . 

1\ Caution: Do not bulk erase Ultrium formatted cartridges. This will destroy 
~ prerecorded servo information and make the cartridge unusable . 

Make it a practice to visually inspect your tape ca.ttridges when loading or 
removing them from your tape library. Taking a few minutes to check the 
condition of your cartridges willlower the risk of repeated failures and help 
ensure uninterrupted backup. See Maintaining Tape Ca.t-tridgcs on page 98 for 
general precautions when using tape cartridges . 

Caution: Always discard damaged tape cartridges. lf a defective tape 
cartridge is loaded into a tape drive, it may in turn damage the drive, 
potentially requiring drive replacement. 

Note: For information on labeling tape cartridges, see Labeling Tape Cartridges on 
page 47. For information on ordering tape cartridges and bar code labels, refer to the 
ordering sheet that shipped with your library . 
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Library Description 

SDLT Tape Drives 

The SDLT tape drive is a high-capacity, high-perf01mance streaming tape drive 
that uses Laser Guided Magnetic Recording (LGMR) technology to maximize the 
amount of data that can be stored on a tape. An SDLT 320 tape drive is capable of 
storing up to 160GB (native) or 320GB (2:1 compression) of data per cartridge . 
Access the HP StorageWorks SDLT Tape Drive Re.ference Cuide from 
http://www.hp.com / suppcrt for more information about its features and 
capabilities . 

The ESL9322 holds up to 8 SDLT tape drives. The ESL9595 holds up to 16 SDLT 
tape drives. 

Note: ESL9322: When fewer than 8 SDLT tape drives are installed, tape drives must 
occupy consecutive drive bays, beginning with drive bay O. (See Figure 5 on page 25 
for an illustration showing the drive numbering conventions.) 

ESL9595: When fewer than 16 SDLT tape drives are installed, tape drives must occupy 
consecutive drive bays, beginning with drive bay O. (See Figure 6 on page 27 for an 
illustration showing the drive numbering conventions.) 
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Library Description 
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Table 6: !:»DLT Tape Drive Capacity and Data Transter Ratê. ·- - - --

DHveModel Data Çgpacity Sustmned Data Tran~·Rate 

SDLT 110/220 11 O GB (native) 11 MB/sec (39.6 GB/hour) 

220GB (compressed*) 22 MB/sec (79.2 GB/hour) 

SDLT 160/320 160 GB ( native) 16 MB/sec (57.6 GB/hour) 

320GB (compressed*) 32 MB/sec (11.5 GB/hour) 

Note: *Compressed capacity assumes a 2: 1 compression ratio. 

SDLT Tape Cartridges 

Note: In addition to the information provided in this manual, refer to the 
documentation provided with your media for more information. 

The following tape cartridges are approved for the library's SDLT tape drives: 

• HP SDLT Data Cartridges: 

C7980A (220-320 GB) 

• HP SDLT Cleaning Cartridge: 

C7982A 
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Library Description 

Load Port 

Caution: SDLT tape drives require special cleaning cartridges and data 
cartridges formatted specifically for SDLT. To avoid damage to your tape drive, 
it is criticai to use appropriate cleaning cartridges, and properly formatted 
data cartridges. Do not use DLT Tape I, DLT Tape 11, DLT Tape 111, or DLT Tape 
IIIXT data cartridges, or DLT cleaning cartridges with SDLT tape drives . 

Make it a practice to visually inspect your tape cartridges when loading or 
removing them from your tape library. Taking a few rninutes to check the 
condition o f your cmtridges willlower the 1isk o f repeated failures and help 
ensure uninterrupted backup. See Maintaining Tape Cartridges on page 98 for 
more information. 

Caution: Always discard damaged tape cartridges. lf a defective tape 
cartridge is loaded into a tape drive, it may in turn damage the drive, 
potentially requiring drive replacement . 

Note: For information on labeling tape cartridges, see Labeling Tape Cartridges on 
page 47. For information on ordering tape cartridges and bar code labels, refer to the 
ordering sheet that shipped with your library . 

The load port is a mechanical device in the front pane! of the library that lets you 
insert or export tape cartridges without interrupting library operations. (See 
Figure 1 on page 20 and Figure 2 on page 21.) 

Optional Pass-Through Mechanism (PTM} 
An optional PTM enables the transfer of a single tape cartridge between two HP 
Storage Works ESL9000 Series tape libraries. The PTM can be used to connect up 
to five ESL9322 tape libraries or up to four ESL9595 tape libraries, increasing the 
storage capacity of the entire tape library system. 

Note: To order a PTM, contact your HP soles representative . 

Fls No_ .. 1 1 4 4 
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li brary Descri ption 

Optional Network Storage Router 

HP StorageWorks Network Storage Routers provide bidirectional connectivity in 
a Fibre Channel Switched Fabric supporting Fibre Channei and SCSI devices . 
Internai and externai models are availabie . For more information, visit 
http: /:\.\"A'w.hp.com/ pr·oducts/topestoroge, o r contact your HP saies representative . 
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Li brary Descri ption 

38 
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Preparing the Library for 
Operation 

This chapter explains how to prepare the HP Storage Works ESL9000 Series tape 
library for operation. Sections in this chapter include: 

• Opcning thc Library Doors and Acccss Pancls, page 40 

• Connecting SCSI Cables, page 41 

• Prcparing Tape Cartridgcs, page 47 

• Inserting and Removi ng Tape Cartridges, page 53 

• Turning thc Library On and Off, page 57 

Note: lf you have a slot capacity upgrade for your library, ensure that you order the 
license key immediately. lt may take 24 hours to receive the key . 
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PreJXlring the Library for Operation 

Opening the Library Doors and Access Panels 
The ESL9322 has one front door and one rear access panel. The ESL9595 has two 
front doors and three rear access panels . 

To unlock and open front doors and rem: access panels: 

1. Using the key from the accessory kit, unlock the front door latch . 

2. Lift the latch above the door lock. 

3. Pull on the door latch to open the door, exposing the inside o f the library 
cabinet. 

4. Unlock any rear access panel using a 5/32 hex wrench . 

Note: When the front doors are open, the robotics are disabled, but the library 
remains on-line. When the rear access panels are open, the robotics continue to work, 
but only at half speed . 

Caution: Rear access panels must be closed during normal operation for 
proper cooling and proper operation of the bar coâe scanner . 

To close and lock front doors and rear access panels: 

1. Tum the door latch to secure the door to the library frame . 

2. Lower the latch over the door lock. 

3. Using the key from the accessory kit, lock the latch in place. 

4. Close and lock any rear access panel using a 5/32 hex wrench . 
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Connecti ng SCSI Cables 
This section describes the supported SCSI cable configurations for the tape 
libraries . 

ESL 9322 SCSI Cable Configurations 
Figure ll shows the SCSI ports as viewed from the rear of the ESL9322 tape 
library . 
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Figure 11 : SCSI ports (ESL9322) 
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DRIVE POSITION 

Looking from the rear of the ESL9322 tape library, connect the SCSI cables and 
terminators as shown in Figure 12 . 

Note: ESL9322 series libraries are equipped with internai SCSI cables and terminators 
in place for a one drive per SCSI bus configuration. This is the recommended 
configuration (and the required configuration for Ultrium 460 drives) and ensures 
optimal performance . 

Figure 12 shows the internai SCSI cabling. The connectors are on the SCSI ports 
that are shown in Figure 11 on page 41. 

Note: Drive numbering begins with O. Consequently, the first drive is drive O, the 
second drive is drive 1, etc. 
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Preparing the Library for Operation 

SCSI SCSI 
D E 

o 

f) 

SCSI 
F 

o 
I 

O Terminators (8) 
8 SCSI cables (8) 

@) Drive Column 1 
0 Robotic Controller 

0 Host SCSI Cable 

Figure 12: Internai SCSI cabling configuration (ESL9322) 

Table 7: SCSI Ports and Device Connections (ESL9322) 

SCSI 
G 

~ 

SCSI Portldentifier Device Connection 
A Drive O 

B Drive 1 

c Drive 2 

D Drive 3 

E Drive 4 

F Drive 5 

G Drive 6 

H Drive 7 

I Not used 

SCSI 
H 
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Preparing the library for Operation 

Table 7: SCSI Ports and Device Connections (ESL9322) (Continued) 

· . SCSI P.ort lCkintifier · De\rice Conriection·· · 

J Not used 

K Robot 

L Host 

ESL 9595 SCSI Cable Configurations 
Figure 13 shows the SCSI ports as viewed from the rear of the ESL9595 tape 
library . 

P 0 0 N 0 M L O K J OI A "8 c 
15 14 13 12 11 10 9 8 o 1 2 

DRIVE POSITION 
COLL.t.1N 1 CRIVES 

Figure 13: SCSI ports (ESL9595) 

0 0 E 

3 4 

O F G 

5 6 

COLW N O ORJVES 

'll H 

7 

Looking from the rear of the library, connect the SCSI cables and terminators as 
shown in figure 14 . 

Note: ESL9595 series libraries are equipped with internai SCSI cables and terminators 
in place for a one drive per SCSI bus configuration. This is the recommended 
configuration (and the required configuration for Ultrium 460 drives) and ensures 
optimal performance . 

Figure 14 shows the interna] SCSI cabling. The connectors are on the SCSI ports 
that are shown in Figure 13 on page 43. 
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Preparing the Library for Operation 

-

Note: Drive numbering begins with O. Consequently, the first drive is drive O, the 
second drive is drive 1, etc. 

:----:,:~ 
I r----:o=:===:==l 1 Drive # 9 

: --- ;~======:::: @E! Drive # 1 O 

Drive # O R:" ----: 
i==:=::=.:=l~--. I 

Drive # 1 I 

~==~u;---Drive # 2 !J@ 

Drive # 8 

Drive # 11 

-~;:;:====::::: 
@ô Drive # 12 

Drive# 3 

~====~u;- 'I Drive #4 t:!@ 
~====~~~ 

Drive # 13 Drive # 5 

~·~====~ 
Drive # 6 

Drive # 7 
:rL~-r====~~~---,rr~----~=====1--U I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I I 
I I 
I I 
I I 

1L__~~~~~t4~'--~~~~~~~__j1 1-------1 I 1 _______ 1 
'-----.........11 

1---- - ------ ... 
I I 
I I I 

1---------- - - --- _I 1----------------
I --------------------- 1_--------------------
O SCSI cables (16) 

8 Terminators (16) 

8 Robotic Controller 

0 Drive Column 1 

0 Drive Column O 

0 Host SCSI Cable 

Figure 14: Internai SCSI cabling configuration (ESL9595) 

Table 8: SCSI Ports and Device Connections (ESL9595) 

SCSI POrl1dentifier Dêvke C:onne.dion· 
A Drive O 

B Drive 1 

c Drive 2 

D Drive 3 

E Drive 4 

I 
,D~.--.,.4·------ r 
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Preparing lhe Library for Operation 

Table 8: SCSI Ports and Device Connections (ESL9595) (Continued) 

SCSI Pon ldentifier. f>é.vl~ COririection 
F Drive 5 

G Drive 6 

H Drive 7 

I Drive 8 

J Drive 9 

K Drive 10 

L Drive 11 

M Drive 12 

N Drive 13 

o Drive 14 
p Drive 15 

Q Host 

R Robot 
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Preparing the library for Operation 

Default SCSI lOs 

Table 9 lists the default SCSI IDs for the ESL9000 Series tape library . 

Note: The ESL9322 holds a maximum of 8 tape drives, with tape drive 7 being the 
highest-numbered tape drive. The ESL9595 holds a maximum of 16 tape drives, with 
tape drive 15 being the highest-numbered tape drive . 

Table 9: Default SCSIIDs 

Drive 

Drive 2 

Drive 3 

Drive 5 2 

Drive 6 3 

Drive 7 4 

Drive 8 

Drive 2 

Drive 10 3 

Drive 11 4 

Drive 12 1 

Drive 14 3 

Drive 15 4 
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Preparing the library for Operation 

Preparing Tape Cartridges 

Caution: Handle tape cartridges with core. Do not drop or mishandle them, 
or place them near sources of electromagnetic interference. Rough handling 
can damage the cartridge, making it unusable and potentially hazardous to 
the tape drives . 

Labeling Tape Cartridges 

Caution: The misuse and misunderstanding of bar code technology can result 
in backup and restare failures. To ensure that your bar codes meet HP's quality 
standards, always purchase them from an approved supplier and never print 
bar code labels yourself. For more information, refer to the order form 
provided with the library, as well as the Bar Code Label Requirements, 
Compatibility and Usage white paper available from 
http: / /v-ii'M . hp com/ support . 

Note: For information on ordering tape cartridges and bar code labels, refer to the 
ordering sheet that shipped with your library . 

Attaching a bar code label to each tape cartridge enables the library and 
application software to identify the cartridge quickly, thereby speeding up 
inventory time. Make it a practice to use bar code labels on your tape cartridges . 
Your host software may need to keep track of the following information and the 
associated bar code: 

• Date of format or initialization 

• Tape's media pool 

• Data residing on the tape 

• Age of the backup 

• Enors encountered while using the tape (to determine if the tape is faulty) 
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Preparing the Library for Operation 

SDLT Bar Code Labels 

SDLT cartridges have a front slide slot located on the face of the cartridge next to 
the write-protect switch (0 Figure 1 5). Use this slot for inserting the bar code 
label by sliding it into the slot. 

1\ Caution: Do not apply labels onto the top, bottom, sides, or back of the 
~ cartridge as this may cause damage to the tape drive, or interfere with reliable 

operation . 

Figure 15: Jnserting an SDLT bar code label 
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Preparing the Library for Operation 

Ultrium Bar Code Labels 

Ultrium cartridges h ave a recessed area located on the face of the cart:ridge next to 
the write-protect switch. Use this area for attaching the adhesive-backed bar code 
label (see Figure I 7). Do not apply labels onto the cartridge except in this 
designated area . 

Caution: The bar code label should be applied as shown in Figure 19 with the 
alphanumeric portion facing the hub side of the cartridge. Never apply 
multi pie labels onto a cartridge, because extra labels can cause the cartridge 
to jam inside a tape drive. 

Figure 16: Attaching an Ulhium bar code label 
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Preparing the Library for Operation 

For successful operation of your tape library, place the bar code label entirely 
within the recessed area, ensuring that no part of the label is outside of it (see 
Figure 17) . 

Figure 17: Proper Ultrium bar code label placement 

Media Label Jdentifiers 

Be sure to use the proper bar code labels for your d1ive technology. Tablc 10 lists 
the identifier that is found at the end of 7- or 8-character SDLT and Ultrium bar 
code labels . 

Caution: To ensure that your bar codes meet HP's quality standards, always 
purchase them from an approved supplier and never print bar code labels 
yourself. For more information, refer to the order form provided with the 
library, as well as the Bar Code La bel Requirements, Compatibility and Usage 
white paper available from http//wv;w.hp.com/support. 

Table 10: Media Labelldentifiers 

Cortrfdtw T~ Den$~ lob~ ld~~tntifier 

SDLT 110/220 GB S or 51 

- SDLT 160/320 GB S or 52 

Ultrium 230 I 100/200 GB Ll 

Ultrium 460 200/400GB L2 
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Preparing the Library for Operation 

Setting the Write-Protect Switch 

Each tape cartridge has a sliding write-protect switch. This switch determines 
whether new data can be wiitten to the tape cart:ridge (write-enabled) or whether 
data on the tape cartridge is protected from being erased or overwritten 
(write-protected) . 

Write-Protecting SDLT Tape Cartridges 

By moving the switch to the left (Figure 18), the tape cartridge is write-protected 
(orange indicator is visible). By moving the switch to the right (Figure 18), the 
tape cartridge is write-enabled (orange indicator is not visible). 

Moving the write-protect switch to the left while the tape cartridge is in the SDLT 
tape drive causes the red indicator to immediately light up. If the tape drive is 
writing data to the tape cartridge, write-protect does not begin until the current 
write command completes . 

Write-Protect Switch 

Jigure 18: Write-protecting SDLT tape cartridges 
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Preparing the Library for Operation 

Write-Protecting Ultrium Tape Cartridges 
By moving the switch to the left(@ Figure 19), the tape cartridge is write-enabled . 
By moving the switch to the right(8 Figure 19), the tape cartridge is 
write-protected . 

Figure 19: Write-protecting Ultrium tape cartridges 

O Write protect switch 

8 Write-enabled 

@) Write-protected 

0 Bar code label 

0 lnsertion arrow 
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Preparing the Library for Operation 

lnserting and Removing Tape Cartridges 
You can insert tape cartridges by: 

• Placing them into fixed stm·age bins within the library cabinet 

• Using the load port on the library front panel 

Placing Tape Cartridges into Fixed Storage Bins 
1. Label the tape cartridge (see Laheling Tape Cartridges on page 47) . 

2. Set the write-protect switch (see Sctting thc Writc-Protcct Switch on 
page 51). 

3. Open the library front door(s) and place a tape cart:ridge in each fixed storage 
bin along the back wall of the library and on the inside of the front door(s). Be 
sure all cartridges are properly oriented. They must be seated in the bins, with 
the bar codes facing out. 

Note: Each cartridge should slide into place with very little force. lf a cartridge does 
not slide into place easily, check the cartridge for correct orientation and structural 
integrity . 

Caution: Handle tape cartridges with core. Do not drop or mishandle them . 
Rough handling can damage the tape cartridge, making it unusable and 
potentially hazardous to the tape drives . 
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Preparing the library for Operalion 

Using the Load Port 
This section explains how to insert tape cartridges using the load port mechanism . 

Note: To move cartridges to the load portfor remova!, see "Moving Cartridges" in 
Chapter 4 . 

To use the load port: 

1. Prepare the tape cartridges to be inserted by affixing a bar code label, and 
write-protecting or write-enabling each tape cartridge as desired. 

2. Press the Load Port button on the control panel. The library unlocks the load 
port. 

3. Pull the load port handle toward you . It will move outward about 1 inch (2.54 
em) and enable the load port to be rotated 180 degrees . 

4. With the load port door open, place the tape cartridge in an available 
magazine slot (see Figure 21 on page 56) . 

WARNING: Opening or closing the load port door presents mechanical 
hazards. Use both hands to pull or push the load port finger grip, and use the 
top and bottom surfaces of the load port drum to keep fingers out of load port 
openings when rotating the load port drum . 

5. After loading the magazines, rotate the load port back 180 degrees, and push 
the load port handle to lock the load port into position. 

If Auto Load is enabled, the library automatically moves the cartridges to the 
available storage bins . 
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Figure 20: Load port (ESL9322 shown) 

O Load port @ Load port button (control 
pane I) 

@ Load port handle 0 Magazine 

/ 

(Open~- , 

8 Tape cartridge 
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Using the Load Pack Magazine 
Use the load pack to add and remove tape cartridges . 

Adding a Cartridge to a Magazine 

The 4-cartridge magazines are stationary and built into the load port. Simply place 
cartridges into the bins with the bar codes facing out (see Figure 21 ): 

1. Access the load pack magazines by opening the load port (see Using the Load 
Port on page 54) . 

2. Insert a tape cartridge into a load pack magazine. 

3. Slide the tape cartlidge in until you hem: it snap into place . 

Figure 21: lnserting a tape cartridge into a magazine 

Removing a Cartridge from a Magazine 

To remove a tape cartridge from a load pack: 

1. Push the tape cart:ridge in until you hem· a snap . 

2. Eject the tape cartridge . 

3. Remove the tape cartridge . 

4. Close the load port. 
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Preparing the Library for Operation 

T urning the Library On and Off 

T urning the Library On 
To turn the library on: 

1. Verify that: 

a. All front doors and access panels are closed . 

b. All back panel cable connections are firmly in place. 

Note: lf there are two AC power distribution assemblies, there will be two main circuit 
breakers . 

2. Ensure that CB 1 on the AC distribution assembly is turned on. It is located in 
the base of the cabinet behind the rear access panel. If two AC distribution 
assemblies are present, turn on CB 1 for both assemblies . 

3. Turn on the power switch located below the control panel. 

4. After severa] seconds, the control panel becomes active and the Home screen 
appears. The POST routine and inventory routine also run. These routines can 
take up to nine minutes to complete . 

Placing the Library On-line or Off-line 
With library turned on, press the Standby button on the control panel. Pressing 
the Standby button toggles the library between on-line and off-line states . 
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Preparing lhe Library for Operation 

T urning the Library Off 
To turn the library off: 

1. Place the library off-line by pressing the Standby button. The library robotics 
complete any cunent commands and then stop . 

2. Verify that the control panel display shows System Off-line . 

3. Verify that the gripper is empty by checking the Overview screen on the 
control panel (see Chapter 3). If there is a tape cart:ridge in the gripper, 
perform a Move command to place the cartTidge in an available storage bin. 

4. Turn off the power switch located below the cont:rol panel. 

5. Turn off both circuit breakers on the AC power distribution assembly . 

Note: Wait lO seconds before turning on the power switch again . 
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Operating the Control Panel 

This chapter provides an overview of the control panel and operating procedures . 
Sections in this chapter include: 

• Using thc Control Pancl, page 60 

• Obtaining Lihrary Status, page 66 

• Changing thc Control Pancl Sccurity Lcvcls, page 70 
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Operai i ng the Control Pane! 

Using the Control Panel 
The control panel is activated by touching the screen, and is located at the front of 
the library. The menus displayed on the control panellet you obtain information 
about the library, execute library commands, and test library functions . The 
control panel functions are grouped into the following categories (see Figure 22): 

• Overview screen-Displays cun·ent tape drive, gripper, and load port content 
and activities . 

• Tapes screen-Displays tape drive, storage bin, load port, and gripper 
inventaries. 

• Operator screen- Contains library configuration and control functions 
(password protected). 

• Service screen-Contains reporting functions, system tests, and service 
commands (password protected) . 

• Multi-Unit screen-Contains multi-unit configuration and calibration 
commands (password protected) . 

• License screen- Lets you enter an upgrade key to access additional bins . 

h , St = =eWo k ES195· 9'~: . p . . orag ... .. . .. r s ... . . ... . . . · .. :J 

ESl 9000 Serles Libto .· · · .. . .. .. . . . .. .. . . . .. ry 

Figure 22: Control panel home screen (ESL9595 shown) 
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Table 11 lists the control panel menus and their functions . 

T able 11 : Control Panel Menus 

• Tape • 
drives 

• Activity • 
• Load 

port • 
• 

Tape • Configure 

drives library 

Storage • Configure 

bins options 

Load • Error log 

Control port 

Transport • Move 

(GRP) 
cartridges 

• lnventory 
tapes 

• Calibrate 
library 

• Unload 
drive 

• Unload 
imp/exp 

• Statistics 

• Actuator 

• SysTest Library 
results 

• Auto clean 

• System 
monitor 

Miscellaneous 

• SysTest Library 

• Enable/Disable 
COD 

• lnitialize 
nonvol 
statistics 

• lnitialize 
nonvol config 

• Change 
password 

• Configure 
Multi-Unit 

• Calibrate 
ali PTMs 

• License 

1 The Operator, Service and Multi-Uni! screens are password protected . 
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Operati ng the Contrai Penei 

Table 12 describes the cont:rol panel navigation features . 

Table 12: Control Panel Navigation 

Display area 

Contrast buttons 

logo 

Security 
indicator 

Stop 

Overview screen 

Tapes screen 

Operator screen 

screen . 

lets you adjust 
screen. 

contrai panel 

Displays service jntn,rm,ntír'n 

Firmware levei. 

Displays the current state ibrary a 
important messages relating to library 
operation . 

Unlocks the load port so you can open it to 
access the magazines . 

s) in 

once, activity 
by ng off power to the library robotics . 

When p,ressed a second time, restares power 
to the lrbrary robotics. 

port, 

ration a 
ns. To use this screen, you must have 

either operator or service-level access 
privileges . 

--_,~ .. -·~· '"·-·~· --~-.. -.... - ~ 
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Operali ng lhe Contrai Pane! 

Table 12: Control Panel Navigation (Continued) 

Multi-unit screen 

to access Lets you enter a c:nf1·\Ainn" 

additional bins . 
License screen 

Basic Operation 
Touching the screen activates the control panel. 

Opening a Screen 

To open one o f the main screens, touch the appropriate tab at the top o f the control 
panel. The Overview and Tapes screens are accessible by anyone. The Operator, 
Service, and Multi-Unit screens require a password . 

After the desired screen appears on the control panel, you can view information or 
press buttons to execute commands and open other screens . 

Navigating from Screen to Screen 

Three buttons let you move backward and forward through screens you have 
already opened . 

• Back button-Moves backward screen by screen through previous selections . 

• Forward button-Moves forward screen by screen through previous 
selections. 

• Home button-Returns to the home screen . 
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Operati ng the Control Pane I 

Exiting a Screen 

To exit any screen, press the Back or Home button . 

If a command is executing, the control pane! displays a Command In Progress 
dialogue box with an Abort button. Pressing Abort cancels the command and 
stops the ongoing operation. After you press Abort, you must still press the Back 
button to exit the screen associated with the aborted command . 

Library Controls 
Library controls are located along the top and left side of the control panel in the 
horizontal and vertical bars (see Figure 23 on page 64) . 

h·· S·t · ·· · ·w ··i<·. ES195·9·r ;:.p : .. orage· .... or. ;S .... · • .· . .. · .. ~ 

:ESL 9000 Séries lib:ra ,· .. ... ..... . .. .. .. ... ... .. .. ........ .. . ry 

. ........................... .... ....... ....................... ......................... .. ............... .............. .. ... ..... ..... ... ) 

Figure 23: Library controls (ESL9595 shown) 

O Stop button Halts lrbrary activity immediately by cutting power to the library 
robotics. Pressing the Stop button a second h me restares power to 
the library robot1cs . 
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Operating the Control Panel 

@ Lock icon Shows the current security levei at the touch screen GUI. Five 
security leveis are available: service (S),~, operator (O)j user (U), 
import only {1), and locked {L) . Table l-5 on page 65 ists the 
attributes of each security levei. 

@ load Port button Releases and locks the load port door. lf the load port is locked in 
the closed position, pressing this button releases the load port and 
then locks the door. lf the load port is locked in the open position, 
pressing this button unlocks the load port, letting you rotate the 
load port to the closed position where it automatically locks . 

0 Standby button Toggles the library between on-line and off-line states . 

O System State Shows the current state of the library {system on-line, system 
drsplay off-line, system stopped, door open, and so on). 

0 HP logo Displays service information and the library firmware levei. 

fi Contrast buttons Adjusts the contrast of the control panel. 

Tablc 13 lists the security levels for the library . 

Table 13: Security Leveis, Highest to Lowest 

levei 

Service 

Opera to r 

Usar 

Multi-unit 

lm~ort 
on 

Locked 

Overview Tape$ O~atór Ser vice toad Stopand 
Passwcwd Scr.en Sc:reen Screrm Screen Port Stondby 
Proteded Access A«eSs Access Access Access Access 

Yes Yes Yes Yes Yes Yes Yes 

Yes Yes Yes Yes No Yes Yes 

' Yes Yes Yes No No Yes Yes 

Yes No No No No No No 

Yes Yes Yes No No Yes 

I 
No 

No Yes Yes No No No I No 

Note: The default passwords are: Operator screen -- 1234, Service screen -- 5678, 
User screen -- 2222, Multi-unit screen --1234, and lmport only screen -- 1111 . 

For more information on password and security levels see "Changing the Control 
Pane] Security Leveb" on page 70 . 

• . ............. ....................................... . . u . .. . . .... ...................... ............ ............................................. ..................... ........... . . .................................................. ..................... . 
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Operati ng the Control Penei 

Obtaining Library Status 
The Overview and Tapes screens on the control panel provide library status. The 
Overview screen displays a snapshot of the tape drive, robot activity, and load 
port inventory (see Figure 24). The Tapes screen displays the inventory of all 
elements in the library (see Figure 25 on page 68) . 

To display the Overview or Tapes screen, press the appropriate option on the 
control panel. Note that these functions operate in On-line or Off-line modes . 

Overview Screen 

The Overview screen provides the following information: 

• Drive status 

• Activity 

• Load port content and status 

Figure 24: Overview screen 

O Element number 

@ Bar code number 

@) Element status 

0 Compressed-enabled 

" Write-enabled 

0 Cartridge present 



• • • • • • • • • • • • • • • • •• :: 
• • • • • • • • • • • 
~· 
• • • -· • • • • • • • • • • 

Drive Status 

Operati ng the Control Panel 

The Drives area reports whether or not: 

• A tape drive has a cartridge 

• The cartridge is write-enabled or write-protected 

• Compression is enabled 

lt also provides status for: 

• Bar code labels 

• Dtive states 

• Drive types 

• Media types 

• Drive serial numbers 

• Drive firmware levei 

• Controller firmware level 

• SCSI IDs 

• Drive cleaning 

For a more detailed view of drive status, press on the desired drive to display the 
Tape Drive Status box (see figure 25 on page 68) . Use the arrow buttons at the 
bottom of the box to scroll to other drives, if desired. To return to the Overview 
screen, press the screen anywhere in the Tape Drive Status box, or press the 
Back button (see Figure 25 on page 68) . 
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Operai i ng the Control Panel 

Figure 25: Tape drive status box 

Activity Status 
The Activity area shows the source element, the transport medium, and the 
destination element involved in the activity. It also shows the current location of 
the tape cartridge and the progress of the activity . 

Load Port Status 
The Load Port area identifies tape cartridges cunently stored in either magazine 
in the load port. Use the atTOW button to view contents not currently displayed . 
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Tapes Screen 

Operati ng the Control Panel 

The Tapes screen identifies the tape cartridges residing in the following elements 
(see Figure 3-5): 

• Drives 

• Storage (fixed storage bins) 

• Load Port 

• Transport (gripper), and PTM 

Figure 26: Tapes screen 

Viewing Storage and Load Port Elements 

The Drives, Storage, and Load Port categories might contain too many elements 
to display at once. To scroll through these elements, use the anow buttons at the 
bottom of each category . 

You can also expand the Drives, Storage, or Load Port list by touching a specific 
category. To return to the start of the Tapes screen, press the Back button . 
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Operating the Control Panel 

Changing the Control Panel Security Leveis 
ESL 9000 Series library control panels have five leveis of security: 

• Operator (0)-Provides access to the Operator set of screens and all 
functions on the system bar. 

• Service (S)-Provides access to both the Operator and Service set of screens 
and all functions on the system bar. 

• User (U)-Provides access to screens that are not password protected 
(Overview and Tapes screens) and all functions on the status bar . 

• lmport Only (1)-Provides access to Overview and Tapes screens and the 
Load Port button on the system bar (no Stop or Standby). 

• Locked (L)-Provides access to Overview and Tapes screens only. 

The security levei indicator (lock icon ~ ) at the lower left comer of the 
control panel indicates the current security levei (0, S, U, I, or L) . 

Securing the Control Panel 
When the User security levei is set, access is restricted to the Operator and 
Service screens. Because these screens controllibrary configuration, testing, and 
initializing functions, the User security levei is the appropriate default condition 
for routine library operation . 

For more information about changing to a higher security levei to access the 
Operator or Service screens, see "Opening the Operator Scrcen" in Chapter 4 . 
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Operati ng the Control Pane I 

Changing Security Leveis 
To change security levels: 

1. Press the Lock icon. The Password screen is displayed (see Figure 27) . 

Figure 27: Change password screen 

2. Press the Security Levei button for the desired levei of security (Operator, 
Service, User, Import Only, or Locked). 

3. Enter a password if necessary. A password is required to enter a higher 
security levei than the current level. 

4. Press the Enter button. A new screen verifies that the new security levei has 
been set successfully . 

5. Press OK. The lock icon displays the new security levei (0, S, U, I, or L) . 
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Operati ng the Control Pane/ 

Note: This procedure is especially useful to change from the Operator or Service leveis 
to the User levei after executing an Operator or Service levei command . 

lf the control pane! is accessed from the Operator (O) or Service ($) levei, and no 
activity has occurred for 15 minutes, it will return to the initial screen (Figure 22 on 
page 60), and to the default security levei. 
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Operator Commands 

This chapter describes the commands found on the Operator screen of the library 
control panel. Sections in this chapter include: 

• Opcning thc Opcrator Scrccn, page 74 

• Configuring the Library, page 76 

• Configuring Library Options, page 79 

• Calibrating the Library, page 83 

• Pcrforming an lnvcntory, page 84 

• Moving Cartridges, page 85 

• Unloading a Drivc, page 87 

• Unloading thc Load Port, page 88 

Note: The library must be off-line to perform any of the functions listed above. To 
change the library status, press the Standby button on the contrai panel. 
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Operator Commands 

Opening the Operator Screen 
To open the Operator screen: 

1. Press the Operator tab. The control panel displays the password screen (see 
Figure 28) . 

Note: To change passwords, see "Changing Security Leveis" on page 71 . 

Figure 28: Operator password screen 
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Operator Commands 

2. To gain access to the Operator screen, enter the correct operator or service 
password and press Enter (see Figure 29 on page 75). The default operator 
password is 1234 . 

Figure 29: Operator screen 
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Operator Commands 

Configuring the Library 
The Configure Library command lets you assign the following: 

• Library model number 

• Number of storage bins 

• Number of drives 

• Library SCSI ID 

• Tape drive SCSI ID 

• PTM configuration 

Note: The serial number and IEEE ID fields are set automatically through the library 
firmware . 

To configure any of these attributes : 

1. In the Operator screen, press the Configure Library button. The control 
panel displays the Configure: Library screen (see Figure 30) . 

~%f·i;~l Numt;:) :·; 
lEEElD: 
~- B-:t~~ :. 6"?!::~ 

Figure 30: Configure: library screen (ESL9595 shown) 
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2. Press the Configure button. The control panel displays the Configure: 
Library Settings screen (see Figure 31). Make sure that the library is off-line . 

Figure 31: Configure: library settings screen (ESL9595 shown) 

3. Press the Select button until you highlight the setting you want to change . 

4. Using the arrow buttons, scroll through the available values for the setting . 

5. Press the Change button to accept the new value. 

6. Repeat step 3 through step 5 to make other changes. 

7. Press the Back button to return to the Configure: Library screen . 

The options you selected are now part of the library configuration . 

Note: Not ali model numbers are available from the GUI. lf you are unable to finda 
particular model number, refer to the configuration menu in the ESL LibDiag serial 
diagnostics tool, which_!!lust be used to set the model number. Access LibDiag from 
http: //ww\'v. hp.com/ support. 
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Operator Commands 

1\ Caution: The model number is set at the factory and should be changed only 
~ at the direction of an authorized service representative . 

SCSIID Assignment Guidelines 
When selecting SCSI ID numbers , each SCSI device on the same bus must have a 
unique number from O to 15 . SCSI devices include the library robotics, the host 
bus adapter, and the library tape drives. 

If you set up the library with multiple SCSI buses, you can assign the same 
number to two or more devices, provided each device is on a different SCSI bus . 

Note: Power must be cycled for the new SCSIID number to become effective . 

PTM Configuration 
To configure the optional PTM, refer to the HP Storage Works ESL9000 Series 
Pass-Through Mechanism !nstallation Guide that shipped with the PTM . 
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Operator Commands 

Configuring Library Options 
The Configure Options command lets you set the following: 

• Power-On State-Determines whether the library is on-line or in standby 
mode when powered up (default is On-Line) . 

• Auto Clean-Allows the library to perform drive cleaning tasks 
automatically as needed (default is Disable) . 

Note: Cleaning should be done using your backup application software. Backup 
application software must be compatible with the library auto clean feature to avoid 
robot command conflicts. HP does not support preventive autocleaning operation . 

• Retr ies-Causes the library to retry a faile·d command automatically before 
issuing an enor message (default is Enable) . 

• Barcode Labels-Turns bar c ode scanning on or off during inventory. This 
option should be disabled when the library contains cartridges that are not 
labeled (default is Enable) . 

• Auto Inventory-Causes the library to perform an inventory whenever the 
library is powered up (default is Enable) . 

Note: Before changing the Auto Lood configuration option, check the 
recommendations of your software application. lt may need to manage tape importing 
and exporting to maintain an accurate inventory . 

• Auto Load-Causes the library to automatically move cartridges in the load 
port to empty storage bins as soon as the load port door closes (default is 
Disable). 

• Temp. Detection-Enables or disables the over-temperature detection 
warning and shutdown features of the library (default is Enable) . 

• Power-On Security-Determines the library security levei when powered up 
(default is User) . 
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Note: Before changing the Auto Drive Unload configuration option, check the 
recommendations of your software application . 

• Auto Drive Unload-Causes the drive to unload a tape when a Move 
Medium command is received (default in Enable) . 

• Barcode Retries-Lets you set a number of attempts to read a bar code label 
before giving up (default is 8) . 

• Set Storage Works Defaults-Returns all configure options to factory default 
sta tes. 

Configuring a Library Option 
To configure a library option: 

1. From the Operator screen, press the Configure Options button. The control 
panel displays the Configure: Options screen (see Figure 32) . 

Figure 32: Configure: options screen 
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Operator Commands 

2. Press the button for the desired option . 

3. Using the anow buttons, scroll through available values for the selected 
option . 

4. When the New Value box displays the desired value, press the Execute button 
to apply the new value. The Current Value box displays the new value . 

S. Repeat stcp 2 through stcp 4 to change other configuration options . 

6. When you have finished making changes to library options, press the Back 
button until you return to the initial Operator screen . 

To return the library to the default values press the Set Storage Works Defaults 
button . 
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Operator Commands 

Viewing the Error Log 
The library errar log records library etTors and the time they occmTed (see 
Appendix C for a listing of the errar codes and descriptions) . Because the library 
has no system clock, the time stamps indicare uptime since the last power cycle . 

Note: At the time an error occurs, the control panel will indicate the error, along with a 
description of the error. After the error has been cleared, it can still be viewed from the 
error log . 

To view the errar log: 

1. From the Operator screen, press the Error Log button. 

2. Using the atTow buttons, scroll through the available information . 

3. To exit the etTor log, press the Back button to retum to the initial Opera to r 
screen . 

Note: The error log provides SCSI sense data values and is a valuable diagnostics tool 
for your authorized service provider . 
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Operator Commands 

Calibrating the Library 
The Calibrate Library command lets you calibrate the storage bins, the tape 
drives , rhe load port, or the enrire library. Calibrare rhe library during initial 
insrallation and afrer any maintenance procedure . 

To calibrare library elements: 

1. From the Operator page, press the Calibrate Library button. The control 
panel displays the Calibrate Library screen (see Figure 33) . 

2. Press the button for the calibration option you want. 

Note: Pressing the Calibrate Ali button causes the drives, bins, and the load port to be 
calibrated. This operation takes approximately 20 minutes . 

The control panel displays a Command In Progress screen while the 
calibration process is in progress . 

3. When the calibration process is complete, repear step 2 to perform another 
calibration, if desired . 

Figure 33: Calibrate library screen 
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Operator Commands 

Performing an lnventory 
The Inventory Tapes command reads the bar code labels of the cartridges in the 
tape drives, fixed storage bins, and the load port bins. All elements that contain 
cartridges without labels are marked as full with no label. 

To perform an inventory: 

1. Press the Inventory Tapes button in the Operator screen. The control panel 
displays a Command In Progress screen . 

2. Press the Abort button to stop continuous running of the inventory process. 
Otherwise, the process will continue until ali storage elements have been 
inventoried. 

Note: The inventory process is also stopped if an error is detected or if the rear door is 
opened. In this case, the control panel displays an error message . 
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Operator Commands 

Moving Cartridges 
The Move Cartridge command lets you move any tape cartridge in the library to 
the destination you specify. This destination can be a storage bin, a tape drive, the 
load port, the gripper, or the PTM . 

Note: To move a cartridge from a tape drive when auto-drive unload is disabled, issue 
an Unload Drive command. (See "Unloading a Drive" on page 87.) 

To move a carttidge: 

1. From the Operator screen, press the Move Cartridge button. The contrai 
panel displays the Control: Move Cartridge screen, with the Source input 
field active (see Figure 34) . 

Figure 34: Contrai: move cartridge screen 

Backspace 
Button 

Note: Use the backspace.button to erase a partial entry character by character 
(O Figure 34) . 
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Operator Commands 

2. Identify the source element of the cartridge: 

a. Press the appropriate source element button (Storage Bin, Drive, Load 
Port, Gripper, or PTM). When you press an element type, the Range 
box (below the Dest. box) displays the range of addresses . 

b. Using the keypad, enter the address of the source element and then press 
the Select button. The Source information is displayed in the Source box 
and the Dest. box becomes active . 

3. Identify the destination for the cartridge: 

a. Press the appropriate destination element button (Storage Bin, Drive, 
Load Port, Gripper, or PTM). 

b. Using the keypad, enter the address of the destination element and then 
press the Execute button. The Dest. box displays the destination 
information and the move is initiated . 

The control panel displays a Command In Progress dialog box with an Abort 
button. The Move Cartridge command continues until completed unless you 
press the Abort button to stop the operation . 
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Operator Commands 

Unloading a Drive 
The Unload Drive command prepares a tape cartridge to be removed from a drive 
by rewinding and ejecting the cartridge. After unloading the drive, remove the 
tape cartridge using the Move Cartridge command . 

To unload a drive: 
1. From the Operator screen, press the Unload Drive button. The control panel 

displays the Control: Unload Drive screen (see Figure 35) . 

Figure 35: Control: unload drive screen 

2. Use the arrow buttons to highlight the desired drive and then press Execute. 

The control panel displays a Command In Progress dialog box. The Unload 
Drive command continues until completed unless you press the Abort button 
to stop the operation . 
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Operator Commands 

Unloading the Load Port 
The Unload lmp/Exp comrnand moves a tape cart:ridge from the load port to an 
available storage bin. This option must be invoked after inserting a tape into the 
load port whenever the library Auto Load feature is disabled. See "Configuring 
Library Options"on page 79 . 

Note: You can also use the Move Cartridge command to unload the load port. This 
command is especially useful if the destination of the moveis important. For more 
information about the Move Cartridge command, see "Moving Cartridges" on 
page 85. 

To unload the load port: 

1. From the Operator screen, press the Unload lmp/Exp button. The control 
panel displays a Command In Progress dialog box . 

2. If it becomes necessary to stop the Unload command, press the Abort button . 
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Maintenance and 
T roubleshooting 

This chapter provides troubleshooting and maintenance information for the HP 
Storage Works ESL9000 Series tape library. Sections in this chapter include: 

• Troublcshooting Common Problcms, page 90 

• Maintaining Tape Cartridges, page 98 

• Clcaning Tape Drivcs, page 100 

• Using HP StorageWorks Lihrary and Tape Tools, page 102 
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Maintenance and Troubleshooting 

T roubleshooting Common Problems 
This section describes problems you might encounter during the setup and 
operation of the HP StorageWorks ESL9000 Series tape library. Corrective 
information is provided to help you resolve the problems . 

Severa! of these problems produce error messages on the control pane! called 
sense data values. Sense data value messages consist of a number and a 
description of the error. For a complete list of sense data values, see Appendix C, 
"Sense Data Values." 

The troubleshooting information in this section includes the following topics: 

• Start Up Problcrns 

• Control Pane] Problems 

• Robotics Problcms 

• Operating Problems 

• Tape Drivc Problcms 

Start Up Problems 
Tablc 14 lists corrective actions for problems that might occur during start-up. If 
the problems persist, contact your authorized service provider . 

Table 14: Start Up Problems 

power on. 

or tape 
drives do not respond 
on the SCSI bus . 

sure power ' 
grounded electrical outlet. 

• Make sure that the power distribution assembly (left 
rear corner of cabinet) circuit breaker is on. 

• Make sure that ali power supplies are switched on. 

• Make sure that the power switch behind the slide 
panel just below the control panel is on . 

Make sure ea SCSI device on some SCSI a 
unique address and the last device is properly terminated 
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Maintenance and Troubleshooting 

Table 14: Start Up Problems (Continued) 

.. ·proJ:íferi'F .. corrédive Adion 

During initialization, • Determine the failure tyP,e by checking any previous 
the li orary reports error codes relu rned to the líost compu ter. 
"Not Ready." • Correct the cause of the error . 

One or more tape • With the tape drive powered off, check ali power 
drives fail to spin up connections . 
during start-up. • Make sure the correct number of drives is specified in 

the library' s configuration. 

• Make sure the hot-swap switch is sei correctly on the 
drives that did not spin up. 

The library starts up in Press the Standby button to verify that the library switches 
standby mode. to on-line mode. You can use the contrai pane! to select 

either on-line or standby mode at powerup . 

Control Panel Problems 

Table 15 lists corrective actions for control panel problems. If the problems 
persist, contact your authorized service provider . 

Table 15: Control Panel Problems 

sure 
grounded ol=·trirnl 

• Make sure that the power distribution assembly (left 
rear corner of cabinet) circuit breaker is on . 

• Make sure that ali power supplies are switched on . 

• Make sure that the power switch behind the slide 
panel just below the contrai pane! is on. 

• Touch the GUI contrai pane! to bring it out of sleep 
mode . 

contrai pane! does Contact your authorized service provider. 
not respond to touch . 

An error message is 
displayed. 

• Write down the details of the error message, 
including the SK, ASC, and ASCQ numeric values . 

• Press OK to clear the message . 

• See Appendix C, "Sense Data Values," for 
instructions about resolving the error . 
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Maintenance and Troubleshooting 

Robotics Problems 

Tabl e 16 lists corrective actions for robotics problems . 

Table 16: Robotics Problems 

. PrObfêin · -Corrective Actiort · 

The robot does not • Make sure that ali infernal packing materiais 
move at powerup. (shipping brackets, foam pads, ond fie wraps) have 

been removed . 

• Check the Stop and Standby buttons to ensure the 
library is an-Ime, and the Stop button is disabled. 

The gripper partially 
grips a tape cartridge. 

lssue a Move Cartridge command to move the cartridge 
from the gripper to an empty storage bin. 

The bar code reader • Verify that nothing obstructs the reader. 
on the gripper fails. • Check for damaged or dirty bar code labels . 

• Restart the library . 

The robot times out or • Check that the tape cartridge involved in the 
fails during an operation is properly positioned in the bin or drive, 
operation. and ready to be picked . 

• Check that the robot is not obstructed in any way . 

• Retry the operation . 
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Maintenance and Troubleshooting 

Table 16: Robotics Problems (Continued) 

: 'Probl.m 

The robot drops a • cartridge. • 

• 
• 

• 
A cartridge is in the • gripper at start-up, or 
when a Move • command is requested, 
or after a Place • 
command is executed. 

• 

• 
The gripper does not • have a cartridge after • completi 'J.l a pick 
comman . • 

·corrective Adion 

Open the front door . 

Retrieve the cartridge, check it for damage, orient it 
broperly, and place the cartridge in an empty storage 

in. (Do not try to place the cartridge in the gripper.) 

Visually inspect the gripper and extension axis . 

Perform an inventory following the instructions in 
Chapter 4, "Operator Commands", so that the library 
records the position of the manually placed cartridge . 

Recalibrate the library . 

Use a Move command to move the cartridge from the 
gripper to an empty slot. 

Open the front door . 

Manually remove the cartridge from the gripper and 
place it in an empty bin . 

Perform an inventory following the instructions in 
Chapter 4, "Operator Commands" so that the library 
records the position of the manual(y placed cartridge . 

Recalibrate the library . 

Make sure there is a cartridge in the source location . 

Retry the command 

Recalibrate the library. 

r
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Maintenance and Troubleshooting 

Operating Problems 
Table 17 lists cmTective actions for problems that might occur during library 
operation. If the problem persists, contact your authorized service provider . 

Table 17: Operating Problems 

P;rôbl«rl ~Actton 

The host computer • Make sure that the library is on-line . 
cannot communicate • This might be a SCSI bus time-out ora premature 
with the library, or one disconnect problem. 
or more of the drives. 

• Check cable connections, cable length, SCSI 
addresses, and termination. 

• lf the librarfc is communicating via Fibre Channel, 
then check or: 

- Addressing issues 

- Mapping issues 

- Zoning 

- Fibre Channel cable damage 

- Proper installation and configuration of HBAs 

- Up-to-date firmware and drivers 

• Restart the host and the library . 

A tape cartridge is 
reported as not Note: This message indicates that the gripper could not 
present. sense a tape cartridge in a particular storage bin, even 

though the inventory reports that it is present . 

• Check to see if the designated cartridge is present. lf it 
is, make sure it is properly seated. (For a tape drive, 
make sure the cartridge is completely unloaded.) 

• Retry the command . 

'94 ......................................................................................................... H.P'·s·;;~;9·~w:;~k~ .. Es"L9õoa·s~~i·~·:r;;;r~ .. L·i·b·~;·~ .. u~·~~ .. c;·c;d·~· 

Ros;;õ·3-í2c!ó~?-~ ,.0~ :·"I 
CPM i - C0f1REI031 

Fls w_ 1 2 D 2 _I 
i 

--- ~=- 3 7 o 2 f~ ;' 
Ooç ... ..._,_ .... ~,-· .. -·----1 

i 



• • • • • • • • • • • • • • • • • •G • • • • • • • • • • • • :c 
• • • • -. 
• • • • • • • • -

Maintenance and Troubleshooting 

Table 17: Operating Problems (Continued) 

A Move command 
failed. 

A flash memory error 
is reported . 

A maximum 
temperature exceeded 
warning appears. 

• Check the source and destination. The source should 
hold the cartridge to be moved, and the destination 
should be empty . 

• Make sure the gripper is empty and ali actuators are 
free of obstruction . 

• Make sure the library is on-line and the Stop button 
is released. 

• Retry the command . 

Contact your HP service representative . 

• Ensure that the rear access panels are closed. 

• lf the ambient temperature is too warm, then lower the 
room temperature (see "Environmental Specifications" 
on page 106). 

• Make sure the three fan units are operational; the 
Normal LEDs should be lit . 

• Check temperatures and fan speed using the control 
pane! System Monitor functions . 

• Make sure that the air filter is clean . 

• Ensure that there are no obstructions to the ai r flow at 
the fan inlet or exhaust . 

• Turn off the library and allow it to cool down. Lower 
the room temperature, if possible, and increase 
ventilation around the library. 

Note: lf the operating temperature is too high, the library 
will automatically shut down until the temperature drops . 

CO f~.HE!GS 
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Maintenance and Troubleshooti ng 

Tape Drive Problems 
Table 18 lists cmTective actions for tape drive problems. If the problem persists, 
contact your authorized service provider . 

Table 18: Tape Drive Problems 

Problem Cc>rt~ Atti<m 
The li brary does not • Moke sure ali SCSI cobling is properly connected. 
recognize the tope • Verify correct SCSI terminotion . drive. 

• Moke sure the SCSIID is correct . 

• Moke sure firmwore is up to dote . 

The tope drive does not • With the tope drive powered off, check ali power 
power up . connections. 

• Moke sure the correct number of drives is specified in 
the library's configurotion . 

• Moke sure thot the drive's hot-swap switch is set 
correctly. 

The omber LED is on. Try to unload the tope cortridge, and then reinitiolize the 
tope drive by turning the drive power off, and then back 
on. The green LED should flash. lf reinitializing is 
successful, the LEDs light steadily again and then go off . 

Fatal or nonfatol errors • Make sure ali SCSI cabling is properly connected, 
occur. The cause and that there ore no bent pins . 
connot be determined. 

• Make sure the SCSIID is correct . 

• Examine the media last used in the drive for damoge . 

• Check the software errar logs for drive or media 
errors . 
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Tape Drive Interface LED Problems 

Table 19 lists the con-ective actions for tape drive interface LED problems. If the 
problem persists, contact your authorized service provider . 

Table 19: Tape Drive lnteriace LED Problems 

:Gre.m . 
Redled lid ' Condition Action Require.d 
ON ON Reserved Contact your authorized service 

condition. provi der. 

ON Flashing Reserved Contact your authorized service 
condition. provi der. 

ON OFF Drive power fail. Toggle the hot-plug tape drive 
switch to clear the condition. lf 
this is unsuccessful, contact your 
authorized service provider . 

OFF ON GOOD None required 

OFF Flashing SCSI bus This indicates an LVD/HVD 
incompatible incompatibility. Make sure ali 
components . components are LVD. 

OFF OFF No power to tape Make sure the hot-~lug tape 
drive interface. drive switch is on. eseat the 

tape drive. Make sure the 
liorary is powered on and the 
correct number of tape drives is 
configured . 

Flashing ON Drive unhealthy Make sure the drive leader is in 
P.lace and then reseat the tape 
arive. lf problem persists, 
contact your authorized service 
provi der. 

Flashing Flashing Drive inserte1 in This is normal after the library 
the process o or tape drive power is turned 
becoming ready . on for a short period of time. lf 

the problem persists, contact 
your authorized service 
provi der . 

Flashing OFF Microbrid~e Contact your authorized service 
incompati ility. provi der. 
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Maintenance and Troubleshooting 

Maintaining Tape Cartridges 

Note: In addition to the information provided in this manual, access the HP 
StorageWorks SDLT Tape Drive Reference Guide, and the HP StorageWorks Ultrium 
Tape Drive User's Guide from http ://v.;ww. hp.corn/ suppori for more information . 

For longer life of recorded or umecorded tape cartridges: 

• Do not can·y cartridges loosely in a container that exposes them to 
unnecessary physical shock. Dropping or bumping cartridges may dislodge 
and damage internai components . 

• Store tape cartridges vertically in their protective cases until needed. Store 
tape cart:ridges in a clean environment that duplicates the conditions of the 
room in which they will be used . 

• Use tape cartridges in temperatures between 50°F to 104°F (10°C and 40°C) . 

• If a tape cartridge has been exposed to extreme heat or cold, stabilize the tape 
cartridge at room temperature for the same amount of time it was exposed for 
up to 24 hours . 

• Keep cart:ridges out of direct sunlight and do not place tape cartridges near 
electromagnetic interference sources, such as terminais, motors , and video or 
X-ray equipment. Doing so may cause data on the tape cartridge to be altered 
or erased . 

• Do not touch the tape medium or open the tape door unnecessarily. Dust and 
skin oils can contaminate the tape, impact performance, and cause damage . 

• Store tape cartridges in a dust-free environment where the relative humidity is 
between 20 percent and 80 percent. For longer tape cartridge life, store the 
tape cartridge at 40 percent to 60 percent relative humidity . 

• Use only HP qualified bar code labels. Apply them only in the designated 
areas of the tape cartridge, and do not apply more than one label at a time . 

• Follow guidelines provided by the tape cartridge manufacturer . 
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Maintenance and Troubleshooti ng 

If a tape cartridge is dropped or damage is suspected, gently shake the tape 
cartridge: 

• lf it rattles, it is damaged. Restare the data on the tape cartridge by some 
means other than by using the tape d.rive, and disca.rd the damaged tape 
cartridge . 

• If it doesn't rattle, check the tape leader inside the cartridge. To do this, open 
the door on the rea.r of the tape cartridge by releasing the door lock. The tape 
leader should be visible at the top-left of the tape cartridge . 

Caution: Do not touch the tape leader or the tape medi um. Dust or skin oils 
can contaminate the tape, impact performance, and cause damage . 
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Maintenance and Troubleshooting 

Cleaning Tape Drives 
Use the guidelines in the following sections to clean your tape drives . 

Cleaning SDLT Tape Drives 
Be aware of the following: 

• Under normal conditions, the cleaning cartridge is effective for about 20 
cleanings . 

• SDLT tape drives typically do not need regular cleaning, as their design 
allows for rninimal head contamination. 

• Use the cleaning tape only if the cleaning Alert light is on . 

• Use the cleaning tape more than once if a tape has severely contaminated the 
drive heads. If the problem persists after two cleanings, and the cleaning tape 
has not expired, contact your authorized service provider . 

Note: Do not use a DlT cleaning tape (almond incolor) in an SDLT drive. SDLT 
cleaning tapes are gray and use a 7- or 8-character bar code label, CLNxxxS or 
CLNxxxSl . 

To clean the tape heads: 

1. Move a cleaning cartridge into the drive. The tape drive automatically loads 
the cartridge and cleans the heads . 

During the cleaning cycle the drive's green Ready LED flashes. At the end of 
the cleaning cycle, the drive ejects the cartridge . 

2. Remove the cleaning cartridge from the drive . 
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Maintenance and Troubleshooting 

Cleaning Ultrium Tape Drives 
Be aware ofthe following: 

• Ultrium tape drives have been developed to have a rninimal cleaning 
requirement. 

Note: Only use HP-approved Ultrium cleaning cartridges . 

• An HP Ultrium Universal Cleaning Cartridge can be used up to 50 times. If 
you are using an older HP Ultrium cleaning cartridge, check the 
documentation that came with your media . 

1\ Coution: Only use HP Ultrium Universal Cleaning Cartridges in the Ultrium 
~ 460 tape drive . 

• If the cleaning cartridge is ejected immediatel y, then it has expired or is not an 
Ultrium cleaning cartridge. Discard it and use a new one . 

To clean the tape heads: 

I. Move a cleaning cartridge into the drive. The tape drive automaticaiiy loads 
the cartridge and cleans the heads . 

During the cleaning cycle, the orange Use Cleaning Cartridge LED is on and 
the drive's green Ready LED flashes . At the end of the cleaning cycle, the 
drive ejects the cartridge. The cleaning cycle can take up to five minutes . 

2. Move the cleaning cartridge back to the proper storage bin . 
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Maintenance and Troubleshooting 

Using HP StorageWorks Library ~nd Tape Tools 
To provide continued service to our customers, HP provides the HP StorageWorks 
(L&TT) software application. L&TT is a diagnostic tool that is designed to aid in 
the installation and maintenance o f both HP tape devices and tape libraries. L&TT 
includes several features designed to be used by both HP storage customers and 
trained service personnel. The key features include: 

• Diagnostic tools for tape drive and tape automation devices that are designed 
for simple troubleshooting . 

• Multiple options for retrieving and updating both the latest firmware and the 
most cunent version of L&TT. 

Periodic filmware image updates are released on the Internet. For optimal 
performance, HP recommends that you update your system periodically with the 
latest device firmware . 

L&TT is available for download at no cost from the HP website at: 
http :// v.;vvvv. h p. com/ support/ topetools 
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Specifications 

This appendix lists characteristics and specifications o f the HP Storage Works 
ESL9000 Series tape library. These characteristics and specifications are 
categorized as follows: 

• Physical Charactcristics, page 104 

• Performance Characteristics, page 106 

• Environmcntal Spccifications, page 106 

• Safety and Regulatory Specifications, page 107 

Note: For tape drive specifications, see the appropriate tape drive product manual. 
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S pecifications 

Physical Characteristics 
'H1blc 20 lists dimensions and other physical characteristics o f the ESL9322 tape 
library . 

Table 20: Physical Characteristics (ESL9322) 

DêS.:riPJion 
W idth 

Depth 

Height 

Weight 

Maximum tape drives 

Maximum tape cartridges 

Drive type 

Host-to-library 
interface software 

Power cord 

Host-to-tape drive 
interface software 

library diagnostics 

$peeifitótiOM ESL9322 
40 in (101 .6 em) 

29 in (74 em) 

75 in (191 em) 

1072 lb (487 kg) 

8-drive configuration without cartridges 

Crated: 1307 lb (593 kg) 

8 

322 

SDlT 110/220 and 160/320 

Ultrium 230 and Ultrium 460 

SCSI-2 medium changer command set 

2 standard, US, IEC 320 C19 female connector rated 
at 125 VAC (NEMA 5-20P connector included 

• For SDLT and Ultrium 230: SCSI-2 

• For Ultrium 460: SCSI-3 

RS-232C service port for connecting to a field service 
computer . 
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Specifications 

Table 21 lists dimensions and other physical characteristics of the ESL9595 tape 
library . 

Table 21: Physical Characteristics (ESL9595) 

Maximum tape drives 

Maximum tape cartridges 

Drive type 

1agnostics 

16-drive configuration without cartridges 

Crated: 1822 lb (827 kg) 

16 

595 

SDLT 11 
Ultrium 230 and Ultrium 460 

SCSI-2 medi um changer command set 

19 connector 
(NEMA 5-20P connector 

• For SDlT a trium 230: SCSI-2 

• For Ultrium 460: SCSI-3 

RS service port connecting to a 
service computer . 
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Specifications 

Performance Characteristics 
Table 22 lists the performance characteristics of the library . 

Table 22: Performance Characteristics 

Environmental Specifications 
Tablc 23 lists the power-environmental and mechanical-environmental 
specifications o f the library . 

Table 23: Environmental Specifications 

Frequency 
Power consumption 

Electrical connection to 
power 

Dry 

Wet bulb 
Thermal transition 

Dry 

Wet bulb 

ng 

Shipping and storage 

VA max 1600 W, 
1200W 
IEC 320 C19 female 
connector inside rear 
doar 

59° to 90° F 
(15° to 32° C) 
?r F (25° C) max 
18° F (11° C) per hour 

-40° to 151 o F ( -40° to 
66° C) 
115° F (46° C) max 
54° F (30° C) per hour 

20% to 80% 
non-condensi ng 
5% to 95% 
non-condensi ng 
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Table 23: Environmental Specifications (Continued) 

, l>éScnmio.n ... · S~fication ·· . . 

Altitude Operating Sea levei to 10,000 ft 
(3,048 m) 

Shipping and storage Sea levei to 12,000 ft 
(3,657 m) 

Heat dissipation Operating 5500 BTU/hr 
(1400 KCal/hr or 
1600 W) for ESL 9595 
4125 BTU/hr 
~ 1 050 KCal/hr or 
200 W) for ESL 9322 

Acoustical noise (sound Operating 8.10 Bel 
power levei) ldle 7.63 Bel 

Acoustical noise (pressure Operating 63 dB 
@ bystander) 

Safety and Regulatory Specifications 
The library carries the following Regulatory Agency product safety certifications . 
Table 24: Regulatory and Product Safety Certifications 

Dftcripti<m ~Rifi«tti«:m 

UL Listed Mark UL 1950 (standard for safety of 
information technology equipment) 

NEMKO GS Mark (Germany) EN60950, IEC950 (standard for safety 
of information technology equipment, 
third edition) 

CE Marking (European Union) Low Volta1j Directive, 73/23/EEC, 
European nion 

CUL Mark (Canadian UL) CAN/CSA 22.2 No. 950 (standard for 
safety of information technology 
equipment) 

Regulatory Series ID Number ED1002, Class A 
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Regulatory Compliance 
Notices 

This appendix includes the following information: 

• Federal Communications Comnússion Noricc, page 110 

• Canadian Notice (A vis Canadien), page 112 

• Europcan Union Noticc, page 112 

• BSMI Class A Notice, page 113 

• Japancsc Noticc, page 113 

• Laser Device, page 113 

• Laser Regulation Labcls, page 115 
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Regu latory Compliance Notices 

Federal Communications Commission Notice 
Part 15 of the Federal Communications Commission (FCC) Rules and 
Regulations has established Radio Frequency (RF) emission limits to provide an 
interference-free radio frequency spectrum. Many electronic devices, including 
computers, generate RF energy incidental to their intended function and are, 
therefore, covered by these mles. These rules place computers and related 
peripheral devices into two classes, A and B, depending upon their intended 
installation. Class A devices are those that may reasonably be expected to be 
installed in a business or commercial environment. Class B devices are those that 
may reasonably be expected to be installed in a residential environment (that is , 
personal computers). The FCC requires devices in both classes to bear a label 
indicating the interference potential of the device as well as additional operating 
instructions for the user. 

The rating label on the device shows which class (A or B) the equipment falls into . 
Class B devices have an FCC logo or FCC ID on the label. Class A devices do not 
have an FCC logo or FCC ID on the label. Once the class of the device is 
determined, refer to the following corresponding statement. 

Class A Equipment 
This equipment has been tested and found to comply with the limits for a Class A 
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to 
provide reasonable protection against harmful interference when the equipment is 
operated in a cornmercial environment. This equipment generates, uses, and can 
radiate radio frequency energy and, if not installed and used in accordance with 
the instructions, may cause harmful interference to radio communications . 
Operation of this equipment in a residential area is likely to cause hannful 
interference, in which case the user will be required to correct the interference at 
personal expense. 

Class B Equipment 
This equipment has been tested and found to comply with the limits for a Class B 
digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to 
provide reasonable protection against harmful interference in a residential 

_ installation. This egl.!ipment generates, uses, and can radiate radio frequency 
energy and, if not installed and used in accordance with the instructions, may 
cause harmful interference to radio communications. However, there is no 
guarantee that interference will not occur in a particular installation. If this 
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equipment does cause harmful intelference to radio or television reception, which 
can be determined by turning the equipment off and on, the user is encouraged to 
try to correct the intelference by one or more of the following measures: 

• Reorient or relocate the receiving antenna . 

• Increase the separation between the equipment and receiver . 

• Connect the equipment into an outlet on a circuit different from that to which 
the receiver is connected . 

• Consult the dealer or an experienced radio or television technician for help . 

Modifications 

Cables 

The FCC requires the user to be notified that any changes or modifications made 
to this device that are not expressly approved by Hewlett-Packard Company may 
void the user's authority to operate the equipment. 

Connections to this device must be made with shielded cables with metallic 
RFI/EMI connector hoods in order to maintain compliance with FCC Rules and 
Regulations . 

Declaration of Conformity for products markecl with the FCC logo -
Unitecl States only 

This device complies with Part 15 of the FCC Rules. Operation is subject to the 
following two conditions: (1) this device may not cause harmful interference, and 
(2) this device must accept any intelference received, including intelference that 
may cause undesired operation. 

For questions regarding this FCC declaration, contact: 

Hewlett-Packard Company 
Regulatory Engineer, MS E-200 
825 14th Street S.W. 
Loveland, CO 80537 

Or, call 

(970) 898-1738 

To identify this product, refer to the Part, Series, or Model number found on the 
product. 
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Regulatory Compliance Notices 

Canadian Notice (Avis Canadien) 

Class A Equipment 
This Class A digital apparatus meets all requirements of the Canadian 
Intetference-Causing Equipment Regulations . 

Cet appareil numérique de la classe A respecte toutes les exigences du Reglement 
sur le matériel brouilleur du Canada . 

Class B Equipment 
This Class B digital apparatus meets all requirements of the Canadian 
lnterference-Causing Equipment Regulations . 

Cet appareil numélique de la classe B respecte toutes les exigences du Reglement 
sur le matériel brouilleur du Canada . 

European Union Notice 

Products bearing the CE marking comply with the EMC Directive (89/336/EEC) 
and the Low Voltage Directive (73/23/EEC) issued by the Commission of the 
European Community and if this product has telecomrnunication functionality, the 
R&TTE Directive (1999/5/EC) . 

Compliance with these directives implies conformity to the following European 
Norms (in parentheses are the equivalent international standards and regulations): 

• EN 55022 (CISPR 22) - Electromagnetic lnterference 

• EN55024 (IEC61000-4-2, 3, 4, 5, 6, 8, 11)- Electromagnetic Imrnunity 

• EN61000-3-2 (IEC61000-3-2)- Power Line Harmonics 

• EN61000-3-3 (IEC61000-3-3) - Power Line Flicker 

• EN 60950 (IEC 60950) - Product Safety 
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BSMI Class A Notice 
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Japanese Notice 

Laser Device 
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Ali HP systems equipped with a laser device comply with safety standards, 
including lnternational Electrotechnical Commission (IEC) 825. With specific 
regard to the laser, the equipment complies with laser product performance 
standards set by government agencies as a Class 1 laser product. The product does 
not emit hazardous light; the beam is totally enclosed during ali modes of 
customer operation and maintenance . 
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Regulatory Compliance Notices 

Laser Safety Warnings 

WARNING: To reduce the risk of exposure to hazardous radiation: 

Do not try to open the laser device enclosure. There are no user-serviceable 
components inside . 

Do not operate controls, make adjustments, or perform procedures to the laser 
device other than those specified herein . 

Allow only HP authorized service technicians to repair the laser device . 

Compliance with CDRH Regulations 
The Center for Devices and Radiological Health (CDRH) of the U.S. Food and 
Drug Administration irnplemented regulations for laser products on August 2, 
1976. These regulations apply to laser products manufactured from August 1, 
1976. Compliance is mandatory for products marketed in the United States . 

Compliance with lnternational Regulations 

All HP systems equipped with laser devices comply with appropriate safety 
standards, including IEC825 . 

Laser Specifications 

Table 25: laser Specifications 

&Qwr• D~<:ripti<>n 

Laser type Semiconductor GaAIAs 

Wave length 780 nm +/- 35 nm 

Divergence angle 53.5 degrees +/- 0.5 degrees 

Output power Less than 0.2 mW or 10,869 W m-2 sr-1 

Polarization Circular 0.25 

Numerical aperture 0.45 inches+/- 0.04 inches 
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Regulatory Compliance Notices 
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Laser Regulation Labels 

Product Conformation Label 

The product conformation label is on the rear panel of the library (see Figure 36) . 

PRODUCT CONFORMS TO USA DHHS 21 CFR SUBCHAPTER "J'' 

Figure 36: Product conformation label 

Laser Caution Label 

The laser light caution label is near the laser (see Figure 37) . 

CAUTION LASERLIGHT 

l!:.ICI':I!~ . 51Cltl[!:.f:Ii :..:..S!?f.:S11:J\![:..:J:IJC . 
:.J..St:f: ~::.;.ss:r 2 

Figure 37: Laser light caution label 

Exposure Caution Label 

The exposure caution label is on the laser (see Figure 38) . 

CAUTIO~ 
AVOID EXPOSU 
LASER LIGHT 
EMITTED FROM 
THIS APERTUR 

l 
Figure 38: Exposure caution label 
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Sense Data Values 

This appendix lists sense data values and descriptions. These values appear in 
library e1mr codes , as well as in the library enor log . 
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Sense Data Values 
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Sense Data Values 
Table 26 lists message information that can be sent from the library to a host 
compu ter 

• Sense key 

• ASC 

• Additional Sense Code Qualifier (ASCQ) 

• Message name, description, and (potential) recovery action 

• Valid interfaces 

SCSI (host compu ter) 

- DIAG (diagnostic port/computer) 

- Both = SCSI and DIAG port 

The message name and description might contain abbreviations as follows: 

• (A/D) Analog-to-Digital 

• (DEV) Device 

• (DIAG) Diagnostics 

• (LU) Logical Unit 

• (NVRAM) Nonvolatile RAM 

• (REQ'D) Required 

Table 26: Sense Data Values (Hexadecimal) 

SeriSe 
1<~ . ASC A$ÇQ Messag.EI' Name/Descripfion 

-none- 30 03 CLEANING CARTRIDGE INSTALLED 

lndicates that the element contains a cleaning cartridge that is not 
used-up. This is returned with the element status data, Which has no sense 
key . 

-none- 80 01 DRIVE REQUIRES CLEANING 

Tape drive indicates that drive needs cleaning. Clean the tape drive. This 
is returned with element status data, which has no sense key . 

00 00 00 NO ADDITIONAL SENSE INFORMATION 

No recovery necessary . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

~& ::, .... :=:. .. . . . : .. . . .. . . .. 
: ::·Kf.Y,. :'.:: ASC . ,ASCQ·· . Musa~ ·Nome.Zmkcrip,tion · 

.. . . .... 
. . . .. .. . ... 

02 04 I oo i LU I S NOT READY I CAUSE NOT REPORTABLE 

Check library power. Retry command . 

02 
I 

04 01 LOGICAL UNIT IN PROCESS OF BECOMING READY 

Wait for library to complete initialization. 

02 04 i 02 LOGICAL UNIT INIT REQUIRED 

I I Element status or calibration unknown. Run an inventory command. 

02 04 I 03 LU IS NOT READY, MANUAL INTERVENTI ON REQ' D 

lnitialization failed. Determine failure type by checking any previous error 
code in the error log. Correct the cause of tlie failure and toggle Standby 
button . 

02 5A 01 OPERATOR MEDIUM REMOVAL REQUEST 

lndicates that the element contains a cleaning cartridge that is used-up 
and the library is unable to export the cleaning cartriélge. Manually 
unload the tape, and replace it with a new cleaning cartridge . 

The load port door is open, so import/export elements can not be 
accessed. Close the loaâ port door . 

02 80 00 DOOR IS OPENED INVENTORY MAY HAVE BEEN CORRUPTED 

Close door and retry command. lf the library is on-line, it executes its 
initialization procedure. lf not done automatJcally, run an inventory 
command. 

02 80 07 SYSTEM IS STOPPED (BUTTON IS CURRENTLY PUSHED) 

The Stop button on the contrai pane! was pressed. Press the Stop button 
again to reactivate the robotics. 

02 80 09 LOGICAL UNIT IS TURNED OFF-LINE 

I 
The library is ready to communicate with the dia1nostic PC. Press the 
Standby l::íutton on the control panel to place the ibrary on-line . 

04 80 00 GRIPPER AXIS INTERNAL FAIL 

Upgrade firmware to latest revision . 

I 
I 

Cal! your authorized service provider. 

04 80 I OA NVRAM CHECKSUM FAILURE 

I Nonvolatile RAM contents are corrupted. Run the INITIALIZE 
NON-VOLATILE CONFIG command and then a CALIBRATE ALL 
command . 

Call your authorized service provider . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

.$m$e :: . · . . 

. K!f .-: Asc : ASCQ . Me$soge, Nome./D.êscription .. 

04 80 i OF LOW POWER ERROR 

Check power connections, and check for failed power supplies . 

04 80 11 MOTOR POWER FAILURE 

lndicates motor power turned off for a reason not otherwise reported. 
Toggle of the Stop button should clear . 

lf the motor power failure occurs after the action of closing the doar, or 
when the doar is not latched, then upgrade firmware to latest revision. 

Check doar switches. 

Check for one or more faulty Power Supply Modules . 

04 80 23 BARCODE DECODER COMMUNICATION FAILURE 

Unable to initialize decoder.Check cable connections oround Y-oxis 
interconnect. 

04 81 00 GRIPPER AXIS INTERNAL FAIL 

Gripper axis code internai failure . 

Contoct your HP service representotive . 

04 81 54 GRIPPER TPU REGISTER FAILURE 

Replace robotic controller board . 

04 81 55 GRIPPER TPU RAM FAILURE 

Reploce robotic controller boord . 

04 82 00 ROTARY AXIS INERNAL FAIL 

Upgrode firmwore to lotes! revision . 

Coll your outhorized service provider. 

04 I 82 01 ROTARY TI MEOUT 

I 
The rotory axis did not reoch the desired position within the time limit. 

I 
Retry the command. lf the foilure recurs, contact your authorized service 
provi der . 

04 I 82 08 ROTARY HOME NOT FOUND 

I The home flag wos not found. Run a CALIBRA TE ALL command . 

04 1 82 lO ROTARY INVALID START 
' The rotary axis has not been homed yet. lssue a CALIBRATE ALL 

com mana . 

Coll your authorized service provider . 

Upgrade firmwore to lates! revision . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

:'~é ':.: .... 

: ,Kfi. ·'· ASC = :AS.CQ Me$sasw Nome/D.e.scription 
04 182 1 20 ROTARY TEST FAILURE 

I Cal! your authorized service provider. 

04 1 82 23 ROTARY POSITION OVERFLOW 

I 
The position step counter overflowed. lssue a CALIBRATE ALL 
command . 

04 1 83 00 EXTENSION INTERNAL FAILURE 

Upgrade firmware to latest revision. 

Extension axis code internai failure . 

Cal! your authorized service provider. 

04 183 01 EXTENSION TIMEOUT 

Retry the command . 

I lf failure recurs, then run extension self-test . 

04 83 02 EXTENSION CURRENT FEEDBACK FAILURE 

Determine if something is obstructing the extension axis motion . 

Determine the cause of the obstruction by repeating the command that 
failed. lf a tape is colliding with a bin or arive, then issue a CALIBRA TE 
ALL command . 

Visually inspect extension axis and belt, look for debris, excessive wear of 
damage . 

04 83 03 EXTENSION MECHANICAL POSITION ERROR 

Determine if something is obstructing the extension axis motion . 

Determine the cause of the obstruction by repeating the command that 
failed. lf a tape is collidin~ with a bin or drive, then recalibrating the 
system may clear the con ition. 

I 
Visually inspect extension axis and belt, look for debris, excessive wear of 
damage . 

04 83 08 EXTENSION HOME NOT FOUND 

Check extension home sensor and flag . 

I 
Visually inspect extension axis and belt, look for debris, excessive wear of 
damage. 

I 

04 1 83 20 EXTENSION TEST FAILURE 

The value of the extension encoder did not change during the self-test . 

Visually inspect extension axis and belt, look for debris, excessive wear of 
damage . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

04 83 

3 

04 84 

04 84 

EXTENSION ENCODER FAILURE 

The value of the extension encoder did not change during the self-test . 

Visually inspect extension axis and belt, look for debris, excessive wear of 
damage . 

40 EXTENSION FORCE NOT REACHED 

41 

50 

During calibration or pushing in a drive, the extension never reached its 
i ntencfed force. 

lf error is occurring during a place to a drive, ensure drive is securely 
installed. 

EXTENS ION FORCE OBJECT MISSING 

During calibration or pushing in a drive, the extension never made 
contact with any object . 

Verify the electronic model number and configuration matches physical 
configuration of library. This error will be returned if a bin is not installed, 
which is expected by the model number configured . 

lf error is occurring during a drive calibration, ensure drive is securely 
installed . 

EXTENSION SENSOR FAIL 

The Cartridge In Gripper (CIG) sensor was occluded unexpectedly during 
calibration, inventory or pick/place . 

Retry the command . 

VERTICAL INTERNAL FAILURE 

Vertical axis code internai failure. 

Upgrade firmware to latest revision. 

Call your authorized service provider. 

VERTICAL MECHANICAL POSITION ERROR 

Vertical axis did not reach desired position . 

Retry command . 

Determine if something is obstructing the vertical axis motion. Determine 
the cause of the obstruction by repeating the command that failed. lf a 
tape is colliding with a bin or drive, then a CALIBRATE ALL command 
m·ay dear th-e-conditiun. · 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

04 84 

04 84 

04 85 

20 

23 

VERTICAL HOME NOT FOUND 

Vertical axis did not reach the home position . 

Visually inspect vertical axis and belt, look for debris, excessive wear, or 
damage . 

VERTICAL TEST FAILURE 

The value of the vertical encoder did not change during the self-test. 

Visually inspect vertical axis and belt, look for debris, excessive wear, or 
damage. 

VERTICAL ENCODER FAILURE 

The value of the vertical encoder did not change during the self-test . 

Visually inspect vertical axis and belt, look for debris, excessive wear, or 
damage . 

VERTICAL POSITION OVERFLOW 

The position step counter overflowed . 

lssue a CALIBRATE ALL command . 

30 VERTICAL MAPPING FAILURE 

Scanner was unable to detect vertical target during calibration . 

Determine which target (drive, bin, load port) is not mapping. lnspect 
target for scratches, bends, wear, etc . 

lnvoke CALIBRATE ALL command from contrai panel. 

00 HORIZONTAL INTERNAL FAILURE 

Horizontal axis code internai failure. 

Upgrade firmware to latest revision. 

Call your authorized service provider. 

HORIZONTAL MECHANICAL POSITION ERROR 

Horizontal axis did not reach desired position . 

Retry command . 

Determine if anything is obstructing the horizontal motion. lf a tape is 
colliding with a bin or drive, then run a CALIBRATE ALL command. 

Visvally-insped veFticol axis-and belt, look for -debris, excessive wear, or 
damage . 

••••• ••••••••••••• ••• ••n•• ••• • • • •••••••••••••••• ••••••••• •••••••••••n••••n••n••• n••••••••• •••••••••un•••••• • • ••••••••••••n••••••• •••••••••••••••••••••••••••••••••••••••••••••••• • • •• •••••••••••••••••••••--••••••••••••••• 

HP StorageWorks ESL9000 Series Tape Library User Guide 123 

RQS n° 03t2oô5~~"'ê:rT~'i 
CPM I - CORF~E I OS I 

i I 1 2 31 
F.J.s 1 ° _____ _ 

3702 _= 
. R9..S.i-, 



• • • • • • • • • • • • • • • • •• := 
• • • • • • • • • • • 
~ 
• • • 
• • • • • • • • • • 

Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

·$iMe··. . . 

.:K!r ''' . ::ASC··· ·ASCQ M.e$$.0~ Name/D.esefiption 
04 85 . 08 HORIZONTAL HOME NOT FOUND 

Horizontal axis did not reach the home position . 

lssue CALIBRATE ALL and retry operation. 
I Check vertical sensors and flag . 
I 

04 85 20 HORIZONTAL TEST FAILURE 

The value of the horizontal encoder did not change during the self-test . 

Yisually inspect vertical axis and belt, look for debris, excessive wear, or 
damage. 

lssue CALIBRATE ALL and retry operation. 

04 85 22 HORIZONTAL ENCODER FAILURE 

The value of the horizontal encoder did not change during the self-test . 

Yisually inspect vertical axis and belt, look for debris, excessive wear, or 
damage . 

04 85 23 HORIZONTAL POSITION OVERFLOW 

The position step counter overflowed . 

lssue a CALIBRATE ALL command . 

04 85 30 HORIZONTAL MAPPING FAILURE 

Scanner was unable to detect horizontal target during calibration . 
Determine which tar6:t (drive, bin, load port) is not mapping. lnspect 
target for scratches, nds, wear, etc . 

lnvoke CALIBRATE ALL from contrai panel. 

04 88 01 MAXIMUM TEMPERATURE EXCEEDED 
Library turns off and remains off until the temperature returns to an 
acceptable levei 59 to 90°F ( 15 to 32°C). 

Check fans, look for airflow obstructions, and make sure ambient roam 
temperature is sufficiently coai . 

04 BB 00 PASSTHRU INTERNAL FAILURE 

Upgrade firmware to latest revision . 

Call your authorized service provider . 

04 88 . 02 PASS~HRU_ CURRENT F~E~~~CK FAILURE 

The pass-through axis is obstructed. Check for obstructions (cables, etc.) . 

Disconnect unit from power and then manually move the axis to ensure it 
moves freely between cabinets, with no binding or undue friction . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

· ~e ' 
. K~ · · -ASC AS.CQ MêSso~ NomelDescription ' 

04 S8 03 

04 S8 08 

04 S8 20 

04 SB 22 

04 S8 51 

04 se 06 

04 8D 24 

04 I SE 01 

04 _ 8E Q2 

04 03 

PASSTHRU MECHANICAL POSITION ERROR 

Check for obstructions ( cables, etc.) . 

Disconnect unit from power then manually move the axis to ensure it 
moves freely between cabinets, with no bmding or undue friction . 

Retry command . 

PASSTHRU HOME NOT FOUND 

Check for obstructions (cables, etc.) . 

Disconnect unit from power then manually move the axis to ensure it 
moves freely between cabinets, with no bmding or undue friction. 

PASSTHRU TEST FAILURE 

Check for obstructions (cables, etc.) . 

Disconnect unit from power then manually move the axis to ensure it 
moves freely between cabinets, with no bmding or undue friction . 

PASSTHRU ENCODER FAILURE 

The value of the pass-through encoder did not change during the self-test . 
Check the motor encoder connection. 

Check for obstructions (cables, etc.) . 

Disconnect unit from power then manually move the axis to ensure it 
moves freely between cabinets, with no bmding or undue friction . 

PTM ELECTRONICS NOT PRESENT 

The library backplane needs to be upgraded. Call your authorized 
service provider . 

I 
LOAD PORT DOOR OPEN 

load port door unlocked but failed to open 

HANDLE HARDWARE 

Stepper was unable to reach destination (open or dose). Retry command. 
lf tfie failure recurs, run drive handle Self-test . 

FLASH MEMORY UNABLE TO IDENTIFY 

Flash is soldered onto the board. Contact your HP service representative . 

FLASH MEMORY UNABLE TO ERASE - - . -

Flash is soldered onto the board. Contact your HP service representative . 

FLASH MEMORY UNABLE TO PROGRAM 

Flash is soldered onto lhe board. Contact your HP service representative . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

04 F3 

20 00 

05 21 01 

24 00 

05 25 00 

05 26 

05 26 02 

The library is unable to communicate with a drive. Reseat drive module . 

DRI VE HANDLE NOT OK 

The tape drive is reporting that the handle cannot open. (This might 
indicate that a cartridge is present that has not been unloaded.) 

PARAMETER LI ST LENGTH ERROR 

Make sure the software supports the library and has the latest patches 
and updates. 

INVALI D COMMAND OPERATION CODE 

Make sure the backup software supports the library, and has the latest 
patches . 

I NVALID ELEMENT ADDRESS 

Make sure the backup software supports the library, and has the latest 
patches . 

INVALID FIELD IN COMMAND DATA BLOCK 

Make sure the backup software supports the library, and has the latest 
patches. 

LOGICAL UNIT IS NOT SUPPORTED 

Check that the library is configured correctly in the software . 

INVALID FIELD IN PARAMETER LIST 

Make sure the backup software supports the library, and has the latest 
patches. 

PARAMETER VALUE INVALID 

Make sure the backup software supports the library, and has the latest 
patches. 

lf using the diagnostic utility, check parameters used in last command, 
and try agai n . 

. ................................................................................................................................................................................................................................. . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

.:~ê ·. . .":" 
:: Jtw .-: ... :ASC : .ASCQ Nl.e$.soswNameY.D.es~tion. = .. 

05 

05 39 00 

05 3A 00 

05 3B OD 

05 3B OE 

I 

CLEANING CARTRIDGE I NSTALLED 

One of the following conditions exist: 

• A cleaning cartridge cannot be removed from a drive because it is 
being used in a cleaning operation . 

• A cartridge cannot be placed into the drive because the drive is 
bei ng cleaned. 

• A cartridge cannot be placed into an empty storage element 
because it is reserved for a cleaning cartridge that is currently in use 
in a drive cleaning operation. 

SAVING PARAMETERS NOT SUPPORTED 

Make sure the backup software supports the library, and has the latest 
patches . 

MEDIUM NOT PRESENT 

The inventory indicated that a cartridge was in this bin but no cartridge 
was sensed by the gripper when it attempted to pick it . 

Retry the command . 

Check for proper seating of the cartridge . 

lf cartridge is truly not present, run inventory command . 

lt might also indicate that the tape is not ready to be picked from the drive 
because the tape is not fully unloaded . 

lf the problem persists on an DlT drive, check the function of the tape 
drive handle assembly. Manually unload the tape. 

MEDIUM DESTINATION ELEMENT FULL 

According to inventory, already contains a cartridge. lf the destination is 
truly empty, issue an inventory command and retry the MOVE command. 
lf tlie destination was full, retry the operation using an empty element as 
the destination . 

MEDIUM SOURCE ELEMENT EMPTY 

According to inventory, source does not contain a cartridge. lf the source 
is truly fuiT, issue an inventory command and retry the MOVE command. lf 
the source was truly empty, then retry the operation using a full element 
as the source . 

. ... 
1::!.9!;.~ -~-
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Table 26: Sense Data Values (Hex:adecimal} (Continued} 

05 53 

05 80 

05 

05 83 

05 84 

Due to a second command being sent from the some host before a 
previous command has completeé:l, the previous command has been 
aborted. This can also occur when executing off-line commands via the 
contrai pane! and DIAG port simultaneously. 

Do not run backup software and diagnostic software at the same time . 

MEDIUM REMOVAL PREVENTED 

PREVENT MEDIUM REMOVAL command was executed and command 
was received to export cartridge. Attempt to move cartridge from 
software. lf unsuccessful, close software and try again from the GUI 
control pane!. lf still unsuccessful, disconnect from nost, power-cycle, and 
retry the operation from the GUI control pane!. 

01 TRANSFER FULL - COMMAND CANNOT BE EXECUTED 

22 

1 1 

11 

11 

Gripper has cartridge in it. Move cartridge to empty storage bin using 
MOVE command. Retry command . 

ELEMENT CONTENTS UNKNOWN 

The contents of an element address are unknown. lssue an inventory 
command . 

ROTARY INVALID COMMAND 

Rotary axis was commanded to a position out of its legal range. This is 
an internai code failure . 

EXTENSION INVALID COMMAND 

Extension axis was commanded to a position out of the libraries 
mechanicallimits. 

Upgrade firmware to latest revision. 

Recalibrate the library. 

lf occurred when system was online, call your authorized service provider . 

VERTICAL INVALID COMMAND 

Vertical axis commanded to position out of library mechanicallimits . 

Calibrate the library . 

Upgrade firmware to latest revision. 

lf occurred when system was online, call your authorized service provider . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

.s.em.e 
: :K~ :- ASC :. ASCQ Me$sa~ Nome/Dficription 
os BS 

I 
11 HORIZONTAL I NVALID COMMAND 

Horizontal oxis commanded to position out of library mechonicollimits. 
Calibrote the librory . 

Upgrode firmwore to latest revision . 

lf occurred when system was online, cal! your outhorized service provider . 

os BA 02 UNCALIBRATED POSITION 

Librory requires colibration. Run o CALIBRATE ALL commond. 

os 8B 11 PASSTHRU INVALI D COMMAND 

Poss-throut oxis wos commonded to o position out of the librories 
mechonico limits. Run o CALIBRATE ALL command . 

os FO 01 RESERVATION CONFLICT 

Internai firmwore error. Report this occurrence ond previous commond (if 
known) to your HP service representotive . 

Upgrode firmwore to the lotest revision . 

05 Fl 00 COMMAND UNSPECIFIED 

Internai firmwore error. Report this occurrence ond previous commond (if 
known) to your HP service representotive. 

Upgrode firmwore to the lotest revision . 

05 Fl 01 COMMAND HEAP OVERFLOW 

Internai firmwore error. Report this occurrence ond previous commond (if 
known) to your HP service representotive . 

Upgrode firmwore to the lotest revision. 

05 F1 02 UNRECOGNIZED COMMAND 

Internai firmwore error. Report this occurrence ond previous commond (if 
known) to your HP service representotive. 

Upgrode firmwore to the lotest revision . 

05 Fl 03 COMMAND REGISTER ERROR 

Internai firmware error. Report this occurrence and previous commond (if 
known) to your HP service representotive . 

- - -
Upgrode firmwore to the lotest revision. -- -

os F3 00 COMMUNICATION I NTERNAL FAILURE 
Internai drive communicotion port code or hardware failure. Reseat drive 
module . 
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Sense Data Values 

Table 26: Sense Data Values (Hexadecimal) (Continued) 

-~ê"'" . .. : 

. K"' ::.: AsC -ASCQ · · . Mê.Ssa~ ·Nome/Desçri.ption· · : 
: 

06 28 01 I MPORT OR EXPORT ELEMENT ACCESSED 

lnformation message . 

Load port door has been closed. 

06 129 00 POWER- ON , OR BUS DEVICE RESET OCCURRED 

lnformational message. lf power on occurs, the host user should assume 
I the inventory might liave been corrupted, and should run a CALIBRATE I 

ALL command. 

06 29 01 POWER-ON OCCURRED 

lnformational message 

06 29 02 

I 
SCSI BUS RESET OCCURRED 

lnformational message 

06 29 03 BUS DEVICE RESET OCCURRED 

lnformational message 

06 29 04 INTERNAL DEVICE RESET OCCURRED 

lnformational message 

06 2A 01 MODE PARAMETERS CHANGED 

Mode parameters might have changed dueto another host issuing a 
MODE SELECT command . 

06 54 00 SCSI TO HOST SYSTEM INTERFACE FAILURE 

Possible SCSI bus time-out or premature disconnect . 

Check cable connections and cable length. 

06 80 00 DOOR WAS OPENED INVENTORY MAY HAVE BEEN CORRUPTED 

Close door. lf not done automatically, run an inventory command. 

06 80 07 SYSTEM STOP BUTTON WAS PRESSED (MAY CURRENTLY BE 
PRESSED) 

The Stop button on the contrai pane! was pressed. Press the Stop button. 
Retry command . 

06 80 08 LOGICAL UNIT TURNED ON-LINE 

The librory is reody to communicate with the host computer. Press the 
Standby oulton on the control pane! to toke the librory off-line . 

06 80 09 LOGICAL UNIT STANDBY BUTTON WAS PRESSED 

Retry commond . 
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Table 26: Sense Data Values (Hexadecimal) (Continued) 

sem~ ,., : 

. K .. ASC ASCQ . Mes.so~ Nome./Ji)êsqipti® · . . 
: 

06 
1 80 

OE DATA TRANSFER CHANGED 

A drive has been inserted into the library . 

06 . 88 00 WARNING SAFE TEMPERATURE EXCEEDED 

This is only a warning that the te6.erature in the library exceeds the 
normal operational temperature 9 .8°F (36°C) . 

I 
Check fans, look for airflow obstructions, and make sure ambient room 
temperature is sufficiently cool. 

OB . 00 00 SCSI ABORT 

Command aborted because host sent SCSI Abort Message . 

OB 08 00 LOGICAL UNIT COMMUNICATION FAILURE 

Check cables. Ensure library is turned on. Retry command . 

OB 08 01 LIBRARY COMMUNICATION TIME-OUT 

ER_LU_COM_TO 

Retry command . 

OB 30 00 INCOMPATIBLE MEDIA 

An attempt was made to move media to a desti nation element that is 
incapable of receiving it. Make sure that you are using media that is 
compatible with your drive and library . 

OB 43 00 SCSI MESSAGE ERROR 

Make sure the backup software supports the library, and has the latest 
patches . 

I 

OB 45 00 SELECT OR RE-SELECT FAILURE 

Library timed out trying to reselecl host. Make sure hosl is powered up 
and on-line. 

OB 1 47 00 SCSI PARITY ERROR 

SCSI Parity Error detected. Check SCSI cable connections, cable length, 

I and termination. 

OB 1 48 00 INITIATOR DETECTED ERROR 

lnilialor Detected Errar Message was received from the host . 

OB 80 01 TRANSFER FULL - AT END OF PLACE 

Gripper has carlrid~e in il at end of a place operation (Move Medi um 
with a target other t an the Transfer). Move cartridge to empty slorage 
bin using MOVE command . 

. .................................................................................... ._ ............................................................................................................................................. . 
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Table 26: Sense Data Values (Hexadecimal) (Continued) 

·$êMe· . . . ... 

· -= l<f.Y. : ·:ASC ' ASCQ ~Sêl9! Nome/Desct.1PJion 
OB 80 06 TRANSFER EMPTY - COMMAND ABORTED 

Gripper does not contai n cartridge at end of pick portion of MOVE 
command . 

Check location of cartridge used in operation . 

I 
Retry operation. 

OB 180 OB COMMAND ABORTED BY USER 

lnformational message. No action is necessary. 

OB 80 OD CARTRIDGE IS ONLY PARTIALLY GRIPPED (ONLY SEEN IN 
THE FRONT SENSOR) 

lssue a MOVE command to move the cartridge from the transfer element 
to an empty storage element. 

OB 80 lO LOAD RETRY FAILED 

Library was unable to successfully load the drive, even after retries. Check 
drive alignment. Reseat the drive. lf the problem continues, drive might 
need servici ng . 

OB 81 01 GRIPPER TIMEOUT 

Gripper did not reach desired position . 

OB 81 04 GRIPPER OPEN FAILURE 

Gripper did not reach open position . 

lf this failure occurs after closing the doar, or when the doar is not 
latched, then upgrade to the latest revision of firmware . 

OB 81 05 GRIPPER CLOSE FAILURE 

Gripper did not reach dose position. 

lf this failure occurs after closing the doar, or when the doar is not 
latched, then upgrade firmware to latest revision . 

OB 81 51 UNABLE TO PICK CARTRIDGE 

Cartridge was sensed in front gripper sensor, but was unable to seat 
cartridge in the rear gripper sensor. Check that ihipper sensors are 
working and/or that tape was ejected for enoug . 

OB 182 04 ROTARY FRONT FAILED 

The rotary move to the front position failed. 

I I Retry the command . 
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Table 26: Sense Data Values (Hexadecimal) (Continued) 

ROTARY BACK FAILURE 

The rotary move to the back position failed. Retry the command. lf the 
failure recurs, issue a SELF-TEST command . 

Replace the robotics controller . 

83 01 EXTENSION TIMEOUT 

Extension axis did not reach desired position. 

Retry command. 

OB 83 EXTENSION INVALID ACTUATOR START POSITION 

Extension axis position is unknown. lssue a CALIBRATE ALL 
command . 

Upgrade firmware to latest revision . 

Call your authorized service provider . 

84 01 VERTICAL TIMEOUT 

Vertical axis did not reach desired position within the time limits. 

Retry command . 

OB 84 VERTICAL INVALID ACTUATOR START POSITION 

Position of vertical axis is unknown. lssue a CALIBRA TE ALL 
command . 

Upgrade firmware to latest revision. 

Call your authorized service provider . 

OB 85 HORIZONTAL TIMEOUT 

Horizontal axis did not reach desired position within the time limits. 

Retry command. 

lO HORIZONTAL I NVALID ACTUATOR START POSITION 

Position of horizontal axis is unknown. lssue a CALIBRATE ALL 
command . 

Upgrade firmware to lates! revision . 

Call your authorized service provider . 

OB 8B 01 PASSTHRU TIMEOUT 

Pass-through axis did not reach desired position. Retry command . 
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Table 26: Sense Data Values (Hexadecimal) (Continued) 

.sense 
,. Kw,_ ... -:: Asc :. ASCQ M.é$.so• Name./De.sçdption 
08 88 10 PASSTHRU INVALID ACTUATOR START POS I TION 

Pass-through axis position is unknown. lssue a CALIBRATE ALL 

I 

command . 

I 
Upgrade firmware to latest revision. 

eall your authorized service provider . 

08 I 88 60 J PTM FULL 

The PTM contains a cartridge. lssue a command to retrieve the cartridge 

I from the PTM and place it in either a bin ora tape drive. 

OB se 01 LOAD PORT TIMEOUT 

The load port door was unlocked, but did not leave its current position 
before time-out (30 seconds). This might be dueto the doar bei'& stuck, 
or in the case of a dose operation, the operator not moving the oor . 

OB se 09 LOAD PACK DETENT FAILURE 

The load Flack bin detention spring is unable to hold or release the 
cartridge. This is detected durin~ a place if the tape does not stay seated 
in the pack or during a pick if t e tape does not eject from the pack . 

08 SD 01 DRIVE HANDLE TIMEOUT 

Drive handle did not reach commanded position within time limits . 

Retry the command . 

OB SF 00 LIBRARY UNIT COMMAND TIMED OUT 

Verify that communications to the library still exists by issuing another 
command. eheck cabling . 
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Capacity on Demand 

The HP StorageWorks ESL9322 and ESL9595 tape libraries ship with the 
maximum number of physical storage slots available. However access to these 
slots requires an upgrade key for the library to recognize them. 

ESL9322: 

• 222 slots (standard) 

• Upgrade to 322 slots 

ESL9595: 

• 400 slots (standard) 

• Upgrade to 500 slots 

• Upgrade to 595 slots 

Note: To purchase a slot upgrade kit, contact your HP authorized reseller or soles 
representative . 
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Capacity on Demand 

Upgrading Your Capacity 
After you obtain your upgrade key, you can upgrade the capacity of your library: 

1. Make sure ali jobs running on the library have been stopped, and then place 
the library into Standby mode . 

2. Ensure that you have the upgrade key . 

3. Touch the License tab on the control panel. 

Figure 39: License screen (ESL9595 shown) 

4. Enter the number of bins you are upgrading to and then press Select. 

5. Enter the license number provided to you by HP . 

6. Press Change/Execute . 

The library automatically updates the configuration to the number of bins 
provided by the license key. 
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Capacity on Demand 

If you receive an error message: 

1. Yerify that the license number you entered is correct and enter it again . 

2. Contact your HP sales representative . 

Note: Application software may need to be closed and restarted and the library 
reconfigured to work properly with the newly enabled bins . 
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A 
additional sense code qualifier 118 
ASC 118 
ASCQ 118 
authorized reseller, HP 14 

8 
barcode30,40,47,48,49,50,52,54,56 
buttons 

Abort 64, 84, 86, 87, 88 
Back 62, 64, 69, 77, 81 
Backspace 85 
Calibrate Ali 83 
Calibrate Library 83 
Change 77 
Configure 77 
Configure library 76 
Configure Options 80 
Contrast 62 
Execute 81, 86 
Forward 62, 63 
Gripper 86 
Home 62, 64 
lmport Only 71 
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MC/ServiceGuard at a Glance 

MC/ServiceGuard at a Glance 

This chapter introduces MC/ServiceGuard on HP-UX and shows where 
to find different kinds of information in this book. The following topics 
ar e presented: 

• What is MC/ServiceGuard? 

• Using this Guide 

• For More Information 

If you are ready to start setting up MC/ServiceGuard clusters, skip 
ahead to the chapter "Planning and Documenting an HA Cluster." 
Specific steps for setup are given in the chapter "Building an HA Cluster 
Configuration." 

Chapter 1 15 

'iRõS~~:-õ3/2üc;t~~~-:l 
CPM! - CORRE! rt S j 



• • • • • • • • • • • • • • • •• :c 
• • • • • • • • • • :. 
• C • • • • • • • • • • • • • • 

Figure 1-1 
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What is MC/ServiceGuard? 

What is MC/ServiceGuard? 
MC/ServiceGuard allows you to create high availability clusters of HP 
9000 Series 800 computers. A high availability computer system 
allows application services to continue in spite of a hardware or software 
failure. Highly available systems protect users from software failures as 
well as from failure of a system processing unit (SPU), disk, or local area 
network (LAN) component. In the event that one component fails , the 
redundant component takes over. MC/ServiceGuard and other high 
availability subsystems coordinate the transfer between components. 

An MC/ServiceGuard cluster is a networked grouping ofHP 9000 series 
800 servers (host systems known as nodes) having sufficient 
redundancy of software and hardware that a single point of failure 
will not significantly disrupt service. Application services (individual 
HP-UX processes) are grouped together in packages; in the event of a 
single service, node, network, or other resource failure, 
MC/ServiceGuard can automatically transfer control of the package to 
another node within the cluster, allowing services to remain available 
with minimal interruption . 

Figure 1-1 shows a typical MC/ServiceGuard cluster with two nodes . 

Typical Cluster Configuration 

node 2 

I pkgA I pkg B 
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What is MC/ServiceGuard? 

In the figure, nade 1 (one oftwo SPU's) is running package A, and nade 2 
is running package B. Each package has a separate group of disks 
associated with it, containing data needed by the package's applications, 
anda mirrar copy ofthe data. Note that both nades are physically 
connected to both groups of mirrored disks. However, only one nade ata 
time may access the data for a given group of disks. In the figure , nade 1 
is shown with exclusive access to the top two disks (solid line), and nade 
2 is shown as connected without access to the top disks (dotted line). 
Similarly, nade 2 is shown with exclusive access to the bottom two disks 
(solid line), and nade 1 is shown as connected without access to the 
bottom disks (dotted line). 

Mirrar copies of data provide redundancy in case of disk failures. In 
addition, a total of four data buses are shown for the disks that are 
connected to nade 1 and nade 2. This configuration provides the 
maximum redundancy and also gives optimal I/0 performance, since 
each package is using different buses . 

Note that the network hardware is cabled to provide redundant LAN 
interfaces on each nade. MC/ServiceGuard uses TCPIIP network services 
for reliable communication among nades in the cluster, including the 
transmission of heartbeat messages, signals from each functioning 
nade which are central to the operation ofthe cluster. TCPIIP services 
also are used for other types of inter-nade communication. (The 
heartbeat is explained in more detail in the chapter "Understanding 
MC/ServiceGuard Software.") 

Failover 
Under normal conditions, a fully operating MC/ServiceGuard cluster 
simply monitors the health of the cluster's components while the 
packages are running on individual nades. Any host system running in 
the MC/ServiceGuard cluster is called an active node. When you create 
the package, you specify a primary node and one or more adoptive 
nodes. When a nade or its network communications fails, 
MC/ServiceGuard can transfer contrai of the package to the next 
available adoptive nade. This situation is shown in Figure 1-2 . 

Chapter 1 
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Typical Cluster After Failover 

node 1 ............ .. ...... .. ......... .. .......... 

j 

node 2 

I pkgA 

I pkg B 

After this transfer, the package remains on the adoptive node as long the 
adoptive node continues running, even if the primary node comes back 
online. In situations where the adoptive node continues running 
successfully, you may manually transfer control ofthe package back to 
the primary node at the appropriate time. In certain circumstances, in 
the event of an adoptive node failure, a package that is running on an 
adoptive node will switch back automatically to its primary node 
(assuming the primary node is running again as a cluster member) . 

Figure 1-2 does not show the power connections to the cluster, but these 
are important as well. In order to remove ali single points offailure from 
the cluster, you should provide as many separate power circuits as 
needed to preventa single point offailure ofyour nodes, disks and disk 
mirrors. Each power circuit should be protected by an uninterruptible 
power source. For more details, refer to the section on "Power Supply 
Planning" in the "Planning" chapter . 

MC/ServiceGuard is designed to work in conjunction with other HP high 
availability products, such as MirrorDisk/UX, which provides disk 
redundancy to elimina te single points of failure in the disk subsystem; 
Event Monitoring Service (EMS), which lets you monitor and detect 
failures that are not directly handled by MC/ServiceGuard; disk arrays, 
which use various RAID leveis for data protection; and HP's UPS 
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What is MC/ServiceGuard? 

(uninterruptible power supply), PowerTrust, which eliminates failures 
related to power outage. These products are highly recommended along 
with MC/ServiceGuard to provide the greatest degree of availability . 
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MC/ServiceGuard at a Glance 
Using this Guide 

Using this Guide 
This manual presents the tasks you need to perform in order to create a 
functioning HA cluster using MC/ServiceGuard. These tasks are shown 
in Figure 1-3 . 

Tasks in Configuring an MC/ServiceGuard Cluster 

Plan the Cluster Set Up Hardware Configure LVM 

-Hardware -SPU 
·LVM - - Disks - • Lock VG 

- Cluster - LANs - Physical VGs -- Packages - Power - VGs for Packages 

Chapters 1· 4 Chapter 5 Chapter 5 

Configure Cluster Configure Packages Maintenance 

- Gather Data - Edit Pkg Config File - Ciuster 

• Edit Cl Config File - - Edit Conlrol Script - • Packages 

• Check File - Check Files -Hardware 

- Send lo other nodes - Send to other nades - Diagnostics 
- Monitors 

Chapter 5 Chapter 6 Chapters 7, 8 

The tasks in Figure 1-3 are covered in step-by-step detail in chapters 4 
through 7. It is strongly recommended that you gather ali the data that 
is needed for configuration before you start. Refer to Chapter 4, "Planning 
and Documenting an HA Cluster," for tips on gathering data . 

Ifyou are ready to set up an MC/ServiceGuard cluster, skip ahead to the 
"Planning" chapter. Specific guidelines on cluster creation are found in 
the chapters "Building a Cluster Configuration" and "Configuring 
Packages and their Services." 

The following is a quick glance at the remaining chapters of this book: 

• Chapter 2, "Understanding MC/ServiceGuard Hardware 
Configurations," describes the hardware configurations used by 
MC/ServiceGuard and provides a general view of how they work 
together . 

• Chapter 3, "Understanding MC/ServiceGuard Software Components," 
describes the software components ofMC/ServiceGuard and shows 
how they function within the HP-UX operating system . 
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Using this Guide 

• Chapter 4, "Planning and Documenting an HA Cluster," steps 
through the planning process and provides a set of worksheets for 
organizing information about the cluster . 

• Chapter 5, "Building an HA Cluster Configuration," describes the 
creation of the cluster configuration . 

• Chapter 6, "Configuring Packages and Their Services," describes the 
creation of high availability packages and the control scripts 
associated with them . 

• Chapter 7, "Cluster and Package Maintenance," presents the basic 
cluster administration tasks. 

• Chapter 8, "Troubleshooting Your Cluster," explains cluster testing 
and troubleshooting strategies . 

• Appendix A, "MC/ServiceGuard Commands," lists the 
MC/ServiceGuard commands and reprints summary information 
from each man page . 

• Appendix B, "Enterprise Cluster Master Toolkit," presents a set of 
package configuration files and control scripts for a group of Internet 
servers and third-party database products . 

• Appendix C, "Designing Highly Available Cluster Applications," 
describes how to create or port applications for HA operation . 

• Appendix D, "Integrating HA Applications with MC/ServiceGuard," 
summarizes the steps you follow to integrate an existing application 
into the MC/ServiceGuard environment . 

• Appendix E, "Rolling Software Upgrades," describes the process of 
upgrading your MC/ServiceGuard software or the HP-UX operating 
system to a new release while the cluster is running. 

• Appendix F, "Using OTS/9000 on the LAN," explains how to configure 
your MC/ServiceGuard cluster to use OTS/9000 on your LAN . 

• Appendix G, "Blank Planning Worksheets," contains a set of empty 
worksheets for preparing an MC/ServiceGuard configuration . 
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For More Information 
The followíng documents contaín addítíonal useful ínformatíon: 

• Clusters for High Auailability: a Primer o f HP- UX Solutions . HP 
Press, 1995 (ISBN 0-13-494758-4) 

• Configuring OPS Clusters with MC I LockManager, third edition 
(B5158-90018) 

• Using EMS HA Monitors (B5735-90001) 

• Managing Systems and Workgroups (B2355-90157) 

• Managing Highly Auailable NFS (B5125-90001) 

Use the followíng URL to access HP's hígh avaílabílíty web page: 

• http://www.hp.com/go/ha 

22 
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Understanding MC/ServiceGuard Hardware Configurations 

Understanding 
MC/ServiceGuard Hardware 
Configurations 

This chapter gives a broad overview of how the MC/ServiceGuard 
hardware components work. The following topics are presented: 

• Redundancy of Cluster Components 

• Redundant Network Components 

• Redundant Disk Storage 

• Larger Clusters 
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Redundancy of Cluster Components 
In order to provide a high levei of availability, a typical cluster uses 
redundant system components, for example two or more SPUs and two 
or more independent disks. This redundancy eliminates single points of 
failure. In general, the more redundancy, the greater your access to 
applications, data, and supportive services in the event of a failure. In 
addition to hardware redundancy, you must have the software support 
which enables and controls the transfer of your applications to another 
SPU or network after a failure. MC/ServiceGuard provides this support 
as follows : 

• In the case ofLAN failure, MC/ServiceGuard switches to a standby 
LAN or moves affected packages to a standby node . 

• In the case of SPU failure, your application is transferred from a 
failed SPU to a functioning SPU automatically and in a minimal 
amount o f time . 

• For failure of other monitored resources, such as disk interfaces, a 
package can be moved to another node . 

• For software failures, an application can be restarted on the same 
node or another node with minimum disruption . 

MC/ServiceGuard also gives you the advantage of easily transferring 
control of your application to another SPU in order to bring the original 
SPU down for system administration, maintenance, or version upgrades . 

The current maximum number ofnodes supported in an 
MC/ServiceGuard cluster is 8. Fast!Wide SCSI disks or disk arrays can 
be connected to a maximum of 4 nodes at a time on a shared 
(multi-initiator) bus. Disk arrays using fibre channel and those that do 
not use a shared bus - such as the EMC Symmetrix - can be 
simultaneously connected to all8 nodes . 

The guidelines for package failover depend on the type of disk technology 
in the cluster. For example, a package that accesses data on a Fast!Wide 
SCSI disk or disk array can failover to a maximum of 4 nodes. A package 
that accesses data from a disk in a cluster using Fibre Channel or EMC 
Symmetrix disk technology can be configured to failover to 8 nodes. 
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Redundancy of Cluster Components 

Note that a package that does not access data from a disk on a shared 
bus can be configured to failover to however many nodes are configured 
in the cluster (regardless of disk technology). For instance, if a package 
only runs local executables, it can be configured to failover to ali nodes in 
the cluster that have local copies ofthose executables, regardless ofthe 
type of disk connectivity . 

Chapter 2 
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Redundant Network Components 
To eliminate single points offailure for networking, each subnet accessed by a 
cluster node is required to have redundant network interfaces. Redundant cables are 
also needed to protect against cable failures. Each interface card is connected to a 
different cable, and the cables themselves are connected by a connector such as a 
hub ora bridge. In the case ofFDDI networks, each interface card is connected via a 
cable to a different concentrator. This arrangement of physical cables connected to 
each other via a bridge or concentrator or switch is known as a bridged net. 

IP addresses can be associated with interfaces on a bridged net. An 
interface that has an IP address associated with it is known as a 
primary interface, and an interface that does not have an IP address 
associated with it is known as a standby interface. Standby interfaces 
are those which are available for switching by MC/ServiceGuard if a 
failure occurs on the primary. When MC/ServiceGuard detects a primary 
interface failure, it will switch the IP addresses and any associated 
connections from the failed interface card to a healthy standby interface 
card . 

A selection of network configurations is described further inthe following sections . 
For a complete list o f supported networks, refer to the MC/ServiceGuard Release 
Notes for your version of the product. 

Redundant Ethernet Configuration 
The use o f redundant network components is shown in Figure 2-1, which is an 
Ethemet configuration. Token ring is configured in a similar fashion. 
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Redundant Network Components 

Redundant LANs 

Primary 
LAN Card 

nade 1 

• • 

nade 2 

Primary 
LAN Card 

Dedicated 
---------r~-+--~He~a~rt~be~a~t~LA~N~+-~-+------SUBNETB 

Primary LAN: 

t 
Heartbeat I Datá 

r--··--~- ~ 

SUBNET A . i I HUB ' I . . i , 

f i Standby LAN: i '- - ] -- _ j 

. ................................. .1.~!:~.'!~-~!!!.!.P.~!!! ...... .L............. .. .......................... . 

In the figure, a two-node MC/ServiceGuard cluster has one bridged net 
configured with both a primary and a standby LAN card for the 
datalheartbeat subnet (Subnet A). Another LAN card provides an 
optional dedicated heartbeat LAN. Note that the primary and standby 
LAN segments are connected by a hub to provide a redundant 
datalheartbeat subnet. Each node has its own IP address for this subnet . 
In case of a failure of a primary LAN card for the datalheartbeat subnet, 
MC/ServiceGuard will perform a local switch to the standby LAN card on 
the same node . 

Redundant heartbeat is provided by the primary LAN and the dedicated 
LAN which are both carrying the heartbeat. In Figure 2-1 , local 
switching is not needed for the dedicated heartbeat LAN, since there is 
already a redundant path via the other subnet. In case of data congestion 
on the primary LAN, the dedicated heartbeat LAN will preventa false 
diagnosis of heartbeat failure. Each node has its own IP address for 
dedicated heartbeat LAN . 

You should verify that network traffic is not too high on the heartbeat/ 
data LAN. Iftraffic is too high, this LAN might not perform adequately 
in transmitting heartbeats if the dedicated heartbeat LAN fails . 
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Providing Redundant FDDI Connections 
FDDI is a high speed fiber optic interconnect medium. Ifyou are using 
FDDI, you can create a redundant configuration by using a star topology 
to connect ali the nodes to two concentrators, which are also connected to 
two routers, which communicate with the world outside the cluster. In 
this case, you use two FDDI cards in each node. The configuration is 
shown in Figure 2-2. Note that the concentrators are connected together 
using dual cables cross-connected PortA to Port B. The routers must be 
configured to send all packets to both concentrators . 

Redundant FDDI Configuration 

U sing Dual Attach FDDI Stations 
Another way of obtaining redundant FDDI connections is to configure 
dual attach stations on each node to create an FDDI ring, shown in 
Figure 2-3. An advantage ofthis configuration is that only one slot is 
used in the system card cage. In Figure 2-3, note that nodes 3 and 4 also 
use Ethernet to provide connectivity outside the cluster . 
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Configuration with Dual Attach FDDI Stations 

The use of dual attach cards gives protection against failures in both 
cables and connectors, but does not protect against card failures. LAN 
card failure would result in a package switching to another node . 

Fibre Channel Switched Configurations 
Another type ofhigh speed :fiber optic interconnect is provided with Fibre 
Channel, which is normally used with larger clusters (4 to 8 nodes). 
MC/ServiceGuard clusters con:figured on enterprise parallel server (EPS) 
systems can use Fibre Channel switches to provide redundant network 
paths among nades. A four nade example with two switches is shown in 
Figure 2-4. For a two-switch topology, ali primary paths must go into one 
switch while ali standbys must go to the second switch. 
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FibreChannel lnterconnect in a Four-Node Cluster 

node 1 node 2 node 3 node4 

FC Switch FC Switch 

In the figure, the solid !ines refer to the primary network path among the 
nodes and the dotted !ines refer to the standby path. If there is a failure 
in one of the primary !ines, a local switch takes place on the node that 
has a failed primary line, and the standby is used instead . 

U sing a Serial (RS232) Heartbeat Line 
MC/ServiceGuard supports a two-node configuration using serial 
(RS232) communication for heartbeats only. You select this as an 
alternate heartbeat interface to provide redundant heartbeat. Ifyou 
configure serial (RS232) as a heartbeat line, MC/ServiceGuard will send 
the heartbeat continuously on both the LAN configured for heartbeat 
and a monitored serial (RS232) line. 

Even if you have a serial (RS232) line configured for redundant 
heartbeat, one LAN is still required to carry a heartbeat signal. The 
serialline heartbeat protects against network saturation but not against 
network failure , since MC/ServiceGuard requires TCPIIP to 
communicate between cluster members. Ifboth network cards fail on one 
node, then having a serialline heartbeat keeps the cluster up long 
enough to detect the LAN controller card status and to fail the node with 
bad network connections while the healthy node stays up and runs ali 
the packages . 

30 



• • • • • • • • • • • • • • • •• •c • • • • • • • • • • • :. 
•C • • • 
~· • • • • • • • • • • 

NOTE 

F igure 2-5 

:' •. T., 

. (""('\ \ 
. . -~ -<"'\ I, ·~, , <n ' \ - ~ • ! 

\ .:~" ~ ) ~ . . 
~.._:L . ..;/ ........___ 

Understanding MC/ServiceGuard Hardware Configurations 
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The use of a serial (RS232) heartbeat line is supported only in a two-node 
cluster configuration . 

A serial (RS232) heartbeat line is shown in Figure 2-5 . 

Serial (RS232) Heartbeat Line 

Standby 
LAN Card 

t 
SUBNET A 

node 1 

Dedicated 

L-..+___;J---.....1 Serial Line 
for Heartbeat 

Primary LAN: 
Heartbeat I Data 

node2 

Primary 
LAN Card 
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Redundant Disk Storage 
Each node in a cluster has its own root disk, but each node is also 
physically connected to several other disks in such a way that more than 
one node can obtain access to the data and programs associated with a 
package it is configured for. This access is provided by the Logical 
Volume Manager. A disk volume group can be activated by no more than 
one node at a time, but when the package is moved, the volume group 
can be activated by the adoptive node. Ali ofthe disks in the volume 
group owned by a package must be connected to the original node and to 
all possible adoptive nodes for that package. Disk storage is made 
redundant by using RAID or software mirroring . 

Supported Disk Interfaces 
The following interfaces are supported by MC/ServiceGuard for disks 
that are connected to two or more nodes (shared data disks): 

• Single-ended SCSI. 

• Fast/Wide SCSI. 

• HP FiberLink . 

• FibreChannel. 

Not all SCSI disks are supported. See the HP 9000 Servers Configuration 
Guide (available through your HP representative) for a list of currently 
supported disks . 

Extemal shared Fast/Wide SCSI buses must be equipped with in-line 
terminators for disks on a shared bus. Refer to the "Troubleshooting" 
chapter for additional information . 

When planning and assigning SCSI bus priority, remember that one 
node can dominate a bus shared by multiple nodes, depending on what 
SCSI addresses are assigned to the controller for each node on the 
shared bus. All SCSI addresses, including the addresses of all interface 
cards, must be unique for all devices on a shared bus. See the manual 
Configuring HP-UX for Peripherals for information on SCSI bus 
addressing and priority . 
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Redundant Disk Storage 

Data Protection 
It is required that you provide data protection for your highiy avaiiabie 
system, using one of two methods: 

• Disk Mirroring 

• Disk Arrays using RAID Leveis and PV Links 

Disk Mirroring 
Disk mirroring is one method for providing data protection. The logicai 
volumes used for MC/ServiceGuard packages shouid be mirrored . 
MC/ServiceGuard does not provide protection for data on your disks; this 
is provided by HP's MirrorDisk/UX product, which operates in 
conjunction with Logicai Volume Manager. When you configure Iogicai 
volumes using MirrorDisk/UX, the members of each mirrored set contain 
exactly the same data. If one disk should faii, MirrorDisk./UX will 
automatically keep the data available by accessing the other mirror. 
Three-way mirroring may be used to allow for online backups or even to 
provide an additionallevel ofhigh availability . 

To protect against SCSI bus failures, each copy ofthe data must be 
accessed by a separate SCSI bus; that is, you cannot have all copies of 
the data on disk drives connected to the same bus . 

While it is vaiuable to mirror your root disks, it is criticai for high 
availability that you mirrar your data disks. In the event of damage to a 
root disk of one SPU, the other SPUs in the cluster will take over controi 
ofthe applications. However, if a data disk is damaged, and not mirrored, 
any application which depends on that disk will not be available untii 
the problem with the disk is repaired. Even then, it may not be possible 
to recover the data on that disk. 

Disk Arrays using RAID Leveis and PV Links 
An alterna te method of achieving protection for your data is to use a disk 
array using RAID Levei 1 or RAID Levei 5. The array provides data 
redundancy for the disks. This protection needs to be combined with the 
use ofredundant SCSI interfaces between each node and the array. The 
use ofredundant interfaces, configured with LVM's PV Links feature 
protects against singie points offailure in the UO channei, and RAID 1 or 
5 configuration provides redundancy for the storage media. (PV links are 
also known as alterna te links in L VM.) 
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Understanding MC/ServiceGuard Hardware Configurations 
Redundant Disk Storage 

Monitoring of Disks Through Event 
Monitoring Service 
Y ou can configure disk monitoring to detect a failed mechanism by using 
the disk monitor capabilities ofthe EMS HA Monitors, available as a 
separate product (B5735AA). Monitoring can be set up to trigger a 
package failover or to report disk failure events to a target application 
such as ClusterView. Refer to the manual Using EMS HA Monitors (HP 
part number B5735-90001) for additional information. 

Replacement of Failed Disk Mechanisms 
Mirroring provides data protection, but after a disk failure, the failed 
disk must be replaced. With conventional disks, this is done by bringing 
down the cluster and replacing the mechanism. With disk arrays and 
with special HA disk enclosures, it is possible to replace a disk while the 
cluster stays up and the application remains online. The process is 
described under "Replacing Disks" in the chapter "Troubleshooting Your 
Cluster." 

Sample Disk Configurations 
Figure 2-6 shows a two node cluster. Each node has one root disk which 
is mirrored and one package for which it is the primary node. Resources 
have been allocated to each node so that each node may adopt the 
package from the other node. Each package has one disk volume group 
assigned to it and the logical volumes in that volume group are mirrored . 
Please note that Package A's disk and the mirrar ofPackage B's disk are 
on one interface while Package B's disk and the mirror ofPackage A's 
disk are on a separate bus. This arrangement eliminates single points of 
failure and makes either the disk or its mirrar available in the event one 
of the h uses fails . 
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Mirrored Disks Connected for High Availability 

node 1 node2 

pkg A disk pkg 8 mirror I pkgA I I pkg 8 I 
root c~~~~~~~~J f"pkg··:;.···! root 

pkg A mirror pkg 8 disk ... ............... : 

Figure 2-7 shows a similar cluster with a disk array connected to each 
node on two 1/0 channels. In this configuration, Logical Volume 
Manager's PV links are used to define the separa te pathways to the data 
from one node . 
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Cluster with High Availability Disk Array 

node 1 node 2 

I pkg A I 
t---+--

I pkg B I 
root 

mirro r 

Details on logical volume configuration for MC/ServiceGuard, including 
PV Links, are given in the chapter "Building an HA Cluster 
Configuration." 

Root Disk Limitations on Shared Buses 
The IODC firmware does not support two or more nodes booting from the 
same SCSI bus at the same time. For this reason, it is important not to 
attach more than one root disk per cluster to a single SCSI bus. 

For example, Figure 2-8 shows a supported configuration in which two 
nodes share an externai SCSI bus and Node A has its primary root disk 
connected to the bus, but node B has its primary root disk connected to a 
different bus. (Numbers O to 3, 6 and 7 are SCSI addresses on the 
different buses.) 
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Root Disks on Different Shared Buses 
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node B's 
primary 
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Note that if both nodes had their primary root disks connected to the 
same bus, you would have an unsupported configuration . 

You can puta mirrar copy ofNode B's root disk on the same SCSI bus as 
Node A's primary root disk, because three failures would have to occur 
for both systems to boot at the same time, which is an acceptable risk. In 
such a scenario, Node B would have to lose its primary root disk and be 
rebooted, and N ode A would have to be rebooted at the same time N ode B 
is, for the IODC firmware to run into a problem. This configuration is 
shown in Figure 2-9 . 
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Primaries and Mirrors on Different Shared Buses 

nodeA's nade B 's 
primary mirrar 
root disk roat disk 
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Note that you cannot use a disk within a disk array a s a root disk if the 
array is on a shared bus . 
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Understanding MC/ServiceGuard Hardware Configurations 

Larger Clusters 

Larger Clusters 
You can create clusters of up to 8 nodes with MC/ServiceGuard. Clusters 
ofup to 8 nodes may be built by connecting individual SPUs via 
Ethernet; and you can configure up to 8 Enterprise Parallel Server (EPS) 
systems as an MC/ServiceGuard cluster using FDDI or Fibre Channel. 
EPS solutions are factory-packaged groups ofrack-mounted systems that 
use a high-speed interconnect for communication among the SPU's . 
When configured as a high availability cluster, the EPS can use the 
FDDI or Fibre Channellink for heartbeats as well . 

The possibility of configuring a cluster consisting of 8 nodes does not 
mean that ali 8 nodes can be connected to the same disks using the same 
I/0 bus. In the case of F/W SCSI, the practicallimit on the number of 
nodes that can be attached to the same bus is four, because ofbus loading 
and limits on cable length. However, 8 nodes could be set up as an 
administra tive unit, and sub-groupings of four could be set up on 
different SCSI buses which are attached to different mass storage 
devices . 

Active/Standby Model 
An eight node configuration in which one node acts as the standby for the 
other seven can easily be set up by equipping the backup node with seven 
shared buses allowing separate connections to each ofthe active nodes. 
This configuration is shown in Figure 2-10 . 
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Understanding MC/ServiceGuard Hardware Configurations 
Larger Clusters 

Eight-Node Active/Standby Cluster 

Point to Point Connections to Storage Devices 
Some storage devices allow point-to-point connection to a large number 
of host nodes without using a shared SCSI bus. An example is shown in 
Figure 2-11, a cluster consisting of eight nodes with a Fibre Channel 
interconnect. (Client connection is provided through Ethernet.) The 
nodes access shared data on an EMC Symmetrix disk array, which has 
16 I/0 ports. Each node is connected to the array using two separa te F/W 
SCSI channels configured with PV Links. Each channel is a dedicated 
bus; there is no daisy-chaining . 
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Larger Clusters 

Eight-Node Cluster with EMC Disk Array 

For additional information about supported cluster configurations, refer 
to the HP 9000 Servers Configuration Guide, available through your HP 
representative . 
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Understanding MC/ServiceGuard Software Components 

Understanding 
MC/ServiceGuard Software 
Components 

This chapter gives a broad overview ofhow the MC/ServiceGuard 
software components work. The following topics are presented: 

• MC/ServiceGuard Architecture 

• How the Cluster Manager Works 

• How the Package Manager Works 

• How the N etwork Manager Works 

• Responses to Failures 

If you are ready to start setting up MC/ServiceGuard clusters, skip 
ahead to the "Planning" chapter . 
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MC/ServiceGuard Architecture 

MC/ServiceGuard Architecture 
The following figure shows the main software components used by 
MC/ServiceGuard This chapter discusses these components in some 
detail. 

MC/ServiceGuard Software Components 
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How the Cluster Manager Works 
The cluster manager is used to initialize a cluster, to monitor the 
health ofthe cluster, to recognize node failure ifit should occur, and to 
regulate the re-formation ofthe cluster when a node joins or leaves the 
cluster. The cluster manager operates as a daemon process that runs on 
each node. During cluster startup and re-formation activities, one node is 
selected to act as the cluster coordinator. Although ali nodes perform 
some cluster management functions, the cluster coordinator is the 
central point for inter-node communication. 

Configuration of the Cluster 
The system administrator sets up cluster configuration parameters and 
does an initial cluster startup; thereafter, the cluster regulates itself 
without manual intervention in normal operation. Configuration 
parameters for the cluster include the cluster name and nodes, 
networking parameters for the cluster heartbeat, cluster lock disk 
information, and timing parameters (discussed in detail in the 
"Planning" chapter). Cluster parameters are entered using SAM or by 
editing an ASCII cluster configuration template file. The parameters you 
enter are used to build a binary configuration file which is propagated to 
ali nades in the cluster. This binary cluster configuration file must be the 
same on ali the nodes in the cluster . 

Manual Startup of Entire Cluster 
A manual startup forros a cluster out of ali the nades in the cluster 
configuration. Manual startup is normally done the first time you bring 
up the cluster, after cluster-wide maintenance or upgrade, or after 
reconfiguration . 

Before startup, the same binary cluster configuration file must exist on 
ali nodes in the cluster. The system administrator starts the cluster in 
SAM or with the cmruncl command issued from one node. The cmruncl 
command can only be used when the cluster is not running, that is, when 
nane of the nodes is running the cmcld daemon . 
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.. ' 

During startup, the cluster manager software checks to see if ali nodes 
specified in the startup command are valid members ofthe cluster, are 
up and running, are attempting to form a cluster, and can communicate 
with each other. Ifthey can, then the cluster manager forms the cluster . 

Heartbeat Messages 
Central to the operation o f the cluster manager is the sending and 
receiving ofheartbeat messages among the nodes in the cluster. Each 
node in the cluster sends a heartbeat message over over a stationary IP 
address on a monitored LAN or a serial (RS232) line to the cluster 
coordinator. (LAN monitoring is further discussed !ater in the section 
"Monitoring LAN Interfaces and Detecting Failure.") 

The cluster coordinator looks for this message from each node, and ifit is 
not received within the prescribed time, will re-form the cluster. At the 
end ofthe re-formation, if a new set ofnodes forma cluster, that 
information is passed to the package coordinator (described further 
below, under "How the Package Manager Works"). Packages which were 
running on nodes that are no longer in the new cluster are transferred to 
their adoptive nodes in the new configuration. Note that ifthere is a 
transitory loss ofheartbeat, the cluster may re-form with the same nodes 
as before. In such cases, packages do not halt or switch, though the 
application may experience a slight performance impact during the 
re-formation . 

If heartbeat and data are sent over the same LAN subnet, data 
congestion may cause MC/ServiceGuard to miss heartbeats during the 
period of the heartbeat timeout and initiate a cluster re-formation that 
would not be needed if the congestion had not occurred. To prevent this 
situation, it is recommended that you have a dedicated heartbeat as well 
as configuring heartbeat over the data network or running heartbeat 
over a serial (RS232) line. A dedicated LAN is not required, but you may 
wish to use one if analysis of your networks shows a potential for loss of 
heartbeats in the cluster . 

Multiple heartbeats are sent in parallel. It is recommended that you 
configure ali subnets that interconnect cluster nodes as heartbeat 
networks, since this increases protection against multiple faults at no 
additional cost . 
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Each node sends its heartbeat message at a rate specified by the cluster 
heartbeat interval. The cluster heartbeat interval is set in the cluster 
configuration file, which you create as a part af cluster configuratian, 
described fully in the chapter "Building an HA Cluster Configuration." 

Au tomatic Cluster Restart 
An automatic cluster restart occurs when ali nodes in a cluster have 
failed. This is usually the situation when there has been an extended 
power failure and ali SPUs went down. In or der for an automatic cluster 
restart to take place, ali nodes specified in the cluster configuration file 
must be up and running, must be trying to forma cluster, and must be 
able to communicate with one another. Automatic cluster restart will 
take place ifthe flag AUTOSTART_CMCLD is set to 1 in the 
/etc/rc.config.d/cmcluster file . 

Dynamic Cluster Re-formation 
A dynamic re-formation is a temporary change in cluster membership 
that takes place as nades jain ar leave a running cluster. Re-formation 
differs from reconfiguration, which is a permanent modification of the 
configuration files. Re-formation ofthe cluster occurs under the following 
conditions: 

• An SPU or network failure was detected on an active node . 

• An inactive node wants to join the cluster. The cluster manager 
daemon has been started on that node . 

• A node has been added to or deleted from the cluster configuration. 

• The system administrator halted a node. 

• A nade halts beca use of a package failure. 

• A node halts because of a service failure . 

• Heavy network traffic prohibited the heartbeat signal from being 
received by the cluster . 

• The heartbeat network failed , and another network is not configured 
to carry heartbeat . 

Typically, re-formation results in a cluster with a different composition . 
The new cluster may contain fewer or more nodes than in the previous 
incarnation ofthe cluster . 
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Cluster Quorum for Re-formation 
The algorithm for cluster re-farmation generally requires a cluster 
quorum of a strict majority (that is, more than 50%) ofthe nades 
previously running. However, exactly 50% afthe previously running 
nodes may re-farm as a new cluster provided there is a guarantee that 
the ather 50% af the previausly running nodes do not also re-form. In 
these cases, a tie-breaker is needed. For example, if there is a 
communication failure between the nodes in a two-node cluster, and each 
node is attempting to re-form the cluster, then MC/ServiceGuard only 
allows one node to forro the new cluster. This is ensured by using a 
cluster lock. 

Use ofthe Cluster Lock 
The cluster lack is a disk area located in a volume group that is shared 
by all nades in the cluster. The cluster lack volume group and physical 
volume names are identified in the cluster configuration file. The cluster 
lock is used as a tie-breaker only for situations in which a running 
cluster fails and, as MC/ServiceGuard attempts to forma new cluster, 
the cluster is split into two sub-clusters of equal size. Each sub-cluster 
will attempt to acquire the cluster lock. The sub-cluster which gets the 
cluster lock will form the new cluster, preventing the possibility of two 
sub-clusters running at the same time. Ifthe two sub-clusters are of 
unequal size, the sub-cluster with greater than 50% ofthe nodes will 
form the new cluster, and the cluster lack is not used . 

Ifyou have a two node cluster, yau are required to configure the cluster 
lock. If communicatians are lost between these two nodes, the node with 
the cluster lock will take over the cluster and the other node will shut 
down. Without a cluster lock, a failure of either node in the cluster will 
cause the other node, and therefore the cluster, to halt. Note also that if 
the cluster lock fails during an attempt to acquire it, the cluster will halt . 

You can choose between two cluster lock options- a single or dual 
cluster lock- based on the kind a f high availability canfiguratian yau 
are building. A single cluster lock is recommended where possible. With 
both single and duallocks, however, it is impartant that the cluster lack 
disk be available even if one node loses power; thus, the chaice of a lock 
configuration depends partly on the number o f power circuits available . 
Regardless ofyaur chaice, all nades in the cluster must have access to the 
cluster lack to maintain high availability . 
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How the Cluster Manager Works 

If you have a cluster with more than 4 nodes, a cluster lock is not 
allowed . 

Plan ahead for the future growth ofthe cluster. Ifthe cluster will grow to 
more than 4 nodes, you should either not configure a cluster lock or else 
plan on taking down the cluster while the fifth node is added so the 
cluster lock can be removed . 

Single Cluster Lock 
It is recommended that you use a single cluster lock. A single cluster lock 
should be configured on a power circuit separa te from that of any node in 
the cluster. For example, it is highly recommended to use three power 
circuits for a two-node cluster, with a single, separately powered disk for 
the cluster lock. For two-node clusters, this single lock disk may not 
share a power circuit with either node, and it must be an externai disk. 
For three or four node clusters, the disk should not share a power circuit 
with 50% or more of the nodes . 

Dual Cluster Lock 
Ifyou are using disks that are internally mounted in the same cabinet as 
the cluster nodes, then a single lock disk would be a single point of 
failure in this type of cluster, since the loss of power to the node that has 
the lock disk in its cabinet would also render the cluster lock 
unavailable. In this case only, a dual cluster lock, with two separately 
powered cluster disks, should be used to eliminate the lock disk as a 
single point offailure. For a dual cluster lock, the disks must not share 
either a power circuit ora node chassis with one another. In this case, if 
there is a power failure affecting one node and disk, the other node and 
disk remain available, so cluster re-formation can take place on the 
remaining node . 

No Cluster Lock 
Normally, you should not configure a cluster ofthree or fewer nodes 
without a cluster lock. In two-node clusters, a cluster lock is required. 
You may consider using no cluster lock with configurations ofthree or 
more nodes, although the decision should be affected by the fact that any 
cluster may require tie-breaking. For example, if one node in a 
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three-node cluster is removed for maintenance, the cluster reforms as a 
two-node cluster. If a tie-break.ing scenario later occurs dueto a node or 
communication failure, the entire cluster will become unavailable . 

In a cluster with four or more nodes, you do not need a cluster lock since 
the chance ofthe cluster being split into two halves of equal size is very 
small. Cluster locks are not allowed in clusters of more than four nodes. 
However, be sure to configure your cluster to prevent the failure of 
exactly half the nodes at one time. For example, make sure there is no 
potential single point offailure such as a single LAN between equal 
numbers of nodes, or that you don't have exactly half of the nodes on a 
single power circuit . 

Backing Up Cluster Lock Information 
After you configure the cluster and create the cluster lock volume group 
and physical volume, you should create a backup ofthe volume group 
configuration data on each lock volume group. Use the vgcfgbackup 
command for each lock volume group you have configured, and save the 
backup file in case the lock configuration must be restored to a new disk 
with the vgcfgrestore command following a disk failure . 

You must use the vgcfgbackup and vgcfgrestore commands to back up 
and restore the lock volume group configuration data regardless of 
whether you use SAM or HP-UX commands to create the lock volume 
group . 
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Understanding MC/ServiceGuard Software Components 

How the Package Manager Works 

How the Package Manager Works 
Each node in the cluster runs an instance ofthe package manager; the 
package manager residíng on the cluster coordinator is known as the 
package coordinator . 

The package coordinator does the following: 

• Decides when and where to run, halt or move packages. 

The package manager on all nodes does the following: 

• Executes the user-defined control script to run and halt packages and 
package services . 

• Reacts to changes in the status ofmonitored resources . 

Deciding When and Where to Run and Halt 
Packages 
Each package is separately configured by means of a package 
configuration file, which can be edited manually or through SAM. This 
file assigns a name to the package and identifies the nodes on which the 
package can run, in order ofpriority. It also indicates whether or not 
switching is enabled for the package, that is, whether the package should 
switch to another node or not in the case of a failure. There may be many 
applications in a package. Package configuration is described in detail in 
the chapter "Configuring Packages and their Services." 

Starting the Package and Running 
Application Services 
Mter a cluster has formed, the package manager on each node starts up 
packages on that node. Starting a package means running individual 
application services on the node where the package is running . 

To start a package, the package manager runs the package control 
script with the 'start' parameter. This script performs the following 
tasks: 

• uses Logical Volume Manager (L VM) commands to activate volume 
groups needed by the package . 

Chapter 3 



• • • • • • • • • • • • • • • • :c 
• • • • • • • • • • • :c 
• • • I 

• • • • t 
t 
~ 
~ 

~ 

• 

NOTE 

Understanding MC/ServiceGuard Software Components 
How the Package Manager Works 

• mounts filesystems from the activated volume groups to the local 
node . 

• uses cmmodnet to add the package's IP address to the current 
network interface running on a configured subnet. This allows clients 
to connect to the same address regardless of the node the service is 
running on . 

• uses the cmrunserv command to start up each application service 
configured in the package. This command also initiates monitoring of 
the service. 

• executes a set of customer-defined run commands to do additional 
processing, as required .. 

While the package is running, services are continuously monitored. If 
any part of a package fails, the package halt instructions are executed as 
part of a recovery process. Failure may result in simple loss ofthe 
service, a restart ofthe service, transfer ofthe package to an adoptive 
node, or transfer of ali packages to adoptive nodes, depending on the 
package configuration. In package transfers, MC/ServiceGuard sends a 
TCP/IP packet across the heartbeat subnet to the package's adoptive 
node telling it to start up the package . 

When applications run as services in an MC/ServiceGuard package, you 
do not start them directly; instead, the package manager runs packages 
on your behalf either when the cluster starts or when a package is 
enabled on a specific node. Similarly, you do not halt an individual 
application or service directly once it becomes part of a package. Instead 
you halt the package or the node. Refer the chapter on "Cluster and 
Package Maintenance" for a description ofhow to start and stop 
packages. 

The package configuration file and control script are described in detail 
in the chapter "Configuring Packages and their Services." 

Service Monitor 
The Service Monitor checks the PIDs of services started by the package 
control script. If it detects a PID failure, the package is halted. 
Depending upon the parameters set in the package configuration file, 
MC/ServiceGuard will attempt to restart the service on the primary 
node, or the package will fail over to a specified adoptive node . 
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U sing the Event Monitoring Service 
Basic package resources include cluster nodes, LAN interfaces, and 
services, which are the individual processes within an application. All of 
these are monitored by MC/ServiceGuard directly. In addition, you can 
use the Event Monitoring Service registry through which add-on 
monitors can be configured. This registry allows other software 
components to supply monitoring of their resources for 
MC/ServiceGuard. Monitors currently supplied with other software 
products include an OTS/9000 monitor and an ATM monitor. 

If a registered resource is configured in a package, the package manager 
calls the resource registrar to launch an externai monitor for the 
resource. The monitor then sends messages back to MC/ServiceGuard, 
which can fail the package to another node or take other action if the 
resource is considered unavailable . 

Using the EMS HA Monitors 
The EMS HA Monitors, available as a separate product (A5735AA), can 
be used to set up monitoring of disks and other resources as package 
dependencies. Examples ofresource attributes that can be monitored 
using EMS include the following: 

• Logical volume status 

• Physical volume status 

• System load 

• LANhealth 

Once a monitor is configured as a package dependency, the monitor will 
notifY the package manager if an event occurs showing that a resource is 
down. The package may then be failed over to an adoptive node . 

The EMS HA Monitors can also be used to report monitored events to a 
target application such as ClusterView for graphical display or for 
operator notification. Refer to the manual Using EMS HA Monitors (HP 
part number B5735-90001) for additional information . 
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Stopping the Package 
The package manager is notified when a command is issued to shut down 
a package. In this case, the package control script is run with the 'stop' 
parameter. For example, ifthe system administrator chooses "Halt 
Package" from the "Package Administration" menu in SAM, the package 
manager will stop the package. Similarly, when a command is issued to 
halt a cluster node, the package manager will shut down all the packages 
running on the node, executing each package control script with the 
'stop' parameter. When run with the 'stop' parameter, the control script: 

• uses cmhaltserv to halt each service . 

• unmounts filesystems that had been mounted by the package . 

• uses Logical Volume Manager (LVM) commands to deactivate volume 
groups used by the package . 

• uses cmmodnet to delete the package's IP address from the current 
network interface . 

The package is automatically stopped on the failure of a package 
component. For more details , refer to "Responses to Package and Service 
Failures," below . 
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How the Network Manager Works 
The purpose ofthe network manager isto detect and recover from 
network card and cable failures so that network services remain highly 
available to clients. In practice, this means assigning IP addresses for 
each package to the primary LAN interface card on the node where the 
package is running and monitoring the health of all interfaces, switching 
them when necessary . 

Stationary and Relocatable IP Addresses 
Each node (host system) should have an IP address for each active 
network interface. This address, known as a stationary IP address, is 
configured in the node's /etc/rc.config.d/netconf file . A stationary IP 
address is not transferrable to another node, but may be transferrable to 
a standby LAN interface card. The stationary IP address is not 
associated with packages. Stationary IP addresses are used to transmit 
heartbeat messages (described earlier in the section "How the Cluster 
Manager Works") and other data . 

In addition to the stationary IP address, you normally assign one or more 
unique IP addresses to each package. The package IP address is assigned 
to the primary LAN interface card by the cmmodnet command in the 
package control script when the package starts up. The IP addresses 
associated with a package are called relocatable IP addresses (also 
known as package IP addresses or floating IP addresses) because 
the addresses can actually move from one cluster node to another. You 
can use up to 200 relocatable IP addresses in a cluster spread over as 
many as 30 packages . 

A relocatable IP address is like a virtual host IP address that is assigned 
to a package. It is recommended that you configure names for each 
package through DNS (Domain N ame System). A program then can use 
the package's name like a host name as the input to gethostbyname(), 
which will return the package's relocatable IP address . 

Both stationary and relocatable IP addresses will switch to a standby 
LAN interface in the event of a LAN card failure . In addition, relocatable 
addresses (but not stationary addresses) can be taken over by an 
adoptive node if control of the package is transferred. This means that 
applications can access the package via its relocatable address without 
knowing which node the package currently resides on. 
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Adding and Deleting Relocatable IP 
Addresses 
When a package is started, a relocatable IP address can be added to a 
specified IP subnet. When the package is stopped, the relocatable IP 
address is deleted from the specified subnet. Adding and removing of 
relocatable IP addresses is handled through the cmmodnet command in 
the package control script, which is described in detail in the chapter 
"Configuring Packages and their Services." 

IP addresses are configured only on each primary network interface card; 
standby cards are not configured with an IP address. Multiple IP 
addresses on the same network card must belong to the same IP subnet . 

Load Sharing 
It is possible to have multiple services on a node associated with the 
same IP address. If one service is moved to a new system, then the other 
services using the IP address will also be migrated. Load sharing can be 
achieved by making each service its own package and giving it a unique 
IP address. This gives the administrator the ability to move selected 
services to less loaded systems . 

Monitoring LAN Interfaces and Detecting 
Failure 
At regular intervals, MC/ServiceGuard polls all the network interface 
cards specified in the cluster configuration file . Network failures are 
detected in the following manner. One interface in a bridged net is 
assigned to be the poller. The poller will poll the other primary and 
standby interfaces in the bridged net to see whether they are still 
healthy. Normally, the poller is a standby interface; ifthere are no 
standby interfaces in a bridged net, the primary interface is assigned the 
polling task . 

The polling interface sends LAN packet messages to all other interfaces 
on a bridged net and receives packets back from all other interfaces on 
the bridged net. If an interface cannot receive or send a message, and 
when the numerical count of packets sent and received on an interface 
does not increment for an amount of time, the interface is considered 
DOWN. 
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Adding and Deleting Relocatable IP 
Addresses 
When a package is started, a relocatable IP address can be added to a 
specified IP subnet. When the package is stopped, the relocatable IP 
address is deleted from the specified subnet. Adding and removing of 
relocatable IP addresses is handled through the cmmodnet command in 
the package control script, which is described in detail in the chapter 
"Configuring Packages and their Services." 

IP addresses are configured only on each primary network interface card; 
standby cards are not configured with an IP address. Multiple IP 
addresses on the same network card must belong to the same IP subnet . 

Load Sharing 
It is possible to have multiple services on a node associated with the 
same IP address. If one service is moved to a new system, then the other 
services using the IP address will also be migrated. Load sharing can be 
achieved by making each service its own package and giving it a unique 
IP address. This gives the administrator the ability to move selected 
services to less loaded systems . 

Monitoring LAN Interfaces and Detecting 
Failure 
At regular intervals, MC/ServiceGuard polls ali the network interface 
cards specified in the cluster configuration file. Network failures are 
detected in the following manner. One interface in a bridged net is 
assigned to be the poller. The poller will poll the other primary and 
standby interfaces in the bridged net to see whether they are still 
healthy. Normally, the poller is a standby interface; ifthere are no 
standby interfaces in a bridged net, the primary interface is assigned the 
polling task. 

The polling interface sends LAN packet messages to all other interfaces 
on a bridged net and receives packets back from all other interfaces on 
the bridged net. If an interface cannot receive or send a message, and 
when the numerical count of packets sent and received on an interface 
does not increment for an amount of time, the interface is considered 
DOWN . 
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Local Switching 
A local network switch involves the detection of a local network interface failure 
and a failover to the local backup LAN card. The backup LAN card must not have 
any lP addresses configured. In the case o f a local network switch, TCP/IP 
connections are not lost for Ethernet, but IEEE 802.3 connections will be lost . 
Ethernet, Token Ring and FDDI use the ARP protocol, and HP-UX sends out an 
unsolicited ARP to notifY remo te systems o f address mapping between MAC (link 
levei) addresses and lP levei addresses. IEEE 802.3 does not have the rearp 
function. 

During the transfer, IP packets will be lost, but TCP (Transmission 
Control Protocol) will retransmit the packets. In the case ofUDP (User 
Datagram Protocol), the packets will not be retransrnitted automatically 
by the protocol. However, since UDP is an unreliable service, UDP 
applications should be prepared to handle the case of lost network 
packets and recover appropriately. Note that a local switchover is 
supported only between two LANs ofthe same type. For example, a local 
switchover between Ethernet and FDDI interfaces is not supported . 

Figure 3-2 shows two nodes connected in one bridged net. LAN segments 
1 and 2 are connected by a hub . 

Cluster Before Local Network Switching 

node2 

lan O 
lan 1 

segment 1 
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Node 1 and Node 2 are communicating over LAN segment 2. LAN 
segment 1 is a standby . 

In Figure 3-3, we see what would happen if the LAN segment 2 network 
interface card to Node 2 were to fail. 

Cluster After Local Network Switching 

lan O 
fails 

nade 2 

segment 1 

As the standby interface takes over, IP addresses will be switched to the 
hardware path associated with the standby interface. The switch is 
transparent at the TCPIIP levei. Ali applications continue to run on their 
original nodes. During this time, IP traffic on Node 2 will be delayed as 
the transfer occurs. However, the TCP/IP connections will continue to be 
maintained and applications will continue to run. Control ofthe 
packages on N ode 2 is not affected . 

On Ethemet networks, MC/ServiceGuard supports local failover 
between network interfaces configured with "Ethemet protocol" or 
between network interfaces configured with "SNAP encapsulation within 
IEEE 802.3 protocol." You cannot use both protocols on the same 
interface, nor can you have a local failover between interfaces that are 
using different protocols. 
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Another example of local switching is shown in Figure 3-4. In this case a failure 
affecting segment 2 causes both nodes to switch to the LAN cards attached to 
segment 1 . 

Local Switching After Cable Failure 

node 1 node2 

lan 1 

segment 1 

Failure! l 

Local network switching will work with a cluster containing one or more 
nodes. You may wish to design a single-node cluster in order to take 
advantages ofthis local network switching feature in situations where 
you need only one node and do not wish to set up a more complex cluster. 

Remote Switching 
A remote switch involves moving packages and their associated IP 
addresses to a new system. The new system must already have the same 
subnetwork configured and working properly, otherwise the packages 
will not be started. With remote switching, TCP connections are lost . 
TCP applications must reconnect to regain connectivity; this is not 
handled automatically. Note that ifthe package is dependent on multiple 
subnetworks, all subnetworks must be available on the target node 
before the package will be started . 

The switching of relocatable IP addresses is shown in Figure 3-5 and 
Figure 3-6. Figure 3-5 shows a two node cluster in its original state with 
Package 1 running on Node 1 and Package 2 running on Node 2. Users 
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Figure 3-5 
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connect to node with the IP address of the package they wish to use. 
Each node has a stationary IP address associated with it, and each 
package has an IP address associated with it . 

Before Package Switching 

LAN 
Interfaces 

Connection 
by Client 1 to 
127.15.12.147 

node2 

Package 2 

LAN 
Interfaces 

Connection 
by Client 2 to 
127.15.12.149 

Package 
IP address 
127.15.12.149 

Figure 3-6 shows the condition where Node 1 has failed and Package 1 
has been transferred to Node 2. Package 1's IP address was transferred 
to Node 2 along with the package. Package 1 continues to be available 
and is now running on Node 2. Also note that Node 2 can now access both 
Package A's disk and Package B's disk. 
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After Package Switching 

node 1 node 2 , ......................... ..... , I :::::t:::::: :::::~ft=t:= ••--~ 

Client 1 

LAN 
Interfaces ' 

Connection 
by Client 1 to 
127.15.12.147 

ARP Messages after Switching 

When a floating IP address is moved to a new interface, either locally or 
remotely, an ARP message is broadcast to indicate the new mapping 
between IP address and link layer address. An ARP message is sent for 
each IP address that has been moved. Ali systems receiving the 
broadcast should update the associated ARP cache entry to reflect the 
change. 

Currently, the ARP messages are sent at the time the IP address is 
added to the new system. An ARP message is sent in the form of an ARP 
request. The sender and receiver protocol address fields ofthe ARP 
request message are both set to the same floating IP address. This 
ensures that nodes receiving the message will not send replies . 
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Responses to Failures 
MC/ServiceGuard responds to different kinds offailures in specific ways . 
For most hardware failures, the response is not user-configurable, but for 
package and service failures, you can choose the system's response, 
within limits . 

Transfer of Control (TOC) When a N ode Fails 
The most dramatic response to a failure in an MC/ServiceGuard cluster 
is an HP-UX TOC (Transfer ofControl), which is an immediate halt of 
the SPU without a graceful shutdown. This TOC is done to protect the 
integrity of your data . 

A TOC is done ifthere is a kernel hang, a kernel spin, a runaway 
real-time process, or if the MC/ServiceGuard daemon, cmcld, fails . 
During this event, a system dump is performed and the following 
message is sent to the console: 

MC/ServiceGuard: Unable to maintain contact with cmcld daemon. 
Performing TOC to ensure data integrity . 

A TOC is also initiated by MC/ServiceGuard itself under specific 
circumstances. If the service failfast parameter is enabled in the package 
configuration file, the entire node will fail with a TOC whenever there is 
a failure ofthat specific service. Ifthe package failfast parameter is 
enabled in the package configuration file, the entire node will fail with a 
TOC whenever there is a failure causing the package control script to 
exit. In addition, a node-level failure may also be caused by events 
independent of a package and its services. Loss ofthe heartbeat or loss of 
the MC/ServiceGuard or other criticai daemons will cause a node to fail 
even when its packages and their services are functioning . 

Responses to Hardware Failures 
If a serious system problem occurs, such as a panic or physical disruption 
of the SPU's circuits, MC/ServiceGuard recognizes a node failure and 
transfers the packages currently running on that node to an adoptive 
node elsewhere in the cluster. The new location for each package is 
determined by that package's configuration file, which lists primary and 
alterna te nodes for the package. Transfer of a package to another node 
does not transfer the program counter. Processes in a transferred 
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package will restart from the beginning. In order for an application to be 
expeditiously restarted after a failure, it must be "crash-tolerant"; that 
is, ali processes in the package must be written so that they can detect 
such a restart. This is the same application design required for restart 
after a normal system crash . 

In the event of a LAN interface failure, a local switch is done to a standby 
LAN interface if one exists. If a heartbeat LAN interface fails and no 
standby is configured, the node fails with a TOC. If a data LAN interface 
fails without a standby, the node fails with a TOC only if Package 
Failfast (described further in the "Planning" chapter under "Package 
Configuration Planning") is enabled for the package . 

Disk protection is provided by the separate product MirrorDisk!UX. In 
addition, separately available EMS disk monitors allow you to notify 
operations personnel when a failure takes place. Refer to the manual 
Using the Euent Monitoring Seruice (HP part number B5735-90001) for 
additional information . 

MC/ServiceGuard does not respond directly to power failures , although a 
loss of power to an individual cluster component may appear to 
MC/ServiceGuard like the failure ofthat component, and will result in 
the appropriate switching behavior . 

Power protection is provided by PowerTrust, HP's uninterruptible power 
supply . 

Responses to Package and Service Failures 
In the default case, the failure ofthe package or of a service within a 
package causes the package to shut down by running the control script 
with the 'stop' parameter, and then restarting the package on an 
alterna te node. If the package manager receives a report of an EMS 
monitor event showing that a resource is down, the package fails . 

If you wish, you can modify this default behavior by specifying that the 
node should crash (TOC) before the transfer takes place. In cases where 
package shutdown may take a long time but the package is 
crash-tolerant and can recover quickly on restart, this option can make 
the package and its associated applications available to users more 
quickly. Remember, however, that when the node crashes, all packages 
on the node are halted abruptly . 
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The settings of package and service failfast parameters during package 
configuration will detennine the exact behavior of the package and the 
node in the event of failure. The section on "Package Con:figuration 
Parameters" in the "Planning" chapter contains details on how to choose 
an appropriate failover behavior . 

Service Restarts 
You can allow a service to restart locally following a failure. To do this, 
you indica te a number of restarts for each service in the package control 
script. When a service starts, the variable RESTART_COUNT is set in 
the service's environment. The service, as it executes, can examine this 
variable to see whether it has been restarted after a failure, and if so, it 
can take appropriate action such as cleanup . 

Network Communication Failure 
An important element in the cluster is the health of the network itself . 
As it continuously monitors the cluster, each node listens for heartbeat 
messages from the other nodes confinning that all nodes are able to 
communicate with each other. If a node does not hear these messages 
within the configured amount oftime, a node timeout occurs, resulting in 
a TOC. In a two-node cluster, the use of an RS-232line prevents a TOC 
from the momentary loss of heartbeat on the LAN due to network 
saturation. The RS232 line also assists in quickly detecting network 
failures when they occur . 

64 



• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 

4 

c 

c 

NOTE 

(~<r;~~ .. -, .. .. , \ 

~~"- \ ' 
. \.!) J .r l 

-~-,· ri- . :?. I " · · ~ ·>....J 
r ·, ~,: ,. tlo. 
. t.. -

Planning and Documenting an HA Cluster 

Planning and Documenting an 
HACluster 

Building an MC/ServiceGuard cluster begins with a planning phase in 
which you gather and record information about all the hardware and 
software components ofthe configuration. Planning begins with a simple 
list of hardware and network components. As the installation and 
configuration continue, the list is extended and refined. After hardware 
installation, you can use the SAM high availability options or a variety of 
HP-UX commands to obtain information about your configuration; this 
information is entered on the worksheets provided in this chapter. 
During the creation ofthe cluster, the planning worksheets provide the 
values that are input with SAM or edited into the configuration files and 
control scripts . 

This chapter assists you in the following planning areas: 

• General Planning 

• Hardware Planning 

• Power Supply Planning 

• Volume Group and Physical Volume Planning 

• Cluster Configuration Planning 

• Package Configuration Planning 

The description of each planning step in this chapter is accompanied by a 
worksheet on which you can optionally record the parameters and other 
data relevant for successful setup and maintenance. As you go through 
each step, record all the important details ofthe configuration soas to 
document your production system. During the actual configuration ofthe 
cluster, refer to the information from these worksheets. A complete set of 
blank worksheets is in Appendix G . 

Planning and installation overlap considerably, so you may not be able to 
complete the worksheets entirely before you proceed to the actual 
configuration. In cases where the worksheet is incomplete, fill in the 
missing elements to document the system as you proceed with the 
configuration . 
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Subsequent chapters describe configuration and maintenance tasks in 
detail. 
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General Planning 

Planning and Documenting an HA Cluster 
General Planning 

A clear understanding ofyour high availability objectives will quickly 
help you to define your hardware requirements and design your system . 
Use the foliowing questions as a guide for general planning: 

1. What applications must continue to be available in the event of a 
failure? 

2. What system resources (processing power, networking, SPU memory, 
disk space) are needed to support these applications? 

3. How will these resources be distributed among the nades in the 
cluster during normal operation? 

4. How will these resources be distributed among the nades of the 
cluster in ali possible combinations offailures, especialiy node 
failures? 

5. How will resources be distributed during routine maintenance ofthe 
cluster? 

6. What are the networking requirements? Are ali networks and 
subnets available? 

7. Have you eliminated ali single points offailure? For example: 

• network points of failure . 

• disk points of failure. 

• electrical points offailure. 

• application points of failure . 

Planning for Expansion 
When you first set up the cluster, you indicate a set ofnodes and define a 
group o f packages for the initial configuration. At a la ter time, you may 
wish to add additional nodes and packages, or you may wish to use 
additional disk hardware for shared data storage. Ifyou intend to 
expand your cluster without the need to bring it down, careful planning 
ofthe initial configuration is required. Use the foliowing guidelines: 
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Planning and Documenting an HA Cluster 

General Planning 

• Set the Maximum Configured Packages parameter (described later in 
this chapter in the "Cluster Configuration Planning" section) high 
enough to accomodate the additional packages you plan to add. Keep 
in mind that adding package capacity uses memory resources (600K 
per package) . 

• Plan SCSI bus cabling to allow the addition ofmore disk hardware for 
shared data storage if needed. Y ou should attach inline SCSI 
terminator cables to SCSI ports that you intend to use for additional 
devices. This allows you to add them while the bus is still active . 

• Remember the rules for cluster locks when considering expansion. A 
cluster oftwo nodes must have a cluster lock, while a cluster offive or 
more nodes may not have a cluster lock. This means that ifyou intend 
to expand to a size greater than four nodes while the cluster is 
running, you should begin with at least three nodes and not configure 
a cluster lock . 

• Networks should be pre-configured into the cluster configuration if 
they will be needed for packages you will add later while the cluster is 
running . 

• Resources monitored by EMS should be pre-configured into the 
cluster configuration ifthey will be needed for packages you will add 
later while the cluster is running. Once a resource dependency is 
configured for any package in the cluster, it will always be available 
for later packages to use. However, you cannot add a 
never-before-configured resource to a package while the cluster is 
running . 

Refer to the chapter on "Cluster and Package Maintenance" for more 
information about changing the cluster configuration dynamically, that 
is , while the cluster is running . 
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Hardware Planning 

Hardware Planning 
Hardware planning requires examining the physical hardware itself . 
One useful procedure is to sketch the hardware configuration in a 
diagram that shows adapter cards and buses, cabling, disks and 
peripherals . A sample diagram for a two-node cluster is shown in Figure 
4-1. 

Sample Cluster Configuration 
HP9000/170 HP9000/E45 

ftsys9 ~ 

alot slot alot alot 

10 12 

o o ó ô 

Volume Group 01 
cl t2d0 

Volume Group 02 
Cl t3d0 

ftayaG ftsyd--

Power 
Clrcul t B 

Pow•r 
Cl rcut t C 

Create a similar sketch for your own cluster, and record the information 
on the Hardware Worksheet. Indicate which device adapters occupy 
which slots, and determine the bus address for each adapter. Update the 
details as you do the cluster configuration (described in Chapter 3). Use 
one form for each SPU. The form has three parts: 

• SPU Information 

• Network Information 

• Disk VO Information 

Chapter 4 
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Hardware Planning 

SPU Information 
All HP 9000 Series 800 HP-PA SPUs are supported by MC/ServiceGuard 
and different models can be mixed in the same cluster. This includes 
both uniprocessor and multiprocessar computers. HP 9000 Series 700 
SPUs are not supported by MC/ServiceGuard . 

SPU information includes the basic characteristics ofthe 8800 systems 
you are using in the cluster. On the worksheet, include the following 
items: 

8800 Series 
Number Enter the series number, e.g., T600 . 

HostName Enter the name to be used on the system as the host 
name . 

Memory 
Capacity Enter the memory in MB . 

Number o f I I O 
slots Indica te the number of slots . 

NFS diskless clusters and NetLS servers are not supported . 

Network Information 
MC/ServiceGuard monitors LAN interfaces as well as seriallines 
(RS232) configured to carry cluster heartbeat only. 

LAN Information 
While a minimum of one LAN interface per subnet is required, at least 
two LAN interfaces, one primary and one or more standby, are needed to 
elimina te single points of network failure . 

It is recommended that you configure heartbeats on ali subnets, 
including those to be used for client data. On the worksheet, enter the 
following for each LAN interface: 

SubnetName 

70 

Enter the IP address mask for the subnet. Note that 
heartbeat IP addresses must be on the same subnet on 
each node . 
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Interface Name Enter the name ofthe LAN card as used by this node to 
access the subnet_ This name is shown by lanscan after 
you install the card_ 

IP Address Enter this node's host IP address intended to be used 
on this interface_ The IP address is a string of digits 
separated with periods in the form 'nnn.nnn.nnn.nnn'. 
If the interface is a standby and does not have an IP 
address, enter 'Standby.' 

KindofLAN 
Traffic Identizy the purpose of the subnet. V alid types include 

the following: 

• Heartbeat 

• Client Tra:ffic 

• Standby 

Label the list to show the subnets that belong to a bridged net . 

Information from this section of the worksheet is used in creating the 
subnet groupings and identifying the IP addresses in the configuration 
steps for the cluster manager and package manager . 

RS232 Information 
Ifyou planto configure a serialline (RS232) to carry heartbeat, you need 
to determine the serial device file that corresponds with the serial port 
on each node . 

1. Ifyou are using a MUX panel, make a note ofthe system slot number 
that corresponds to the MUX and also note the port number that 
appears next to the selected port on the panel. 

2. On each node, use ioscan -fnC tty to display hardware addresses and 
device file names. For example: 

# ioscan -fnC tty 

This lists all the device files associated with each RS232 device on a 
specific node. 

3. Once you have identified the device files, verifY your connection as 
follows . Assume that node 1 uses /dev/ttyOpO, and node 2 uses 
/dev/tty0p6 . 

• From a terminal on node 1, issue the following command: 

Chapter 4 
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Hardware Planning 

# cat < /dev/ttyOpO 

• From a terminal on node 2, issue the following command: 

# cat /etc/passwd > /dev/tty0p6 

The contents of the password file should be displayed on the 
terminal on node 1. 

4. On the worksheet, enter the following: 

NodeName 

RS232 Device 
File 

N ame of the node 

Enter the device file name corresponding to a serial 
interface on each node. This parameter is known as 
SERIAL_DEVICE_FILE in the ASCII configuration file . 

Setting SCSI Addresses for the Largest 
Expected Cluster Size 
SCSI standards define priority according to SCSI address. To prevent 
controller starvation on the SPU, the SCSI interface cards must be 
configured at the highest priorities. Therefore, when configuring a highly 
available cluster, you should give nades the highest priority SCSI 
addresses, and give disks addresses oflesser priority . 

For Fast/Wíde SCSI, hígh priority starts at seven, goes down to zero, and 
then goes from 15 to eight. Therefore, seven ís the highest priority and 
eíght ís the lowest priority. For example, íf there will be a maxímum of 
four nodes in the cluster, and ali four systems wíll share a string of disks , 
then the SCSI address must be uníquely set on the interface cards in all 
four systems, and must be hígh priority addresses. So the addressing for 
the systems and disks would be as follows: 

Fast/Wide SCSI Addressing in Cluster Configuration 

System or Disk 
Host Interface 
SCSI Address 

Primary System A 7 

Primary System B 6 

Primary System C 5 

72 



• • • • • • • • • • • • • • • • • •c • • • • • • • • • • • • :c 
• • • • • • • • • • • • • • 

System or Disk Host Interface 
SCSI Address 

Primary System D 4 

Disk #1 3 

Disk #2 2 

Disk #3 1 

Disk #4 o 
Disk #5 15 

Disk #6 14 

Others 13-8 

Disk 110 Information 
This part ofthe worksheet lets you indicate where disk device adapters 
are installed. Enter the following items on the worksheet for each disk 
connected to each disk device adapter on the node: 

Bus Type 

Slot Number 

Address 

Indicate the type ofbus. Supported busses are 
single-ended SCSI, F/W SCSI and FL (fiber link) . 

Indicate the slot number in which the card is inserted. 
For both F/W SCSI and FL disks, use the even number 
printed at the bottom ofthe slot. (Not relevant for D 
and K systems. ) 

Enter the bus hardware path number, which will be 
seen on the system la ter when you use ioscan to display 
hardware. The address is given by the formula 4*(slot 
number). E.g., for slot number 4, the hardware path 
number is 16. (Not relevant for D and K systems.) 

Disk Device File Enter the disk device file name. To display the name 
use the ioscan -fnC disk command, 
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Hardware Planning 

Infonnation from this section ofthe worksheet is used in creating the 
mirrored disk configuration using Logical Volume Manager. In addition, 
it is useful to gather as much information as possible about your disk 
configuration. You can obtain information about available disks by using 
the following commands: 

• diskinfo 

• ioscan -fnC disk 

• lssf /dev/dsk/c* 

• bdf 

• mount 

• swapinfo 

• vgdisplay -v 

• lvdisplay -v 

• lssf /dev/*dsk/*dO 

These are standard HP-UX commands. See their man pages for 
information of specific usage . 

The commands should be issued from all nades after installing the 
hardware and rebooting the system. The information will be useful when 
doing L VM and cluster configuration. The output from the lssf command 
can be marked to indicate which physical volume group a disk is 
assigned to . 
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Hardware Planning 

Hardware Configuration Worksheet 
The following worksheet will help you organize and record your specific 
cluster hardware configuration. Make as many copies as you need. 
Complete the worksheet and keep it for future reference . 

SPU Information: 

5800 Host Name __ ftsys9 ____ _ 5800 Series No 892 _____ _ 

Memory Capacity __ 128 MB ___ _ Number of I/0 Slots 12 

LAN Information: 

Name of Name of Nade IP Traffic 

Subnet - Blue - Interface lanO_ Addr_35.12.16.10 Type _ _ HB __ 

Name of Name o f Nade I P Traffic 

Subnet - Blue - Interface lan2_ Addr _____ _ _ Type _standby_ 

Name of Name of Nade IP Traffic 
Subnet - Red - - Interface lanl_ Addr_35.12.15.12 Type _HB, clien 

Serial (RS232) Heartbeat Interface Information: 

Nade Name __ nodel _ ____ RS232 Device File _ / dev/ttyOpO_ 

Nade Name __ node2 _ ____ RS232 Device File /dev/ttyOpO_ 

X.25 Information 

OTS subnet - -------- OTS subnet 

Disk I/0 Information for Shared Disks: 

Bus Type SCSI Slot Number _4_ Address - 16 - Disk Device File /dev/dsk/c0t1d0 

Bus Type SCSI - Slot Number 6 Address 24 Disk Device File /dev/dsk/cOt2dO 

Bus Type ___ Slot Number Address Disk Dev i c e File 

Bus Type ___ Slot Number Address Disk Devi c e File 

Attach a printout of the output from ioscan -fnC disk command 

after installing disk hardware and rebooting the system. Mark this 

printout to indicate which physical volume group each disk belongs to . 
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Power Supply Planning 
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There are two sources of power for your cluster which you will h ave to 
consider in your design: line power and uninterruptible power sources 
(UPS). Loss ofa power circuit should not bring down the cluster. No 
more than half of the nodes should be on a single power source. If a 
power source supplies exactly half of the nodes, it must not also supply 
the cluster lock disk or the cluster will not be able to refonn after a 
failure. See the section on cluster locks in "Cluster Configuration 
Planning" for more information. 

To provide a high degree of availability in the event of power failure , use 
a separate UPS at least for each node's SPU and for the cluster lock disk, 
and ensure that disks which will be configured as members of separa te 
physical volume groups are connected to different power supplies. This 
last rule enables disk mirroring to take place between physical disks that 
are connected to different power supplies as well as being on different I/0 
busses . 

To prevent confusion, it is suggested that you label each hardware unit 
and power supply unit clearly with a different unit number. lndicate on 
the Power Supply Worksheet the specific hardware units you are using 
and the power supply to which they will be connected. Enter the 
following label information on the worksheet: 

8800 Host Name Enter the host name for each SPU. 

Disk Unit Enter the disk drive unit number for each disk. 

Tape Unit Enter the tape unit number for each backup device . 

Other Unit Enter the number of any other unit . 

Power Supply Enter the power supply unit number of the UPS to 
which the host or other device is connected . 

Be sure to follow UPS and cabinet power limits as well as SPU power 
limits . 

Battery backup functionality on the Series 890 system is not supported 
by MC/ServiceGuard . 
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Power Supply Planning 

Power Supply Configuration Worksheet 
The following worksheet will help you organize and record your specific 
power supply configuration. Make as many copies as you need. Fill out 
the worksheet and keep it for future reference . 

SPU Power: 

SSOO Host Name __ ftsys9 ___ _ Power Supply __ 1 ____ _ _ 

5800 Hosc Name _ _ ftsyslO ___ _ Power Supply __ 2 ____ _ _ 

Disk Power: 

Disk Unit Power Supply __ 3 

Disk Unit 2 Power Supply __ 4 

Disk Unit Power Supply 

Disk Unit Power Supply 

Disk Unit Power Supply 

Disk Unit Power Supply 

Tape Backup Power: 

Tape Unit - - -------- Power Supply ---- - - ---

Tape Un it ---------- Power Supply ---------

Other Power: 

Unit Name ---------- Power Supply ---------

Unit Name - --------- Power Supply ---------

Chapter 4 
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Volume Group and Physical Volume Planning 

Volume Group and Physical Volume 
Planning 
When designing your disk layout using L VM, you should consider the 
following: 

• The root disk should belong to its own volume group . 

• The volume groups that contain high availability applications, 
services, or data must be on a bus or busses available to the primary 
node and ali adoptive nodes . 

• High availability applications, services, and data should be placed in 
a separate volume groups from non-high availability applications, 
services, and data . 

• You must group high availability applications, services, and data, 
whose control needs to be transferred together, onto a single volume 
group ora series ofvolume groups . 

• You must not group two different high availability applications, 
services, or data, whose control needs to be transferred 
independently, onto the same volume group . 

• Your root disk must not belong to a volume group that can be 
activated on another node . 

Ifyou planto use the EMS HA Disk Monitor, refer to the section on 
"Rules for Using EMS Disk Monitor with MC/ServiceGuard" in the 
manual Using EMS HA Monitors . 

Volume Group and Physical Volume 
Worksheet 
The following worksheet will help you organize and record your specific 
physical disk configuration. Make as many copies as you need. Fill out 
the worksheet and keep it for future reference. Ifyou are using disk 
arrays, use the worksheet in the next section, ''Volume Group and PV 
Links Worksheet." 
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Volume Group and Physical Volume Planning 

It is recommended that you use volume group names other than the 
default volume group names (vgOl, vg02, etc.). Choosing volume group 
names that represent the high availability applications that they are 
associated with (for example, /dev/vgdatabase will simplify cluster 
administration . 

This worksheet only includes volume groups and physical volumes. The 
Package Configuration worksheet (presented later in this chapter) 
contains more space for recording information about the logical volumes 
and filesystems that are part of each volume group . 
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Volume Group and Physical Volume Planning 

Volume Group and PV Links Worksheet 
The following worksheet will help you organize and record your specific 
physical disk configuration if you are using PV (alterna te) links with 
disk arrays. Make as many copies as you need. Fill out the worksheet 
and keep it for future reference . 

Volume Group Name: ____ /dev/vgOl _____________ _ 

Name of First Physical Volume Group: busO ___________ _ 

Physical Volume Name: /dev/dsk/clt2d0 __________ _ 

Physical Volume Name: / dev/dsk/c2t2d0 ___ _______ _ 

Physical Volume Name: /dev/dsk/c3t2dO. _ _ _ _______ _ 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Name of Second Physical Volume Group: ___ busl. ___________ _ 

Physical Volume Name: _ _____ /dev/dsk/c4t2d0. _________ _ 

Physical Volume Name: ______ /dev/dsk/c5t2d0 ____ _____ _ 

Physical Volume Name: _ _____ /dev/dsk/c6t2d0 _________ _ 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Vol ume Name: 

Physical Volume Name: 
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Cluster Configuration Planning 
A cluster should be designed to provide the quickest possible recovery 
from failures . The actual time required to recover from a failure depends 
on several factors: 

• The length of the cluster heartbeat interval and node timeout. They 
should each be setas short as practical, but not shorter than 1000000 
(one second) and 2000000 (two seconds), respectively . 

• The design of the run and halt instructions in the package control 
script. They should be written for fast execution . 

• The availability of raw disk access. Applications that use raw disk 
access should be designed with crash recovery services . 

• The application and database recovery time. They should be designed 
for the shortest recovery time . 

In addition, you must provide consistency across the cluster so that: 

• User names are the same on all nodes . 

• UIDs are the same on all nodes . 

• GIDs are the same on ali nodes . 

• Applications in the system area are the same on all nodes . 

• System time is consistent across the cluster . 

• Files that could be used by more that one node, such as /usr files, 
must be the same on all nodes. 

Choosing the Cluster Lock Volume Group 
A specific disk is identified in the cluster configuration file as holding the 
cluster lock. This disk must be accessible from ali nodes in the cluster . 
The purpose ofthe cluster lock isto ensure that only one new cluster is 
formed in the event that exactly half of the previously clustered nodes 
try to forma new cluster. It is criticai that only one new cluster is formed 
and that it alone has access to the disks specified in its packages . 
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Cluster Lock and Re-formation Time 
The acquisition ofthe cluster lock takes different amounts oftime 
depending on the disk I/0 interface that is used. After all the disk 
hardware is configured, use the cmquerycl command specifying all the 
nodes in the cluster to display a list of available disks and the 
re-formation time associated with each. Example: 

# cmquerycl -v -n ftsys9 -n ftsyslO 

Alternatively, you can use SAM to display a list of cluster lock physical 
volumes, including the re-formation time. 

The following list shows disk interface types in descending order of 
cluster lock disk acquisition/re-formation time: 

• Any combination ofHP-HSC and HP-PB disks on F/W SCSI 

• Fiber Link disks 

• HP-PB disks on single-ended SCSI 

By default, MC/ServiceGuard selects the disk with the fastest 
re-formation time. But you may need to choose a different disk beca use of 
power considerations. Remember that the cluster lock disk should be 
separately powered, if possible . 

Heartbeat Subnet and Re-formation Time 
The speed of cluster re-formation is partially dependent on the type of 
hearbeat network that is used. Ethernet results in a slower failover time 
than the other types. If two or more heartbeat subnets are used, the one 
with the fastest failover time is used. 

Planning for Expansion 
You can add additional cluster nodes after the cluster is up and running, 
but doing so without bringing down the cluster requires you to follow 
some rules. Recall that a cluster with more than 4 nodes may not have a 
cluster lock. Thus, ifyou planto add enough nodes to bring the total to 
more than 4, you must start with 3 nodes, since a two-node cluster 
requires a cluster lock. Also, new nodes added to the cluster must be on 
the same subnet as the other cluster nodes . 
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Cluster Manager Parameters 
For the operation ofthe cluster manager, you need to define a set of 
cluster parameters. These are stored in the binary cluster configuration 
file , which is located on ali nodes in the cluster. These parameters can be 
entered by using SAM or by editing the cluster configuration template 
file created by issuing the cmquerycl command, as described in the 
chapter "Building an HA Cluster Configuration." The parameter names 
given below are the names that appear in SAM. The names coded in the 
ASCII cluster configuration file appear at the end of each entry. 

The following parameters must be identified: 

Cluster Name The name of the cluster as it will appear in the output 
of cmviewcl and other commands, and as it appears in 
the cluster configuration file . 

In the ASCII cluster configuration file, this parameter 
is CLUSTER NAME . 

The cluster name must not contain any ofthe following 
illegal characters: 'f, '\ ', and '*'. Ali other characters 
are legal. 

Cluster Nodes The hostname of each system that will be a node in the 
cluster . 

Cluster Aware 
Volume Group 

Heartbeat 
Subnet 

Chapter 4 

In the ASCII cluster configuration file, this parameter 
is NODE NAME. 

The name of a volume group whose disks are attached 
to at least two nodes in the cluster. Such disks are 
considered cluster aware . 

In the ASCII cluster configuration file, this parameter 
is VOLUME GROUP. 

IP notation in SAM indicating the subnet that will 
carry the cluster heartbeat. Note that heartbeat IP 
addresses must be on the same subnet on each node . 

In the ASCII cluster configuration file, this parameter 
is HEARTBEAT IP . 
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RS232 
Heartbeat 
N etwork 

Monitored 
Non-Heartbeat 
Subnet 

Lock Volume 
Group 

Physical 
Volumes 

84 

The name of the device file that corresponds to serial 
(RS232) port that you have chosen on each node . 
SpecifY this parameter when you are using RS232 as a 
heartbeat line . 

In the ASCII cluster configuration file, this parameter 
is SERIAL DEVICE FILE . 

The IP address of each monitored subnet that does not 
carry the cluster heartbeat. You can identifY any 
number of subnets to be monitored. lfyou want to 
separate application data from heartbeat messages, 
define a monitored non-heartbeat subnet here . 

In the ASCII cluster configuration file , this parameter 
is STATIONARY IP . 

The volume group containing the physical disk volume 
on which a cluster lock is written. ldentifYing a cluster 
lock volume group is essential in a two-node cluster. If 
you are creating two cluster locks, enter the volume 
group name or names for both locks . 

In the ASCII cluster configuration file, this parameter 
is FIRST CLUSTER LOCK VG for the first lock volume - -
group. lf there is a second lock volume group, the 
parameter SECOND_CLUSTER_LOCK_VG is included in 
the file on a separate line . 

The name of the physical volume within the Lock 
Volume Group that will have the cluster lock written 
on it. Enter the physical volume name as it appears on 
both nodes in the cluster (the same physical volume 
may have a different name on each node). Ifyou are 
creating two cluster locks, enter the physical volume 
names for both locks . 

In the ASCII cluster configuration file, this parameter 
is FIRST CLUSTER LOCK PV for the first physicallock 
volume ~d SECOND-=._ CLUSTER _ LOCK _ PV for the second 

No 1 3 3 6 
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Disk Unit 

Power Supply 

Heartbeat 
lnterval 

Node Timeout 

Maximum 
Configured 
Packages 
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physicallock volume. Ifthere is a second physicallock 
volume, the parameter SECOND CLUSTER LOCK PV is 
included in the file on a separa~ line. - -

This information is for a label to be attached to each 
disk drive. Enter the number of the disk drive unit on 
which the physical volume is located . 

This information is for a label to be attached to each 
UPS. Enter the number ofthe power supply to which 
the physical volume is connected. 

The normal interval between the transmission of 
heartbeat messages from one node to the other in the 
cluster. Enter a number of seconds. Default: 1 second . 
The interval should not be set smaller than this . 

In the ASCII cluster configuration file, this parameter 
is HEARTBEAT _ INTERVAL, and its value is entered in 
microseconds . 

The time after which a node may decide that the other 
node has become unavailable and initiate 
reconfiguration. Enter a number of seconds. Default: 2 
seconds. Minimum is 2 * (Heartbeat Interval) . 

In the ASCII cluster configuration file, this parameter 
is NODE _ TIMEOUT, and its v alue is entered in 
microseconds . 

This parameter sets the maximum number of 
packages that can be configured in the cluster. The 
default is O, which means that you must set this 
parameter if you want to use packages. The greatest 
possible value is 30 . 

Set this parameter to a value that is high enough to 
accomodate a reasonable amount of future package 
additions without the need to bring down the cluster to 
reset the parameter. However, be sure not to set the 
parameter so high that memory is wasted. Each 
configured package requires about 600 K of lockable 
memory . 

~
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Network Polling 
Interval 

In the ASCII cluster configuration file, this parameter 
is known as MAX CONFIGURED PACKAGES . 

The frequency at which the networks configured for 
MC/ServiceGuard are checked. The current default is 2 
seconds. Thus every 2 seconds, the cluster manager 
polls each network interface to make sure it can still 
send and receive information. Changing this value can 
affect how quickly a network failure is detected. 

In the ASCII cluster configuration file, this parameter 
is NETWORK_POLLING_INTERVAL, and its value is 
entered in microseconds . 

Autostart Delay The amount of time a node waits before it stops trying 
to join a cluster during automatic cluster startup. All 
nodes wait this amount oftime for other nodes to begin 
startup before the cluster completes the operation. The 
time should be selected based on the slowest boot time 
in the cluster. Enter a number of seconds equal to the 
boot time ofthe slowest booting node minus the boot 
time ofthe fastest booting node plus 600 seconds (ten 
minutes). Default: 600 seconds . 

86 

In the ASCII cluster configuration file, this parameter 
is AUTO_START_TIMEOUT, and its value is entered in 
microseconds . 

1338 
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Cluster Configuration W orksheet 
The following worksheet will help you to organize and record your 
cluster configuration. Make as many copies as you need. Complete and 
save this worksheet for future reference . 

Name and Nades: 

Cl uster Name: __ clusterl ______ _ 

Nade Names: _____ ftsys9, ftsys10 _____ ___ _______ _ 

Maximum Configured Packages: _____ 6 _ _ _ _ _ _ ___ 

Cluster Volume Groups: _/dev/vg01, /dev/vg02 ___ ___ 

Subnets: 

Heartbeat IP Addresses : 1 5 .13. 171 . 32 and 192.6 . 7.3 ______ _ __ 

Non-Heartbeat IP Addresses: 192.6.143 . 10 ____ _ 

Cluster Lock Volume Groups and Volumes: 

First Lock VG: First Lock Physical Volume: 

_/dev/vg01_ Na me (Node 1): /dev/dsk/c1t2d0 - Disk 

Na me (Nade 2): /dev/dsk/clt2d0 Disk -

Second Lock VG: Second Lock Physical Volume: 

Na me (Node 1): Disk 

Na me (Nade 2) : Disk 

Timing Parameters: 

Heartbeat Interval: 1 sec_ 

Nade Timeout: __ 2 sec 

Network Pol ling Interval: _ 2 sec_ 

Autostart Delay: __ 10 min __ 

Chapter 4 

Unit 

Unit 

Unit 

Unit 

No: 

No: 

No: 

No: 

Power Unit: 

Power Unit: -

Power Unit: -
Power Unit: 
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Package Configuration Planning 
Planning for packages involves assembling information about each group 
of highly available services. Some of this information is used in creating 
the package configuration file, and some is used for editing the package 
contrai script . 

Volume groups that are to be activated by packages must also be defined 
as cluster aware in the cluster configuration file . See the previous section 
on "Cluster Configuration Planning." 

Logical Volume and Filesystem Planning 
You may need to use logical volumes in volume groups as part of the 
infrastructure for package operations on a cluster. When the package 
moves from one node to another, it must be able to access data residing 
on the same disk as on the previous nade. This is accomplished by 
activating the volume group and mounting the file system that resides 
on it . 

In MC/ServiceGuard, high availability applications, services, and data 
are located in volume groups that are on a shared bus. When a node fails, 
the volume groups containing the applications, services, and data ofthe 
failed node are deactivated on the failed nade and activated on the 
adoptive nade. In order to do this, you have to configure the volume 
groups so that they can be transferred from the failed nade to the 
adoptive node . 

As part of planning, you need to decide the following: 

• What volume groups are needed? 

• How much disk space is required, and how should this be allocated in 
logical volumes? 

• What file systems need to be mounted for each package? 

• Which nades need to import which logical volume configurations . 

• _If a pªckage J!l.OV~ to an adoptive nade, what effect will its presence 
have on performance? 

88 Chapter4 
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Create a list by package ofvolume groups, logical volumes, and file 
systems. Indicate which nodes need to have access to common 
filesystems at different times . 

It is recommended that you use customized logical volume names that 
are different from the default logical volume names (lvoll, lvol2, etc.) . 
Choosing logical volume names that represent the high availability 
applications that they are associated with (for example, lvoldatabase) 
will simplify cluster administration . 

To further document your package-related volume groups, logical 
volumes, and file systems on each node, you can add commented !ines to 
the /etc/fstab file . The following is an example for a database application: 

# /dev/vgO l/ l voldbl / app lic l vxf s de f aults O 1 
# / dev/vg01/ l voldb2 / applic 2 vxfs de f a u lts O 1 
# /dev/vg0 1/lvoldb3 r a w tab l e s ignore i gno re O 
# / dev/vg01/ l voldb4 / gene ral vxfs de f aults O 2 
# /dev/vgOl / l voldbS raw fre e ignore ignore o O 
# /de v/vg01 / l voldb6 raw=free i gnor e i g n o re O O 

# Thes e six e n t ri es a r e 
# f o r inf ormat ion p u rpos e s 

O # only. They r ecor d t h e 
# l ogical v olume s tha t 
# e xist for MC/Servi c eGu a rd 's 
# HA p a ckage . Do not uncomment. 

Create an entry for each logical volume, indicating its use for a file 
system or for a raw device . 

Do not use /etc/fstab to mount file systems that are used by 
MC/ServiceGuard packages . 

----------------
Details about creating, exporting, and importing volume groups in 
MC/ServiceGuard are given in the chapter on "Building an HA Cluster 
Configuration." 

Monitoring Registered Package Resources 
MC/ServiceGuard has access to a registry of resources that can be 
monitored as package dependencies. The registry is the core ofthe Event 
Monitoring Service (EMS). Once an EMS registered resource is 
configured as a package dependency, MC/ServiceGuard can fail a 
package to another node based on messages the resource's monitor 
returns. Monitors for individual resources may be provided by hardware 
or software vendors from time to time. A specific group ofHA EMS 
monitors for disk, LAN, and system status information is available from 

- HP-aS- a se-par-ate product. Refer- tO--the manual Using_EMS HA Monitors 
(B5735-90001) for additional information . 

You can specify a registered resource for a package by selecting it from 
the list of available resources displayed in the SAM package 
configuration area. The size ofthe list displayed by SAM depends on 
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which resource monitors have been registered on your system. 
Alternatively, you can obtain information about registered resources on 
your system by using the command /opt/resmon/bin/resls. For additional 
information, refer to the man page for resls(lm) . 

Choosing Switching and Failover Behavior 
Switching IP addresses from one LAN card to another may take place if 
Automatic Switching is set to Enabled in SAM 
(NET_SWITCHING_ENABLED set to YES in the ASCII package 
configuration file). Automatic Switching Enabled is the default. The 
following table describes different types of failover behavior and the 
settings that determine each behavior in SAM or in the ASCII package 
configuration file . 
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Table 4-2 Package Failover Behavior 

Switching Behavior Options in SAM 

Package IP address • Automatic Switching 
switches to standby set to Enabled for 
LAN card the package (Default) 
transparently on LAN 
card failure 

Package switches • Package Failfast set 
nonnally after to Disabled. (Default) 
detection of failure or • Service Failfast set to 
report of an EMS Disabled for all 
monitor event showing services. (Default) 
that a resource on 
which the package • Automatic Switching 
depends is down. Halt set to Enabled for 
scri pt runs before the package . 
switch takes place (Default) 
(default behavior.) 

Chapter 4 

Planning and Documenting an HA Cluster 

Package Configuration Planning 

Parameters in ASCII File 

• NET SWITCHING ENABLED set - -
to YES for the package (Default) 

• NODE_FAIL_FAST_ENABLED set 
to NO. (Default) 

• SERVICE FAIL FAST ENABLED - -
set to NO for all services. 

(Default) 

• PKG SWITCHING ENABLED set 
- -

to YES for the package . 
(Default) 

1 3 4 3 
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Switching Behavior 

All packages switch 
following a TOC 
(Transfer of Control, 
an immediate halt 
without a graceful 
shutdown) on the node 
when a specific service 
fails. Halt scripts are 
not run. 

All packages switch 
following a TOC on the 
node when any 
service fails . 

All packages switch 
following a TOC on the 
node when the run or 
halt script exits with 
an error other than O 
or 1. This may be 
caused by an EMS 
monitor event showing 
that a resource is 
down 

Options in SAM 

• Package Failfast set 
to Disabled 

• Service Failfast set to 
Enabled for a specific 
serv1ce 

• Automatic Switching 
set to Enabled for all 
packages. 

• Package Failfast set 
to Disabled. 

• Service Failfast set to 
Enabled for all 
serviCes. 

• Automatic Switching 
set to Enabled for all 
packages . 

• Package Failfast set 
to Enabled. 

• Automatic Switching 
set to Enabled for all 
packages . 

Para:meters in ASCII File 

• NODE FAIL FAST ENABLED set - - -
toNO 

• SERVICE FAIL FAST ENABLED 
set to YES for a specific service. 

• PKG SWITCHING ENABLED set - -
to YES for all packages. 

• NODE FAIL FAST ENABLED set - -
toNO . 

• SERVICE FAIL FAST ENABLED 
set to YES for all services . 

• PKG SWITCHING ENABLED set - -
to YES for ali packages. 

• NODE FAIL FAST ENABLED set - -
to YES . 

• PKG SWITCHING ENABLED set -
to YES for all packages. 

Planning for Expansion 
You can add packages to a running cluster. This process is described in 
the_chapter "Cluster and Package Administration." When adding 
packages, be sure not to exceed the value of 
MAX_CONFIGURED_PACKAGES as defined in the cluster configuration file . 
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Package Configuration File Parameters 
Prior to generation of the package configuration file, assemble the 
following package configuration data. The parameter names given below 
are the names that appear in SAM. The names coded in the ASCII 
cluster configuration file appear at the end of each entry. The following 
parameters must be identified and entered on the worksheet for each 
package: 

Package Name The name ofthe package. The package name must be 
unique in the cluster. It is used to start, stop, modify, 
and view the package . 

NodeName 

Control Script 
Pathname 

Chapter 4 

The package name must not contain any ofthe 
following illegal characters: '/', '\', and '*'.Ali other 
characters are legal. 

The names of primary and altemate nodes for the 
package, e.g., ftsys9 and ftsyslO. The order in which 
you specify the node names is important. First list the 
primary node name, then the first adoptive node name, 
then the second adoptive node name, followed, in order, 
by additional node names. Transfer of control of the 
package will occur to the next adoptive node name 
listed in the package configuration file . 

Enter the full pathname of the package control script. 
(The script must reside in a directory that contains the 
string "cmcluster. ") lt is recommended that you use the 
same script as both the run and halt script. This script 
will contain both your package run instructions and 
your package halt instructions. When the package 
starts, its run script is executed and passed the 
parameter 'start'; similarly, at package halt time, the 
halt script is executed and passed the parameter 'stop' . 

In the ASCII package configuration _file, this parameter 
maps to the two separate parameters named 
RUN SCRIPT and HALT SCRIPT. Use the name ofthe 
single control script as the name ofthe RUN_SCRIPT 

and the HALT SCRIPT in the ASCII file . 
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If you wish to separa te the package run instructions 
and package halt instructions into separate scripts, the 
package configuration file allows allows you to do this 
by naming two separate scripts. However, under most 
conditions, it is simpler to combine your run and halt 
instructions into a single package control script and 
repeat its name for both the RUN_SCRIPT and the 
HALT SCRIPT . 

If you choose to write separa te package run and halt scripts, be sure to 
include identical configuration information (such as node names, IP 
addresses, etc.) in both scripts. 

Run Script 
Timeoutand 
Halt Script 
Timeout 

94 

Ensure that this script is executable . 

Enter a number ofseconds. Ifthe script has not 
completed by the specified timeout value, 
MC/ServiceGuard will terminate the script. The 
default is O, or no timeout . 

If the timeout is exceeded: 

• Control of the package will not be transferred . 

• The run or halt instructions will not be run . 

• Global switching will be disabled . 

• The current node will be disabled from running the 
package. 

• The control script will exit with status 1. 

In the ASCII package configuration file, this parameter 
is called RUN SCRIPT TIMEOUT and - -
HALT SCRIPT TIMEOUT. The default for both is 0 or - -
NO_TIMEOUT. In the ASCII file, this parameter is 
entered in microseconds. 

If the halt script timeout occurs, you may need to 
perform manual cleanup. See "Package Control Script 
Hangs or Failures" in Chapter 8 . 
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Enter a unique name for each service. You can 
configure a maximum of 30 services per package . 

In the ASCII package configuration file , this parameter 
is called SERVICE_NAME. Define one SERVICE NAME 
entry for each service . 

Service Fail Fast Enter Enabled or Disabled for each service. This 
parameter indicates whether or not the failure of a 
service results in the failure of a node. Ifthe parameter 
is set to Enabled, in the event of a service failure, 
MC/ServiceGuard will halt the node on which the 
service is running with a TOC. The default is Disabled. 

Service Halt 
Timeout 

Subnet 

In the ASCII package configuration file , this parameter 
is SERVICE _ FAIL _ FAST _ ENABLED, and possible values 
are YES and NO. The default is NO. Define one 
SERVICE_FAIL_FAST_ENABLED entry for each service . 

The service name must not contain any ofthe following 
illegal characters: 'f,'\', and '*'.Ali other characters 
are legal. 

In the event of a service halt, MC/ServiceGuard will 
first send out a SIGTERM signal to terminate the 
service. Ifthe process is not terminated, 
MC/ServiceGuard will wait for the specified timeout 
before sending out the SIGKILL signal to force process 
termination. Default is 300 seconds (5 minutes) . 

In the ASCII package configuration file, this param)ter 
isSERVICE HALT TIMEOUT.Defineone - -
SERVICE_HALT_TIMEOUT entry for each service . 

Enter the IP subnets that are to be monitored for the 
package . 

In the ASCII package confi.guration file, this parametet 
is called SUBNET . 

Resource Name The name of a resource that is to be monitored by 
MC/ServiceGuard as a package dependency. A resource 
name is the name of an important attribute of a 
particular system resource. The resource name 
includes the entire hierarchy of resource class and 
subclass within which the resource exists on a system . 
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In the ASCII package configuration file, this parameter 
is called RESOURCE_NAME. Obtain the resource name 
from the list provided in SAM, or obtain it from the 
documentation supplied with the resource monitor . 

A maximum of 60 resources may be defined per cluster . 
Note also the limit on Resource Up Values described 
below . 

Resource Polling 
Interval The frequency ofmonitoring an additional package 

resource. The default is 60 seconds. In the ASCII 
package configuration file , this parameter is called 
RESOURCE_POLLING_INTERVAL. The Resource Polling 
Interval appears on the list provided in SAM, or you 
can obtain it from the documentation supplied with the 
resource monitor . 

Resource Up 
V alue 

Automatic 
Switching 
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The cri teria for judging whether an additional pac:kage 
resource has failed or not. In the ASCII package 
configuration file, this parameter is called 
RESOURCE_UP_ VALUE. The Resource Up V alue appl!ars 
on the list provided in SAM, or you can obtain it frG.m 
the documentation supplied with the resource monitor . 

You can configure a total of 15 Resource Up Values per 
package. For example, ifthere is only one resource in 
the package, then a maximum of 15 Resource Up 
Values can be defined. Ifthere are two Resource 
Names defined and one ofthem has 10 Resource Up 
Values, then the other Resource Name can have only 5 
Resource Up Values. 

Enter Enabled or Disabled. The default is Enabled, 
which allows a package to start up normally on a 
cluster node. In the event of a failure, a value of 
Enabled permits MC/ServiceGuard to transfer the 
paekage to an aàeptive node. Ifthis parameter is set to 
Disabled, the package will not start up autor.natically 
when the cluster starts running. . 
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In the ASCII package configuration file, this parameter 
is called PKG _ SWITCHING _ ENABLED, and possible 
values are YES and NO. The default is YES. Ifthis 
parameter is set to NO, the package will not start up 
automatically when the cluster starts running . 

Local Switching Enter Enabled or Disabled. In the event of a failure, 
this permits MC/ServiceGuard to switch LANs locally, 
that is, transfer to a standby LAN card. The default is 
Enabled. 

Package Fail 
Fast Enabled 

In the ASCII package configuration file, this parameter 
is called NET_SWITCHING_ENABLED, and possible 
values are YES and NO. The default is YES. 

In the event of the failure of the control script itself or 
the failure of a subnet or the report of an EMS monitor 
event showing that a resource is down, ifthis 
parameter is set to Enabled, MC/ServiceGuard will 
issue a TOC on the node where the control sc1"ipt fails . 
The default is Disabled . 

In the ASCII package configuration file, this p trame ter 
is called NODE_FAIL_FAST_ENABLED, and possible 
values are YES and NO. The default is NO . 

Package Control Script Variables 
The control script that accompanies each package must also be edited to 
assign values to a set ofvariables. The following variables must be set: 

Volume Groups, 
Logical 
Volumes, File 
Systems and 
Mount Options 

Chapter 4 

Determine the filesystems and corresponding logical 
volumes within the volume groups required. Example: 

pkg 1 requires I de v I vgOl I lvoll mounted on I vgOl 

Indicate the names ofvolume groups that are to be 
activated and deactivated, together with the logical 
volumes and file systems that are to be mounted. You 
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Package Configuration Planning 

can also specify options that are to be used with the 
HP-UX mount command. On starting the package, the 
script activates a volume group, and it may mount 
logical volumes onto file systems. At halt time, the 
script unmounts the file systems and deactivates each 
volume group. All volume groups must be accessible on 
each target node . 

In the ASCII package control script, these variables are 
arrays, as follows: VG, LV, FS and FS_MOUNT_OPT. For 
each file system (FS), you must identify a logical 
volume (LV). Include as many volume groups (VGs) as 
needed. Ifyou are using raw files, the LV, FS, and 
FS_MOUNT_OPT entries are not needed. 

Only cluster aware volume groups should be specified 
in package control scripts. To make a volume group 
cluster aware, enter it as part of the cluster 
configuration. See above, "Cluster Configuration 
Planning." 

IP Addresses and 
SUBNETs These are the IP addresses by which a package is 

mapped to a LAN card. Indicate the IP addresses and 
subnets for each IP address you want to add to an 
interface card. 

In the ASCII package control script, these variables are 
entered in pairs. Example IP [O] =192 .10. 25.12 and 
SUBNET [o l = 19 2 . 1 o . 2 5 . o. (In this case the subnet 
mask is 255.255.255.0.) 

Service Name Enter a unique name for each specific service within 
the package. All services are monitored by 
MC/ServiceGuard. The service name, service 
command, and service restart parameters are entered 
in the package control script in groups of three. You 
may specify as many service names as you need. Each 
name must be unique within the cluster. The service 
name is the name used by cmrunserv and cmhaltserv 
inside the package control script. 
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In the ASCII package control script, emer values in to 
an array known as SERVICE_NAME. Enter one service 
name for each service. 
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Service 
Command 

Service Restart 
Parameter 

Planning and Documenting an HA Cluster 

Package Configuration Planning 

For each named service, enter a service command. This 
command will be executed through the control script by 
means of the cmrunserv command . 

In the ASCII package control script, enter values into 
an array known as SERVICE_CMD. Enter one service 
command string for each service . 

Enter a number ofrestarts. One valid form ofthe 
parameter is -r n where n is a number ofretries. A 
value of "-r O" indicates no retries. A value of "-R" 
indicates an infinite number ofretries. The default is O, 
orno restarts . 

In the ASCII package control script, enter values into 
an array known as SERVICE_RESTART. Enter one 
restart value for each service . 

For information on using a DTC with MC/ServiceGuard, see the chapter 
entitled "Configuring DTC Manager for Operation with 
MC/ServiceGuard" in the manual Using the HP DTC Manager/UX . 

The package control script will clean up the environment and undo the 
operations in the event of an error . 
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Package Configuration Worksheet 
Assemble your package configuration and control script data in a 
separate worksheet for each package . 

Package Configuration File Da ta : 

Package Name, _____ pkg11 ____________ _ 

Primary Nade, _____ ftsys9 ____________ _ 

First Failover Nade: ftsys10 ____________ _ 

Secand Failaver Nade' ------------------------------

Package Run Script' __ / etc / cmcluster/pkgl/cantral.sh __ Timeaut' _NO_TIMEOUT_ 

Package Halt Script' __ /etc/cmcluster/ pkgl/cantral.sh_ Timeaut: _NO_ TIMEOUT_ 

Package Switching Enabled? __ YES ___ Local Switching Enabled? ___ YES 

Nade Failfast Enabled? __ No __ 

Additional Package Resource: 

Resource Name: _________ Polling Interval Resource UP Value ______ __ 

Package Cantrol Script Data' 

VG [0]_/dev/vgOl __ LV [O] __ /dev/vg01/lvall __ FS [0] __ /mntl __ FS_MOUNT_OPT [O ] ___ 

VG [ l] _____________ LV [ 1] _________________ FS [ 1] _________ FS _ MOUNT _ OPT [ 1] 

VG [ 2] -------------LV [2] -----------------FS [ 2] __________ FS _ MOUNT _ OPT [ 2] 

IP[O] 15.13 . 171.14 ----------- SUBNET [O] 15.13 .168, ______ _ 

IP [1 ] SUBNET[l] ____________________ __ 

X.25 Resource Name ---------------

Service Name: Svc1 _ _ Run Command , __ /usr/bin/ MySvc -f __ Retries: -r 2 

Service Fail Fast Enabled? _ NO ___ Service Halt Timeout _NO_ TIMEOUT ________ _ 

service Name: Run Command: --------------------- Retries, 

Service Fail Fast Enabled? ________ Service Halt Timeout ---------------
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Building an HA Cluster Configuration 

• You must always deliberately select an item when choosing it from a 
list. Either click on the item or tab to it and press , then select OK to 
choose the item or items. An item is not selected by default even 
though it may appear to be highlighted . 

• To make more than one selection from a list with a mouse, click on 
the first item with the left mouse button, then click on subsequent 
items by holding down Ctrl and pressing the left mouse button . 
Finally, select OK to choose the items . 

The configuration and administration screens have extensive help 
associated with them. 

Ifyou are using MC/ServiceGuard commands to configure the cluster 
and packages, use the man pages for each command to obtain 
information about syntax and usage . 
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Building an HA Cluster Configuration . 

• You must always deliberately select an item when choosing it from a 
list. Either click on the item or tab to it and press , then select oK to 
choose the item or items. An item is not selected by default even 
though it may appear to be highlighted . 

• To make more than one selection from a list with a mouse, click on 
the first item with the left mouse button, then click on subsequent 
items by holding down Ctrl and pressing the left mouse button . 
Finally, select OK to choose the items . 

The configuration and administration screens have extensive help 
associated with them. 

If you are using MC/ServiceGuard commands to configure the cluster 
and packages, use the man pages for each command to obtain 
information about syntax and usage . 
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Preparing Your Systems 

Preparing Y our Systems 
Before configuring your cluster, ensure that ali cluster nodes possess the 
appropriate security files, kernel configuration and NTP (network time 
protocol) configuration . 

Editing Security Files 
MC/ServiceGuard makes use of ARPA services to ensure secure 
communication among cluster nodes. Before installing 
MC/ServiceGuard, you must identizy the nodes in the cluster that permit 
access by the root user on other nodes. If you do not do this, 
MC/ServiceGuard will not be able to copy files among nodes during 
configuration . 

Instead ofusing the I . rhosts file to enforce security in communication 
among ali nodes within a cluster, MC/ServiceGuard aliows you to specifY 
an afternate file, / etc / cmcluster / cmclnodelist , for validating 
inter-node access within the cluster. MC/ServiceGuard will check for the 
existence ofthe / etc/cmcluster/ cmclnodelist file first. Ifthe 
/ etc / cmcluster/ cmclnodelist file exists, MC/ServiceGuard will 
only use this file to verizy access within the cluster; otherwise, the 
I. rhosts file will be used . 

The format for entries in the /etc/cmcluster/cmclnodelist fileis as fo\lows: 

[hostname] [rootuser] [#comment] 

The following is an example: 

nodel r oot 
node2. s y s . dom.com root 

where nodel and node2 are the names ofthe cluster nodes. The 
I . rhosts or I etc / cmcluster I cmclnodelist file should be copied to 
all cluster nodes. MC/ServiceGuard supports full domain names in both 
the / etc / cmcluster/ cmclnodelist and I. rhosts files . 

You canalso--Use the--,Letc / hasts equiv....an.d /var.LadmLinetd.se.c 
files to provide other leveis of cluster security. For more information, 
refer to the HP-UX guide, Managing Sy stems and Workgroups . 
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Building an HA Cluster Configuration 
Preparing Your Systems 

Ensuring Consistency ofKernel Configuration 
Make sure that the kernel configurations of all cluster nodes are 
consistent with the expected behavior ofthe cluster during failover. In 
particular, ifyou change any kernel parameters on one cluster node, they 
may also need to be changed on other cluster nodes that can run the 
same packages . 

Enabling the N etwork Time Pro toco I 
It is strongly recommended that you enable network time protocol (NTP) 
services on each node in the cluster. The use ofNTP, which runs as a 
daemon process on each system, ensures that the system time on all 
nodes is consistent, resulting in consistent timestamps in log files and 
consistent behavior ofmessage services . This ensures that applications 
running in the cluster are correctly synchronized. The NTP services 
daemon, xntpd, should be running on all nodes before you begin cluster 
configuration. The NTP configuration fileis /etc/ntp. conf . 

For information about configuring NTP services, refer to the chapter 
"Configuring NTP," in the HP-UX manual, Installation and 
Administration of Internet Seruices . 

Preparing for Changes in Cluster Size 
Ifyou intend to add additional nodes to the cluster online, while it is 
running, ensure that they are connected to the same heartbeat subnets 
and to the same lock disks as the other cluster nodes. In selecting a 
cluster lock configuration, be careful to anticipate any potential need for 
additional cluster nodes. Remember that a cluster of more than four 
nodes may not use a cluster lock, but a two-node cluster must use a 
cluster lock. Thus, ifyou will eventually need five nodes, you should 
build an initial configuration with at least three to avoid the use of a 
cluster lock . 

If you intend to remove a node from the cluster configuration while the 
cluster is running, ensure that the resulting cluster configuration will 
still conform to the rules for cluster locks described above. 

To facilita te moving nodes in and out of the cluster configuration, you 
can use SCSI cables with inline terminators, which allow a node to be 
removed from the bus without breaking SCSI termination. See the 
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Preparing Your Systems 

sectíon "Onlíne Hardware Maíntenance wíth In-líne SCSI Termínator" 
in the "Troubleshooting" chapter for more ínformatíon on inlíne SCSI 
terminators . 

If you are planníng to add a node onlíne, and a package will run on the 
new node, ensure that any exístíng cluster bound volume groups for the 
package have been imported to the new node . 

Chapter 5 105 

f
;;;:·:;-- ~.~(:)';:·;:. ,.,:,;~~-;~,f~! 
t\ \.~ l. -- ~ • .);~\.hJd ~· . ... \ -

CP!VP - C~O i·~ llf7.H) ~3 

~ 

1 jTJs N° 1 3 5 7 

~ i o 2 



.. 
• • • • • • • • • • • • • • • •e :c 
• • • • • • • • • • :. 
• C • • • 
• • • • • • • • • • 

Building an HA Cluster Configuration 
lnstalling MC/ServiceGuard 

Installing MC/ServiceGuard 
Installing MC/ServiceGuard includes updating the software and 
rebuilding the kernel to support high availability cluster operation for 
OPS. It is assumed that you have already installed HP-UX 11.0 . 

Use the following steps for each node: 

1. Mount the distribution media in the tape drive or CD ROM reader. 

2. Run Software Distributor, using the swinstall command. 

3. Specify the correct input device. 

4. Choose the following bundle from the displayed list: 

B39 35BA MC/ Serv iceGuard 

5. Mter choosing the bundle, select OK. The software is loaded . 

6. Run ioscan on each node to validate that disks and drivers have 
been configured correctly . 

For details about running swinstall and for creating new user 
accounts, refer to the HP-UX guide, Managing Systems and Workgroups . 
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Creating the Logical Volume lnfrastructure 

Creating the Logical Volume 
Infrastructure 
Before configuring the cluster, you create the appropriate logical volume 
infrastructure to provide access to data from different nodes. This is done 
with Logical Volume Manager. Separate procedures are given for the 
following: 

• Mirrored Root 

• Mirrored Individual Disks for Data 

• Disk Arrays for Data 

The Event Monitoring Service HA Disk Monitor provides the capability 
to monitor the health of L VM disks. If you intend to use this monitor for 
your mirrored disks, you should configure them in physical volume 
groups. For more information, refer to the manual Using EMS HA 
Monitors (B5735-90001) . 

Creating Mirrors of Root Logical Volumes 
It is highly recommended that you use mirrored root volumes on all 
cluster nodes. The following procedure assumes that you are using 
separate boot and root volumes; you create a mirrar ofthe boot volune 
(!dev/vgOO/lvoll), root volume (/dev/vg00/lvol3), and primary swap 
(/dev/vg00/lvol2). The procedure cannot be carried out with SAM. In this 
example and in the following commands, /dev/dsk/c4t5d0 is the primary 
disk and /dev/dsk/c4t6d0 is the mirror; be sure to use the correct devim 
file names for the root disks on your system. 

1. Create a bootable L VM disk to be used for the mirrar . 

# pvcreate -B /dev/rdsk/c4t6d0 

2. Add this disk to the current root volume group . 

# vgextend /dev/vgOO /dev/dsk/c4t6d0 

- --3-:---Mak~-IU~-w-disk-a-hoot-disk___ 

# mkboot /dev/rdsk/c4t6d0 

4. Copy the correct AUTO file into the new LIF area . 

# mkboot -a "hpux -1 q (;0)/vmunix• /dev/rdsk/c4t6d0 
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5. Mirror the boot, root and primary swap logical volumes to the new 
bootable disk. Ensure that ali devices in vgOO, such as /usr, /swap, 
etc. , are mirrored . 

The following is an example o f mirroring the boot logical volume: 

# lvextend -m 1 /dev/vgOO/ lvo ll /dev/ dsk/c4t6d0 

The following is an example of mirroring the root logical volume: 

# lvextend -m 1 / dev/ vg00 / lvol3 /dev/dsk/ c4t6d0 

The following is an example of mirroring the primary swap logical 
volume: 

# lvextend -m 1 / de v/vg00 / l v o l2 / dev/ dsk/c4t6d0 

The boot logical volume (ldev/vgOO/lvoll by default) must be done first to 
ensure that it occupies the first contiguous set of extents on the new disk . 

6. Update the boot information contained in the BDRA for the mirror 
copies of boot, root and primary swap . 

# /usr / sbin/ lvl nboo t -b / dev/ vgO O/lvo l l 
# / usr/sbin/ lvlnboot -v -r /dev/vg00/lv o l3 
# /usr/sbin/lvlnboot - s / dev/ vg0 0/lvo l2 

7. Check ifthe BDRA is correct . 

# /usr/sbin/lvlnboot -R /dev/vgO O 

8. Verify that the mirrors were properly created . 

# 1vlnboo t -v 

The output of this command is shown in a display like the following: 

Boot Definitions for Volume Group /dev/vgOO: 
Physical Vo l umes belonging in Root Volume Group: 

/ dev/ dsk/ c4t5d0 (10 / 0 . 5.0) Boot Disk 
/ dev/ dsk/ c4t6d0 (10 / 0.6.0) Boot Disk 

Boot: lvol1 on : / dev/ dsk/ c4t5d0 
/ dev/dsk/ c4t6d0 

Root: lvol3 on : / dev /dsk/ c4t5d0 
/ dev/dsk/ c4t6d0 

Swap: lvol2 on : / dev/ dsk/ c4t5d0 
/ dev/dsk/ c4t6d0 

Dump: l vol2 on : / dev/ dsk/ c4t6d0 , O 

108 Chapter5 

l
";'o~s n:;";)~3:·~;;,,~L;;~= :"~ 
'' • - " ,.,.,\ \.1 ·.1 1 ~ 

CPMI - CORRI:lOS . 
i I f ls N'_ 1 3 6 O 



• • • • • • • • • • • • • • • •• • • • • • • • • • • • • :. 
•c • • • • • • • • • • • • • • 

' .... , 
~ .. 
~ ' \ ', UlJ :; 

'· rt-

·,<:~~~~:~/ 
Building an HA Cluster Configuration 

Creating the Logical Volume lnfrastructure 

Creating Volume Groups for Mirrored 
Individual Data Disks 
The procedure described in this section uses physical volume groups 
for mirroring of individual disks to ensure that each logical volume is 
mirrored to a disk on a different I/0 bus. This kind of arrangement is 
known as PVG-strict mirroring. It is assumed that your disk 
hardware is already configured in such a way that a disk to be used as a 
mirrar copy is connected to each node on a different bus than the bus 
that is used for the other (primary) copy . 

For more information on using LVM, refer to the chapter "Using HP-UX 
Commands to Manage Mirrors" in the "Logical Volume Manager" 
chapter ofthe System Administration Tasks manual for HP-UX 10.0 
Series 800 . 

Using SAM to Create Volume Groups and Logical 
Volumes 
You can use SAM to prepare the volume group and logical volume 
structure needed for HA packages. In SAM, choose the "Disks and File 
Systems Area." Then use the following procedure for each volume group 
and file system you are using with the package: 

1. Select the Volume Groups subarea . 

2. From the Actions menu, choose Create or Extend . 

3. Choose the first physical disk you wish to use in the volume group by 
selecting it from the list of available disks. 

4. Enter the volume group name, e.g., vgdatabase. 

5. Choose Create or Extend Volume Group. 

6. Choose Add New Logical Volumes . 

7. When adding logical volumes to the volume group, ensure that you 
are creating mirrored logical volumes with PVG strict allocation . 

8. Specify the file system that isto be mounted on the volume group, for 
example, / rnntl. 

9. Repeat the procedure for additional volume groups, logical volumes, 
and file systems . 

Skip ahead to the section "Deactivating the Volume Group" . 
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Using LVM Commands to Create Volume Groups and 
Logical Volumes 
Ifyour volume groups have not been set up, use the procedure in the 
next sections. Ifyou have already clone LVM configuration, skip ahead to 
the section "Configuring the Cluster." 

Selecting Disks for the Volume Group. Obtain a list ofthe disks 
on both nodes and identify which device files are used for the same disk 
on both. Use the following command on each node to list available disks 
as they are known to each system: 

# 1ssf /dev/dsk/ * 

In the following examples, we use /dev/rdsk/clt2d0 and /dev/rdsk/c0t2d0, 
which happen to be the device names for the same disks on both ftsys9 
and ftsyslO. In the event that the device file names are different on the 
different nodes, make a careful note ofthe correspondences . 

Creating Physical Volumes. On the configuration node (ftsys9), 
use the pvcreate command to define disks as physical volumes. This 
only needs to be done on the configuration node. Use the following 
commands to create two physical volumes for the sample configuration: 

# pvcreate -f /dev/rdsk/clt2d0 
# pvcreate -f /dev/rdsk/c0t2d0 

Creating a Volume Group with PVG-Strict Mirroring. Use 
the following steps to build a volume group on the configuration node 
(ftsys9). Later, the same volume group will be created on other nodes . 

1. First, set up the group directory for vgdatabase: 

# mkdir /dev/vgdatabase 

2. N ext, create a control file named group in the directory 
/dev/vgdatabase, as follows: 

# mknod /dev/vgdatabase/group c 64 Oxhhoooo 
The major number is always 64, and the hexadecimal minor number 
has the forro 

Oxhh OO OO 

where hh must be unique to the volume groupyou are creating. Use 
the next hexadecimal number that is available on your system, after 
the volume groups that are already configured. Use the following 
command to display a list of existing volume groups: 

110 



-• • • • • • • • • • • • • • • •• •c • • • • • • • • • • • :e 
• ( • • • • • • • • • • • • • • 

NOTE 

Building an HA Cluster Configuration 
Creating the Logical Volume lnfrastructure 

# ls -1 /dev/*/group 

3. Create the volume group and add physical volumes to it with the 
following commands: 

# vgcreate -g busl /dev/vgdatabase /dev/dsk/c1t2d0 
# vgextend -g bus2 /dev/vgdatabase /dev/dsk/c0t2d0 

The first command creates the volume group and adds a physical 
volume to it in a physical volume group called busl. The second 
command adds the second drive to the volume group, locating it in a 
different physical volume group named bus2. The use of physical 
volume groups allows the use ofPVG-strict mirroring of disks and PV 
links. 

4. Repeat this procedure for additional volume groups . 

Creating Logical Volumes 
Use the following command to create logical volumes (the example is for 
/dev/vgdatabase): 

# 1vcreate -L 120 -m 1 -s g /dev/vgdatabase 

This command creates a 120 MB mirrored volume named luoll. The 
name is supplied by default, since no name is specified in the cm:nmand . 
The -s g option means that mirroring is PVG-strict, that is, the rnirror 
copies of data will be in different physical volume groups . 

Ifyou are using disk arrays in RAID 1 or RAID 5 mode, omit the -m l 
and - s g options . 

Creating File Systems 
lfyour installation uses file systems, create them next. Use the following 
commands to create a file system for mounting on the logical volu.me just 
created: 

1. Create the file system on the newly created logical volume: 

# newfs -r vxfs /dev/vgdatabase/r1vo11 

Note the use ofthe raw device file for the logical volume . 

2. Create a directory to mount the disk: 

# mkdir /nnt1 

3. Mount the disk to verify your work: 

# mount /dev/vgdatabase/lvoll /mnt1 
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Note the moun t command uses the block device file for the logical 
volume . 

4. Verizy the configuration: 

# vgdisplay -v /dev/vgdatabase 

Creating Volume Groups on Disk Arrays 
Using PV Links 
Ifyou are configuring volume groups that use mass storage on HP's HA 
disk arrays, you should use redundant I/0 channels from each node, 
connecting them to separate ports on the array. Then you can define 
alternate links (also called PV links) to the L UNs or logical disks you 
have defined on the array. In SAM, choose the type of disk array you 
wish to configure, and follow the menus to define alternate links . 

The following example shows how to configure alternate links using 
LVM commands. In the example, the following disk configuration is 
assumed: 

8/0.15.0 /dev/dsk/c0t15d0 /* I/O Channe1 o (8/0) SCSI address 15 LUN O *I 
8/0.15.1 /dev/dsk/c0t15d1 /* I/O Channe1 o (8/0) SCSI address 15 LUN 1 */ 
8/0.15.2 /dev/dsk/c0t15d2 /* I/0 Channe1 o (8/0) SCSI address 15 LUN 2 */ 
8/0 . 15.3 /dev/dsk/c0t15d3 I* I/O Channe1 o (8/0) SCSI address 15 LUN 3 *I 
8/0.15.4 /dev/dsk/c0t15d4 /* I/O Channel o (8/0) SCSI address 15 LUN 4 *I 
8/0 .15.5 /dev/dsk/c0t15d5 /• I/O Channe1 o (8/0) SCSI address 15 LUN 5 *I 
10/0.3.0 /dev/dsk/clt3d0 /* I/O Channe1 1 (lO/O) SCSI address 3 LUN O *I 
10/0.3.1 /dev/dsk/c1t3d1 /* I/O Channe1 1 (10/0) SCSI address 3 LUN 1 *I 
10/0.3.2 /dev/dsk/clt3d2 /* I/O Channe1 1 (10/0) SCSI address 3 LUN 2 *I 
10/0.3.3 /dev/dsk/clt3d3 /* I/O Channe1 1 (10/0) SCSI address 3 Lilll 3 */ 
10/0.3.4 /dev/dsk/c1t3d4 /* I/O Channe1 1 (10/0) SCSI address 3 LUN 4 *I 
10/0 .3 .5 /dev/dsk/clt3d5 /* I/O Channe1 1 ( 10 /0) SCSI address 3 LUN 5 *I 

Assume that the disk array has been configured, and that both the 
following device files appear for the same LUN (logical disk) when you 
run the ioscan command: 

/dev/dsk/cOtlSdO 
/dev/dsk/clt3d0 

Use the following steps to configure a volume group for this logical disk: 

1. First, set up the group directory for vgdatabase: 

# mkdir /dev/vgdatabase 

2. Next, create a control file named group in the directory 
/dev/vgdatabase, as follows: 

# mknod /dev/vgdatabase/group c 64 OxhhOOOO 
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The major number is always 64, and the hexadecimal minor number 
has the form 

OxhhO OOO 

where hh must be unique to the volume group you are creating. Use 
the next hexadecimal number that is available on your system, after 
the volume groups that are already configured. Use the following 
command to display a list of existing group files: 

# ls -1 /dev/*/group 

3. Use the pvcreate command on one ofthe device files associated with 
the LUN to define the LUN to LVM as a physical volume . 

# pvcreate /dev/dsk/cOtlSdO 

It is only necessary to do this with one ofthe device file names for the 
LUN . 

4. Use the following commands to create the volume group itself: 

# vgcreate /dev/vgdatabase /dev/dsk/cOtlSdO 
# vgextend /dev/vgdatabase /dev/dsk/clt3d0 

You can now use the vgdisplay -v command to see the primary and 
altemate links. LVM will now recognize the I/0 channel represented by 
/dev/dsk/c0t15d0 as the primary link to the disk; ifthe primary link fails, 
L VM will automatically switch to the altemate I/0 channel represented 
by /dev/dsk/clt3d0 . 

To create logical volumes, use the procedure described in the previous 
section, "Creating Logical Volumes." 

Deactivating the Volume Group 
At the time you create the volume group, it is active on the configu:ration 
node (ftsys9, for example). Before setting up the volume group for use on 
other nodes, you must first unmount any file systems tha t reside on the 
volume group, then deactivate it. At run time, volume group act:iva.tion 
and file system mounting are done through the package control script . 

Continuing with the example presented in earlier sections, do the 
-----foiiowing-on7tB:Ystr:- - ----

# umount /mntl 
# vgchange -a n /dev/vgdatabase 

Chapter 5 113 

I 'I 

'Fis N° - -----
70 



• • • • • • • • • • • • • • • • =-• • • • • • • • • • • 
=~ • • • 
• • • • • • • • • • 

Building an HA Cluster Configuration 

Creating the Logical Volume lnfrastructure 

Distributing the Volume Group to Other 
Nodes 
Mter creating volume groups for cluster data, you must make them 
available to any cluster node that will need to activate the volume group . 

Distributing the Volume Group to Other Cluster 
Nodes with SAM 
In SAM, choose the Disks and File Systems area, then choose Volume 
Groups. Select the volume group that isto be distributed to one or more 
additional nodes. Enter the name of each node that is to receive the 
volume group and select "Add." When the list is complete, press OK. 
SAM automatically configures the volume group for use on the other 
nodes . 

After distributing the volume groups, check the /etcllvmpvg files on each 
node to ensure that each physical volume group contains the correct 
physical volume names for that node . 

Distributing the Volume Group to Other Cluster 
Nodes with L VM Commands 
Use the following commands to set up the same volume group on another 
cluster node. In this example, the commands set up a new volume group 
on ftsyslO which will hold the same physical volume that was available 
on ftsys9 . You must carry out the same procedure separately for each 
node on which the volume group's package can run . 

To set up the volume group on ftsyslO, use the following steps: 

1. On ftsys9 , copy the mapping of the volume group group to a specified 
file . 

# vgexport -p -s -m /tmp/vgdatabase.map /dev/vgdatabase 

2. Still on ftsys9, copy the map flie to ftsyslO: 

# rcp /tmp/vgdatabase.map ftsyslO:/tmp/vgdatabase.map 

3. On ftsyslO, create the volume group directory: 

# mkdir /dev/vgdatabase 

4. Still on ftsyslO, create a control file named group in the directory 
/dev/vgdatabase, as follows: 

# mknod /dev/vgdatabase/group c 64 oxhhoooo 
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The major number is always 64, and the hexadecimal minor number 
has the forro 

OxhhOOOO 

where hh must be unique to the volume group you are creating. If 
possible, use the same number as onftsys9. Use the following 
command to display a list of existing volume groups: 

# ls -1 /dev/*/group 

5. lmport the volume group data using the map file from node ftsys9. On 
node fsyslO, enter: 

# vgimport -s -m /tmp/vgdatabase.map /dev/vgdatabase 

Note that the disk device names on ftsyslO may be different from 
their names on ftsys9. You should check to ensure that the physical 
volume names are correct throughout the cluster . 

6. Ifyou are using mirrored individual disks in physical volume groups, 
check the /etcllvmpvg file to ensure that each physical volume group 
contains the correct physical volume names for ftsyslO . 

When you use PVG-strict mirroring, the physical volume group 
configuration is recorded in the /etcllvmpvg file on the configura\.ion 
node. This file defines the physical volume groups which are the basis of 
mirroring and indicate which physical volumes belong to each PVG. Note 
that on each cluster node, the /etcllvmpvg file must contain the c<O"ect 
physical volume names for the PVG's disks as they are known on tfz.at 
node. Physical volume names for the same disks may not be the sane on 
different nodes. After distributing volume groups to other nodes, yau 
must ensure that each node's /etcllvmpvg file correctly reflects the 
contents of ali physical volume groups on that node. Refer to the 
following section, "Making Physical Volume Group Files Consistent." 

7. Enable the volume group on ftsyslO: 

# vgchange -a y /dev/vgdatabase 

8. Create a directory to mount the disk: 

# mkdir /mntl 

9. -yoi.mt and venfY t1ie volume group on ftsyslO: 

# mount /dev/vgdatabase/lvoll /mntl 

10. Unmount the volume group on ftsyslO: 

# umount /mntl 
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110 Deactivate the volume group on ftsysl 0: 

# vgchange -a n /dev/vgdatabase 

Making Physical Volume Group Files Consistent 
Skip ahead to the next section ifyou do not use physical volume groups 
for mirrored individual disks in your disk configurationo 

Different volume groups may be activated by different subsets ofnodes 
within an MCIServiceGuard clustero In addition, the physical volume 
name for any given disk may be different on one node than it is on 
anothero For these reasons, you must carefuliy merge the letc/lvmpvg 
files on ali nades so that each node has a complete and consistent view of 
ali cluster-aware disks as weli as ofits own private (non-cluster-aware) 
diskso To make merging the files easier, be sure to keep a careful record 
of the physical volume group names on the volume group planning 
worksheet (described in the "Planning" chapter)o 

Use the following procedure to merge files between the configuration 
node (ftsys9) and a new node (ftsysl O) to which you are importing volume 
groups: 

1. Copy I etc / 1 vmpvg from ftsys9 to I etc / 1 vmpvg o new on ftsyslO o 

20 Ifthere are volume groups in /etc/1 vmpvg o new that do not exist on 
ftsyslO , remove ali entries for that volume group from 
/etc / 1vmpvg o newo 

30 If I etc / 1 vmpvg on ftsyslO contains entries for volume groups that 
do not appear in /etc/1vmpvg onew, then copy ali PVG entries for 
that volume group to /etc / 1vmpvg o newo 

40 Adjust any physical volume names in /etc/1vmpvg o new to reflect 
their correct names on ftsyslOo 

50 OnftsyslO, copy / etc/1vmpvg to /etc/1vmpvgoo1d to create a 
backupo Copy / etc / 1 vmvpg onew to /etc/1vmpvg on ftsyslOo 

Creating Additional Volume Groups 
- -'fh-e-Toregoing sections show in general how to create volmrre--groups and: -

logical volumes for use with MCIServiceGuardo Repeat the procedure for 
as many volume groups as you need to create, substituting other volume 
group names, logical volume names, and physical volume nameso Pay 
dose attention to the disk device nameso For example, I deu I dsk I c0t2d0 
on one node may not be I deu I dsk I c0t2d0 on another nodeo 
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Configuring the Cluster 
This section describes how to define the basic cluster configuration. To do 
this in SAM, read the next section. If you want to use MC/ServiceGuard 
commands, skip ahead to the section entitled "Using MC/ServiceGuard 
Commands to Configure the Cluster." 

U sing SAM to Configure the Cluster 
To configure a high availability cluster, use the following steps on the 
configuration node (ftsys9): 

1. In SAM, select Clusters, then the High Availability Clusters option . 

2. Choose the Cluster Configuration option. SAM displays a Cluster 
Configuration screen. If no clusters have yet been configured, the list 
area will be empty. Ifthere are one or more HA clusters already 
configured on your local network, you will see them listed . 

3. Select the Actions menu, and choose Create Cluster Configuration. A 
step menu appears . 

4. Choose each required step in sequence, filling in the dialog boxes with 
required information, or accepting the default values shown. For 
information about each step, choose Help . 

5. When finished with all steps, select OK at the Step Menu screen. This 
action creates the cluster configuration file and then copies the file to 
ali the nodes in the cluster. When the file copying is finished, you 
return to the Cluster Configuration screen . 

6. Exit from the Cluster Configuration screen, returning to the High 
Availability Clusters menu . 

• • 
NOTE In addition to creating and distributing a binary cluster configuration 

file, SAM creates an ASCII cluster configuration file, narned 
• /etc/cmcluster/cmclconfig.ascii. This fileis available as a record ofthe 

---1··--------===--==--=~___;;--=ch=oi=-=-ces entered in SAM. 

• • • • • 
• • • • 

Skip ahead to the section "Setting up Autostart Features." 
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Using MC/ServiceGuard Commands to 
Configure the Cluster 
Use the cmquerycl command to specify a set of nodes to be and to 
generate a template for the cluster configuration file. Here is an example 
of the command as issued from node ftsys9: 

# cmquerycl -v -c /etc/cmcluster/cmclconf. ascii -n ftsys9 ·n 
ftsyslO 

The example creates an ASCII template file in the default cluster 
configuration directory, /etdcmcluster. The ASCII file is partially filled 
in with the names and characteristics of cluster components on the two 
nodes ftsys9 and ftsyslO. Edit the filled-in cluster characteristics as 
needed to define the desired cluster. It is strongly recommended that you 
edit the file to send heartbeat over all possible networks, as shown in the 
following example . 

Cluster Configuration Template File 
# ********************************************************************it 
# ********* HIGH AVAILABILITY CLUSTER CONFIGURATION FILE **************·' 
# ***** For complete details about cluster paramet.ers and how to ••tt 
# ***** set them, consult the cmquerycl(1m) manpage ar your manual. •••• 
# ********************************************************************** 

# Enter a name for this cluster. This name will be used to identify the 
# cluster when viewing ar manipulating it . 

CLUSTER _ NAME cluster1 

# Cluster Lock Device Parameters. This is the volume group that 
# holds the cluster lock which is used to break a cluster formation 
# tie. This volume group should not be used by any other cluster 
# as cluster lock device . 

FIRST_CLUSTER_LOCK_VG /dev/vg01 

# Definition of nades i n the cluster. 
# Repeat nade definitions as necessary for additional nades. 

NODE NAME 
NETwORK INTERFACE 

HEARTBEAT IP 
NETWORK INTERFACE 

HEARTBEAT IP 

ftsys9 
la nO 
15 .13. 171. 32 
lan3 
192.6.7.3 

NETWORK INTERFACE lan4 
NETWORK-INTERFACE lan1 

HEARTBEAT_ IP 192.6.143.10 
____ F:_R_ST __ CLUSTER_LOCK_PV /dev/=d=s~k~/=c~1t~2~d~O~-----------------

# List of serial device file names 
# For example: 
# SERIAL_DEVICE_FILE /dev/ttyOpO 

# Primary Network Interfaces on Bridged Net 1: lanO. 
# Warning: There are no standby network interfaces on bridged net 1. 
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# Primary Network Interfaces on Bridged Net 2: lan3. 
# Poss ible standby Network Interfaces on Bridged Net 2: lan4 . 
# Primary Network Interfaces o n Bridged Net 3: lan1 . 
# Warn ing: There are no standby network interfaces on bridged net 3 . 

NODE NAME 
NETWORK INTERFACE 

HEARTBEAT IP 
NETWORK INTERFACE 

HEARTBEAT IP 
NETWORK INTERFACE 
NETWORK-INTERFACE 

HEARTBEAT IP 
FIRST_CLUSTER_LOCK_PV 

lan1 

ftsys10 
lan o 
15 .13.171.30 
1an3 
192.6.7.4 
lan4 

1 92 .6 .143 .2 0 
/dev/dsk/c1t2d0 

# Li st of serial device file name s 
# For example: 
# SERIAL_DEVICE_FILE / dev/ttyOpO 

# Primary Network Interfaces on Bridged Net 1: lanO . 
# Warning: There are no standby network interfaces on bridged net 1 . 
# Pr imary Network Interfaces on Bridged Net 2: lan3 . 
# Possible standby Networ k Interfaces on Bridged Net 2: la~4. 
# Primary Network Interfaces on Bridged Net 3: lan1. 
# Warning: There are no standby network interfaces on bridged net 3 . 

# Cluster Timing Parameters (microseconds) . 

HEARTBEAT INTERVAL 
NODE_TIMEOUT 

1000000 
2000000 

# Configuration/Reconfiguration Timing Parameters (microseconds) . 

AUTO START TIMEOUT 600000000 
NETWORK_POLLING_ INTERVAL 2000000 

" Package Configuration Paramet ers . 
# Enter the maximum number of packages which will be configured in the cluster. 
# You can not add packages beyond this limit . 
# This parameter is required . 
MAX_CONFIGURED_PACKAGES 10 

# 
# List of cluster aware Volume Groups . These volume groups 
# will be used bv clustered applications via the vgchange -a e command . 
# For example: -
# VOLUME_GROUP 
# VOLUME GROUP 
VOLUME GROUP 
VOLUME_GROUP 

/ dev/vgdatabase 
/dev/vg02 
/ dev/vg0 1 
/ dev/vg02 

'I'he man page for the cmquerycl command lists the definitions of ali the 
parameters that appear in this file. Many are also described in the 
"Planning'' chapter. Modify your I etc I cmcluster I cmclconf.ascii file to 
your requirements, using the data on the cluster configuration 

- - weF-k-sfteet-. - -

In the file, keywords are separated from definitions by white space . 
Comments are permitted, and must be preceded by a pound sign (#)in 
the far left column. See the man page for the cmquerycl command for 
more details . 
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ldentifying Cluster Volume Groups 
The file will include an entry for all volume groups that are to be defined 
as cluster-aware, that is, those which can be accessed by different nodes 
in the cluster at different times. A separate VOLUME_GROUP line should 
appear for each volume group that will be activated by any package 
running in the cluster. To leave a volume group unmarked, remove the 
volume group name from the ASCII file . 

If a volume group is not cluster-aware, then it cannot be activated by a 
package control script. 

Redeploying Previously Configured Volume Groups 
In configuring a new cluster, ifyou are using volume groups that were 
used in a previous cluster configuration, you should ensure that they are 
not currently cluster aware (marked with a cluster id). You can use the 
following command to remove the cluster id if necessary: 

# vgchange -c n 

Identifying the Cluster Lock Volume Group and Disk 
A cluster lock disk is required for two node clusters like the one in this 
example. The disk must be accessible to all nodes and must be powered 
separately from the nodes. Refer to the section "Use ofthe Cluster Lock" 
in Chapter 3 for additional information. 

The default FIRST CLUSTER LOCK VG and FIRST CLUSTER LOCK PV - - - - - -
supplied in the ASCII template created with crnquerycl are the volume 
group and physical volume name of a disk chosen based on minimum 
failover time calculations. You should ensure that this disk meets your 
power wiring requirements. If necessary, choose a disk powered by a 
circuit which powers fewer than half the nodes in the cluster . 

Ifnecessary, you can configure a second cluster lock. Enter the following 
parameters in the cluster configuration file: 

SECOND CLUSTER LOCK VG I deu I uolume-group 
SECOND = CLUSTER = LOCK = PV I deu I dsk I block-special-file 

-where--the Ide o I ool-umewaup--Ts-tlu:mr-m-e-C>ftheseconâ volume group 
and block-special-file is the physical volume name of a lock disk in the 
chosen volume group. These lines should be added to the information for 
each node. 
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To display the failover times of disks , use the cmquerycl command, 
specifying all the nodes in the cluster: 

# cmquerycl -v -n ftsys9 -n ftsyslO 

The output of the command lists the disks connected to each node 
together with the re-formation time associated with each . 

Specifying Maximum Number of Configured Packages 
MC/ServiceGuard preallocates memory and threads at cluster startup 
time. It calculates these values based on the number of packages 
specified in the MAX_CONFIGURED_PACKAGES parameter in the cluster 
configuration file. This value must be equal to or greater than the 
number ofpackages currently configured in the cluster. The default is O, 
which means that you must enter a v alue if you wish to use packages . 
The absolute maximum number ofpackages per cluster is 30 . 

Identifying Serial Heartbeat Connections 
lfyou are using a serial (RS232) line as a heartbeat connection, use the 
SERIAL_DEVICE_FILE parameter and enter the device file name that 
corresponds to the serial port you are using on each node. Be sure that 
the serial cable is securely attached during and after configuration . 

Adding or Removing Nodes While the Cluster 
is Running 
You can reconfigure the cluster by adding or removing nodes while the 
cluster is up and running. The procedures are described in the chapter 
on "Cluster and Package Maintenance." 
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Verifying the Cluster Configuration 
SAM automatically checks the configuration you enter and reports any 
errors. If you have edited an ASCII cluster configuration file , use the 
following command to verizy the content of the file: 

# cmcheckconf -v -C /etc/cmcluster/cmclconf.ascii 

This command or automatic verification in SAM both check the 
following: 

• Network addresses and connections. 

• Cluster lock connectivity . 

• V alidity of configuration parameters for the cluster and packages . 

• Uniqueness ofnames . 

• Existence and permission of scripts specified in the command line . 

• If all nades specified are in the same heartbeat subnet . 

• lfyou specify the wrong configuration filename . 

• If all nades can be accessed . 

• No more than one CLUSTER_NAME, HEARTBEAT_INTERVAL, and 
AUTO_START_TIMEOUT are specified . 

• The value for HEARTBEAT INTERVAL is at least one second . 

• The value for NODE TIMEOUT is at least twice the value of 
HEARTBEAT INTERVAL. 

• The value for AUTO START TIMEOUT variables is >=Ü. 

• Heartbeat network minimum requirement. The cluster must have 
one heartbeat LAN configured with a standby, or two heartbeat 
LANs, or one heartbeat LAN and an RS232 connection . 

• At least one NODE _ NAME is specified . 

• Each node is connected to each heartbeat network. 

• Ali heartbeat networks are ofthe same type ofLAN . 

• The network interface device files specified are valid LAN device files . 
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• RS-232 is configured on a two node cluster, and there is no more than 
one serial (RS232) port connection per node . 

• VOLUME_ GROUP entries are not currently marked as cluster-aware . 

Ifthe cluster is online, SAM (or the cmcheckconf command) also 
verifies that ali the conditions for the specific change in configuration 
have been met . 
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Distributing the Binary Configuration 
File 
After specifying all cluster parameters, you use SAM or HP-UX 
commands to apply the configuration. This action distributes the binary 
configuration file to all the nodes in the cluster. We recommend doing 
this separately before you configure packages (described in the next 
chapter). In, this way, you can verizy the cluster lock, heartbeat networks, 
and other cluster-level operations by using the cmviewcl command on 
the running cluster. Before distributing the configuration, ensure that 
yaur security files permit copying amang the cluster nades. See 
"Preparing Your Systems" at the beginning afthis chapter . 

Distributing the Configuration File with SAM 
When yau have finished entering parameters in the Cluster 
Canfiguration subarea in SAM, you are asked to verizy the copying ofthe 
files to all the nodes in the cluster. When yau respand OK to the 
verification prompt, MC/ServiceGuard copies the binary configuration 
file and the ASCII configuratian file to all the nades in the cluster . 

Distributing the Configuration File with 
HP-UX Commands 
Use the following steps to generate the binary configuration file and 
distribute the configuratian to all nades in the cluster: 

• Activate the cluster lock volume group so that the lack disk can be 
initialized: 

# vgchange -a y /dev/vglock 

• Generate the binary configuration file and distribute it across the 
nodes . 

# cmapplyconf -v -C /etc/cmcluster/cmclconf.ascii -P \ 
/etc/cmcluster/pkgl/pkglconf.ascii 

• Deactivate the cluster lock volume graup . 

# vgchange -a n /dev/vglock 
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Distributing the Binary Configuration File 

The cmapplyconf command creates a binary version ofthe cluster 
configuration file and distributes it to all nodes in the cluster. This action 
ensures that the contents ofthe file are consistent across all nodes. Note 
that the cmapplyconf command does not distribute the ASCII 
configuration file . 

The cluster lock volume group must be activated only on the node from 
which you issue the cmapplyconf command, so that the lock disk can be 
initialized. lfyou attempt to configure a cluster either using SAM or by 
issuing the cmapplyconf command on one node while the lock volume 
group is active on another, different node, the cluster lock will be left in 
an unknown state. Therefore, you must ensure that when you configure 
the cluster, the cluster lock volume group is active only on the 
configuration node and deactivated on all other nodes . 

Be sure to deactivate the cluster lock volume group on the configuration 
node after cmapplyconf is executed. 

Storing Volume Group and Cluster Lock 
Configuration Data 
After configuring the cluster, create a backup copy of the volume group 
configuration by using the vgcfgbackup command for each volume 
group you have created. If a disk in a volume group must be replaced, 
you can then restore the disk's metadata by using the vgcf grestore 
command. The procedure is described under "Replacing Disks" in the 
"Troubleshooting" chapter . 

Be sure to use vgcfgbackup for ali volume groups, including the cluster 
lock volume group. 

You must use the vgcfgbackup command to store a copy ot:the cluster 
lock disk's configuration data whether you created the volume group 
using SAM or using HP-UX commands . 

The lock disk is normally configured with redundant copies either 
through mirroring or RAID. Ifthe cluster lock disk everneeds to be 
Ie.Pla..ced..while tbe cluster is running, youm.ust use the vg.c-:flg.res tora 
command to restore lock information to the replacement dis::K. Fail ure to 
do this might result in a failure ofthe entire cluster if all rec:l:undant 
copies of the lock disk have failed and if replacement mecha:llisms or 
LUNs have not had the lock configuration restored . 
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Checking Cluster Operation 
MC/ServiceGuard also provides severa! commands for manual control of 
the cluster: 

• cmrunnode is used to start a node . 

• cmhal tnode is used to manually stop a running node. (This 
command is also used by shutdown ( lm) .) 

• cmruncl is used to manually start a stopped cluster. 

• cmhal tcl is used to manually stop a cluster . 

You can use these commands to test cluster operation, as in the 
following: 

1. Ifthe cluster is not already online, run the cluster, as follows : 

# cmruncl -f -v 

2. When the cluster has started, use the following command to ensure 
that cluster components are operating correctly: 

# cmviewcl -v 

Make sure that ali nodes and networks are functioning as expected . 
For information about using cmviewcl, refer to the chapter on 
"Cluster and Package Maintenance." 

3. Use the following sequence of commands to verizy that nodes leave 
and enter the cluster as expected: 

• On a cluster node, issue the cmhal tnode command. 

• Use the cmviewcl command to verizy that the node has left the 
cluster .. 

• Issue the cmrunnode command. 

• Use the cmviewcl command again to verizy that the node has 
returned to operation . 

4. Use the following command to bring down the cluster: 

# cmhaltcl -v -f 
- ---

Additional cluster testing is described in the "Troubleshooting" chapter . 
Refer to Appendix A for a complete list of MC/ServiceGuard commands 
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NOTE 

Building an HA Cluster Configuration 

Preventing Automatic Activation of Volume Groups 

Preventing Automatic Activation of 
Volume Groups 
It is important to prvent package volume groups from being activated at 
system boot time by the /etcllvmrc file. To ensure that this does not 
happen, edit the /etcllvmrc file on ali nodes. Set AUTO_ VG _ ACTIVATE to 
O, then include ali the volume groups that are not cluster bound in the 
cus tom_ vg_activation function. Volume groups that will be used by 
packages should not be included anywhere in the file, since they will be 
activated and deactivated by contrai scripts. 

The root volume group does not need to be included in the 
cus tom_ vg_acti vation function, since it is automatically activated 
before the /etcllvmrc file is used at boot time . 

- --- - - - - - -- - - - ---- ------
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Setting up Autostart Features 

Setting up Autostart Features 
Automatic startup is the process in which each node individually joins a 
cluster. If a cluster already exists, the node attempts to join it; ifno 
cluster is running, the node attempts to forma cluster consisting of all 
configured nodes. Automatic cluster start is the preferred way to start a 
cluster. No action is required by the system administrator. To enable 
automatic cluster start, set the flag AUTOSTART _ CMCLD to 1 in the 
I etc/rc. config. d/ cmcluster file; the node will thenjoin the cluster 
at boot time. 

In order to automate the startup of cluster nodes after a system boot, you 
must modi:(y the /etclrc.config.d/ cmcluster file on each node . 
MC/ServiceGuard provides this startup script to control the startup 
process: 

#*************************** CMCLUSTER ************************* 
# Highly Available Cluster configuration 
# 
# ®(#) $Revision: 72.2 $ 
# 
# AUTOSTART_CMCLD: 
# 
# 
# 
# 
# 
AUTOSTART_CMCLD=l 
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If set to 1, the nade will attempt to 
join it's CM cluster automatically when 
the systern boots. 
If set to O, the nade will not atternpt 
to join it's CM cluster. 

Chapter5 

. •• ;) li v _ \.I \ , .... 

CPMI - CO~.HtíOS 
RQ<' ~--;--=0 -:,1·2~~\-.!· ;;, • =-;.: N 1· 

Fls o_j_3 8 O I 
~ J o t 

• 
~·i 



• • • • • • • • • • • • • • • • • :G 
• • • • • • • • • • • :c 
• • • • • • • • • 
• • • • 

, . ..,.,-.-~ -... ..... 
,,' 

·· .\ ..... _ 

Building an HA Cluster Configuration 

Changing the System Message 

Changing the System Message 
You may find it useful to modify the system's login message to include a 
statement such as the following: 

This s y stem is a node in a hig h av ailability cluster . 
Halting this s y stem may cause applications and services t o 
start up on another node in the cluster . 

You might wish to include a list of all cluster nodes in this message, 
together with additional cluster-specific information. 

The /etclissue and /etc/motd files may be customized to include 
cluster-related information . 
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Building an HA Cluster Configuration 
Deleting the Cluster Configuration 

Deleting the Cluster Configuration 
You can delete a cluster configuration from ali cluster nodes by using 
SAM or by issuing the cmdeleteconf command. The command prompts 
for a verification before deleting the files unless you use the -f option. 
You can only delete the configuration when the cluster is down. The 
action removes the binary configuration file from all the nodes in the 
cluster and resets all cluster-aware volume groups to be no longer 
cluster-aware. 

Although the cluster must be halted, all nodes in the cluster should be 
powered up and accessible before you use the cmdeleteconf command. 
If a node is powered down, power it up and boot. If a node is inaccessible, 
you will see a list of inaccessible nodes together with the following 
message: 

It is recommended that you do not proceed with the configuration 
operation unless you are sure these nodes are permanently 
unavailable . Do you want to continue? 

Reply Yes to remove the configuration. Later, ifthe inaccessible node 
becomes available, you should run the cmdeleteconf command on that 
node to remove the configuration file. 
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Fibre Channel 
-------------- ----------------- -------- - ---- ------------------------~~~_:·.::__ ___ __ ___ .. 

Host Acblpten · Fabrlc Support 

Pentium Pro or I ater 32 bit 

processors 

• 200 MHz processar or faster 

• 128 MB memory or greater 

• Excludes IBM Netfinity 3000 and 

IBM PC Server 325 

IBM eServer BladeCenter 
7 

• BladeCenter HS20 

2 
Requires ESS LIC levei 1.5.2, or later. 

Microsoft Windows NT 

• Server 4.0 

• Server 4.0, Enterprise Edition 

including Microsoft Cluster 

Server (MSCS) 

Microsoft Windows 2000 

• Server 

• Advanced Server 

including Cluster service 

• Datacenter Server 

Microsoft Windows Server 2003 
6 

• Standard Edition 

• Enterprise Edition including 

cluster service 

• Datacenter Edition including 

cluster server 

Emulex 

o LP?OOOE 

• LP8000 

o LP9002L I LP9002DC 

o LP9402DC 
2 

• LP9802 
2 

IBM BladeCenter 

o P/N 48P7062 

IBM NetfinitylxSeries 

o PIN 01 K7297 

o PIN OON6881 

o PIN 19K1246 

o PIN 24P0960 

QLogic 

o QLA2100F 

o QLA2200F 

• QLA2310F I QLA2310FL 
2 

• QLA2340IL I QLA2342IL 
2 

3 
Supported for distance solutions only. Multiple initiators or targets on the same loop are not supported. 

4 

Requires ESS LIC levei 1.3.2.50, or later. 

Cisco 
2 

o MOS 9216 

o MOS 9509 

IBM 

• 2103 Model H07 
3 

• 2109 Models F16 and F32 
2 

• 2109 Model M12 
2 

• 2109 Models SOB and S16 

• 3534 Model F08 
2 

• 3534 Model 1 RU 
3 

INRANGE 

o FCI9000-64 
4 

o FCI9000-128 
4 

• FCI9000- 256 
5 

McDATA 

o ED-5000 

• ES-3016 and ES-3032 

• lntrepid 
• 6064 

2 

• 6140 
2 

• Sphereon 
• 3216 

2 

• 3232 
2 

• 4500 
2 

5 
Requires ESS LIC levei 2.1.0, or later, for the ESS Model800, and ESS LIC levei 1.5.2, or laler, for lhe ESS Models F10 and F20. 

6 
Requires ESS LIC levei 2.2.0, or later. Windows 2003 is not supported on lhe Emulex LP?OOOE, Qlogic QLA21 OOF, and IBM PIN 01 K7297 hosl 
adapters, and lhe Cisco fabric swilches. 

7 
Requires ESS LIC levei 2.1 .1, or later, and is supported on only Windows 2000 (non-clustered configurations). The following fabric products are 
supported : IBM 2109 Model F16, IBM 3534 Model F08, INRANGE, and McDATA (excluding ED-5000). 
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INTEL•BASED SERVERS - WINDOWS 

General Notes: 
• Fibre channel support: 

• Requires ESS LIC level1.2.0. or !ater. 

• ESS API - CIM Agent: 

• Available for ali leveis of Windows 2000. 

• Requires ESS LIC levei 2.1 .1. or later. 

• Not available for the ESS Models E10 and E20. 

• ESS CU : 

• Available for ali leveis of Windows 2000, and Windows Server 2003. 

• Requires ESS LIC levei 2.1.0, or !ater. 

• Not available for the ESS Models E10 and E20. 

CS CLI : 

~: • Available for ali leveis of Windows NT, Windows 2000, and Windows Server 2003. 

SOO: 

• Available for ali leveis of Windows NT and Windows 2000 and Windows 2003 (see additional notes on following page). 

• Load balancing is not available in Windows NT or Windows 2000 cluster configurations . 

• Boot device support: 

• The ESS is supported as a boot device on Windows 2000 servers that support Fibre Channel boot capability. This 

support requires ESS LIC level2.2.0, or !ater, with host adapters QLA2310F I QLA2310FL, and QLA2340 I QLA2342L 
Requires SOO level1.4.0.0. Reler to the IBM Tota!Storage Enterprise Storage Server Host Systems Attachment Guide 
for additional information. 

• The following items are not interoperable with the ESS Model 800: 

• Host adapters: • Fabric products : 
• Emulex LP7000E. • IBM 2103 Model H07. 
• IBM 01K7297. • IBM 3534 Model 1 RU. 
• Ologic QLA1041 and QLA2100F. 
• Symbios SYM87510. 

• The following items are not interoperable with the ESS Models E1 O and E20 

• BladeCenter. • ESS API. 

• ESS CU. • Fabric products : 

• Operating systems: 

• Datacenter Server. 

• Cisco MOS 9216 and MOS 9509. 

• IBM 2109 Models F32 and M12. 
• IBM 3534 Model FOB. 

• Host adapters: • INRANGE FC/9000- 256 
• Emulex LP9002L I LP90020C. • McOATA lntrepid 6140. 
• Emulex LP9802 and LP94020C. • McOATA Sphereon 3216, 3232, and 4500. 
• Qlogic OLA2310F I QL-A2~3~1.gQf-IFL!::-aian'Hd:!-------------------­

OLA2340 I QLA2342L 
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Configuring Packages and Their Services 

Configuring Packages and 
Their Services 

In addition to configuring the cluster, you must identify your highly 
available application services, and group them into packages. This 
chapter describes the following package configuration tasks: 

• Creating the Package Configuration 

• Writing the Package Control Script 

• Distributing the Binary Cluster Configuration File 

Each ofthese tasks is described in a separate section below . 

In configuring your own packages, use data from the Package 
Configuration Worksheet described in the "Planning" chapter. Package 
configuration data from the worksheet becomes part ofthe binary cluster 
configuration file on ali nodes in the cluster. The control script data from 
the worksheet goes into an executable package control script which runs 
specific applications (services) and monitors their operation . 
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Configuring Packages and Their Services 

Creating the Package Configuration 

Creating the Package Configuration 
The package configuration process defines a set of application services 
that are run by the package manager when a package starts up on a node 
in the cluster. The configuration also includes a prioritized list of cluster 
nodes on which the package can run together with definitions ofthe 
acceptable types of failover allowed for the package . 

You can create a package using SAM or using HP-UX commands and 
editors. The following section describes SAM configuration. If you are 
using MC/ServiceGuard commands, skip ahead to the section entitled 
"Using MC/ServiceGuard Commands to Create a Package." 

Using SAM to Configure a Package 
To configure a high availability package use the following steps on the 
configuration node (ftsys9): 

1. In SAM, choose the "Clusters" area, then the High Availability 
Clusters option . 

2. Choose the Package Configuration option. SAM displays a Package 
Configuration screen. If no packages have yet been configured, the 
list area will be empty. Ifthere are one or more MC/ServiceGuard 
packages already configured on clusters in your network, you vvill see 
them listed . 

3. Select the Actions menu, and choose Create/Add a Package. A step 
menu appears. 

4. Choose each required step in sequence, filling in the dialog boxes with 
required information, or accepting the default values shown. For 
information about each step, choose Help . 

5. When finished with ali steps, select OK at the Step Menu screen This 
action creates (or modifies) the package configuration file and ·hen 
copies the file to ali the nodes in the cluster. This action also cnates a 
package control script which is copied to ali nodes. 

6. When the file copying is finished, you return to the Package 
Configuration screen . 

7. Exit from the Package Configuration screen, returning to the iigh 
Availability Clusters menu. 
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Configuring Packages and Their Services 

Creating the Package Configuration 

Skip ahead to the section on "Writing the Package Control Script." 

Using MC/ServiceGuard Commands to Create 
a Package 
Use the following procedure to create packages by editing and processing 
a package configuration file . 

1. First, create a subdirectory for each package you are configuring in 
the /etdcmcluster directory: 

# mkdir /etc/cmcluster/pkgl 

Y ou can use any directory names you wish. 

2. Next, generate a package configuration template for the package: 

#cmmakepkg -p /etc/cmcluster/pkgl/pkglconf.ascii 

You can use any file names you wish for the ASCII templates . 

3. Edit these template files to specify package name, prioritized list of 
nodes, the location ofthe control script, and failover parameters for 
each package. Include the data recorded on the Package 
Configuration Worksheet . 

Configuring in Stages 
It is recommended to configure packages on the cluster in stages, as 
follows: 

1. Configure volume groups and mount points only. 

2. Apply the configuration. 

3. Distribute the control script to all nodes. 

4. Run the cluster and ensure that packages can be moved from node to 
node. 

5. Halt the cluster . 

6. Configure package IP addresses and application services in the 
control script. 

7. Distribute the control script to all nodes . 

8. Run the cluster and ensure that applications run as expected and 
that packages fail over correctly when services are disrupted . 
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Configuring Packages and Their Services 
Creating the Package Configuration 

Package Configuration Template File 
The following is a sample package configuration file template customized 
for a typical package . 

# ********************************************************************** 
# ****** HIGH AVAILABILITY PACKAGE CONFIGURATION FILE (template) ******* 
# ********************************************************************** 
# ******* Note: This file MUST be edited before it can be used. •••••••• 
# • For complete details about package parameters and how to set them, • 
# • consult the MC/ServiceGuard or MC/LockManager manpages or manuals. 
# ********************************************************************** 

# Enter a name for this package. This name will be used to identify the 
# package when viewing or manipulating it. It must be different from 
# the other configured package names. 

PACKAGE_NAME pkgl 

# Enter the names of the nades configured for this package. Repeat 
# this line as necessary for additional adoptive nades . 
# Order IS relevant. Put the second Adoptive Nade AFTER the first 
# 
# 
# 

one. 
Example : NODE NAME 

NODE::::NAME 

NODE NAME ftsys9 
NODE::::NAME ftsyslO 

original nade 
adoptive::::node 

# Enter the complete path for the run and halt scripts. In most cases 
# the run script and halt script specified here will be the same script, 
# the package central script generated by the cmmakepkg command. This 
# central script handles the run(ning) and halt(ing) of the package . 
# If the script has not completed by the specified timeout value, 
# it will be terminated. The default for each script t i meout is 
# NO TIMEOUT. Adjust the timeouts as necessary to permit full 
# execution of each script . 
# Note: The HALT SCRIPT TIMEOUT should be greater than the sum of 
# all SERVICE_HALT_TIMEOUT specified for all services . 

RUN_S CRIPT /etc/cmcluster/pkgl/control.sh 
RUN SCRIPT TIMEOUT NO TIMEOUT 
HALT SCRIPT /etc/cmcluster/pkgl/control.sh 
HALT::::SCRIPT_TIMEOUT NO_TIMEOUT 

# Enter the SERVICE_NAME, the SERVICE FAIL FAST ENABLED and the 
# SERVICE HALT TIMEOUT values for this package. - Repeat these 
# three lines as necessary for additional service names. All 
# service names MUST correspond to the service names used by 
# cmrunserv and cmhaltserv commands in the run and halt scripts. 
# 
# The value for SERVICE FAIL FAST ENABLED can be either YES or 
# NO. If set to YES, in the-event of a service failure, the 
# cluster software will halt the nade on which the service is 
# running. If SERVICE_FAIL_FAST_ENABLED is not specified, the 
# default will be NO . 
# 
# SERVICE HALT TIMEOUT is represented in the number of seconds. 
ti This timeout- is used to determine the length of time (in 
# seconds) the cluster software will wait for the service to 
# halt before a SIGKILL signal is sent to force the termination 
# of the service. In the event of a service halt, the cluster 
# software will first send a SIGTERM signal to terminate the 
# service. If the service does not halt, after waiting for the 
# specified SERVICE HALT TIMEOUT, the cluster software wi ll send 
# out the SIGKILL signal- to the service to force its termination . 
# This timeout va lue should be large enough to allow all cleanup \i~ ~ 

--------_rJ.-_./ 
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Configuring Packages and Their Services 
Creating the Package Configuration 

# processes associated with the service to complete. If the 
# SERVICE HALT TIMEOUT is not specified, a zero timeout will be 
# assumed~ meaDing the cluster software will not wait at all 
# before sending the SIGKILL signal to halt the service . 
# 
# Example: SERVICE NAME DB SERVICE 
# SERVICE-FAIL FAST ENABLED NO-
# SERVICE:::HALT:::TIMEOUT 300 
# 
# To configure a service, uncomment the following lines and 
# fill in the values for all of the keywords. 
# 
SERVICE NAME service1 
SERVICE- FAIL FAST ENABLED NO 
SERVICE:::HALT:::TIMEOUT 300 

# Enter the network subnet name that is to be monitored for this package. 
# Repeat this line as necessary for additional subnet names . If any of 
# the subnets defined goes down, the package will be switched to another 
# nade that is configured for this package and has all the defined subnets 
# available . 

#SUBNET 15 . 16.168.0 

# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

The following keywords (RESOURCE NAME, RESOURCE POLLING INTERVAL, and 
RESOURCE UP VALUE) are used to specify Package Resource-Dependencies. To 
define a-Package Resource Dependency, a RESOURCE NAME line with a fully 
qualified resource path name, and one or more RESOURCE_UP_VALUE lines are 
required. A RESOURCE_POLLING_INTERVAL l ine (how often in seconds the resource 
is to be monitored) is optional and defaults to 60 seconds . }n operator and 

- ----jj-

# 
# 
# 
# 
# 
# 
# 
# 

a value are used with RESOURCE UP VALUE to define when the re,;ource is to be 
considered up. The operators ãre-=, !=, >, <, >=, and <=, de:t:ending on the 
type o f value. Values can be string or numeric. I f the type .cs string, then 
only = and != are valid operators. If the string contains whitespace, it 
must be enclosed in quotes . String values are case sensitive. For example, 

Resource is up when its value is 

RESOURCE UP VALUE = UP "UP" 
RESOURCE-UP-VALUE!= DOWN Any value except "DOWN" 
RESOURCE-UP:::VALUE= "On Course" "On Course" 

If the type is numeric, then it can specify a threshold, or a range to 
define a resource up condition. If it is a threshold, then any ope~ator 
may be used. If a range is to be specified, then only > or >= may be used 
for the first operator, and only < or <= may be used for the second ~Jerator. 
For example, 
Resource is up when its value is 

RESOURCE UP VALUE 
RESOURCE-UP-VALUE 
RESOURCE:::uP:::VALUE 

55 (threshold) 
> 5 . 1 greater than 5 . 1 (threshold) 
> -5 and < 10 between - 5 and 10 (range) 

Note that "and" is required between the lower limit and upper l imit 
when specifying a range . The upper limit must be greater than the lower 
limit . If RESOURCE UP VALUE is repeated within a RESOURCE_NAME block, then 
they are inclusively OR'd together. Package Resource Dependencies may be 
defined by repeating the entire RESOURCE_NAME block. 

Example : RESOURCE_NAME/net/lan/lan0/res1 
RESOURCE_POLLING~I;N~T~E~R~V;A~L~1~2~0~-------------------------­

-----rtESOt:JReE-~E RONN I NG 
RESOURCE:::uP:::VALUE= ONLINE 

Means that the value of resource /net/lan/lan0/res1 will be 
checked every 120 seconds, and is considered to be ' up' when 
its value is "RUNNING" or "ONLINE". 

uncomment the following lines to specify Package Resource Dependencies . 
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#RESOURCE_ NAME <Full_path_name> 
#RESOURCE POLLING INTERVAL <numeric s econds> 
#RESOURCE=UP_ VALUE <Op> <String_or_numer i c> [and <OP> <numeric> ] 

# The default for PKG SWI TCHING ENABLED is YES . In the e vent of a 
# failure, this permits the cluster software to t r ansfe r the package 
# to an adoptive node. Adjust as necessary. 

PKG_SWITCHING_ ENABLED YES 

# The default for NET SWITCHING ENABLED i s YES. I n the event of a 
# fa i l u r e , this permit s the cluster software to switch LANs locally 
# (t ransfe r to a s tandby LAN car d). Adjust a s n ecessary. 

NET_ SWITCHING_ENABLED YES 

# The default f o r NODE FAIL FAST ENABLED is NO. If s e t to YES , 
# in the e vent of a failure~ the- clus t er sof tware will ha l t t h e node 
# on which the package is running. Adj ust as necessary . 

NODE_FAI L_ FAST_ENABLED NO 

Use the information on the Package Configuration worksheet to 
complete the file. Refer also to the comments on the configuration 
template for additional explanation of each parameter. You may include 
the following information: 

• NODE _ NAME. Enter the name of each node in the cluster on a separa te 
line . 

• RUN_SCRIPT and HALT_SCRIPT. SpecifY the pathname ofthe 
package control script (described in the next section). No default is 
provided . 

• If your package contains services, enter the SERVI CE_NAME, 
SERVICE FAIL FAST ENABLED and SERVICE HALT TIMEOUT. - - - - -
values. Enter a group ofthese three for each service. You can 
configure no more than 30 services per package. 

• If your package has IP addresses associated wtih it, enter the 
SUBNET. This must be a subnet that is already specified in the cluster 
confiugration . 

• NODE_FAIL_FAST_ENABLED parameter. Enter YES orNO . 

To configure monitoring within the package for a registered resource, 
enter values for the following parameters . Use the "Additional Package 
Resources" part ofthe "Package Configuration" subarea in SAM to 
obtain a list ofresource names, polling intervals, and up values that you 
can set up as dependencies for your packages . 
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Configuring Packages and Their Services 

Creating the Package Configuration 

• RESOURCE _ NAME. Enter the name of a registered resource that is to 
be monitored by MC/ServiceGuard . 

• RESOURCE _ POLLING _ INTERVAL. Enter the time between attempts to 
assure that the resource is healthy . 

• RESOURCE UP VALUE. Enter the value or values that determine 
when the resource is considered to be up. During monitoring, if a 
different value is found for the resource, the package will fail . 

This package configuration data is later combined with the cluster 
configuration data in the binary cluster configuration file . 
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Writing the Package Control Script 
The package control script contains ali the information necessary to run 
ali the services in the package, monitor them during operation, react to a 
failure, and halt the package when necessary. You can use either SAM or 
HP-UX commands to create or modifY the package contrai script. For 
security reasons, the control script must reside in a directory with the 
string cmcluster in the path . 

Using SAM to Write the Package Control 
Script 
Select the High Availability options in SAM, then choose "Package 
Configuration." From the Action menu, choose "Create/Add a Package." 
The step menu appears, showing a group of options. The last two steps 
on the menu are for choosing the pathname ofthe package control script . 
Select each option after you define the package itself. For more 
information, use the Help key . 

When you create a package control script this way, you do not need to do 
any further editing, but you may customize the script if you wish . 

Using Commands to Write the Package 
Control Script 
Each package must have a separate contrai script. The control script is 
placed in the package directory and is given the same name that it has in 
the package configuration file. The package control script contains both 
the run instructions and the halt instructions for the package. It must be 
executable. Use the following procedure to create a control scripts for the 
sample package pkg 1 . 

First, generate a control script template: 

#cmmakepkg -a /etc/cmcluster/pkgl/control.sh 

You may customize the script, as described in the next section . 
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Customizing the Package Control Script 
Check the definitions and declarations at the beginning ofthe control 
script using the information in the Package Configuration worksheet. 
You need to customize as follows : 

• Update the PATH statement to reflect any required paths needed to 
start your services . 

• Enter the names ofvolume groups that will be activated . 

• Add the names o f logical volumes and file systems that will be 
mounted on them. 

• Define IP subnet and IP address pairs for your package. 

• Add service name(s) . 

• Add service command(s) 

• Add a service restart parameter, if desired . 

Use care in defining service run commands. Each run command is 
executed by the control script in the following way: 

• The cmrunserv command executes each run command and then 
monitors the process id of the process created by the run command . 

• When the command started by cmrunserv exits, MC/ServiceGuard 
determines that a failure has occurred and takes appropriate action, 
which may include transferring the package to an adoptive node . 

• If a run command is a shell script that runs some other command and 
then exits, MC/ServiceGuard will consider this normal exit as a 
failure . 

To avoid problems in the execution of control scripts, ensure that each 
run command is the name of an actual service and that its process 
remains alive until the actual service stops . 

Ifyou need to define a set ofrun and halt operations in addition to the 
defaults, create functions for them in the sections under the heading 
CUSTOMER DEFINED FUNCTIONS . The next section shown an excerpt 
from the control script for a sample package configuration . 

Chapter 6 139 



-• • • • • • • • • • • • • • • •• :c 
• • • • • • • • • • :e 
ec • • • 
• • • • • • • • • • 

Configuring Packages and Their Services 

Writing the Package Control Script 

Package Control Script Template File 

,.,...-- -,..,... 

I. , ... .,.<~ .. 

# ********************************************************************** 
# * 
# * HIGH AVAILABILITY PACKAGE CONTROL SCRIPT (template) 
# * 
# * Note: This file MUST be edited befo re it can be used. 
# * 
# *** ******************************************************************* 

# UNCOMMENT the variables as you set them. 

# Set PATH to reference the appropriate directories . 
PATH=/sbin:/usr/bin:/usr/sbin:/etc:/bin 

# 
# 
# 
# 
# 
# 

VOLUME GROUP ACTIVATION: 
Specify the method of activation for volume groups. 
Leave the default ("VGCHANGE="vgchange -a e" ) if you 
groups activated in exclusive mede. This assumes the 
been initialized with 'vgchange -c y' at the time of 

want volume 
volume groups have 
creation. 

# Uncomment the first line (VGCHANGE="vgchange -a e -q n"), and comment 
# out the defau l t, if your disks are mirrored on separate physical paths, 
# 
# 
# 
# 
# 

Uncomment the second line (VGCHANGE="vgchange -a y") if you wish to 
use non-exclusive activation mode. Single nade cluster configurations 
must use non-exclusive activ ation . 

# VGCHANGE="vgchange -a e -q n" 
# VGCHANGE="vgchange -a y" 
VGCHANGE="vgchange -a e"# Default 

# VOLUME GROUPS 
# Specify which volume groups are used by this package . Uncomment VG[\1 ]="" 
# and fill in the name of your first volume group. You must begin witk 
# VG[O), and increment the list in sequence. 
# 
# 
# 
# 
# 

For example, if this package uses your volume groups vgOl and vg02, enter: 
VG[O)=vgOl 
VG[l)=vg02 

# The volume group activation method is defined above . The filesystems 
# associated with these volume groups are specified below. 
# 
#VG[O)="" 

# 
# 
# 
# 
# 

FILESYSTEMS 
Specify the filesystems which are used by this package. Uncomment 
LV[O)=""; FS[O)=""; FS MOUNT OPT[O)="" and fill in the name of your first 
logical volume, filesyStem aÕd mount option for the file system. You must 
begin with LV[O), FS[O) and FS_MOUNT_OPT[O) and increment the list in 

# sequence . 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
11 
# 
# 
# 
# 

For example, if this package uses the file systems pkgla and pkglb, 
which are mounted on the logical volumes lvoll and lvol2 with read and 
write options enter : 

LV[O)= / dev/vgOl/lvoll; FS[O)= / pkgla; FS MOUNT OPT[O)="-o rw" 
LV[l)=/dev/vg01/lvol2; FS[l)=/pkglb; FS=MOUNT:::OPT[l)="-o rw" 

The filesystems are defined as triplets of entries specifying the logical 
volume, the mount point and the mount options for the file system. Each 
filesystem will be fsck'd prior to being mounted. The filesystems will be 
mounted 1n the arder spec1f1ed dur1ng package startup and w1II bê unmo~u~n=rt~e~a,-­
i n reverse arder during package shutdown. Ensure that volume groups 
referenced b y the logical volume definitions below are included in 
volume group definitions above. 

#LV[O)=""; FS[O)=""; FS_MOUNT_OPT[O)="" 

# IP ADDRESSES 
# Specify the IP and Subnet address pairs which are used by this package . 
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# 
# 
# 
# 
# 
# 
# 
# 
# 

Uncomment IP[O];"" and SUBNET[O];"" and fill in the name of your first 
IP and subnet address . You must begin with IP[0] and SUBNET[O) and 
increment the l i s t in sequence. 

For example, if t his package uses an IP of 192.10.25.12 anda subnet of 
192. 10.25.0 enter' 

IP[0) ;1 92 . 10.25.12 
SUBNET[0);192.10.25.0 # (netmask;255 .2:>5.255.0) 

# Hint, Run "netstat -i" to see the available subnets in the Network field. 
# 
# 
# 
# 

IP /Subnet address pairs for each IP address you want to add to a subnet 
interface card. Must be set in pairs, even for IP addresses on the same 
subnet . 

# 
#IP[O];"" 
#SUBNET[O];"" 

# SERVICE NAMES AND COMMANDS . 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 
# 

Specify the service name, command, and restart parameters which are 
used by this package. Uncomment SERVICE NAME[O]; "" , SERVICE CMD[O);"", 
SERVICE_RESTART[O]; "" and fill in the name of the first service, command, 
and restart parameters. You must begin with SERVICE NAME[O), SERVICE CMD(O], 
and SERVICE_RESTART[O) and increment the list in sequence. -

For example, 
SERVICE NAME[O];pkg1a 
SERVICE-CMD[ Q);" /usr/b i n/Xll /xclock -display 192.10.25.54,0" 
SERVICE=RESTART[O);"" # Will not r estart the service. 

SERVICE NAME[1);pkglb 
SERVICE-CMD[1);"/usr/bin/Xll/xload - display 192.10.25.54,0" 
SERVICE=RESTART [1) ; " -r 2" # Will restart the service twice. 

SERVICE NAME[2);pkg1c 
SERVICE-CMD[2);" / usr/ sbin / ping" 
SERVICE-RESTART [2] ;"-R" # Will restart the service an infinite· 

- number o f times. 

Note, No environmental variables will be passed to the command, this 
includes the PATH variable . Absolute path names are requi red for the 
service command definition. Default shell is / usr/ bin / sh . 

#SERVICE NAME[O];"" 
#SERVICE-CMD[Q);"" 
#SERVICE=RESTART[O);"" 

# DTC manager information for each DTC. 
# Examp1e, DTC[Q);dtc_20 
#DTC_NAME(O]; 

The above excerpt from the control script shows the assignmen\ ofvalues 
to a set ofvariables. The remainder ofthe script uses these variables to 
control the package by executing Logical Volume Manager commands, 
HP-UX commands, and MC/ServiceGuard commands including 
cmrunserv, cmmodnet, and cmhal tserv. Examine a copy ofthe control 
script template to see the flow oflogic. Use the following commmd: 

#Cmmakepkg - s l more 

The main function appears at the end of the script . 
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Note that individual variables are optional; you should include only as 
many as you need for proper package operation. For example, ifyour 
package does not need to activate a volume group, omit the VG variables; 
i f the package does not use services, omit the corresponding 
SERVICE_NAME, SERVICE_CMD, and SERVICE_RESTART variables; and 
so on . 

After customizing the script, distribute it to each node in the cluster 
using rcp, ftp, or your favorite method of copying . 

Adding Customer Defined Functions to the 
Package Control Script 
You can add additional shell commands to the package control script to 
be executed whenever the package starts or stops. Simply enter these 
commands in the CUSTOMER DEFINED FUNCTIONS area ofthe script . 
This gives you the ability to further customize the control script . 

An example ofthis portion ofthe script is shown below, with the date 
and echo commands included to log starts and halts ofthe packag.e to a 
special file . 

# START OF CUSTOMER DEFINED FUNCTIONS 

# This function is a place holder for customer defined functions . 
# You should define all actions you want to happen here, before the service is 
# started . You can create as many functions as you need . 

function customer defined run cmds { - - -

# ADD customer defined run commands. 
: # do nothing instruction, because a function must contain some command . 
date >> /tmp / pkgl . datelog 
echo 'Starting pkgl' >> /tmp/pkgl.datelog 
test return 51 

} -
# This function is a place holder for customer de f ined functions. 
# You should define all actions you want to happen here, befor e the s ervi c e is 
# halted. 

function customer defined halt cmds { - - -
# ADD customer defined halt commands . 
: # do nothing instruction, because a function must contain some command. 
date >> / tmp / pkgl.datelog 
echo 'Halting pkgl' >> /tmp / pkgl.datelog 
test return 52 

} -

# END OF CUSTOMER DEFINED FUNCTIONS 
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Adding MC/ServiceGuard Commands in Customer 
Defined Functions 
You can add MC/ServiceGuard commands (such as cmmodpkg) in the 
Customer Defined Functions section of a package control script . 
However, these commands must not interact with the package itself . 
Additionally, if an MC/ServiceGuard command interacts with another 
package, then you need to check all packages with MC/ServiceGuard 
commands for the possibility of a command loop . 

For instance, a command loop might occur under the following 
circumstances. Suppose Pkgl does a cmmodpkg - d of Pkg2, and Pkg2 
does a cmmodpkg -d ofPkgl. Ifboth Pkgl and Pkg2 start at the same 
time, Pkgl tries to cmmodpkg Pkg2. However, that cmmodpkg command 
has to wait for Pkg2 startup to complete. Pkg2 tries to cmmodpkg Pkgl, 
but Pkg2 has to wait for Pkgl startup to complete, thereby causing a 
command loop . 

To avoid this situation, it is a good idea to alway specifY a 
RUN_SCRIPT_TIMEOUT anda HALT_SCRIPT_TIMEOUT for ali packages, 
especially packages that use ServiceGuard commands in their control 
scripts. If a timeout is not specified and your configuration has a 
command loop as described above, inconsistent results can occur, 
including a hung cluster . 

Adding or Removing Packages on a Running 
Cluster 
You can add or remove packages while the cluster is running, subject to 
the limit ofMAX_CONFIGURED_PACKAGES. To add or remove packages 
online, refer to the chapter on "Cluster and Package Maintenance." 

- --- - ---
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Verify and Distribute the Configuration 
You can use SAM or HP-UX commands to verifY and distribute the 
binary cluster configuration file among the nodes ofthe cluster . 

Distributing the Configuration File And 
Control Script with SAM 
When you have finished creating a package in the Package Configuration 
subarea in SAM, you are asked to verifY the copying of the files to ali the 
nodes in the cluster. When you respond OK to the verification prompt, 
MC/ServiceGuard copies the binary configuration file and package 
control script to ali the nades in the cluster . 

Copying Package Control Scripts with HP-UX 
commands 
Use HP-UX commands to copy package control scripts from the 
configuration node to the same pathname on ali nodes which can 
possibly run the package. Use your favorite method offile transfer (e. g., 
rcp or ftp). For example, fromftsys9, you can issue the rcp command to 
copy the package control script to ftsyslO: 

# rcp /etc/cmcluster/pkgl/control. sh 
ftsyslO:/etc/cmcluster/pkgl/control . sh 

Distributing the Binary Cluster Configuration 
File with HP-UX Commands 
Use the following steps from the node on which the ASCII cluster and 
package configuration files exist: 

• VerifY that the configuration file is correct. Use the following 
command: 

#cmcheckconf -C /etc/cmcluster/cmclconf.ascii -P \ 
/etc/cmcluster/pkgl/pkglconf.ascii 

• Activate the cluster lock volume group so that the lock disk can be 
initialized: 

# vgchange -a y /dev/vgOl 
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• Generate the binary configuration file and distribute it across the 
nodes . 

#cmapplyconf - v -C /etc/cmcluster/cmclconf.ascii -P \ 
/ etc/cmcluster/pkgl/pkglconf.ascii 

• Deactivate the cluster lock volume group . 

# vgchange -a n /dev/vgOl 

The cmapplyconf command creates a binary version ofthe cluster 
configuration file and distributes it to all nodes in the cluster. This action 
ensures that the contents ofthe file are consistent across ali nodes. 

cmcheckconf and cmapplyconf must be used again any time changes 
are made to the cluster and package configuration files . 

Verifying Cluster and Package Configuration 
While configuring your MC/ServiceGuard cluster, it's a good idea to test 
that the various components of the cluster behave correctly in case of a 
failure. See the chapter "Troubleshooting Your Cluster" for an 
explanation of how to test that your cluster responds properly in the 
event of a package failure, a node failure, or a LAN failure . 
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7 Cluster and Package 
Maintenance 

This chapter describes how to start and halt a cluster or an individual 
node, how to perform permanent reconfiguration, and how to start, halt, 
move, and modizy packages during routine maintenance of the cluster. 
Topics are as follows: 

• Managing the Cluster and Nodes 

• Reconfiguring a Running Cluster 

• Managing Packages and Services 

• Reconfiguring Packages in a Running Cluster 

• Responding to Cluster Events 

• Single Node Operation 

• Removing MC/ServiceGuard Software from a System 

Ali administration tasks can be carried out using SAM or HP-UX 
commands. From the SAM main menu, choose Clusters, then High 
Availability Clusters, and select the appropriate type of administration 
- cluster or package administration . 
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Man aging the Cluster and Nodes 
Managing the cluster involves the following tasks: 

• Starting the Cluster When All Nodes are Down 

• Adding Previously Configured Nodes to a Running Cluster 

• Removing Nodes from Operation in a Running Cluster 

• Halting the Entire Cluster 

• Reconfiguring a Halted Cluster 

You can use SAM or MC/ServiceGuard commands to start or stop the 
cluster, and to modizy the cluster configuration. Starting the cluster 
means running the cluster daemon on one or more of the nodes in a 
cluster. You use different MC/ServiceGuard commands to start the 
cluster depending on whether all nodes are currently down (that is, no 
cluster daemons are running), or whether you are starting the cluster 
daemon on an individual node . 

Note the distinction that is made in this chapter between adding an 
alr eady configured node to the cluster and adding a new node to the 
cluster configuration. An already configured node is one that is already 
entered in the cluster configuration file; a new node is added to the 
cluster by modifying the cluster configuration file . 

Starting the Cluster When ali Nodes are Down 
You can use SAM or MC/ServiceGuard commands to start the cluster. 

Using SAM to Start the Cluster 
In SAM, choose Clusters, then High Availability Clusters. In the Cluster 
Administration area, highlight the cluster you wish to start, then select 
"Start Cluster" from the Actions menu. Indica te whether you wish to 
bring up the cluster on all nodes or on a subset of nodes. If you choGSe a 
subset, then you must select the nodes from the list. This QQt!Qn shtuld 
be used only when you are sure that the cluster is not already runnil\5 on 
any node . 

At the verification prompt, select OK to start the cluster . 
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Using MC/ServiceGuard Commands to Start the 
Cluster 

Use the cmruncl command to start the cluster when ali cluster nodes 
are down. Use the -n option to specify a particular group ofnodes . 
Without this option, ali nodes will be started. The following starts ali 
nodes configured in the cluster: 

# cmruncl -v 

The following example starts up the locally configured cluster only on 
ftsys9 andftsyslO. (This form ofthe command should only be used when 
you are sure that the cluster is not already running on any node.) 

# cmruncl -v -n ftsys9 -n ftsyslO 

MC/ServiceGuard cannot guarantee data integrity ü you try to 
start a cluster with the cmruncl -n command while a subset of 
the cluster's nodes are already running a cluster. If the network 
connection is down between nodes, using cmruncl -n might 
result in a second cluster forming, and this second cluster might 
start up the same applications that are already running on the 
other cluster. The result could be two applications overwriting 
each other's data on the disks . 

Adding Previously Configured N odes to a 
Running Cluster 
You can use SAM or MC/ServiceGuard commands to bring a configured 
node up within a running cluster. 

Using SAM to Add Previously Configured Nodes to a 
Running Cluster 

In the Cluster Administration area, highlight the cluster you are adding 
the node to, then select "Specify Nodes to Join the Cluster." Choose the 
node or nodes you are adding, then choose OK. Only nodes that are 
members ofthe current cluster configuration may be selected . 
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Using MC/ServiceGuard Commands to Add Previously 
Configured Nodes to a Running Cluster 
Use the cmrunnode command to add one or more nodes to an already 
running cluster. Any node you add must already be a part ofthe cluster 
configuration. The following example adds node ftsysB to the cluster that 
was just started with only nodes ftsys9 and ftsyslO: 

# cmrunnode -v ftsys8 

Since the node's cluster is already running, the nodejoins the cluster and 
packages may be started. Ifthe node does not find its cluster running, or 
the node is not part ofthe cluster configuration, the command fails. 

Removing Nodes from Operation in a Running 
Cluster 
You can use SAM or HP-UX commands to remove nodes from operation 
in a cluster. This operation removes the node from cluster operation by 
halting the cluster daemon, but it does not modifY the cluster 
configuration. To remove a node from the cluster configuration 
permanently, you must recreate the cluster configuration file. See the 
next section . 

Using SAM to Remove Nodes from Operation 
In the Cluster Administration area, highlight the cluster you are 
interested in, then select "SpecifY Nodes to Leave the Cluster" from the 
Actions menu. Choose the node or nodes, then select OK. 

If a package is running on a node you are shutting down, you will see a 
message asking for a verification that you wish to shut down the node 
anyway. Reply OK to verifY shutdown. Following shutdown, any package 
that can switch to an adoptive node will start up on the adoptive node . 

Using MC/ServiceGuard Commands to Remove Nodes 
from Operation 
Use the cmhal tnode command to halt one or more nodes in a cluster. 
The clnster daemon an the specified nade staps, and the nadeis removed __ _ 
from active participation in the cluster . 

To halt a node with a running package, use the -f option. If a package 
was running that can be switched to an adoptive node, the switch takes 
place and the package starts on the adoptive node. For example, the 
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following command causes the ServiceGuard daemon running on node 
ftsys9 in the sample configuration to halt and the package running on 
ftsys9 to move to ftsyslO: 

# cmhaltnode ~f ~v ftsys9 

This halts any packages running on the node ftsys9 by executing the halt 
instructions in each package's control script. ftsys9 is halted and the 
packages start on the adoptive node, ftsyslO . 

The use of cmhaltnode is a convenient way ofbringing a node down for 
system maintenance while keeping its packages available on other 
nodes. After maintenance, the package can be returned to its primary 
node. See "Moving a Package," below . 

To return a node to the cluster, use cmrunnode . 

Halting the Entire Cluster 
You can use SAM or MC/ServiceGuard commands to halt a running 
cluster . 

U sing SAM to Halt the Cluster 
In the Cluster Administration area, highlight the cluster you wish to 
halt, then select "Shut Down Cluster" from the Actions menu to halt the 
selected cluster on ali nodes. At the verification prompt, choose OK. 

Using MC/ServiceGuard Commands to Halt a Cluster 
The cmhaltcl command can be used to halt the entire cluster. This 
command causes ali nodes in a configured cluster to halt their 
MC/ServiceGuard daemons. You can use the -f option to force the 
cluster to halt even when packages are running. This command can be 
issued from any running node. Example: 

# cmhaltcl ~f -v 

This halts ali nodes that are configured in the cluster . 
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Reconfiguring a Halted Cluster 
You can also make a permanent change in cluster configuration when 
the cluster is halted. This procedure must be used for changes to the lock 
disk configuration, changes in timing prarmeters, and changes to the 
Maximum Number ofPackages parameter, but it can be used for any 
other cluster configuration changes as well. 

Use the following steps: 

1. Halt the cluster on all nodes. 

2. On one node, reconfigure the cluster as described in the chapter 
"Building an HA Cluster Configuration." You can do this by using 
SAM or by issuing the cmquerycl command to generate an ASCII 
file, which you then edit . 

3. Make sure that all nodes listed in the cluster configuration file are 
powered up and accessible. Use SAM or the cmapplyconf command 
to copy the binary cluster configuration file to all nodes. This file 
overwrites any previous version of the binary cluster configuration 
file . 

4. Use SAM or the cmruncl command to start the cluster on all nodes 
or on a subset of nodes, as desired . 

Using SAM to Change the Maximum Packages 
Parameter 
After halting the cluster, go to the Cluster Configuration area, and 
choose "Modify Cluster Configuration" from the Actions menu. Then 
select "Modify Cluster Package Requirements." Enter the new maximum 
number of packages in the space provided, and click OK. 

Using MC/ServiceGuard Commands to Change 
MAX_CONFIGURED_PACKAGES 
Use the cmgetconf command to obtain a current copy ofthe cluster's 
existing configuration. Example: 

# cmgetconf -C clconfig.ascii 

Edit the clconfig. ascii file to include the desired value for 
MAX_CONFIGURED_PACKAGES. Then use the cmcheckconf 
command to verify the new configuration. Use the cmapplyconf 
command to apply the changes to the configuration and send the new 
configuration file to all cluster nodes . 
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Automatically Restarting the Cluster 
You can configure your cluster to automatically restart after an event, 
such as a long-term power failure , which brought down all nodes in the 
cluster. This is done by setting AUTOSTART _ CMCLD to 1 in the 
/etc/rc. config .d/cmcluster file . 
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Table 7-1 

Cluster and Package Maintenance 

Reconfiguring a Running Cluster 

Reconfiguring a Running Cluster 
You can add new nodes to the cluster con:figuration or delete nodes from 
the cluster configuration while the cluster is up and running. Note the 
following, however: 

• You cannot change the lock disk configuration while the cluster is 
running. 

• You cannot remove an active node from the cluster. You must halt the 
node first. 

• You cannot delete an active volume group from the cluster 
configuration. You must halt any package that uses the volume group 
and ensure that the volume is inactive before deleting it . 

• You cannot change cluster timing parameters . 

• The only configuration change allowed while a node is unreachable 
(for example, completely disconnected from the network) isto delete 
the unreachable node from the cluster configuration. Ifthere are also 
packages that depend upon that node, the package configuration 
must also be modified to delete the node. This all must be done in one 
configuration request (cmapplyconf command) . 

Changes to the package configuration are described in a later section . 

Types of Changes to Permanent Cluster Configuration 

Change to the Cluster 
Configuration 

Add a new node 

Delete a node 

Change Maximum Configured 
Packages 

Change Timing Parameters 
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Required Cluster State 

All cluster nodes must be 
running. Serial heartbeat must 
not be configured . 

A node can be deleted even 
though it is unavailable or 
unreachable . 

Cluster must not be running. 

Cluster must not be running. 
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Change to the Cluster 
Configuration 

Change IP addresses for heartbeats 
or monitored subnets 

Cluster and Package Maintenance 

Reconfiguring a Running Cluster 

Required Cluster State 

Cluster must not be running . 

Cluster must not be running 

Cluster must not be running 

The following sections describe how to perform dynamic reconfiguration 
tasks using SAM or using MC/ServiceGuard commands. 

Using SAM to Add Nodes to the Configuration 
While the Cluster is Running 
Use the Cluster Configuration area of SAM, and choose "Modify Cluster 
Configuration" from the Actions menu. Then select "Modify Cluster 
Name and Nades." Highlight the name ofthe node you wish to add to the 
cluster in the list on the right ofthe screen, then click the Add button . 
When you are finished changing the node list, click OK. 

Using MC/ServiceGuard Commands to Add 
Nodes to the Configuration While the Cluster 
is Running 
Use the following procedure to add a node with HP-UX commands. For 
this example, nodes ftsysB and ftsys9 are already configured in a running 
cluster named clusterl , and you are adding node ftsyslO. 

1. Use the following command to store a current copy of the existing 
cluster configuration in a temporary file: 

# cmgetconf -C temp.ascii 

2. Specify a new set of nodes to be configured and generate a template of 
the new configuration: 

# cmquerycl -C clconfig.asc~i -c clusterl \ - ­
-n ftsys8 -n ftsys9 -n ftsyslO 

3. Edit the file clconfig. ascii to check the information about the 
new node . 

4. Verify the new configuration: 
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# cmcheckconf -C clconfig.ascii 

-~rvl,. . 7 . .. ..) 
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5. Apply the changes to the configuration and send the new binary 
configuration file to ali cluster nodes: 

# cmapplyconf -C clconfig.ascii 

Use cmrunnode to start the new node, and, if desired, set the 
AUTOSTART_CMCLD parameter to 1 in the 
I etc/rc. config. d/ cmcluster file to enable the new node to join the 
cluster automatically each time it reboots . 

Using SAM to Delete Nodes from the 
Configuration While the Cluster is Running 
In the Cluster Administration area of SAM, halt the node that you wish 
to remove from the cluster configuration. Then go to the Cluster 
Configuration area, and choose "Modify Cluster Configuration" from the 
Actions menu. Then select "Modi:fy Cluster Name and Nodes." Highlight 
the name of the node you wish to delete from the cluster in the list of 
configured nodes, then click the Remove button. When you are finished 
changing the node list, click OK. 

Ifthe node you wish to delete is unreachable (disconnected from the 
LAN, for example), you can use SAM to delete the node only ifthere are 
no packages which specify the unreachable node. Ifthere are packages 
that depend on the unreachable node, use MC/ServiceGuard commands 
as described in the next section . 

Using MC/ServiceGuard Commands to Delete 
N odes from the Configuration While the 
Cluster is Running 
Use the following procedure to delete a node with HP-UX commands. For 
this example, nodes ftsysB, ftsys9 and ftsyslO are already configured in a 
running cluster named clusterl, and you are deleting node ftsyslO . 

1. Use the following command to store a current copy ofthe existing 
cluster configuration in a temporary file: ---- ------------
# cmgetconf -C temp.ascii 

2. Speci:fy the new set of nodes to be configured (omitting ftsyslO) and 
generate a template of the new configuration: 

# cmquerycl -C clconfig.ascii -c clusterl -n ftsys8 -n ftsys9 
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Cluster and Package Maintenance 
Reconfiguring a Running Cluster 

3. Edit the file clconfig . ascii to check the information about the 
new node . 

4. Verify the new configuration: 

# cmcheckconf -c clconfig.ascii 

5. Apply the changes to the configuration and send the new binary 
configuration file to ali cluster nodes: 

# cmapplyconf -C clconfig.ascii 

V se cmrunnode to start the new node, and, if desired, set the 
AUTOSTART_CMCLD parameter to 1 in the 
I etc / rc . config. d/ cmcluster file to enable the new node to join the 
cluster automatically each time it reboots . 

If you are attempting to remove an unreachable node that has many 
packages dependent on it, especially if the dependent packages use a 
large number of EMS resources, you may see the following message: 

T.he configuration change is too large t o process while the cluster i s running. 
Split the configuration change into multipl e requests or ha l t t he c lu s t er . 

In this situation, you must halt the cluster to remove the unreachable 
node . 

Using SAM to Change the Volume Group 
Configuration While the Cluster is Running 
In SAM, go to the Cluster Configuration area, and choose "Modify 
Cluster Configuration" from the Actions menu. Then select "Modify 
Cluster Package Requirements." You can add or delete volume groups by 
highlighting the volume group name and adding it to or removing it from 
the list of cluster-aware volume groups. 

You cannot change the cluster lock volume group or physical volume 
configuration while the cluster is running . 

Ifyou are removing a volume group from the cluster configuration, make 
sure that you also modify or delete any package control script that 
activates and deactivates this volume group. In addition, you should use 
the LVM vgexport command on the removed volume group from each 
node that will no longer be using the volume group . 
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Using MC/ServiceGuard Commands to 
Change the Volume Group Configuration 
While the Cluster is Running 
Use the cmgetconf command to obtain a current copy ofthe cluster's 
existing configuration. Example: 

# cmgetconf -C clconfig.ascii 

Edit the file clconfig. ascii to add or delete volume groups. Then use 
the cmcheckconf command to verizy the new configuration. Use the 
cmapplyconf command to apply the changes to the configuration and 
send the new configuration file to ali cluster nodes. 

If you are deleting from the cluster a volume group that is currently 
activated by a package, the configuration will be changed but the 
deletion will not take effect until the package is halted; thereafter, the 
package will no longer be able to run without further modification, such 
as removing the volume group from the package control script. 
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Managing Packages and Services 
Managing packages and services involves the following tasks: 

• Starting a Package 

• Halting a Package 

• Moving a Package 

• Adding a Package to a Running Cluster 

• Deleting a Package from a Running Cluster 

• Reconfiguring a Package on a Running Cluster 

• Reconfiguring a Package on a Halted Cluster 

You can use SAM or MC/ServiceGuard commands to perform these 
tasks . 

Starting a Package 
Ordinarily, a package configured as part ofthe cluster will start up on its 
primary node when the cluster starts up. You may need to start a 
package manually after it has been halted manually. You can do this 
either in SAM or with MC/ServiceGuard commands . 

Using SAM to Start a Package 
In SAM, select "Package Administration," then choose the package you 
wish to start. From the "Actions" menu, choose "Start Package." If you 
wish to start the package on a specific node, choose "Start a Package on a 
Specific Node." Otherwise, choose "Start Package," and reply Yes to the 
verification prompt. 

Using MC/ServiceGuard Commands to Start a 
Package 

# cmrunpkg -n ftsys9 pkgl 
# cmmodpkg -e pkgl 
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Managing Packages and Services 

This starts up the package onftsys9, then enables package switching. 
This sequence is necessa:ry when a package has previously been halted 
on some node, since halting the package disables switching . 

Halting a Package 
You halt an MC/ServiceGuard package when you wish to bring the 
package out of use but wish the node to continue in operation. You can 
halt a package using SAM or using MC/ServiceGuard commands. 
Halt ing a package has a different effect than halting the node. When you 
halt the node, its packages may switch to adoptive nodes (assuming that 
switching is enabled for them); when you halt the package, it is disabled 
from switching to another node, and must be restarted manually on 
another node or on the same node . 

U sing SAM to Halt a Package 
In the SAM "Package Administration" area, choose a package from the 
list, then select "Halt Package" from the Actions menu. Choose OK in 
response to the verification prompt. When you halt the package in this 
way, it is disabled from switching to another node . 

Using MC/ServiceGuard Commands to Halt a Package 
Use the cmhal tpkg command to halt a package, as follows : 

# cmhaltpkg pkgl 

This halts pkgl and disables it from switching to another node . 

Moving a Package 
You can use SAM or MC/ServiceGuard commands to move a package 
from one node to another . 

Using SAM to Move a Running Package 
From the Package Administration screen in SAM, choose a package, 
then select "Move a Package" from the Actions menu. Choose the node 
you wish to move the package to, then select OK Reply Y es::>-l,.lto"'-Wth.ue::-- - -­
verification prompt . 
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Using MC/ServiceGuard Commands to Move a 
Running Package 
Before you move the package, halt it on its original node using the 
cmhal tpkg command. This action not only halts the package, but also 
disables switching the package back to the node on which it halts . 

After you have moved the package you must restart it and enable 
switching. Y ou can do this in SAM or by issuing the cmrunpkg command 
followed by cmmodpkg -e package_name. cmmodpkg can be used with 
the - n option to enable a package to run on a no de if the package has 
been disabled from running on that node dueto some sort of error. If no 
node is specified, the node the command is run on is the implied node. 

Example: 

# cmhaltpkg pkgl 
# cmrunpkg -n ftsyslO pkgl 
# cmmodpkg -e pkgl 

Reconfiguring on a Halted Cluster 
You can also make permanent changes in package configuration while 
the cluster is not running. Use the following steps: 

• On one node, reconfigure the package as described earlier in this 
chapter. You can do this by using SAM or by editing the package 
ASCII file . 

• Edit the package control script directly or use the "Edit a Package 
Control Script" option in SAM. Any changes in service names will also 
require changes in the package configuration file. 

• Use SAM or the cmapplyconf command to copy the binary cluster 
configuration file to all nodes. Use the -P option, specifYing the 
package to be changed; do not use the -C option. This file overwrites 
any previous version of the binary cluster configuration file . 

• Copy the modified control script to all nodes that can run the 
package . 

• Use SAM or the cmruncl command to start the cluster on all nodes 
or on a subset of nodes, as des1red. 'lhe package w1ll start up as nodes 
come online . 
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Reconfiguring a Package on a Running 
Cluster 
You can reconfigure a package while the cluster is running, and in some 
cases you can reconfigure the package while the package itself is 
running. Only certain changes may be made while the package is 
running. 

To modify the package, use the SAM "Package Configuration" subarea, 
and choose options as described in Chapter 6. Alternatively, with HP-UX 
commands, use the following procedure (pkg 1 is used as an example): 

1. Halt the package if necessary: 

# cmhaltpkg pkgl 

See Table 7-2 to determine whether this step is needed . 

2. Ifit is not already available, you can obtain a copy ofthe package's 
ASCII configuration file by using the cmgetconf command, 
specifying the package name . 

# cmgetconf -P pkgl.ascii 

3. Edit the ASCII package configuration file . 

4. Verify your changes as follows: 

# cmcheckconf -v -P pkgl.ascii 

5. Distribute your changes to ali nodes: 

# cmapplyconf -v -P pkgl.ascii 

6. Copy the package control script to ali nodes that can run the package. 

Adding a Package to a Running Cluster 
You can create a new package and add it to the cluster configuration 
while the cluster is up and while other packages are running. The 
number of packages you can add is subject to the value of Maximum 
Con,figured Packages as set in SAM ar as defined in the_._.c .... h....,Js,_,te=r'---- - - - ­

configuration file . 
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To create the package, follow the steps given in the chapter "Configuring 
Packages and Services" with the following difference: do not specizy the 
cluster name when verifYing and distributing the configuration with 
HP-UX commands. For example, to use HP-U:X commands to verif:Y the 
configuration ofnewly createdpkgl on a running cluster: 

# cmcheckconf -P /etc/cmcluster/pkgl/pkglconf.ascii 

Use an HP-U:X command like the following to distribute the new package 
configuration to all nodes in the cluster: 

# cmapplyconf -P /etc/cmcluster/pkgl/pkglconf.ascii 

Remember to copy the control script to the /etc/cmcluster/pkgl directory 
on ali nodes that can run the package. 

Deleting a Package from a Running Cluster 
You can delete a package from all cluster nodes by using the 
cmdeleteconf command. The command can only be executed when the 
package is not running; the cluster may be up. The command re:rnoves 
the package information from the binary configuration file on ali the 
nodes in the cluster . 

The following example halts package mypkg and removes the package 
configuration from the cluster: 

# cmhaltpkg mypkg 
# cmdeleteconf -p mypkg 

The command prompts for a verification before deleting the files unless 
you use the -f option. The directory /etc/cmcluster/mypkg is not 
deleted by this command. 

ChangingthePACKAGE_SWITCHING_ENABLED 
Flag 
To change package switching behavior in a running cluster so that the 
new behavior remains in effect across cluster restarts, perform the 
following steps: 

1. To immediatel:y change package switching behavi:ot while the clnster­
is running, use the cmmodpkg command. For example, ifyou v.rant to 
disable switching for a running package on a given node, enter the 
following: 

# cmmodpkg -d pkgl 
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Reconfiguring a Package on a Running Cluster 

2. To change the default configuration so that the next time the cluster 
restarts the change you made in package switching is still in effect, 
you must change the PACKAGE_SWITCHING_ENABLED flag in 
the package configuration file. (Any change in this flag will only take 
effect the next time the cluster is restarted.) 

See the previous section "Reconfiguring a Package on a Running 
Cluster" for detailed instructions . 

Allowable Package States During 
Reconfiguration 
All nodes in the cluster must be powered up and accessible when making 
configuration changes . 

Refer to Table 7-2 to determine whether or not the package may be 
running while you implement a particular kind of change. Note that for 
ali of the following cases the cluster may be running, and also packages 
other than the one being reconfigured may be running . 

Types of Changes to Packages 

Change to the 
Required Package State 

Package 

Addanew Other packages may be in any state . 
package 

Delete a package Package must not be running. 

Add a service Package must not be running. 

Remove a service Package must not be running. 

Add a subnet Package must not be running. Subnet must 
already be configured into the cluster . 

Remove a subnet Package must not be running. 

Add a resource Package must not be running. Resource must 
.l ...L 1'" _] . LL -1 
UUvU~J '-''-' vVUUf>~'"'~ u•uv u ..... ~·~~u'"'•• 

Remove a Package must not be running. 
resource 
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Changetothe 
Package 

Add a volume 
group 

Remove a volume 
group 

Changerun 
script contents 

Change halt 
script contents 

Script timeouts 

Service timeouts 

Service failfast 

Package 
switching 

Network 
switching 

Change the order 
of nodes where a 
package may run 
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Required Package State 

Package must not be running. Volume group must 
already be configured into the cluster. 

Package must not be running. 

It is recommended that the package be halted. If 
the run script for the package is modified while 
the package is running, timing may cause 
problems . 

It is recommended that the package be halted. If 
the halt script for the package is modified while 
the package is running, timing may cause 
problems . 

Package may be either running or halted. 

Package must not be running. 

Package must not be running. 

Package may be either running or halted. 

Package may be either running or halted. 

Package may be either running or halted. 
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Responding to Cluster Events 

--- -~ 

MC/ServiceGuard does not require much ongoing system administration 
intervention. As longas there are no failures, your cluster will be 
monitored and protected. In the event of a failure, those packages that 
you have designated to be transferred to another node will be transferred 
automatically. Your ongoing responsibility as the system administrator 
will be to monitor the cluster and determine if a transfer of package has 
occurred. If a transfer has occurred, you have to determine the cause and 
take corrective actions. 

The Event Monitoring Service and its HA monitors can provide 
monitoring for disks, LAN cards, and some system events. Refer to the 
manual Using EMS HA Monitors (B5735-90001) for more information . 

The typical corrective actions to take in the event of a transfer of package 
include: 

• Determining when a transfer has occurred . 

• Determining the cause of a transfer . 

• Repairing any hardware failures . 

• Correcting any software problems . 

• Restarting nodes . 

• Transferring packages back to their original nodes . 
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Single-Node Operation 
The number o f nodes you will need for your MC/ServiceGuard cluster 
depends on the processing requirement s of the applications you want to 
protect. You may want to configure a single node cluster to take 
advantage of MC/ServiceGuard's network failure protection. Even in a 
multi-node cluster, you could have a situation where all but one node has 
failed, or where you have shut down ali but one node, leaving your 
cluster in single-node operation. This remaining node will probably have 
applications running on it. As long as the MC/ServiceGuard daemon 
cmcld is active, other nodes can re-join the cluster at a later time. 

If the MC/ServiceGuard daemon fails when in single-node operation, it 
willleave the single node up and your applications running. This is 
different from the loss ofthe MC/ServiceGuard daemon in a multi-node 
cluster, which halts the node with a TOC, and causes packages to be 
switched to adoptive nodes. It is not necessary to halt the single node in 
this scenario, since the application is still running, and no other node is 
currently available for package switching. However, you should not try to 
restart MC/ServiceGuard, since data corruption might occur if another 
node were to attempt to start up a new instance ofthe application that is 
still running on the single node . 

Instead ofrestartingthe cluster, choose an appropriate time to shutdown 
and reboot the node, which will allow the applications to shut down and 
then permit MC/ServiceGuard to restart the cluster after rebooting . 
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Removing MC/ServiceGuard from a 
System 
Ifyou wish to remove a node from MC/ServiceGuard use, use the 
swremove command to delete the software. Note the following: 

• The cluster should not be running on the node from which you will be 
deleting MC/ServiceGuard . 

• The node from which you are deleting MC/ServiceGuard should not 
be in the cluster configuration. 

• Ifyou are removing MC/ServiceGuard from more than one node, 
swremove should be issued on one node at a time . 
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Troubleshooting Y our Cluster 

This chapter describes how to verify cluster operation, how to review 
cluster status, and how to solve some typical cluster problems. Topics are 
as follows: 

• Testing Cluster Operation 

• Monitoring Hardware 

• Replacing Disks 

• Troubleshooting Approaches 

• Solving Problems 
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Troubleshooting Your Cluster 
Testing Cluster Operation 

Testing Cluster Operation 
Once you have configured your MC/ServiceGuard cluster, it's a good idea 
to verify that the various components of the cluster behave correctly in 
case of a failure. In this section, the following procedures test that the 
cluster responds properly in the event of a package failure, a node 
failure , or a LAN failure . 

In testing the cluster in the following procedures, be aware that you are 
causing various components of the cluster to fail, so that you can 
determine that the cluster responds correctly to failure situations. As a 
result, the availability of nodes and applications may be disrupted. 

Start the Cluster using SAM 
If you have just finished configuring your cluster, start the cluster 
running before you proceed . 

To start the cluster, in SAM: 

1. Choose Clusters, then High Availability Clusters . 

2. In the Cluster Administration area, highlight the cluster you wish to 
start, then select "Start Cluster" from the Actions menu . 

3. Indicate whether you wish to bring up the cluster on ali nodes or on a 
subset ofnodes. Ifyou choose a subset, then you must select the nodes 
from the list. This option should be used only when you are sure that 
the cluster is not already running on any node. 

4. At the verification prompt, select OK to start the cluster. 

Testing the Package Manager 
To test that the package manager is operating correctly, perform the 
following procedure for each package on the cluster: 

1. Obtain-the PI-:9-nttmber-of-a-service in -i-he-package-by entering 

# ps -ef I grep •service_cmd• 

where service_cmd is the executable specified in the package control 
script with the parameter SERVICE_CMD. The service selected must 
not have restarts specified . 
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2. To kill the service_cmd PID, enter 

# kill PID 

3. To view the package status, enter 

# cmviewcl -v 

Troubleshooting Your Cluster 

Testing Cluster Operation 

The package should be running on the specified adoptive node . 

4. Move the package back to the primary node using SAM . 

From the Package Administration screen in SAM, choose a package, 
then select "Move a Package" from the Actions menu. Choose the 
node you wish to move the package to, then select OK. Reply Yes to 
the verification prompt. 

Depending on the specific databases you are running, perform the 
appropriate database recovery . 

Testing the Cluster Manager 
To test that the cluster manager is operating correctly, perform the 
following steps for each node on the cluster: 

1. Turn off the power to the node SPU. 

2. To observe the cluster reforming, enter the following command on 
some other configured node: 

# cmviewcl -v 

You should be able to observe that the powered down nade is halted, 
and that its packages have been correctly switched to other nades. 

3. Turn on the power to the nade SPU. 

4. To verify that the nade is rejoining the cluster, enter the following 
command on any configured nade: 

# cmviewcl - v 

The node should be recognized by the cluster, but its packages should 
not be running . 

5. Move the packages back to original node using SAM. 
---- ·-- --- ----

From the Package Administration screen in SAM, choose a package, 
then select "Move a Package" from the Actions menu. Choose th.e 
node you wish to move the package to, then select OK. ReplyYetl:to 
the verification prompt . 
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Depending on the specific databases you are running, perform the 
appropriate database recovery . 

6. Repeat this procedure for ali nodes in the cluster one at a time . 

Testing the Network Manager 
To test that the network manager is operating correctly, for each node on 
the cluster do the following: 

1. To identify primary and standby lan cards on the node, enter 

# lanscan 

andthen 

# cmviewcl -v 

2. Disconnect the LAN connection from the Primary card. (Be careful 
not to break the subnet if you are using ThinLAN cables.) 

3. Using cmviewcl -v, verify that a local switch has taken place so 
that the Standby card is now the Primary card . 

4. Reconnect the LAN to the original Primary card, and verify its status 
using cmviewcl -v . 
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Troubleshooting Your Cluster 

Monitoring Hardware 

Good standard practice in handling a high availability system includes 
careful fault monitoring so as to prevent failures if possible or at least to 
react to them swiftly when they occur. The following should be monitored 
for errors or warnings of all kinds: 

• Disks 

• CPUs 

• Memory 

• LAN cards 

• Power sources 

• All cables 

• Disk interface cards 

Some monitoring can be done through simple physical inspection, but for 
the most comprehensive monitoring, you should examine the system log 
file (/var/adm/syslog/syslog.log) periodically for reports on all con:figured 
HA devices. The presence of errors relating to a device will show the need 
for maintenance . 

U sing Event Monitoring Service 
Event Monitoring Service (EMS) allows you to configure monitors of 
specific devices and system resources. Y ou can direct alerts to an 
administrative workstation where operators can be notified offurther 
action in case of a problem. For example, you could configure a disk 
monitor to report when a mirror was lost from a mirrored volume group 
being used in the cluster 

Refer to the Using EMS HA Monitors (B5735-90001) for additional 
infonnation . 

U smg ffp-fTedictive-Monitoring 
In aà:lition to messages reporting actual device failure, the logs may 
accumulate messages of lesser severity which, over time, can indica te 
that a failure may happen soon. One product that provides a degree of 
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automation in monitoring is called HP Predictive, which gathers 
information from the status queues of a monitored system to see what 
errors are accumulating. This tool will report failures and will also 
predict failures based on statistics for devices that are experiencing 
specific non-fatal errors over time. In an MC/ServiceGuard cluster, HP 
Predictive should be run on all nodes . 

HP Predictive also reports error conditions directly to an HP Response 
Center, alerting support personnel to the potential problem. HP 
Predictive is available through various support contracts. For more 
information, contact your HP representative . 
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Replacing Disks 
The procedure for replacing a faulty disk mechanism depends on the 
type of disk configuration you are using. Separa te descriptions are 
provided for replacing an array mechanism and a disk in a high 
availability enclosure . 

Replacing a Faulty Array Mechanism 
With any HA disk array configured in RAID 1 or RAID 5, refer to the 
array's documentation for instruction on how to replace a faulty 
mechanism. After the replacement, the device itself automatically 
rebuilds the missing data on the new disk. No LVM activity is needed. 
This process is known as hot swapping the disk . 

Replacing a Faulty Mechanism in an HA 
Enclosure 
Ifyou are using software mirroring with MirrorDisk!UX and the 
mirrored disks are mounted in a high availability disk enclosure, you can 
use the following steps to hot plug a disk mechanism: 

1. Identizy the physical volume name ofthe failed disk and the name of 
the volume group in which it was configured. In the following 
examples, the volume group name is shown as /dev/vg_sgOl and the 
physical volume name is shown as /dev/c2t3d0. Substitute the volume 
group and physical volume names that are correct for your system. 

2. Identizy the names of any logical volumes that have extents defined 
on the failed physical volume. 

3. On the node on which the volume group is currently activated, use 
the following command for each logical volume that has extents on the 
failed physical volume: 

# lvreduce -m O /dev/vg_sgOl/lvolname /dev/dsk/c2t3d0 

4. At this point, remove the failed disk and insert a new one. The new 
disk will have the same HP-UX device name as the old one . 

5. On the node from which you issued the l vreduce command, issue 
the following command to restore the volume group configuration 
data to the newly inserted disk: 
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# vgcfgrestore /dev/vg_sgOl /dev/dsk/c2t3d0 

6. Issue the following command to extend the logical volume to the 
newly inserted disk: 

# lvextend -ml /dev/vg_sgOl /dev/dsk/c2t3d0 

7. Finally, use the 1 vsync command for each logical volume that has 
extents on the failed physical volume. This synchronizes the extents of 
the new disk with the extents ofthe other mirror . 

# lvsync /dev/vg_sgOl/lvolname 

Replacing a Lock Disk 
Replacing a failed lock disk mechanism is the same as replacing a data 
disk. lfyou are using a dedicated lock disk (one with no user data on it), 
then you need to issue only one L VM command: 

# vgcfgrestore /dev/vg_lock /dev/dsk/c2t3d0 

Online Hardware Maintenance with In-line 
SCSI Terminator 
MC/ServiceGuard allows online SCSI disk controller hardware repairs to 
all cluster nodes ifyou use HP's in-line terminator (C2980A) on nodes 
connected to the end ofthe shared FW/SCSI bus. The in-line terminator 
cable is a 0.5 meter extension cable with the terminator on the male end, 
which connects to the controller card for an externai bus. The in-line 
terminator is used instead ofthe termination pack that is attached to the 
controller card and makes it possible to physically disconnect the node 
from the end ofthe F/W SCSI bus without breaking the bus's 
termination. (N odes attached to the middle of a bus using a Y cable also 
can be detached from the bus without harm.) When using in-line 
terminators and Y cables, ensure that all orange-socketed termination 
packs are removed from the controller cards . 

You cannot use inline terminators with internai FW/SCSI buses on D 
and K series systems, and you cannot use the inline terminator with 
single-ended SCSI buses. You must not use an inline terminator to 
connect a node to a Y cable . 
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Figure 8-1 shows a three-node cluster with two F/W SCSI buses. The 
solid line and the dotted line represent different buses, both of which 
have inline terminators attached to nodes 1 and 3. Y cables are also 
shown attached to node 2 . 

F/W SCSI Buses with In-line Terminators 

node 1 

lnlina 
tarminators 

node 2 node 3 

inline 
terminators 

The use ofin-line SCSI terminators allows you to do hardware 
maintenance on a given node by temporarily moving its packages to 
another node and then halting the original node while its hardware is 
serviced. Following the replacement, the packages can be moved back to 
the original node. 

Use the following procedure to disconnect a node that is attached to the 
bus with an in-line SCSI terminator or with a Y cable: 

1. Move any packages on the node that requires maintenance to a 
different node . 

2. Halt the node that requires maintenance. The cluster will re-form, 
and activity will continue on other nodes. Packages on the halted 
node will switch to other available nodes if they are configured to 
switch . 

3. Disconnect the power to the node . 
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4. Disconnect the node from the in-line terminator cable or Y cable if 
necessary. The other nodes accessing the bus will encounter no 
problems as longas the in-line terminator or Y cable remains 
connected to the bus . 

5. Replace or upgrade hardware on the node, as needed . 

6. Reconnect the node to the in-line terminator cable or Y cable if 
necessary . 

7. Reconnect power and reboot the node. If AUTOSTART_CMCLD is set 
to 1 in the /etc/rc.config.dlcmcluster file , the node will rejoin the 
cluster . 

8. If necessary, move packages back to the node from their alternate 
locations and restart them . 
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Troubleshooting Approaches 
The following sections offer a few suggestions for troubleshooting by 
reviewing the state of the running system and by examining cluster 
status data, log files, and configuration files. Topics include: 

• Reviewing Cluster and Package States 

• Reviewing Package IP addresses 

• Reviewing the System Log File 

• Reviewing Configuration Files 

• Reviewing the Package Control Script 

• Using cmquerycl and cmcheckconf 

• Using cmscancl and cmgetconf 

• Reviewing the LAN Configuration 

Reviewing Cluster and Package States 
A cluster or its component nodes may be in several different states at 
different points in time. Status information for clusters, packages and 
other cluster elements is shown in the output ofthe cmviewcl command 
and in some displays in SAM. This section explains the meaning of many 
of the common conditions the cluster or package may be in . 

Information about cluster status is stored in the status database, which 
is maintained on each individual node in the cluster. You can display 
information contained in this database by issuing the cmviewcl 
command: 

# cmviewcl -v 

The command when issued with the -v option displays information 
about the whole cluster. See the man page for a detailed description of 
other cmviewcl options . 

Cluster Status 
The status of a cluster may be one of the following: 

• Up. At least one node has a running cluster daemon, and 
reconfiguration is not taking place . 

Chapter 8 179 

----·=~·-~·- -·-~. 
R(.)S n° 03/2C: (J0 ·· ~~N ·· ! 
CP Vl l COF!RUO~' ;: 

j 
1 4 3 5 : 

Fls- N° _____ _ 

~ - 3 I 



., 
• • • • • • • • • • • • • • • •• : 
• • • • • • • • • • :. 
• C' 
• • • • • • • • • • • • • • 

Troubleshooting Your Cluster 

Troubleshooting Approaches 

'-. ~ -" - / ' -, ; . "// 

-~ 

• Down. No cluster daemons are running on any cluster node . 

• Starting. The ciuster is in the process of determining its active 
membership. At Ieast one cluster daemon is ruuning . 

Node Status and State 
The status of a node is either up (active as a member ofthe cluster) or 
down (inactive in the cluster), depending on whether its cluster daemon 
is running or not. Note that a node might be down from the ciuster 
perspective, but still up and running HP-UX . 

A node may aiso be in one of the following states: 

• Failed. A node never sees itseifin this state. Other active members of 
the cluster will see a node in this state if that node was in an active 
ciuster, but is no Ionger, and is not halted . 

• Ciuster Reforming. A node in this state is running the protocois 
which ensure that ali nodes agree to the new membership of an active 
cluster. If agreement is reached, the status database is updated to 
reflect the new cluster membership . 

• Running. A node in this state has compieted ali required activity for 
the Iast re-formation and is operating normally . 

• Halted. A node never sees itseif in this state. Other nades will see it 
in this state after the node has gracefuliy Ieft the active cluster, for 
instance with a cmhal tnode command . 

• Unknown. A node never sees itseifin this state. Other nodes assign a 
node this state ifit has never been an active cluster member. 

Package Status and State 
The status of a package can be one of the following: 

• Up. The package contrai script is active . 

• Down. The package contrai script is not active . 

• Unknown . 

The state of the package can be one of the following: 

• Starting. The start instructions in the controi script are being run . 

• Running. Services are active and being monitored . 

• Haiting. The halt instructions in the contrai script are being run . 
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Packages also have the following switching attributes: 

• Package Switching. Enabled means that the package can switch to 
another node in the event offailure . 

• Switching Enabled for a Node. Enabled means that the package can 
switch to the referenced node. Disabled means that the package 
cannot switch to the specified node until the node is enabled for the 
package using the cmmodpkg command . 

Every package is marked Enabled or Disabled for each node that is 
either a primary or adoptive node for the package. 

Service Status 
Services have only status, as follows: 

• Up. The service is being monitored . 

• Down. The service is not running. It may have halted or failed . 

• Unknown . 

Network Status 
The network interfaces have only status, as follows: 

• Up . 

• Down . 

• Unknown. We cannot determine whether the interface is up or down . 
This can happen when the cluster is down. A standby interface has 
this status. 

Serial Line Status 
The serialline has only status, as follows: 

• Up. Heartbeats are received over the serialline . 

• Down. Heartbeat has not been received over the serialline within 2 
times the NODE_TIMEOUT value . 

• Unknown. We cannot determine whether the serialline is up or 
down. This can happen when the remote node is down . 
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E:x:amples of Cluster and Package States 
The following sample output from the cmviewcl -v command shows 
status for the cluster in the sample configuration . 

Normal Running Status. Everything is running normally; both 
nodes in the cluster are running, and the packages are in their primary 
locations . 

CLUSTER 
example 

NODE 
ftsys9 

STATUS 
up 

STATUS 
up 

Network Parameters: 
INTERFACE STATUS 
PRIMARY up 
STANDBY up 

PACKAGE 
pkgl 

STATUS 
up 

Script_Parameters: 
ITEM STATUS 
Service up 
Subnet up 

STATE 
running 

PATH 
56/36 .l 
60/6 

STATE 
running 

NAME 
lano 
lanl 

PKG_SWITCH NODE 
enabled ftsys9 

MAX_RESTARTS RESTARTS 
o o 
o o 

Node_Switching_Parameters : 
NODE TYPE STATUS SWITCHING NAME 

NAME 
servicel 
15 .13.168.0 

Primary 
Alterna te 

up 
up 

enabled 
enabled 

ftsys9 
ftsys10 

(current) 

NODE 
ftsyslO 

STATUS 
up 

Network_Parameters : 
INTERFACE STATUS 
PRIMARY 
STANDBY 

PACKAGE 
pkg2 

up 
up 

STATUS 
up 

Script_ Parameters: 
ITEM STATUS 
Serv ice 
Subnet 

up 
up 

STATE 
running 

PATH 
28.1 
32.1 

STATE 
running 

NAME 
lanO 
lanl 

PKG_SWITCH NODE 
enabled ftsyslO 

MAX RESTARTS RESTARTS 
o 
o 

o 
o 

Node_Switching_Parameters : 
NODE_TYPE STATUS SWITCHING NAME 

NAME 
service2 
15.13.168.0 

Primary 
Alternate 

up 
up 

enabled 
enabled 

ftsys10 
ftsys9 

(current) 

Status After Halting a Package. After halting pkg2 with the 
cmhaltpkg command, the output of cmviewcl -vis as follows: 
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CLUSTER 
example 

NODE 
ftsys9 

STATUS 
up 

STATUS 
up 

Network Parameters: 
INTERFACE STATUS 
PRIMARY up 
STANDBY up 

PACKAGE 
pkg1 

STATUS 
up 

Script Parameters: 
ITEM - STATUS 
Serv ice up 
Subnet up 
Resource up 

STATE 
runn i ng 

PATH 
56 / 36.1 
60/6 

STATE 
running 

MAX RESTARTS - o 
o 

Nade Switching Parameters: 
NODE-TYPE STATUS SWITCHING 
Primary up enabled 
Alternate up enabled 

NODE 
ftsys10 

STATUS 
up 

Netwark Parameters: 
INTERFACE STATUS 
PRIMARY up 
STANDBY up 

UNOWNED_PACKAGES 

PACKAGE 
pkg2 

STATUS 
dawn 

Script Parameters: 
ITEM - STATUS 
Service up 
Subnet up 
Resource down 

STATE 
running 

PATH 
28 . 1 
32.1 

STATE 
unowned 

MAX RESTARTS 
- o 

o 

Nade Switching Parameters : 
NODE-TYPE STATUS SWITCHING 
Primary up enabled 
A1ternate up enabled 

uster 
Troubleshooting Approaches 

NAME 
lanO 
lan1 

PKG SWITCH NODE 
enabled ftsys9 

RESTARTS 
o 
o 

NAME 
ftsys9 
ftsys10 

NAME 
la no 
lanl 

NAME 
servicel 
15 . 13.168.0 
/ example / flaat 

(current) 

PKG SWITCH NODE 
disab1ed unawned 

RESTARTS 
o 
o 

NAME 
ftsys10 
ftsys9 

NAME 
servicel 
15.13.168 . 0 
/ examp1e / flaat 

Pkg2 now has the status "down", and it is shown as in the unowned 
state, with package switching disabled. Resource "/example/float," which 
is configured as a dependency ofpkg2, is down. Note that switching is 
enabled for both nades, however. This means that once global switching 
is re-enabled for the package, it will attempt to start up on the primary 
nade . 

Status After Moving the Package to Another Node. Mter 
issuing the following command: 

# cmrunpkg -n ftsys9 pkg2 

the output ofthe cmviewcl -v command is as follows: 
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CLUSTER 
example 

NODE 
ftsys9 

STATUS 
up 

STATUS 
up 

Netwark Parameters: 
INTERFACE STATUS 
PRIMARY up 
STANDBY up 

PACKAGE 
pkg1 

STATUS 
up 

Script_Parameters: 

STATE 
running 

PATH 
56 / 36.1 
60/ 6 

STATE 
running 

ITEM STATUS MAX RESTARTS 
Service up - o 
Subnet up o 
Resource up 

Nade Switching Parameters : 
NODE-TYPE STATUS SWITCHING 
Primary up enabled 
Alternate up enabled 

PACKAGE 
pkg2 

STATUS 
up 

STATE 
running 

Script Parameters: 
ITEM - STATUS NAME 

NAME 
la no 
lan1 

PKG SWITCH NODE 
enabled ftsys9 

RESTARTS 
o 
o 

NAME 
ftsys9 
ftsys10 

NAME 
servicel 
15 . 13 . 168.0 
/example / float 

(current) 

PKG SWITCH NODE 
disabled ftsys9 

MAX RESTARTS 
Service up service2.1 - o RESTARTS 

o 
o Subnet up 15 . 13 . 168.0 

Nade Switching Parameters: 
NODE-TYPE STATUS SWITCHING 
Primary up enabled 
Alternate up enabled 

NODE STATUS STATE 
ftsys10 up running 

Netwark Parameters: 
INTERFACE STATUS PATH 
PRIMARY up 28.1 
STANDBY up 32 . 1 

NAME 
ftsys10 
ftsys9 

NAME 
1ano 

lan1 

o 

(current) 

Now pkg2 is running on node ftsys9. Note that it is still disabled from 
switching. 

Status After Package Switching is Enabled. The following 
command changes package status back to Package Switching Enabled: 

# cmmodpkg - e pkg2 

The result is now as follows: 

CLUSTER STATUS 
example up 

NODE STATUS STATE 
ftsys9 up running 

PACKAGE STATUS STATE 
pkg1 up running 
pkg2 up running 

NODE STATUS STATE 
ftsys10 up running 
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PKG SWITCH 
enabled 
enabled 

NODE 
ftsys9 
ftsys9 
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Both packages are now running on ftsys9 and pkg2 is enabled for 
switching. FtsyslO is running the daemon and no packages are running 
on ftsyslO . 

Status After Halting a Node. After halting ftsyslO , with the 
following command: 

# cmhaltnode ftsyslO 

the output of cmviewcl is as follows on ftsys9: 

CLUSTER STATUS 
example up 

NODE STATUS STATE 
ft:sys 9 up running 

PACKAGE STATUS STATE PKG SWITCH NODE 
pkgl up running enabled ft s y s 9 
pkg2 up running e nabled f tsy s9 

NODE STATUS STATE 
f tsyslO down ha l ted 

This output is seen on both ftsys9 and ftsyslO . 

Viewing RS232 Status 
If you are using a serial (RS232) line as a heartbeat connection, you will 
see a list of configured RS232 device files in the output ofthe cmviewcl 
-v command. The following shows normal running status: 

CLUSTER 
example 

NODE 
ftsys9 

STATUS 
up 

STATUS 
up 

Network Parameters: 
INTERFACE STATUS 
PRIMARY up 

Serial Heartbeat: 
DEVICE- FILE NAME 
/ dev/ttyOpO-

NODE 
ftsys10 

STATUS 
up 

Network Parameters: 
INTERFACE STATUS 
PRIMARY up 

Serial Heartbeat: 
DEVICE- FILE NAME 
/ dev/ttyOpO-

Chapter 8 

STATE 
running 

PATH 
56 / 36.1 

STATUS 
up 

STATE 
running 

PATH 
28 . 1 

STATUS 
up 

NAME 
lanO 

CONNECTED TO : 
ftsy s10 / de v / tty OpO 

NAME 
lanO 

CONNECTED TO: -
ftsys9 /dev/ttyOpO 
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The following display shows status after node ftsyslO has halted: 

CLUSTER 
example 

NODE 
ftsys9 

STATUS 
up 

STATUS 
up 

Network Pa rameters: 
INTERFACE STATUS 
PRIMARY up 

Serial Heartbeat : 
DEVICE-FILE NAME 
/ dev/tt y OpO-

NODE 
ftsyslO 

STATUS 
down 

Network Parameters: 
INTERFACE STATUS 
PRIMARY up 

Serial Heartbeat: 

STATE 
running 

PATH 
56 / 36.1 

STATUS 
unknown 

STATE 
running 

PATH 
28 . 1 

NAME 
lanO 

CONNECTED TO: 
ftsyslO / dev/ tty OpO 

NAME 
lanO 

DEVICE-FILE NAME STATUS CONNECTED TO: 
/ dev/ ttyOpO- unknown ftsys9 / dev/ ttyOpO 

The following shows status when the serialline is not working: 

CLUSTER 
example 

NODE 
ftsys9 

STATUS 
up 

STATUS 
up 

Network Parameters : 
INTERFACE STATUS 
PRIMARY up 

Serial Heartbeat : 
DEVICE-FILE NAME 
/ dev/ ttyOpO-

NODE 
ftsy slO 

STATUS 
up 
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Network Parameters: 
INTERFACE STATUS 
PRIMARY up 

Serial Heartbeat: 
DEVICE-FILE NAME 
/ dev/ tty OpO-

STATE 
running 

PATH NAME 
56 / 36.1 lano 

STATUS CONNECTED TO : 
down ftsyslO / dev/ ttyOpO 

STATE 
running 

PATH 
28.1 

STATUS 
down 

NAME 
lanO 

CONNECTED TO : 
ftsy s9- / dev/ tty OpC 
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Reviewing Package IP Addresses 
The netstat -in command can be used to examine the LAN 
configuration. The command, if executed on ftsys9 after the halting of 
node ftsyslO, shows that the package IP addresses are assigned to lanO 
on ftsys9 along with the heartbeat IP address . 

Na me Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll 
niO* o nane none o o o o o 
ni1* o nane none o o o o o 
lo o 4608 127 127 .0,0.1 10114 o 10114 o o 
lanO 1500 15.13 .16 8 15 . 13.171 . 14 959269 2 305189 47 30538 
lanO 1500 15 . 13.168 15 . 13 . 171.23 959269 2 305189 47 30538 
lanO 1500 15.13.168 15.13.171.20 959269 2 305189 47 30538 
lanl* 1500 nane nane 4186 23 27 41716 3 5149 

Reviewing the System Log File 
Messages from the Cluster Manager and Package Manager are written 
to the system log file . The default location of the log file is 
/var/a dm/sys l og/syslog . l og. You can use a text editor, such as vi, 
or the more command to view the log file for historical information on 
your cluster . 

This log provides information on the following: 

• Commands executed and their outcome . 

• Major cluster events which may, or may not, be errors . 

• Cluster status information . 

Many other products running on HP-UX in addition to MCIServiceGuard 
use the syslog.log file to save messages. The HP-UX System 
Administration Tasks manual provides additional information on using 
the system log. 

Sample System Log Entries 
The following entries from the file I var I adm I syslog I syslog.log show a 
package that failed to run due to a problem in the pkg5_run script. You 
would look at the pkg5_run.log for details . 

Dec 14 14 :33:48 star04 cmcld[2048]: Starting cluster management protocoL> . 
De c 14 14:33:48 star04 cmcld [2048] : Attempting to form a new cluster 
Dec 14 14:33:53 star04 cmcld[2048]: 3 nades have formed a new cluster 
Dec 14 14:33 :53 star04 cmcld[2048]: The new active cluster membership is: 

star04 ( id=1) , star05 ( id=2) , star06 ( id=3) 
Dec 14 17:33:53 star04 cmlvmd[2049]: Clvmd initialized successfully . 
Dec 14 14:34 :4 4 star04 CM-CMD[2054]: cmrunpkg -v pkg5 
Dec 14 14:34:44 star04 cmc1d[2048]: Request from nade star04 to start 
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package pkg5 on node star04. 
Dec 14 14:34: 44 star04 cmc l d [2048): Executing '/etc/cmcl uster / pkg5/ pkg5_run 

start ' for package pkg5. 
Dec 14 14:34:45 star04 LVM[2066): vgchange -a n /dev/vg02 
Dec 14 14:34:45 star04 cmcld[2048): Package pkgs run script exited with 

NO RESTART . 
Dec 14-14 : 34:45 star04 cmcld[2048): Examine the file 

/etc/cmcluster/pkg5/pkg5_run.log for more detai ls. 

The following is an example of a successful package starting: 

De c 14 14 : 39 :27 star04 CM-CMD[2096): cmruncl 
De c 14 14 :3 9 : 27 star04 cmcld[2098): Starting cluster management protocols . 
De c 14 14 : 39:27 star04 cmcld[2098): Attempting to form a new cluster 
De c 14 14:39 : 27 star04 cmclconfd [20 97) : Command execution message 
De c 14 14 :39:33 star04 cmcld[2098): 3 nades have formed a new cluster 
Dec 14 14:39:33 star04 cmcld[2098) : The new active cluster membership is: 

star04(id=1), star05(id=2), star06(id=3) 
Dec 14 17:39:33 star04 cmlvrnd [2099) : Clvrnd initialized successfully. 
Dec 14 14:39 :34 star04 cmcld[2098): Executing '/etc/cmcluster/pkg4/pkg4_run 

start' for package pkg4 . 
Dec 14 14 :39:3 4 star04 LVM[2107): vgchange /dev/vg01 
Dec 14 14 :39 :35 star04 CM-pkg4 [2124 ) : cmmodnet -a -i 15.13 . 1 68.0 15 . 13.168.4 
Dec 14 14:39:36 star04 CM -pkg4 [2127): cmrunserv Service4 /vg0 1 / MyPing 127 .0 .0.1 

>>/dev/null 
Dec 14 14 : 39 :36 star04 cmcld[2098): Started package pkg4 on node star04 . 

Reviewing Configuration Files 
Review the following ASCII configuration files: 

• Cluster configuration file . 

• Package configuration files . 

Ensure that the files are complete and correct according to your 
configuration planning worksheets . 

Reviewing the Package Control Script 
Ensure that the package control script is found on ali nodes where the 
package can run and that the file is identical on ali nodes. Ensure that 
the script is executable on all nodes. Ensure that the name ofthe control 
script appears in the package configuration file, and ensure that ali 
services named in the package configuration file also appear in the 
package control script . 

Information about the starting and halting of each package is found in 
the package's control script log. This log provides the history o f the 
operation of the package control script. It is found at 
I etc/ cmcluster /package_name/control_script .log. This log 
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documents ali package run and halt activi~~ written a 
separate run and halt script script for a package, each script will have its 
own log . 

Using the cmquerycl and cmcheckconf 
Commands 
In addition, cmquerycl and cmcheckconf can be used to troubleshoot 
your cluster just as they were used to verifY its configuration. The 
foliowing example shows the commands used to verifY the existing 
cluster configuration on ftsys9 and ftsyslO: 

# cmquerycl -v -C /etc/cmcluster/verify.ascii -n ftsys9 -n ftsyslO 
# cmcheckconf -v - c /etc/cmcluster/verify.ascii 

The cmcheckconf command checks: 

• The network addresses and connections . 

• The cluster lock connectivity . 

• The validity of configuration parameters ofthe cluster and packages 
for: 

• The uniqueness ofnames . 

• The existence and permission of scripts . 

It doesn't check: 

• The correct setup of the power circuits . 

• The correctness ofthe package configuration script. 

Using the cmscancl Command 
The command cmscancl displays information about ali the nodes in a 
cluster in a structured report that aliows you to compare such items as 
IP addresses or subnets, physical volume names for disks, and other 
node-specific items for ali nodes in the cluster. cmscancl actually runs 
severa! different HP-UX commands on ali nodes and gathers the output 
into a report on the node where you run the command . 

The foliowing are the types of configuration data that cmscancl displays 
for each node: 

Chapter 8 189 

~- --~-~~ 

I
, RQS n° 03/.t~~os - ·::rl ~ 

. CPMI " CORREIOS 

1 ~~ \Jl) 1 4 4 s 

nvd-~ L7 O ~ ~ 



-• • • • • • • • • • • • • • • •• :c 
• • • • • • • • • • :e 
•C • • • • • • • • • • • • • • 

Table 8-1 

'<'' ... 

Troubleshooting Your Cluster ~ . , \ · 
Troubleshooting Approaches Y:.. )y; ' 

~ . 
' ~ c .) 

Data Displayed by the cmscancl CoinD:Y!l!!i ' 

Description Source of Data 

LAN device configuration and lanscan command 
status 

network status and interfaces netstat command 

file systems moun t command 

L VM configuration / etc / lvmtab file 

L VM physical volume group I etc/1 vmpvg file 
data 

link levei connectivity for ali linkloop command 
links 

binary configuration file cmviewconf command 

Using the cmv iewconf Command 
cmviewconf allows you to examine the binary cluster configuration file, 
even when the cluster is not running. The command displays the content 
of this file on the node where you run the command . 

Reviewing the LAN Configuration 
The following networking commands can be used to diagnose problems: 

• netstat -in can be used to examine the LAN configuration. This 
command lists ali IP addresses assigned to each LAN interface card. 

• lanscan can also be used to examine the LAN configuration. This 
command lists the MAC addresses and status of ali LAN interface 
cards on the node . 

• arp - a can be used to check the arp tables . 

• landiag is useful to display, diagnose, and reset LAN card 
information . 

• 1 inkloop verifies the communication between LAN cards at MAC 
address leveis. For example, if you enter 

# linkloop -i4 Ox08000993AB72 

1911 Chapte18 

Ri"'\~ n. o o~/?f"iíJ';;~,_, \..iv \oi :<..v\ \i - .. ; l 'l • 

CPM! - CORREIOS 

I 1 4 4 6 
Eis N° ---- · 



• • • • • • • • • • • • • • • • •• :c 
• • • • • • • • • • ·-~ 
• • • • • • • • • • • • • • 

/ .... ;-:-;-.- :· .. , .. 
~ \.... '"" .-·· 

./ ""--·-?9· i i i>" l . 

;' .' . V-: ... 
\. l')._o ~- • 

Troubles~otin~ ou r ~Çiú {e r 
Troubleshoot 'A · ches 

you should see displayed the following message: 

Link Connectiv ity to LAN station : Ox08000993AB72 OK 

• cmscancl can be used to verify that primary and standby LANs are 
on the same bridged net . 

• cmviewcl -v shows the status ofprimary and standby LANs . 

Use these commands on all nades . 
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Problems with MC/ServiceGuard may be of severa! types. The following 
is a list of common categories of problem: 

• Cluster Re-formations . 

• System Administration Errors . 

• Package Control Script Hangs . 

• Package Movement Errors. 

• Node and Network Failures . 

The first two categories of problems occur with the incorrect 
configuration of MC/ServiceGuard. The last category contains "normal" 
failures to which MC/ServiceGuard is designed to react and ensure the 
availability ofyour applications . 

Cluster Re-formations 
Cluster re-formations may occur from time to time dueto current cluster 
conditions. Some of the causes are as follows: 

• local switch on an Ethernet LAN if the switch takes longer than the 
cluster NODE _ TIMEOUT value. To prevent this problem, you can 
increase the cluster NODE _ TIMEOUT value, or you can use a different 
LANtype. 

• excessive network traffic on heartbeat LANs. To prevent this, you can 
use dedicated heartbeat LANs, or LANs with less traffic on them. 

• an overloaded system, with too much total 110 and network traffic . 

• an improperly configured network, for example, one with a very large 
routing table . 

In these cases, applications continue running, though they might 
experience a small performance impact during cluster re-formation . 

192 Chapter8 

,_R_Q_S •• o Q'{Vi '"' .. r:. --~i'' -1 
' .. , n ~· "- AJ,> -. ·' • -
1: 

CPM I ·· COHFU]!JS i 
I 

Fls No 1 4 4 8 

~-~~"-



• • • • • • • • • • • • • • • •e :c 
• • • • • • • • • • :. 
•c • • • • • • • • • • • • • • 

Troubleshooting Your Cluster 
Solving Problems 

System Administration Errors 
There are a number of errors you can make when configuring 
MC/ServiceGuard that will not show up when you start the cluster. Your 
cluster can be running, and everything appears to be fine, until there is a 
hardware or software failure and control ofyour packages are not 
transferred to another node as you would have expected . 

These are errors caused specifically by errors in the cluster configuration 
file and package configuration scripts. Examples of these errors include: 

• Volume groups not defined on adoptive node. 

• Mount point does not exist on adoptive node. 

• Network errors on adoptive node (configuration errors) . 

• User information not correct on adoptive node . 

You can use the following commands to check the status of your disks: 

• bdf - to see if your package's volume group is mounted . 

• vgdisplay -v- to see if all volumes are present . 

• 1 vdisplay -v- to see ifthe mirrors are synchronized . 

• strings /etc/lvmtab- to ensure that the configuration is correct . 

• ioscan -fnC disk- to see physical disks . 

• diskinfo -v /dev/rdsk/cxtydz- to displayinfon:nation about a 
disk . 

• lssf /dev/dsk/*dO- to check LV and paths. 

Package Control Script Hangs or Failures 
When a RUN SCRIPT TIMEOUT or HALT SCRIPT TIMEO(]'] value is set, 
and the cont~ol script-hangs, causing thetimeout to be exceeded, 
MC/Serviceguard kills the script and marks the package '~Halted." 
Similarly, when a package control script fails, MC/Se:rviceGuard kills the 
script and marks the package "Halted." In both cases, the following also 
take place: 

• Control of the package will not be transferred . 

• The run or halt instructions may not run to completion . 

• Global switching will be disabled . 
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• The current node will be disabled from running the package . 

Following such a failure, since the control script is tenninated, some of 
the package's resources may be left activated. Specifically: 

• Volume groups may be left active . 

• File systems may still be mounted . 

• IP addresses may still be installed . 

• Services may still be running. 

In this kind of situation, MC/Serviceguard will not restart the package 
without manual intervention. You must clean up manually before 
restarting the package. Use the following steps as guidelines: 

1. Perform application specific cleanup. Any application specific actions 
the control script might have taken should be undone to ensure 
successfully starting the package on an alterna te node. This might 
include such things as shutting down application processes, removing 
lock files, and removing temporary files . 

2. Ensure that package IP addresses are removed from the system. This 
step is accomplished via the cmmodnet ( lm) command. First 
determine which package IP addresses are installed by inspecting the 
output resulting from running the command netstat -in. If any of 
the IP addresses specified in the package control script appear in the 
netstat output under the "Address" column, use cmmodnet to remove 
them: 

# cmmodnet -r -i <ip-address> <subnet> 

where <ip-address> is the address in the "Address" column and 
<subnet> is the corresponding entry in the "Network" column. 

3. Ensure that package volume groups are deactivated. First unmount 
any package logical volumes which are being used for filesystems . 
This is determined by inspecting the output resulting from running 
the command bdf -1. If any package logical volumes, as specified by 
the LV [J array variables in the package control script, appear under 
the "Filesystem" column, use umount to unmount them: 

# fuser -ku <logical-volume> 
# umount <logical-volume> 

Next, deactivate the package volume groups. These are specified by 
the VG [] array entries in the package control script . 

# vgchange -a n <volume-group> 

194 



-• • • • • • • • • • • • • • • •e : 
• • • • • • • • • • :. 
~ • • • • • • • • • • • • • • 

Troubleshooting Your Cluster 
Solving Problems 

4. Finally, re-enable the package for switching . 

# cmmodpkg -e <package-name> 

If after cleaning up the node on which the timeout occured it is 
desirable to have that node as an alternate for running the package, 
remember to re-enable the package to run on the node: 

# cmmodpkg -e -n <node-name> <package-name> 

The default ServiceGuard control scripts are designed to take the 
straightforward steps needed to get an application running or stopped. If 
the package administrator specifies a time limit within which these steps 
need to occur and that limit is subsequently exceeded for any reason, 
ServiceGuard takes the conservative approach that the control script 
logic must either be hung or defective in some way. At that point the 
control script cannot be trusted to perform cleanup actions correctly, 
thus the script is terminated and the package administrator is given the 
opportunity to assess what cleanup steps must be taken . 

Ifyou want the package to switch automatically in the event of a control 
script timeout, set the NODE_FAIL_FAST_ENABLED parameter to YES . (If 
you are using SAM, set Package Failfast to Enabled.) In this case, 
ServiceGuard will cause a TOC on the node where the control script 
timed out. This effectively cleans up any side effects ofthe package's run 
or halt attempt. In this case the package will be automatically restarted 
on any available alternate node for which it is configured . 

Package Movement Errors 
These errors are similar to the system administration errors except they 
are caused specifically by errors in the package control script. The best 
way to prevent these errors is to test your package control script before 
putting your high availability application on line. 

Running your script with the -x shell option will give you details on 
where your script may be failing . 

Node and Network Failures 
These failures cause MC/ServiceGuard to transfer control of a package to 
another node. This is the normal action of MC/ServiceGuard, but you 
have to be able to recognize when a transfer has taken place and decide 
to leave the cluster is its current condition or to restore it to its original 
condition . 
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Possible node failures can be caused by the following conditions: 

• HPMC 

• TOC 

• Panics 

• Hangs 

• Power failures 

In the event of a TOC, a system dump is performed on the failed node 
and numerous messages are also displayed on the console. 

You can use the following commands to check the status ofyour network 
and subnets: 

• netstat -in- to display LAN status and check to see ifthe package 
IP is stacked on the LAN card . 

• lanscan- to see ifthe LAN is on the primary interface or has 
switched to the standby interface . 

• arp -a- to check the arp tables . 

• landiag- to display, test, and reset the LAN cards . 

Since your cluster is unique, there are no cookbook solutions to possible 
problems. But ifyou apply these checks and commands and work your 
way through the log files , you will be successful in identifying and 
solving problems . 

196 Chapter8 



-• • • • • • • • • • • • • • • •e 
:c 
• • • • • • • • • • 
:e 
•c~ • • • • • • • • • • • • • • 

A 

MC/ServiceGuard Commands 

MC/ServiceGuard Commands 

The following is a list of commands used for MC/ServiceGuard 
configuration and maintenance. Man pages for these commands are 
available on your system after installation . 
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manpage description 

cmapplyconf VerifY and apply MC/ServiceGuard and 
MC/LockManager cluster configuration and 
package configuration files . 

cmapplyconfverifies the cluster configuration and 
package configuration specified in the 
cluster_ascii_file and the associated 
pkg_ascii_file(s) , creates or updates the binary 
configuration file, called cmclconfig, and 
distributes it to all nodes. This binary 
configuration file contains the cluster 
configuration information as well as package 
configuration information for all packages 
specified. This file, which is used by the cluster 
daemons to manage the entire cluster and package 
environment, is kept in the /etc/cmcluster 
directory . 

If changes to either the cluster configuration or to 
any of the package configuration files are needed, 
first update the appropriate ASCII ile(s) (cluster 
or package), then validate the changes using the 
cmcheckconf command and then use cmapplyconf 
again to verifY and redistribute the binary file to 
all nodes. The cluster and package configuration 
can be modified whether the cluster is up or down, 
although some configuration requires either the 
cluster or the package be halted. Please refer to 
the manual for more detail. The cluster ASCII file 
only needs to be specified if configuring the cluster 
for he first time, or if adding or deleting nodes to 
the cluster. The package ASCII file only needs to 
be specified if the package is being added, or if the 
package configuration is being modified . 
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cmapplyconf 
(continued) 

cmcheckconf 
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description 

It is recommended that the user run the cmgetconf 
command to get either the cluster ASCII 
configuration file or package ASCII configuration 
file whenever changes to the existing configuration 
are required . 

Note that cmapplyconf will verify and distribute 
cluster configuration or package files . It will not 
cause the cluster daemon to start or removed from 
the cluster configuration. The same kind of 
processing will apply to the package configuration 
to determine whether to add or delete package 
nodes, package subnet, etc. N ot ali package 
configuration changes require the package to be 
halted . 

Check high availability cluster configuration 
and/or package 
configuration files . 

cmcheckconfverifies the cluster configuration as 
specified by the cluster_ascii_file and/or the 
package configuration files specified by each 
pkg_ascii_file in the command. Ifthe cluster has 
already been configured previously, the 
cmcheckconf command will compare the 
configuration in the cluster_ascii_file against the 
previously configuration information stored in the 
binary configuration file and validates the 
changes. The same rules apply to the 
pkg_ascii_file. It is not necessary to halt either the 
cluster or any ofthe packages to run the 
cmcheckconf command . 
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manpage 

cmdeleteconf 

cmgetconf 

200 

description 

Delete either the cluster or the package 
configuration . 

cmdeleteconf deletes either the entire cluster 
configuration, including ali its packages, or only 
the specified package configuration. If neither 
cluster_name nor package_name is specified, 
cmdeleteconfwill delete the local cluster's 
configuration and ali its packages. If only the 
package_name is specified, the configuration of 
package_name in the local cluster is deleted. If 
both cluster_name and package_name are 
specified, the package must be configured in the 
cluster_name, and only the package 
package_name will be deleted. The local cluster is 
the cluster that the node running the cmdeleteconf 
command belongs to . 

Get cluster or package configuration information. 

Cmgetconf obtains either the cluster 
configuration, not including the package 
configuration, or the specified package's 
configuration information, and writes to either the 
output_filename file, or to stdout. This command 
can be run whether the cluster is up or down. If 
neither cluster_name nor package_name is 
specified, cmgetconfwill obtain the local cluster's 
configuration. Ifboth cluster_name and 
package_name are specified, the package must be 
configured in the cluster_name, and only the 
package configuration for package_name will be 
written to output_filename or to stdout . 
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MC/ServiceGuard Commands 

description 

Halt a high availability cluster. 

cmhaltcl causes all nodes in a configured cluster to 
stop their cluster daemons, optionally halting all 
packages or applications in the process . 

This command will halt all the daemons on all 
currently running systems. Ifthe user only wants 
to shutdown a subset of daemons, the cmhaltnode 
command should be used instead. 

Halt a node in a high availability cluster. 

cmhaltnode causes a node to halt its cluster 
daemon and remove itself from the existing 
cluster . 

When cmhaltnode is run on a node, the cluster 
daemon is halted and, optionally, ali packages that 
were running on that node are moved to other 
nodes if possible . 

Halt a high availability package. 

cmhaltpkg performs a manual halt of high 
availability package(s) running on 
MC/ServiceGuard or MC/LockManager clusters. 
This command may be run on any node within the 
cluster and may operate on any packa:ge within 
the cluster. 
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MC/ServiceGuard Commands 

manpage description 

cmmodpkg Enable or disable switching attributes for a high 
availability package . 

cmmodpkg enables or disables the ability of a 
package to switch to another node upon failure of 
the package, and it enables or disables a particular 
node from running specific packages.Switching for 
a package can be enabled or disabled globaliy. For 
example, if a globally disabled package fails, it will 
not switch to any other node, and if a globaliy 
enabled package fails , it will attempt to switch to 
the first available node on which it is configured to 
run . 

cmquerycl Query cluster or node configuration information. 

cmquerycl searches ali specified nodes for cluster 
configuration and Logical Volume Manager (LVM) 
information. Cluster configuration information 
includes network information such as LAN 
interface, IP addresses, bridged networks and 
possible heartbeat networks. LVM information 
includes volume group (VG) interconnection and 
file systemmount point information. This 
command should be run as the first step in 
preparing for cluster configuration. It may also be 
used as a troubleshooting tool to identify the 
current configuration of a cluster. 

cmruncl Run a high availability cluster. 

cmruncl causes ali nodes in a configured cluster or 
ali nodes specified to start their cluster daemons 
and forma new cluster.This command should only 
be run when the cluster is not active on any of the 
configured nodes. If a cluster is already running 
on a subset ofthe nodes, the cmrunnode command 
should be used to start the remaining nodes and 
force them to join the existing cluster . 
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MC/SeNiceGuard Commands 

description 

Run a node in a high availability cluster. 

cmrunnode causes a node to start its cluster 
daemon to join the existing cluster . 

Starting a node will not cause any active packages 
to be moved to the new node. However, if a 
package is DOWN, has its switching enabled, and 
is able to run on the new node, that package will 
automatically run there . 

Run a high availability package. 

cmrunpkg runs a high availability package(s) that 
was previously halted.This command may be run 
on any node within the cluster and may opera te on 
any package within the cluster. If a node is not 
specified, the node on which the command is run 
will be used. This will result in an error if the 
current node is not able to run the package or is 
not in the list ofpossible owners ofthe package . 
When a package is started on a new node, the 
package's run script is executed . 
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manpage 

cmscancl 

cmviewcl 

cmviewconf 
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description 

Gather system configuration information from 
nodes with MC/ServiceGuard or MC/LockManager 
installed . 

cmscancl is a configuration report and diagnostic 
tool which gathers system software and hardware 
configuration information from a list of nodes, or 
from all the nodes in a cluster. The information 
that this command displays includes LAN device 
configuration, network status and interfaces, file 
systems, LVM configuration, link-level 
connectivity, and the data from the binary cluster 
configuration file. This command can be used as a 
troubleshooting tool or as a data collection tool. 

View information about the current high 
availability cluster . 

cmviewcl displays the current status information 
of a cluster. Output can be displayed for the whole 
cluster or it may be limited to particular nodes or 
packages . 

View MC/ServiceGuard or MC/LockManager 
cluster configuration information . 

cmviewconf collects and displays the cluster 
configuration information, in ASCII format, from 
the binary configuration file for an existing 
cluster. Optionally, the output can be written to a 
file. This command can be used as a 
troubleshooting tool to identify the configuration of 
a cluster . 
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B Enterprise Cluster Master 
Toolkit 

The Enterprise Cluster Master Toolkit (HP Product Number B5121) 
provides a group of example scripts and package configuration files for 
creating MC/ServiceGuard packages for several major database and 
internet software products. Each toolkit contains a README file that 
explains how to customize the package for your needs. 

Toolkits are included for the following HP Domain server components: 

• FastTrack Server 

• Enterprise Server 

• Enterprise Server Pro 

• Proxy Server 

• Directory Server 

• Messaging Server 

• Collabra Server 

• Calendar Server 

Toolkits are included for the following database products: 

• Informix 

• Oracle 

• Progress 

• Sybase 

A separa te NFS toolkit is available. Refer to Managing Highly Available 
NFS (HP Part Number B5125-90001) for more information . 

Numerous other application integration scripts are available from your 
HP representative . 
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Designing Highly Available Cluste~ Applicatións 

Design.ing Highly A vailable 
Cluster Applications 

This appendix describes how to create or port applications for high 
availability, with emphasis on the following topics: 

• Automating Application Operation 

• Controlling the Speed of Application Failover 

• Designing Applications to Run on Multiple Systems 

• Restoring Client Connections 

• Handling Application Failures 

• Minimizing Planned Downtime 

Designing for high availability means reducing the amount ofunplanned 
and planned downtime that users will experience. Unplanned downtime 
includes unscheduled events such as power outages, system failures, 
network failures, disk crashes, or application failures. Planned 
downtime includes scheduled events such as scheduled backups, system 
upgrades to new OS revisions, or hardware replacements . 

Two key strategies should be kept in mind: 

1. Design the application to handle a system reboot or panic. If you are 
modifying an existing application for a highly available environment, 
determine what happens currently with the application after a 
system panic. In a highly available environment there should be 
defined (and scripted) procedures for restarting the application. 
Procedures for starting and stopping the application should be 
automatic, with no user intervention required . 

2. The application should not use any system-specific information such 
as the following if such use would prevent it from failing over to 
another system and running properly: 

• The application should not refer to uname () or gethostname () . 

• The application should not refer to the SPU ID . 

• The application should not refer to the MAC (link-leveN address. 
\ 
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Designing Highly Available Cluster Applications 
Automating Application Operation 

Automating Application Operation 
Can the application be started and stopped automatically or does it 
require operator intervention? 

This section describes how to automate application operations to avoid 
the need for user intervention. One of the first rules of high availability 
is to avoid manual intervention. If it takes a user at a terminal, console 
or GUI interface to enter commands to bring up a subsystem, the user 
becomes a key part of the system. It may take hours before a user can get 
to a system console to do the work necessary. The hardware in question 
may be located in a far-off area where no trained users are available, the 
systems may be located in a secure datacenter, or in offhours someone 
may have to connect via modem . 

There are two principies to keep in mind for automating application 
relocation: 

• Insulate users from outages . 

• Applications must have defined startup and shutdown procedures . 

You need to be aware of what happens currently when the system your 
application is running on is rebooted, and whether changes need to be 
made in the application's response for high availability . 

Insula te U sers from Outages 
Wherever possible, insulate your end users from outages. Issues inciude 
the following: 

• Do not require user intervention to reconnect when a conaection is 
lost dueto a failed server . 

• Where possible, warn users of slight delays due to a failover in 
progress . 

• Minimize the reentry of data . 

• Engineer the system for reserve capacity to minimize the 
performance degradation experienced by users . 
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Designing Highly Available Cluster Applications 

Automating Application Operation 

Define Application Startup and Shutdown 
Applications must be restartable without manual intervention. Ifthe 
application requires a switch to be flipped on a piece ofhardware, then 
automated restart is impossible. Procedures for application startup, 
shutdown and monitoring must be created so that the HA software can 
perform these functions automatically . 

To ensure automated response, there should be defined procedures for 
starting up the application and stopping the application. In 
MC/ServiceGuard these procedures are placed in the package control 
script. These procedures must check for errors and return status to the 
HA control software. The startup and shutdown should be command-line 
driven and not interactive unless all of the answers can be 
predetermined and scripted . 

In an HA failover environment, HA software restarts the application on 
a surviving system in the cluster that has the necessary resources, like 
access to the necessary disk drives. The application must be restartable 
in two aspects: 

• It must be able to restart and recover on the backup system (or on the 
same system ifthe application restart option is chosen) . 

• It must be able to restart ifit fails during the startup and the cause of 
the failure is resolved . 

Application administrators need to learn to startup and shutdown 
applications using the appropriate HA commands. Inadvertently 
shutting down the application directly will initiate an unwanted failover . 
Application administrators also need to be careful that they don't 
accidently shut down a production instance of an application rather than 
a test instance in a development environment. 

A mechanism to monitor whether the application is active is necessary so 
that the HA software knows when the application has failed. This may 
be as simple as a script that issues the command ps -ef I grep xxx 
for ali the processes belonging to the application . 

To reduce the inipact on users, the application should not simply abort in 
case of error, since aborting would cause an unneeded failover to a 
backup system. Applications should determine the exact error and take 
specific action to recover from the error rather than, for example, 
aborting upon receipt of any error . 
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Designing Highly Available Cluster Applications 

Controlling the Speed of Application Failover 

···--... _ 

Controlling the Speed of Application 
Failover 
What steps can be taken to ensure the fastest failover? 

If a failure does occur causing the application to be moved (failed over) to 
another node, there are many things the application can do to reduce the 
amount of time it takes to get the application back up and running. The 
topics covered are as follows : 

• Replicate Non-Data File Systems 

• Use Raw Volumes 

• Evaluate the Use of JFS 

• Minimize Data Loss 

• Use Restartable Transactions 

• Use Checkpoints 

• Design for Multiple Servers 

• Design for Replicated Data Sites 

Replicate Non-Data File Systems 
Non-data file systems should be replicated rather than shared. There can 
only be one copy of the application data itself. It will be located on a set of 
disks that is accessed by the system that is running the application 
After failover, ifthese data disks are filesystems, they must gothrwgh 
filesystems recovery (fsck) before the data can be accessed. Tohelp 
reduce this recovery time, the smaller these filesystems are, the faser 
the recovery will be. Therefore, it is best to keep anything thatcan Je 
replicated off the data filesystem. For example, there should be a copy of 
the application executables on each system rather than havingone :opy 
ofthe executables on a shared filesystem. Additionally, replicating 1h.e 
application executables makes them subject to a rolling upgrade iftlis is 
desired . 
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Designing Highly Available CIÚster-Applications 
Controlling the Speed of Application Failover 

Use Raw Volumes 
Ifyour application uses data, use raw volumes rather than filesystems . 
Raw volumes do not require an f sck of the filesystem, thus eliminating 
one ofthe potentially lengthy steps during a failover . 

Evaluate the Use of JFS 
If a file system must be used, a JFS offers significantly faster file system 
recovery as compared to an HFS. However, performance ofthe JFS may 
vary with the application. 

Minimize Data Loss 
Minimize the amount of data that might be lost at the time of an 
unplanned outage. It is impossible to prevent some data from being lost 
when a failure occurs. However, it is advisable to take certain actions to 
minimize the amount of data that will be lost, as explained in the 
following discussion . 

Minimize the Use and Amount of Memory-Based Data 
Any in-memory data (the in-memory context) will be lost when a failure 
occurs. The application should be designed to minimize the amount of 
in-memory data that exists unless this data can be easily recalculated . 
When the application restarts on the standby node, it must recalculate or 
reread from disk any information it needs to have in memory . 

One way to measure the speed offailover isto calculate how long it takes 
the application to start up on a normal system after a reboot. Does the 
application start up immediately? Or are there a number of step3 the 
application must go through before an end-user can connect to it? 
Ideally, the application can start up quickly without having to 
reinitialize in-memory data structures or tables . 

Performance concerns might dictate that data be kept in memory rather 
than written to the disk. However, the risk associated w:ith the loss of 
this data should be weighed against the performance impact of posting 
the data to the disk . 

Data that is read from a shared disk into memory, and then used as 
read-only data can be kept in memory without concern . 
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Designing Highly Available Cluster Applications 

Controlling the Speed of Application Failover 

Keep Logs Small 
Some databases permit logs to be buffered in memory to increase online 
performance. Of course, when a failure occurs, any in-flight transaction 
will be lost. However, minimizing the size ofthis in-memory log will 
reduce the amount of completed transaction data that would be lost in 
case offailure . 

Keeping the size of the on-disk log small allows the log to be archived or 
replicated more frequently, reducing the risk of data loss if a disaster 
were to occur. There is, of course, a trade-offbetween online performance 
and the size of the log. 

Elimina te N eed for Local Data 
When possible, eliminate the need for local data. In a three-tier, 
clientJserver environment, the middle tier can often be dataless (i.e., 
there is no local data that is client specific or needs to be modified). This 
"application server" tier can then provide additionallevels of availability, 
load-balancing, and failover. However, this scenario requires that all 
data be stored either on the client (tier 1) or on the database server (tier 
3) . 

Use Restartable Transactions 
Transactions need to be restartable so that the client does not need to 
re-enter or back out ofthe transaction when a server fails, and the 
application is restarted on another system. In other words, if a failure 
occurs in the middle of a transaction, there should be no need to start 
over again from the beginning. This capability makes the application 
more robust and reduces the visibility of a failover to the user. 

A common example is a print job. Printer applications typically schedule 
jobs. When thatjob completes, the scheduler goes on to the nextjob. I~ 
however, the system dies in the middle of a long job (say it is printing 
paychecks for 3 hours), what happens when the system comes back up 
again? Does the job restart from the beginning, reprinting ali the 
paychecks, does the job start from where it left off, or does the scheduler 
assume that the job was done and not print the last hours worth of 
paychecks? The correct behavior in a highly available environment is to 
restart where it left off, ensuring that everyone gets one and only one 
paycheck . 
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Designing Highly Available Cluster Applications 

Controlling the Speed of Application Failover 

Another example is an application where a clerk is entering data about a 
new employee. Suppose this application requires that employee numbers 
be unique, and that after the name and number of the new employee is 
entered, a failure occurs. Since the employee number had been entered 
before the failure, does the application refuse to allow it to be re-entered? 
Does it require that the partially entered information be deleted first? 
More appropriately, in a highly available environment the application 
will allow the clerk to easily restart the entry or to continue at the next 
data item . 

Use Checkpoints 
Design applications to checkpoint complex transactions. A single 
transaction from the user's perspective may result in severa! actual 
database transactions. Although this issue is related to restartable 
transactions, here it is advisable to record progress locally on the client 
so that a transaction that was interrupted by a system failure can be 
completed after the failover occurs . 

For example, suppose the application being used is calculating PI. On 
the original system, the application has gotten to the l ,OOOth decimal 
point, but the application has not yet written anything to disk. At that 
moment in time, the node crashes. The application is restarted on the 
second node, but the application is started up from scratch. The 
application must recalculate those 1,000 decimal points. However, ifthe 
application had written to disk the decimal points on a regular basis, the 
application could have restarted from where it left off . 

Balance Checkpoint Frequency with Performance 

It is important to balance checkpoint frequency with performance. The 
trade-off with checkpointing to disk is the impact of this checkpointing 
on performance. Obviously if you checkpoint too often the application 
slows; if you don't checkpoint often enough, it will take longer to get the 
application back to its current state after a failover. ldeally, the end-user 
should be able to decide how often to checkpoint. Applications should 
provide customizable parameters so the end-user can tune the 
checkpoint frequency . 
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Designing Highly Available Cluster Applications 
Controlling the Speed of Application Failover 

Design for Multi pie Servers 
lfyou use multiple active servers, multiple service points can provide 
relatively transparent service to a client. However, this capability 
requires that the client be smart enough to have knowledge about the 
multiple servers and the priority for addressing them. It also requires 
access to the data of the failed server or replicated data . 

For example, rather than having a single application which fails over to 
a second system, consider having both systems running the application. 
After a failure of the first system, the second system simply takes over 
the load ofthe first system. This eliminates the start up time ofthe 
application. There are many ways to design this sort of architecture, and 
there are also many issues with this sort of design. This discussion will 
not go into details other than to give a few examples . 

The simplest method is to have two applications running in a 
master/slave relationship where the slave is simply a hot standby 
application for the master. When the master fails, the slave on the 
second system would still need to figure out what state the data was in 
(i.e., data recovery would still take place). However, the time to fork the 
application and do the initial startup is saved . 

Another possibility is having two applications that are both active. An 
example might be two application servers which feed a database. Half of 
the clients connect to one application server and half ofthe clients 
connect to the second application server. If one server fails, then all the 
clients connect to the remaining application server . 

Design for Replicated Data Sites 
Replicated data sites are a benefit for both fast failover and disaster 
recovery. With replicated data, data disks are not shared between 
systems. There is no data recovery that has to take place. This makes the 
recovery time faster. However, there may be performance trade-offs 
associated with replicating data. There are a number ofways to perform 
data replication, which should be fully investigated by the application 
designer . 

Many of the standard database products provide for data replication 
transparent to the client application. By designing your application to 
use a standard database, the end-user can determine if data replication 
is desired . 
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Designing Highly Available Cluster Applications 
Designing Applications to Run on Multiple Systems 

Designing Applications to Run on 
Multiple Systems 
If an application can be failed to a backup node, how will it work on that 
different system? 

The previous sections discussed methods to ensure that an application 
can be automatically restarted. This section will discuss some ways to 
ensure the application can run on multiple systems. Topics are as 
follows: 

• Avoid Node Specific Information 

• Assign Unique Names to Applications 

• Use Una me ( 2) With C are 

• Bind to a Fixed Port 

• Bind to a Relocatable IP Addresses 

• Give Each Application its Own Volume Group 

• Use Multiple Destinations for SNA Applications 

• Avoid File Locking 

Avoid Node Specific Information 
Typically, when a new system is installed, an IP address must be 
assigned to each active network interface. This IP address is always 
associated with the node and is called a stationary IP address. 

The use of packages containing highly available applications adds the 
requirement for an additional set of IP addresses, which are assigned to 
the applications themselves. These are known as relocatable 
application IP addresses. MC/ServiceGuard's network sensor monitors 
the node's access to the subnet on which these relocatable application IP 
addresses reside. When packages are configured in MC/ServiceGuard, 
the associated subnetwork address is specified as a package dependency, 
and a list of nodes on which the package can run is also provided. When 
failing a package over to a remote node, the subnetwork must already be 
active on the target node . 

Appendix C 215 

RQS no 0~--CN 
CP ... . 

Ml - CORR~:IOs 
1 

~ls No 1 4 7 1 
~!A l· ~v ~ 
l~~~.= <.J I 

I - - ... -'-~-



• • • • • • • • • • • • • • • 
i• 
• • • • • • • • • • :. 
tO • • • • • • • • • • • • • • 

Designing Highly Available Cluster Applications 

Designing Applications to Run on Multiple Systems 

Each application or package should be given a unique name as well as a 
relocatable IP address. Following this rule separates the application 
from the system on which it runs, thus removing the need for user 
knowledge ofwhich system the application runs on. It also makes it 
easier to move the application among different systems in a cluster for 
for load balancing or other reasons. Iftwo applications share a single IP 
address, they must move together. Instead, using independent names 
and addresses allows them to move separately . 

For externai access to the cluster, clients must know how to refer to the 
application. One option is to tell the client which relocatable IP address 
is associated with the application. Another option isto think ofthe 
application name as a host, and configure a name-to-address mapping in 
the Domain Name System (DNS). In either case, the client will 
ultimately be communicating via the application's relocatable IP 
address. Ifthe application moves to another node, the IP address will 
move with it, allowing the client to use the application without knowing 
its current location. Remember that each network interface must have a 
stationary IP address associated with it. This IP address does not move 
to a remote system in the event of a network failure . 

Obtain Enough IP Addresses 
Each application receives a relocatable IP address that is separate from 
the stationary IP address assigned to the system itself. Therefore, a 
single system might have many IP addresses, one for itself and one for 
each ofthe applications that it normally runs. Therefore, IP addresses in 
a given subnet range will be consumed faster than without high 
availablity. It might be necessary to acquire additional IP addresses. 

Multiple IP addresses on the same network interface are supported only 
if they are on the same subnetwork. 

Allow Multiple Instances on Same System 
Applications should be written so that multiple instances, each with its 
own application name and IP address, can run on a single system. It 
might be necessary to invoke the application with a parameter showing 
which instance is running. This allows distributing the users among 
severa! systems under normal circumstances, but it also allows ali of the 
users to be serviced in the case of a failure on a single system . 
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Designing Highly Available Cluster Applications 
Designing Applications to Run on Multiple Systems 

Avoid Using SPU IDs or MAC Addresses 
Design the application so that it does not rely on the SPU ID or MAC 
(link-level) addresses. The SPU ID is a unique hardware ID contained in 
non-volatile memory, which cannot be changed. A MAC address (also 
known as a LANIC id) is a link-specific address associated with the LAN 
hardware. The use of these addresses is a common problem for license 
servers, since for security reasons they want to use hardware-specific 
identification to ensure the license isn't copied to multiple nodes . One 
workaround is to have multiple licenses; one for each node the 
application will run on. Another way is to have a cluster-wide 
mechanism that lists a set ofSPU IDs or node names. Ifyour application 
is running on a system in the specified set, then the license is approved. 

Previous generation HA software would move the MAC address of the 
network card along with the IP address when services were moved to a 
backup system. This is no longer allowed in MC/ServiceGuard . 

There were a couple of reasons for using a MAC address, which have 
been addressed below: 

• Old network devices between the source and the destination such as 
routers had to be manually programmed with MAC and IP address 
pairs. The solution to this problem is to move the MAC address along 
with the IP address in case offailover . 

• Up to 20 minute delays could occur while network device caches were 
updated dueto timeouts associated with systems going down. This is 
dealt with in current HA software by broadcasting a new ARP 
translation ofthe old IP address with the new MAC address. 

Assign Unique Names to Applications 
A unique name should be assigned to each application. This name should 
then be configured in DNS so that the name can be used as input to 
gethostbyname (),as described in the following discussion . 

UseDNS 
DNS provides an API which can be used to map hostnames to IP 
addresses and vice versa. This is useful for BSD socket applicaiions such 
as telnet which are first told the target system name. The application 
must then map the name to an IP address in order to establish a 
connection. However, some calls should be used with caution . 
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Applications should not reference official hostnames or IP addresses. The 
official hostname and corresponding IP address for the hostname refer to 
the primary LAN card and the stationary IP address for that card . 
Therefore, any application that refers to, or requires the hostname or 
primary IP address may not work in an HA environment where the 
network identity of the system that supports a given application moves 
from one system to another, but the hostname does not move . 

One way to look for problems in this area is to look for calls to 
gethostname ( 2) in the application. HA services should use 
gethostname () with caution, since the response may change over time 
ifthe application migrates. Applications that use gethostname () to 
determine the name for a call to gethostbyname ( 2) should also be 
avoided for the same reason. Also, the gethostbyaddr () call may 
return different answers over time if called with a relocatable IP 
addresses . 

Instead, the application should always refer to the application name and 
relocatable IP address rather than the hostname and stationary IP 
address. It is appropriate for the application to call gethostbyname ( 2) , 

specifYi.ng the application name rather than the hostname . 
gethostbyname (2) will pass in the IP address ofthe application. This 
IP address will move with the application to the new nod'e . 

However, gethostbyname ( 2) should be used to locate the IP address of 
an application only if the application name is configured in DNS. It is 
probably best to associate a different application name with each 
independent HA service. This allows each application and its IP address 
to be moved to another node without affecting other applications. Only 
the stationary IP addresses should be associated with the hostname in 
DNS. 

Use uname(2) With C are 
Related to the hostname issue discussed in the previous section is the 
application's use of una me ( 2) , which returns the official system name. 
The system name is unique to a given system whatever the number of 
LAN cards in the system. By convention, the uname and hostname are 
the same, but they do not have to be. Some applications, after connection 
to a system, might call uname ( 2) to valida te for security purposes that 
they are really on the correct system. This is not appropriate in an HA 
environment, since the service is moved from one system to another, and 
neither the uname nor the hostname are moved. Applications should 
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Designing Applications to Run on Multiple Systems 

develop alternate means ofverifYing where they are running. For 
example, an application might check a list of hostnames that have been 
provided in a configuration file . 

Bind to a Fixed Port 
When binding a socket, a port address can be specified or one can be 
assigned dynamically. One issue with binding to random ports is that a 
different port may be assigned if the application is la ter restarted on 
another cluster node. This may be confusing to clients accessing the 
application. 

The recommended method is using fixed ports that are the same on all 
nodes where the application will run, instead of assigning port numbers 
dynamically. The application will then always return the same port 
number regardless ofwhich node is currently running the application . 
Application port assignments should be put in I etc/ services to keep 
track ofthem and to help ensure that someone will not choose the same 
port number . 

Bind to Relocatable IP Addresses 
When sockets are bound, an IP address is specified in addition to the port 
number. This indicates the IP address to use for communication and is 
meant to allow applications to limit which interfaces can communicate 
with clients. An application can bind to INADDR_ANY as an indication 
that messages can arrive on any interface . 

Network applications can bind to a stationary IP address, a relocatable 
IP address, or INADDR_ANY. Ifthe stationary IP address is specified, 
then the application may fail when restarted on another node, because 
the stationary IP address is not moved to the new system. If an 
application binds to the relocatable IP address, then the .application will 
behave correctly when moved to another system . 

Many server-style applications will bind to INADDR_ANY, meaning that 
they will receive requests on any interface. This allows clients to send to 
the stationary or relocatable IP addresses. However, in this case the 
networking code cannot determine which source IP address is most 
appropriate for responses, so it will always pick the stationary IP 
address . 
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For TCP stream sockets, the TCP levei ofthe protocol stack resolves this 
problem for the client since it is a connection-based protocol. On the 
client, TCP ignores the stationary IP address and continues to use the 
previously bound relocatable IP address originally used by the client . 

With UDP datagram sockets, however, there is a problem. The client 
may connect to multiple servers utilizing the relocatable IP address and 
sort out the replies based on the source IP address in the server's 
response message. However, the source IP address given in this response 
will be the stationary IP address rather than the relocatable application 
IP address. Therefore, when creating a UDP socket for listening, the 
application must always call bind ( 2) with the appropriate relocatable 
application IP address rather than INADDR_ANY. 

Ifthe application cannot be modified as recommended above, a 
workaround to this problem is to not use the stationary IP address at all, 
and only use a single relocatable application IP address on a given LAN 
card. Limitations with this workaround are as follows: 

• Local LAN failover will not work . 

• There has to be an idle LAN card on each backup node that is used to 
relocate the relocatable application IP address in case of a failure . 

Call bind() before connect() 
When an application initiates its own connection, it should first call 
bind ( 2) , specifYing the application IP address before calling 
connect ( 2) . Otherwise the connect request will be sent using the 
stationary IP address ofthe system's outbound LAN interface rather 
than the desired relocatable application IP address. The client will 
receive this IP address from the accept ( 2) call, possibly confusing the 
client software and preventing it from working correctly. 

Give Each Application its Own Volume Group 
Use separate volume groups for each application that uses data. Ifthe 
application doesn't use disk, it is not necessary to assign it a separate 
volume group. A volume group (group of disks) is the unit of storage that 
can move between nades. The greatest flexibility for load balancing 
exists when each application is confined to its own volume group, i.e., 
two applications do not share the same set of disk drives. If two 
applications do use the same volume group to store their data, then the 
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Designing Highly Available Cluster Applications 
Designing Applications to Run on Multiple Systems 

applications must move together. Ifthe applications' data stores are in 
separate volume groups, they can switch to different nodes in the event 
of a failover . 

The application data should be set up on different disk drives and if 
applicable, different mount points. The application should be designed to 
allow for different disks and separa te mount points. If possible, the 
application should not assume a specific mount point . 

To prevent one node from inadvertently accessing disks being used by 
the application on another node, HA software uses an exclusive access 
mechanism to enforce access by only one node at a time. This exclusive 
access applies to a volume group as a whole. 

Use Multiple Destinations for SNA 
Applications 
SNA is point-to-point link-oriented; that is, the seruices cannot simply be 
moved to another system, since that system has a different point-to-point 
link which originates in the mainframe. Therefore, backup links in a 
node ancl/or backup links in other nodes should be configured so that 
SNA does not become a single point offailure. Note that only one 
configuration for an SNA link can be active at a time. Therefore, backup 
links that are used for other purposes should be reconfigured for the 
primary mission-critical purpose upon failover . 

Avoid File Locking 
In an NFS environment, applications should avoid using file-locking 
mechanisms, where the file to be locked is on an NFS Server. File locking 
should be avoided in an application both on local and remote systems. If 
local file locking is employed and the system fails, the system acting as 
the backup system will not have any knowledge ofthe locks maintained 
by the failed system. This may or may not cause problems when the 
application restarts . 

Remote file locking is the worst of the two situations, since the system 
doing the locking may be the system that fails. Then, the lock might 
never be released, and other parts of the application will be unable to 
access that data. In an NFS environment, file locking can cause long 
delays in case of NFS client system failure and might even delay the 
failover itself . 
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Restoring Client Connections 
How does a client reconnect to the server after a failure? 

It is important to write client applications to specifically differentiate 
between the loss of a connection to the server and other 
application-oriented errors that might be returned. The application 
should take special action in case of connection loss . 

One question to consider is how a client knows after a failure when to 
reconnect to the newly started server. The typical scenario is that the 
client must simply restart their session, or relog in. However, this 
method is not very automated. For example, a well-tuned hardware and 
application system may fail over in 5 minutes. But if users , after 
experiencing no response during the failure, give up after 2 minutes and 
go for coffee and don't come back for 28 minutes, the perceived downtime 
is actually 30 minutes, not 5. Factors to considerare the number of 
reconnection attempts to make, the frequency ofreconnection attempts, 
and whether or not to notizy the user of connection loss . 

There are a number of strategies to use for client reconnection: 

• Design clients which continue to try to reconnect to their failed 
server . 

Put the work into the client application rather than relying on the 
user to reconnect. If the server is back up and running in 5 minutes, 
and the client is continually retrying, then after 5 minutes, the client 
application will reestablish the link with the server and either restart 
or continue the transaction. No intervention from the user is 
required. 

• Design clients to reconnect to a different server. 

If you have a server design which includes multiple active servers, 
the client could connect to the second server, and the user would only 
experience a brief delay . 

The problem with this design is knowing when the client should 
switch to the second server. How long does a client retry to the first 
server before giving up and going to the second server? There are no 
definitive answers for this. The answer depends on the design ofthe 
server application. If the application can be restarted on the same 
node after a failure (see "Handling Application Failures" following), 
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Restoring Client Connections 

the retry to the current server should continue for the amount oftime 
it takes to restart the server locally. This will keep the client from 
having to switch to the second server in the event of a application 
failure . 

• Use a transaction processing monitor or message queueing software 
to increase robustness . 

Use transaction processing monitors such as Tuxedo or DCE/Encina, 
which provide an interface between the server and the client . 
Transaction processing monitors (TPMs) can be useful in creating a 
more highly available application. Transactions can be queued such 
that the client does not detecta server failure . Many TPMs provide 
for the optional automatic rerouting to alternate servers or for the 
automatic retry of a transaction. TPMs also provide for ensuring the 
reliable completion oftransactions, although they are not the only 
mechanism for doing this. After the server is back online, the 
transaction monitor reconnects to the new server and continues 
routing it the transactions . 

• Queue Up Requests 

As an alternative to using a TPM, queue up requests when the server 
is unavailable. Rather than notifying the user when a server is 
unavailable, the user request is queued up and transmitted la ter 
when the server becomes available again. Message queueing software 
ensures that messages of any kind, not necessarily just transactions, 
are delivered and acknowledged . 

Message queueing is useful only when the user does not need or 
expect response that the request has been completed (i.e, the 
application is not interactive). 
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Handling Application Failures 
What happens if part or all of an application fails? 

All of the preceding sections have assumed the failure in question was 
not a failure of the application, but of another component of the cluster . 
This section deals specifically with application problems. For instance, 
software bugs may cause an application to fail or system resource issues 
(such as low swap/memory space) may cause an application to die. The 
section deals with how to design your application to recover after these 
types of failures. 

Create Applications to be Failure Tolerant 
An application should be tolerant offailures in a single component. Many 
applications have multiple processes running on a single node. If one 
process fails, what happens to the other processes? Do they also fail? Can 
the failed process be restarted on the same node without affecting the 
remaining pieces ofthe application? 

Ideally, if one process fails, the other processes can wait a period oftime 
for that component to come back online. This is true whether the 
component is on the same system or a remote system. The failed 
component can be restarted automatically on the same system and rejoin 
the waiting processing and continue on. This type of failure can be 
detected and restarted within a few seconds, so the end user would never 
know a failure occurred. 

Another alterna tive is for the failure of one component to still allow 
bringing down the other components cleanly. If a database SQL server 
fails, the database should still be able to be brought down cleanly so that 
no database recovery is necessary . 

The worse case is for a failure of one component to cause the entire 
system to fail. If one component fails and all other components need to be 
restarted, the downtime will be high . 

Be Able to Monitor Applications 
All components in a system, including applications, should be able to be 
monitored for their health. A monitor might be as simple as a display 
command oras complicated as a SQL query. There must be a way to 
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Handling Application Failures 

ensure that the application is behaving correctly. Ifthe application fails 
and it is not detected automatically, it might take hours for a user to 
determine the cause ofthe downtime and recover from it . 
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Minimizing Planned Downtime 
Planned downtime (as opposed to unplanned downtime) is scheduled; 
examples include backups, systems upgrades to new operating system 
revisions, or hardware replacements. For planned downtime, application 
designers should consider: 

• Reducing the time needed for application upgrades/patches. 

Can an administrator install a new version ofthe application without 
scheduling downtime? Can different revisions of an application 
operate within a system? Can different revisions of a client and server 
opera te within a system? 

• Providing for online application reconfiguration . 

Can the configuration information used by the application be changed 
without bringing down the application? 

• Documenting maintenance operations . 

Does an operator know how to handle maintenance operations? 

When discussing highly available systems, unplanned failures are often 
the main point ofdiscussion. However, ifit takes 2 weeks to upgrade a 
system to a new revision of software, there are bound to be a large 
number of complaints . 

The following sections discuss ways of handling the different types o f 
planned downtime. 

Reducing Time Needed for Application 
Upgrades and Patches 
Once a year or so, a new revision of an application is released. How long 
does it take for the end-user to upgrade to this new revision? This 
answer is the amount of planned downtime a user must take to upgrade 
their application. The following guidelines reduce this time . 

Provide for Rolling Upgrades 
Provide for a "rolling upgrade" in a client/server environment. For a 
system with many components, the typical scenario is to bring down the 
entire system, upgrade every node to the new version ofthe software, 
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Minimizing Planned Downtime 

and then restart the application on all the affected nades. For large 
systems, this could result in a long downtime. An alternative is to 
provide for a rolling upgrade. A rolling upgrade rolls out the new 
software in a phased approach by upgrading only one component at a 
time. For example, the database server is upgraded on Monday, causing 
a 15 minute downtime. Then on Tuesday, the application server on two 
ofthe nades is upgraded, which leaves the application servers on the 
remaining nades online and causes no downtime. On Wednesday, two 
more application servers are upgraded, and so on. With this approach, 
you avoid the problem where everything changes at once, plus you 
minimize long outages. 

The trade-offis that the application software must operate with different 
revisions of the software. In the above example, the database server 
might be at revision 5.0 while the some ofthe application servers are at 
revision 4.0. The application must be designed to handle this type of 
situation . 

Do Not Change the Data Layout Between Releases 
Migration ofthe data to a new format can be very time intensive. It also 
almost guarantees that rolling upgrade will not be possible. For example, 
if a database is running on the first node, ideally, the second node could 
be upgraded to the new revision ofthe database. When that upgrade is 
completed, a brief downtime could be scheduled to move the database 
server from the first node to the newly upgraded second node. The 
database server would then be restarted, while the first node is idle and 
ready to be upgraded itself. However, ifthe new database revision 
requires a different database layout, the old data will not be readable by 
the newly updated database. The downtime will be longer as the datais 
migrated to the new layout . 

Providing Online Application 
Recon.figuration 
Most applications have some sort of configuration information that is 
read when the application is started. If to make a change to the 
configuration, the application must be halted and a new configuration 
file read, downtime is incurred . 

To avoid this downtime use configuration tools that interact with an 
application and make dynamic changes online. The ideal solution is to 
have a configuration tool which interacts with the application. Changes 
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are made online with little orno interruption to the end-user. This tool 
must be able to do everything online, such as expanding the size of the 
data, adding new users to the system, adding new users to the 
application, etc. Every task that an administrator needs to do to the 
application system can be made available online . 

Documenting Maintenance Operations 
Standard procedures are important. An application designer should 
make every effort to make tasks common for both the highly available 
environment and the normal environment. If an administrator is 
accustomed to bringing down the entire system after a failure, he or she 
will continue to do so even if the application has been redesigned to 
handle a single failure. It is important that application documentation 
discuss alternatives with regards to high availability for typical 
maintenance operations . 
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lntegrating HA Applications with MC/ServiceGuard 

Integrating HA Applications 
with MC/ServiceGuard 

The following is a summary ofthe steps you should follow to integrate an 
application into the MC/ServiceGuard environment: 

1. Read the rest ofthis book, including the chapters on cluster and 
package configuration, and the appendix "Designing Highly Available 
Cluster Applications." 

2. Define the cluster's behavior for normal operations: 

• What should the cluster look like during normal operation? 

• What is the standard configuration most people will use? (Is there 
any data available about user requirements?) 

• Can you separate out functions such as database or application 
server onto separa te machines, or does everything run on one 
machine? 

3. Define the cluster's behavior for failover operations: 

• Does everything fail over together to the adoptive node? 

• Can separate applications fail over to the same node? 

• Is there already a high availability mechanism within the 
application other than the features provided by 
MC/ServiceGuard? 

4. IdentifY problem areas 

• What does the application do today to handle a system reboot or 
panic? 

• Does the application use any system-specific information such as 
uname() or gethostname(), SPU_ID or MAC address which would 
prevent it from failing over to another system? 
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Checklist for Integrating HA 
Applications 
This section contains a checklist for integrating HA applications in both 
single and multiple systerns . 

Defining Baseline Application Behavior on a 
Single System 

1. Define a baseline behavior for the application on a standalone system: 

230 

• Install the application, database, and other required resources on 
one of the systerns. Be sure to follow MC/ServiceGuard rules in 
doing this: 

• Install ali shared data on separate externai volume groups . 

• Use JFS filesystems as appropriate . 

• Perforrn some sort of standard test to ensure the application is 
running correctly. This test can be used later in testing with 
MC/ServiceGuard. If possible, try to connect to the application 
through a client . 

• Crash the standalone systern, reboot it, and test how the 
application starts up again. Note the following: 

• Are there any manual procedures? if so, document them. 

• Can everything start up from rc scripts? 

• Try to write a simple script which brings everything up without 
having to do any keyboard typing. Figure out what the 
administrator would do at the keyboard, then put that into the 
script . 

• Try to write a sirnple script to bring down the application. Again, 
figure out what the administrator would do at the keyboard, then 
put that into the script . 
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Integrating HA Applications in Multi pie 
Systems 

1. Install the application on a second system . 

• Create the L VM infrastructure on the second system . 

• Add the appropriate users to the system . 

• Install the appropriate executables . 

• With the application not running on the first system, try to bring 
it up on the second system. You might use the script you created in 
the step above. Is there anything different that you must do? Does 
it run? 

• Repeat this process until you can get the application to run on the 
second system . 

2. Configure the MC/ServiceGuard cluster: 

• Create the cluster configuration . 

• Create a package . 

• Create the package script . 

• Use the simple scripts you created in earlier steps as the customer 
defined functions in the package control script . 

3. Start the cluster and verify that applications run as planned . 

Testing the Cluster 
1. Test the cluster: 

• Have clients connect . 

• Provide a normal system load . 

• Halt the package on the first node and move it to the second node: 

# cmhaltpkg pkgl 
# cmrunpkg -n node2 pkgl 
# cmmodpkg -e pkgl 

• Move it back . 

# cmhaltpkg pkgl 
# cmrunpkg -n nodel pkgl 
# cmmodpkg -e pkgl 
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• Fail one ofthe systems. For example, turn offthe power on node 1. 
Make sure the package starts up on node 2 . 

• Repeat failover from node 2 back to node 1. 

2. Be sure to test all combinations of application load during the testing. 
Repeat the failover processes under different application states such 
as heavy user load versus no user load, batch jobs vs online 
transactions, etc . 

3. Record timelines of the amount oftime spent during the failover for 
each application state. A sample timeline might be 45 seconds to 
reconfigure the cluster, 15 seconds to run fsck on the filesystems, 30 
seconds to start the application and 3 minutes to recover the 
data base . 
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E 

Rolling Software Upgrades 

Rolling Software Upgrades 

You can upgrade the HP-UX operating system and the MC/ServiceGuard 
software one node at a time without bringing down your clusters. This 
process can also be used any time one system needs to be taken oftline for 
hardware maintenance or patch installations. Until the process of 
upgrade is complete on all nodes, you cannot change the cluster 
configuration files, and you will not be able to use any of the features of 
the new MC/ServiceGuard release. 

Refer also to the section on hardware maintenance in the 
"Troubleshooting" chapter . 
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Rolling Software Upgrades 

Steps for Rolling Upgrades 

Steps for Rolling Upgrades 
Use the following steps: 

1. Use cmhaltnode to halt the node you wish to upgrade. This will cause 
the node's packages to start up on an adoptive node . 

2. Edit the /etdrc.config.d/cmcluster file to include the following line: 

AUTOSTART_CMCLD =O 

3. Upgrade the node to the available HP-UX release, including 
MC/ServiceGuard. You can perform other software or hardware 
upgrades if you wish, provided you do not detach any SCSI cabling . 

4. Edit the /etdrc.config.d/cmcluster file to include the following line: 

AUTOSTART_CMCLD = 1 

5. Restart the cluster on the upgraded node via the cmrunnode 
command . 

6. Repeat this process for each node in the cluster . 

Be sure to plan sufficient system capacity to allow moving the packages 
from node to node during the process without an unacceptable loss of 
performance . 

If a cluster were to fail before the rolling upgrade was complete (perhaps 
due to a catastrophic power failure), the cluster can be restarted by 
entering the cmruncl command from a node which has been upgraded to 
the latest revision of the software. 

Performing a Cold Install During Rolling 
Upgrade 
lfyou are doing a cold install when rolling HP-UX to a new release, you 
should use the following procedure on each node: 

1. Use cmhaltnode to halt the node you wish to upgrade. This will cause 
the node's packages to start up on an adoptive node . 

2. Perform the cold install of the operating system . 
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Rolling Software Upgrades 

Steps for Rolling Upgrades 

3. Create a directory named /etdcmcluster on the freshly installed node, 
and copy in to it the /etdcmcluster/cmclconfig file from a node that is 
running the earlier release . 

4. Install the new version of MC/ServiceGuard . 

5. Edit the /etc/rc.config.d/cmcluster file to include the following line: 

AUTOSTART_CMCLD = 1 

6. Restart the cluster on the upgraded node via the cmrunnode 
command. 

7. Repeat this process for each node in the cluster . 

Using SAM to Perform a Rolling Upgrade 
A rolling upgrade can be carried out using SAM instead ofHP-UX 
commands. However, SAM must be invoked on a node containing the 
latest revision ofthe software. Performing tasks on a node containing an 
earlier revision of the software will not work or will cause inconsistent 
results . 

To perform a rolling upgrade using SAM, from the SAM main menu, 
choose Clusters, then High Availability Clusters, and then select the 
appropriate type of administration - cluster or package administration . 
Perform the tasks as explained in the steps in the following section, 
using SAM instead ofHP-UX commands . 

Keeping Kernels Consistent 
Ifyou change kernel parameters as a part of doing a rolling upgrade, be 
sure to change the parameters similarly on ali nodes that can run the 
same packages in a failover scenario . 
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Figure E-1 

Rolling Software Upgrades 
Example of Rolling Upgrade 

Example of Rolling Upgrade 
Whíle you are performing a rolling upgrade warning messages may 
appear while the node is determining what version of software is 
running. This is a normal occurrence and not a cause for concern . 

The following example shows a simple rolling upgrade on two nodes 
running one package each, as shown in Figure E-1. (This and the 
following figures show the starting point of the upgrade as 
MC/ServiceGuard 10.10 and HP-UX 10.20 for illustration only. A roll to 
MC/ServiceGuard 11.01 and HP-UX 11.00 is shown. For your systems, 
substitute the actual release numbers of your rolling upgrade path.) 

Running Cluster Before Rolling Update 

Package 1 

MCISG 10.10 

HP-UX 10.20 

Step 1. 

node 1 

Halt the first node, as follows 

# cmhaltnode -f nodel 

node2 

ux 10.20 

This will cause PKG 1 to be halted cleanly and moved to node 2. The 
MC/ServiceGuard daemon on node 1 is halted, and the result if:shown in 
Figure E-2 . 
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Figure E-2 

Figure E-3 

Rolling Software Upgrades 
Example of Rolling Upgrade 

Running Cluster with Packages Moved to Nade 2 

MC/SG 10.10 

HP-UX 10.20 

Step 2 . 

node 1 node 2 
Package 1 

Package 2 

MC/SG 10.10 

HP-UX 10.20 

Upgrade node 1 to the next operating system release (in this example, 
HP-UX 11.00), and install the next version ofMC/ServiceGuard (11.01) . 

Node 1 Upgraded to HP-UX 11.00 

node 1 

HP-UX 11.00 -
Step 3 . 
When upgrading is finished, enter the following command on node 1 to 
restart the cluster on node 1. 

# cmrunnode -n nodel 

At this point, different versions ofthe MC/ServiceGuard daemon (cmcld) 
are running on the two nades, as shown in Figure E-4 . 
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Figure E-4 

Figure E-5 

Rolling Software Upgrades 
Example of Rolling Upgrade 

Node 1 Rejoining the Cluster 

MC/SG 11.01 
HP-UX 11.00 

Step 4 . 

node 1 node2 

Repeat the process on node 2. Halt the node, as follows: 

# cmhaltnode -f node2 

This causes both packages to move to node 1. Then upgrade node 2 to 
HP-UX 11.00 and MC/ServiceGuard 11.01. 

Running Cluster with Packages Moved to Node 1 

Package 1 

Package 2 

MC/SG 11.01 

HP-UX 11.00 

Step 5 . 

node 1 node2 

11.01 

Move PKG2 back to its original node. Use the following commands: 

# cmhaltpkg pkg2 
# cmrunpkg -n node2 pkg2 
# cmmodpkg -e pkg2 

238 AppendixE 

RQS n° 03/2";05 - CN -
CPMI - COF'Rf10S 



.. 
• t 
t 

• • t 

• • • t 

• • t 

• • • :c 
• • • • • 
~ 

• 
~ 

• • 
• :o 
~ 

• 
• 
• 

Figure E-6 

Rolling Software Upgrades 
Example of Rolling Upgrade 

The cmmodpkg command re-enables switching of the package, which is 
disabled by the cmhal tpkg command. The final running cluster is 
shown in Figure E-6 . 

Running Cluster After Upgrades 

Package 1 

MC/SG 11.01 

HP-UX 11.00 
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Rolling Software Upgrades 
Limitations of Rolling Upgrades 

Limitations of Rolling Upgrades 
The following limitations apply to rolling upgrades: 

• During rolling upgrade, HP-UX commands and SAM interactive 
screens must be invoked on a node containing the latest revision of 
the software. Performing tasks on a node containing an earlier 
revision of the software will not work or will cause inconsistent 
results. 

• You cannot modify the cluster or package configuration until the 
upgrade is complete. You cannot modfy the hardware 
configuration--including the cluster's network configuration--during 
rolling upgrade. This means that you must upgrade all nodes to the 
new release before you can modify the configuration file and copy it to 
all nodes . 

• None ofthe features ofthe newer release ofMC/ServiceGuard are 
allowed until all nodes have been upgraded . 

• Binary configuration files may be incompatible between releases of 
MC/ServiceGuard. Do not manually copy configuration files between 
nodes except as part of a cold install process (see "Performing a Cold 
Install During Rolling Upgrade," above) . 

• Rolling upgrades are only supported from the previous two releases . 
For more information, see the MC I ServiceGuard Release Notes for 
your particular release . 

• You can perform a rolling upgrade only on a configuration that has 
not been modified since the last time the cluster was started. 

• Rolling upgrades are not intended as a means of using mixed releases 
ofMC/ServiceGuard or HP-UX within the cluster. It is highly 
recommended that you upgrade all cluster nodes as quickly as 
possible to the new release levei. 

• You cannot delete MC/ServiceGuard software (via swremove) from a 
node while the cluster is in the process of rolling upgrade . 
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Using OTS/9000 on the LAN 

U sing OTS/9000 on the LAN 

MC/ServiceGuard supports OTS/9000, Hewlett-Packard's 
implementation of OSI Transport Services and related protocols. To 
configure OTS/9000 with MC/ServiceGuard, perform the following steps: 

1. Configure OTS/9000 on ali cluster nodes. See your OTS/9000 
documentation for complete information. 

2. Configure an IP subnet for each LAN card that has OTS on it. This is 
needed because MC/ServiceGuard actually monitors the LANICS 
(LAN interface cards) through configured IP subnets. See Chapter 3 
for information on specifyíng IP subnets in MC/ServiceGuard . 

When the cluster is running, MC/ServiceGuard will detect network 
failures by sensing an IP subnet failure . 

In the MC/ServiceGuard environment, OTS/9000 protocol can only be 
used to transmit data, not heartbeats. However, you can configure a 
TCP/IP network for heartbeats on the same LAN that is running 
OTS/9000 . 

You can configure an OTS monitor as a package dependency within 
MC/ServiceGuard. Use the SAM interface, and choose "Additional 
Package Dependencies" in the "Package Configuration" subarea . 
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Using OTS/9000 on the LAN 
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Blank Planning Worksheets 

Blank Planning Worksheets 

This appendix reprints blank versions of the planning worksheets 
described in the "Planning" chapter. You can duplicate any ofthese 
worksheets that you find useful and fill them in as a part ofthe planning 
pr ocess. 
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Blank Planning Worksheets 
Blank Hardware Worksheet 

Blank Hardware Worksheet 

244 

SPtJ Information: 

SSOO Host Name 5800 Series No --------------------

Memory Capacity -------------------- Number of I/0 Slots 

LAN Information : 

Name of Name of Node I P Traffic 
Subnet ------- Interface Addr Type 

Name of Name of No de IP Traffic 
Subnet Interface Addr Type 

Name of Name af Nade IP Traffic 
Subnet Interface Addr Type 

Serial (RS232) Heartbeat Interface Information: 

Nade Name -------------------- RS232 Device Fi le ---------------

Nade Name -------------------- RS232 Device File ---------------

X.25 Informat ion 

OTS subnet ------------------- OTS subnet 

Disk I/O I nformation for Shared Disks: 

Bus Type Slot Number Address Disk Device File 

Bus Type ___ Slat Number Address Disk Device File 

Bus Type Slat Number Address Disk Device Fi l e 

Bus Type _ __ Slat Number Address Disk Device File 

Attach a printout of the output from i oscan -fnC disk command 
after installing disk hardware and rebaating the system . Mark this 
printout to indicate which physical volume group each disk belongs to . 
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Blank Planning Worksheets 
Blank Power Supply Worksheet 

Blank Power Supply Worksheet 

SPU Power: 

SSOO Host Name --------

SSOO Host Name --------

Disk Power: 

Disk Unit -----------

Disk Unit -----------

Disk Unit -----------

Disk Unit -----------

Disk Unit -----------

Disk Unit -----------

Tape Backup Power : 

Tape Unit -----------

Tape Unit -----------

Other Power: 

Unit Name -----------

Unit Name -----------

Appendix G 

Power Supply - ----- ---

Power Supply ---------

Power Supply _________ _ 

Power Supply _________ _ 

Power Supply ----------

Power Supply ----------

Power Supply ----------

Power Supply ----------

Power Supply ----------

Power Supply ----------

Power Supply ----------

Power Supply ----------
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Blank Planning Worksheets 

Blank Volume Group and Physical Volume Worksheet 

Blank Volume Group and Physical 
Volume Worksheet 

Volume Group Name: 

Name of First Physical Volume Group: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Name of Second Physical Volume Group: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 

Physical Volume Name: 
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Blank Planning Worksheets 
Cluster Configuration Worksheet 

Cluster Configuration Worksheet 

Name a nd Nades: 

Clus ter Name: 

Nade Names: 

Maximum Configured Packages: 

Cluster Volume Groups: 

Subnets: 

Hear tbeat I P Addresses : 

Non - Heartbeat I P Addresses: 

Cl uster Lock Volume Groups and Volumes: 

First Lock VG: First Lock Physical Volume: 

IName (Nade 1) : Disk Unit No : - --Power Unit : 

I 
IName (Nade 2): Disk Unit No : Power Unit : ---
I 

Second Lock VG: I Second Lock Physical Volume : 

I 
IName (Nade 1) : Disk Unit No : Power Uni t : - --
I 
IName (Nade 2): Disk Unit No: Power Unit: 

Timing Parameters: 
:==:======= ====================================== =============================== 

Heartbeat Interval: 

Nade Timeout: 
===:•============ ======== == ====================================================== 

Net work Polling I nterval: 
==== =========================== === ======================= ======================= 

Aut ostart Delay : 
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Blank Planning Worksheets 
Package Configuration Worksheet 

Package Configuration Worksheet 

Package Configuration File Data: 

Package Na me: 

Primary Nade: 

First Failover Nade: ______________________ __ 

Second Failover Nade: ______________________________ __ 

Package Run Script: ---------------------------------Timeout: 

Package Halt Script: --------------------------------Timeout: 

Package Switching Enabled? Local Switching Enabled? 

Nade Failfast Enabled? 

Additional Package Resource: 

Resource Name: ___________ Polling Interval Resource UP Value __________ _ 

Package Central Script Data: 

VG [O] ____________ LV [O ] _______________ FS [O ] _________ FS _ MOUNT _ OPT [O] ---------

VG [l] ____________ LV [l] _______________ FS [l] _________ FS_MOUNT_OPT [1] _____ _ 

VG [2] _______ LV[2] ________ FS[2] _______ FS_MOUNT_OPT[2] _ __ _ 

IP [O] SUBNET [O] ___________________ __ 

IP [1] SUBNET[l] ______________________ _ 

X . 25 Resource Name ---------------

Service Name: Run Comma nd: -----------------------Retries: 

Service Fail Fast Enabled? _______ Service Halt Timeout ----------------------

Service Na.me: Run Command : Retries: 

Service Fail Fast Enabled? _______ Service Halt Timeout ------------------
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Index 

A 
active nade, 17 
adding a package to a running 

cluster, 162 
adding cluster nades 
a~vance planning, 104 

addmg nodes to a running 
cluster, 149 

adding nodes while the cluster is 
running, 155 

adding packages on a running 
cluster, 143 

additional package resource 
parameter in package 

configuration, 95 
additional package resources 

monitoring, 53 
addressing, SCSI, 72 
administration 

adding nades to a ruuning 
cluster, 149 

cluster and package states 179 
halting a package, 160 ' 
halting the entire cluster, 151 
moving a package, 160 
ofcluster and packages, 147 
of packages and services, 159 
ofthe cluster, 148 
reconfiguring a package while 

the cluster is running, 162 
reconfiguring a package with 

the cluster ofiline, 161 
reconfiguring the cluster, 152 
removing nodes from operation 

in a ruuning cluster, 150 
responding to cluster events 

166 ' 
reviewing configuration files 

188 ' 
starting a cluster when ali 

nades are down, 148 
starting a package, 159 
troubleshooting, 179 

adoptive nade, 17 
alternate Links 

creating volume 
111 

applications 

groups with, 

automating, 208 
checklist of steps 

integrating with 
ServiceGuard, 229 

handling failures, 224 

for 
MC/ 

writing HA services for 
networks, 209 

ARP messages 
after switching, 61 

array 
replacing a faulty mechanism 

175 ' 
arrays 

disk arrays for data protection 
33 ' 

ASCII cluster configuration file 
template, 118 

ASCII package configuration file 
template, 134 

AUTO_START_TIMEOUT 
parameter in the cluster 

configuration file, 86 
AUTO_START_TIMEOUT 

(autostart delay) 
in sample configuration file, 

118 
parameter in cluster manager 

configuration, 86 
automatic restart of cluster, 47 
automatic switching 

parameter in package 
configuration, 96 

automatically restarting the 
cluster, 153 

automating 
operation, 208 

autostart delay 

application 

parameter in the cluster 
configuration file, 86 

autostart for clusters 
setting up, 128 

B 
backing up cluster lock 

information, 50 
binding 

in network applications 219 
bridged net ' 

defined, 26 
for redundancy in network 

interfaces, 26 
building a cluster 

ASCII cluster configuration file 
template, 118 

cluster configuration steps, 
117 

identifying cluster lock volume 
group, 120 

identifying cluster-aware 
volume groups, 120 

logical volume infrastructure 
107 ' 

verifying the cluster 
configuration, 122 

building an ha cluster 
configuration, 101 

bustype 
hardware planning, 73 

c 
changes in cluster membership 

47 ' 
changes to cluster allowed while 

the cluster is running, 154 
changes to packages allowed 

while the cluster is running 
164 ' 
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Index 

changing the volume group 
configuration while the 
cluster is running, 157 

checkpoints, 213 
client connections 

restoring in applications, 222 
cluster 

configuring with commands, 
118 

configuring with SAM, 117 
MC/ServiceGuard, 16 
redundancy of components, 24 
typical configuration, 16 
understanding components, 24 

cluster administration, 148 
solving problems, 192 

cluster and package 
maintenance, 147 

cluster configuration 
creating with SAM or 

Commands, 117 
file on ali nodes, 45 
identifying cluster lock volume 

group, 120 
identifying cluster-aware 

volume groups, 120 
planning, 81 
planning worksheet, 87 
sample diagram, 69 
step by step, 101 
verifying the cluster 

configuration, 122 
cluster configuration file, 118 

Autostart Delay parameter 
(AUTO_START_TIMEOUT 
), 86 

cluster coordinator 
defined, 45 

cluster lock 
4 or more nodes, 48, 49 
and cluster re-formation time, 

82 
backup up lock data, 50 

250 

choosing the lock volume 
group, 81 

duallocks, 49 
identifying in configuration 

file, 120 
no locks, 49 
single lock, 49 
storing configuration data, 125 
two nodes, 48 
use in re-forming a cluster, 48 

cluster manager 
automatic restart of cluster, 47 
blank planning worksheet, 24 7 
cluster name parameter, 83 
cluster node parameter, 83 
cluster volume group 

para meter, 83 
defined, 45 
dynamic re-formation, 47 
heartbeat interval parameter, 

85 
heartbeat subnet param e ter, 

83 
initial configuration of the 

cluster, 45 
main functions, 45 
maximum configured packages 

parameter, 85 
monitored non-heartbeat 

subnet, 84 
network polling interval 

param e ter, 86 
node timeout parameter, 85 
physical lock volume 

param e ter, 84 
planning the configuration, 83 
serial de vice file param e ter, 84 
testing, 171 

cluster node 
parameter in cluster manager 

configuration, 83 
cluster parameters 

initial configuration, 45 

cluster re-formation time, 82 
cluster startup 

manual, 45 
cluster volume group 

creating physical volumes, 110 
parameter in cluster manager 

configuration, 83 
cluster with high availability 

disk array 
figure, 36 

CLUSTER_NAME (cluster 
name) 

in sample configuration file, 
118 

parameter in cluster manager 
configuration, 83 

clusters 
active/standby type, 39 
larger size, 39 

cmapplyconf, 124, 144 
cmcheckconf, 122 

troubleshooting, 189 
cmdeleteconf 

deleting a package 
configuration, 163 

deleting the cluster 
configuration, 130 

cmmodnet 
assigning IP addresses in 

control scripts, 55 
cmquerycl 

troubleshooting, 189 
configuration 

ASCII cluster configuration file 
template, 118 

ASCII package configuration 
file template, 134 

basic tasks and steps, 20 
cluster, 101 
cluster planning, 81 
ofthe cluster, 45 
package, 131 
package planning, 88 
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service, 131 
configuration file 

Index 

for cluster manager, 45 
troubleshooting, 188 

configuration with dual attach 
FDDI stations 

figure, 29 
configuring packages and their 

services, 131 
contrai script 

adding customer defined 
functions, 142 

creating with commands, 138 
creating with SAM, 138 
in package configuration, 138 
pathname para.meter in 

package configuration, 93 
troubleshooting, 188 

controlling the speed of 
application failover, 210 

creating the package 
configuration, 132 

customer defined functions 
adding to the contrai script, 

142 

D 

data 
disks, 32 

data congestion, 46 
data bases 

toolkits, 205 
deactivating volume groups, 113 
deciding when and where to run 

packages, 51 
deleting a package configuration 

using cmdeleteconf, 163 
deleting a package from a 

running cluster, 163 
deleting nades while the cluster 

is running, 156 

deleting the cluster 
configuration 

using cmdeleteconf, 130 
designing applications to run on 

multiple systems, 215 
detecting failures 

in network manager, 56 
disk 

choosing for volume groups, 
110 

data, 32 
interfaces, 32 
mirroring,33 
root, 32 
sample configurations, 34 

disk arrays 
creating volume groups with 

PV links, 111 
disk arrays, highly available, 33 
disk enclosures 

high availability, 33 
disk failure 

protection through mirroring, 
17 

disk I/0 
hardware planning, 73 

disk layout 
planning, 78 

disk logical units 
hardware planning, 73 

disk monitor, 34 
disk monitor (EMS), 53 
disks 

in MC/ServiceGuard, 32 
replacing, 175 
supported types in MC/ 

ServiceGuard, 32 
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Table 1 

Printing History 
The manual printing date and part number indicate its current edition . 
The printing date will change when a new edition is printed. Minor 
changes may be made at reprint without changing the printing date. The 
manual part number will change when extensive changes are made . 

Manual updates may be issued between editions to correct errors or 
document product changes. To ensure that you receive the updated or 
new editions, you should subscribe to the appropriate product support 
service. See your HP sales representative for details. 

Edition History 

PartNumber Manual Edition Product 

B6960-90057 August 2002 Data Protector Release 
A.05.00 

B6960-90078 May 2003 Data Protector Release 
A.05.10 
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Table 2 

Conventions 
The following typographical conventions are used in this manual. 

Convention Meaning Example 

ltalic Book or manual Refer to the HP Open View 
titles, and manual Storage Data Protector 
page names I ntegration Guide for more 

informationo 

Provides emphasis You must follow these stepso 

Specifies a variable At the prompt type: 
that you must supply rlogin your_namewhere 
when entering a you supply your login nameo 
command 

Bold New terms The Data Protector Cell 
Manager is the main o o o 

Compute r Text and items on the The system replies: Press 
computer screen Ente r 

Command names Use the grep command o o o 

File and directory / usr/ bin/Xll 
names 

Process names Check to see if Data 
Protector Inetis 
runningo 

Window/dialog box In the Backup Options 
names dialog boxooo 

Text that you must At the prompt, type: ls -1 
enter 

Keycap Keyboard keys Press Returno 

xxi 

CP v1 0 • COHRF-10~:i 

Fls o 1 53 8 



.. 
• • • • • • • • • • • • • • • :e .c 
• • • • • • • • • • :. 
•O • • • • • • • • • • • • • • 

I 1 · 53~j 
l-

Data Protector provides a cross-platform (Windows and UNIX) graphical 
user interface . 

Figure 1 Data Protector Graphical U ser Interface 

Menu Bar 

Context List 

TOOI Bar _ __,11-------41~------' 

Scoplng Pane 

Aesults Tab --H-------:111-----"""L 

Navigation Tab 

Status Bar 

xxii 

Aesults Area 

,-:;;.~; -;~- .. . ~-: ~ ·: ~. ~ ~ . ~ 
i · · · ~ ... , :1 0-.;ll20u5 · CN - J 

J r.p A - CORRt:IOs i 
l l 

Fls No 1 53 9 I 

~u I o6cc__J_~~ 2 j 



• • • • • • • • • • • • • • • :e .c 
• • • • • • • • • • 
~ 
•0 
• • • • • • • • • • • • • • 

General 
lnformation 

Contact Information 

General infonnation about Data Protector can be found at 

http:/ /www.hp.com/go/dataprotector 

Technical Support Technical support information can be found at the HP Electronic 
Support Centers at 

Documentation 
Feedback 

Training 
lnformation 

http://support.openview.hp.com/support.jsp 

Infonnation about the latest Data Protector patches can be found at 

http://support.openview.hp.com/patches/patch index.jsp 

For infonnation on the Data Protector required patches, refer to the HP 
Open View Storage Data Protector Software Release Notes . 

HP does not support third-party hardware and software. Contact the 
respective vendar for support . 

Your comments on the documentation help us to understand and meet 
your needs. You can provide feedback at 

http://ovweb.external.hp.com/lpe/doc servi 

For information on currently available HP Open View trai.ning, see the 
HP Open View World Wide Web si te at 

http://www.openview.hp.com/training/ 

Follow the links to obtain infonnation about scheduled claases, training 
at customer sites, and class registration. 
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Manuais 

Data Protector Documentation 
Data Protector documentation comes in the form of manuais and online 
Help . 

Data Protector manuais are available in printed format and in PDF 
format. Install the PDF files during the Data Protector setup procedure 
by selecting the User Interface component on Windows or the 
OB2-oocs component on UNIX. Once installed, the manuais reside in the 
<Data_Protector_ home>\docs directory on Windows and in the 
/opt / omni / doc/ C/ directory on UNIX. You can also find the manuais in 
PDF format at http://ovweb.external.hp.com!lpe/doc servi 

HP Open View Storage Data Protector Administrator's Guide 

This manual describes typical configuration and administration tasks 
performed by a backup administrator, such as device configuration, 
media management, configuring a backup, and restoring data . 

HP Open View Storage Data Protector Installation and Licensing 
Guide 

This manual describes how to install the Data Protector software, taking 
in to account the operating system and architecture ofyour environment. 
This manual also gives details on how to upgrade Data Protector, as well 
as how to obtain the proper licenses for your environment . 

HP Open View Storage Data Protector Integration Guide 

This manual describes how to configure and use Data Protector to back 
up and restore various databases and applications. There are two 
versions of this manual: 

• HP Open View Storage Data Protector Windows lntegration Guide 

This manual describes integrations running the Windows operating 
systems, such as Microsoft Exchange, Microsoft SQL, Oracle, SAP 
R/3, Informix, Sybase, NetApp Filer, HP OpenView Network Node 
Manager, and Lotus Domino R5 Server . 
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• HP Open View Storage Data Protector UNIX lntegration Cuide 

This manual describes integrations running on the UNIX operating 
system, such as Oracle, SAP R/3, Infonnix, Sybase, NetApp Filer, 
IBM DB2 UDB, HP OpenView Network Node Manager, and Lotus 
Domino R5 Server . 

HP Open View Storage Data Protector Concepts Guide 

This manual describes Data Protector concepts and provides background 
infonnation on how Data Protector works. lt is intended to be used with 
the task-oriented HP Open View Storage Data Protector Administrator's 
Cuide. 

HP Open View Storage Data Protector EMC Symmetrix 
lntegration Guide 

This manual describes how to install, configure, and use the EMC 
Symmetrix integration. It is intended for backup administrators or 
operators . 

It describes the integration ofData Protector with the EMC Symmetrix 
Remote Data Facility and TimeFinder features for Symmetrix Integrated 
Cached DiskArrays. It covers the backup and restore offile systems and 
disk images, as well as online databases, such as Oracle and SAP R/3 . 

HP Open View Storage Data Protector HP StorageWorks Disk 
Array XP Integration Guide 

This manual describes how to install, configure, and use the integration 
o f Data Protector with HP Storage Works Disk Array XP. It is intended 
for backup administrators or operators. It covers the backup and restore 
of Oracle, SAP R/3, Microsoft Exchange, and Microsoft SQL. 

HP Open View Storage Data Protector EVA!VA/MSA Integration 
Guide 

This manual describes how to install, configure, and use the integration 
ofData Protector with HP StorageWorks Virtual Array, HP 
StorageWorks Enterprise Virtual Array or HP StorageWorks Modular 
SAN Array 1000. It is intended for backup administrators or operators . 
It covers the backup and restore of Oracle, SAP R/3, Microsoft Exchange, 
and Microsoft SQL . 
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Online Help 

HP Open View Storage Data Protector Integration Guide for HP 
OpenView 

Thls manual describes how to install, configure, and use the integration 
ofData Protector with HP OpenView Service Information Portal, HP 
Open View Service Desk, and HP Open View Reporter. lt is intended for 
backup administrators. lt discusses how to use the Open View 
applications for Data Protector service management . 

HP Open View Storage Data Protector MPE/iX System User Guide 

Thls manual describes how to install and configure MPE/i.X clients, and 
how to back up and restare MPE/i.X data . 

HP Open View Storage Data Protector Integration Guide for HP 
Open View Operations 

This manual describes how to monitor and manage the health and 
performance of the Data Protector environment with HP Open View 
Operations (OVO), HP OpenView Service Navigator, and HP OpenView 
Performance (OVP) . 

HP Open View Storage Data Protector Software Release Notes 

Thls manual gives a description ofnew features ofHP OpenView Storage 
Data Protector A.05.10. It also provides information on supported 
configurations (devices, platforms and online database integrations, 
SAN, and ZDB), required patches, and limitations, as well as known 
problems and workarounds. An updated version ofthe supported 
configurations is available at 
http://www.openview.hp com/productsldatapro/spec OOOl.html . 

Data Protector provides context-sensitive (Fl) help and Help Topics for 
Windows and UNIX platforms . 

xxvii 

RQS 11° 03/2ú0fi 
CPMI 



• • • • • • • • • • • • • • • :e .c 
• • • • • • • • • • :e 
• 0 • • • • • • • • • • • • • • 

xxviii 

I , 1545 

o .' ~ · = ~ 

- nne.~~~::::...--



• • • • • • • • • • • • • • • • •• •c • • • • • • • • • • • :. . o 
• • • • • • • • • • • • • • 

NOTE 

In ThisBook 
The HP Open View Storage Data Protector Administrator's Cuide 
describes how to configure and use the Data Protector network backup 
product. You must properly install Data Protector before you can 
configure it . 

This manual describes Data Protector functionality without specific 
information on particular licensing requirements. Some Data Protector 
functionality is subject to specific licenses. The related information is 
covered in the HP Open View Storage Data Protector Installation and 
Licensing Cuide . 

Audience 
This manual is intended for network administrators responsible for 
maintaining and backing up systems on the network . 

Conceptual information can be found in the HP Open View Storage Data 
Protector Concepts Cuide, which is recommended in order to fully 
understand the fundamentais and the model ofData Protector . 
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Organization 
The manual is organized as follows: 

Chapter 1 

Chapter2 

Chapter3 

Chapter4 

Chapter 5 

Chapter6 

Chapter7 

Chapter8 

Chapter9 

Chapter 10 

Chapter 11 

Chapter 12 

Chapter 13 

Chapter 14 

AppendixA 

Glossary 

XXX 

"Introducing Data Protector" on page L 

"Configuring and Using Backup Devices" on page 17. 

"Configuring Users and User Groups" on page 81. 

"Managing Media" on page 97. 

"Backup" on page 151. 

"Restare" on page 267. 

"Monitoring, Reporting, Notifications, and the Event 
Log" on page 307. 

"Manager-of-Managers Environment" on page 359. 

"Managing the Data Protector Internai Database" on 
page 381. 

"Disaster Recovery" on page 435 . 

"Customizing the Data Protector Environment" on 
page 521. 

"Troubleshooting" on page 54 7. 

"Integrations with Other Applications" on page 611. 

"ADIC/GRAU DAS and STK ACS Libraries" on page 
655 . 

"Further lnformation" on page A-L 

Definition of terms used in this manual. 
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lntroducing Data Protector 
In This Chapter 

In This Chapter 
This chapter contains some general principies on how Data Protector 
works, covered in these sections: 

"The Data Protector Cell Environment" on page 3 

"Using the Data Protector User Interface" on page 6 

"Overview ofTasks to Set Up Data Protector" on page 15 
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lntroducing Data Protector 
The Data Protector Cell Environment 

The Data Protector Cell Environment 
The Data Protector cell is a network environment containing a Cell 
Manager, clients, and backup devices. The Cell Manager has the 
main Data Protector control software installed and is the central point 
from which the cell is administered and backup and restare operations 
are controlled. Systems that are to be backed up can be added to the cell 
and set up as Data Protector clients. When Data Protector performs a 
backup of data from these clients, it saves the data to media (such as 
magnetic tapes, or hard disks) contained within backup devices. 

The Data Protector Internai Database (IDB) keeps track of the files 
backed up, making it is easy to browse and restare them, either singly or 
collectively . 

The Cell Manager is the main control center for the cell and contains 
the IDB. It runs the core Data Protector software and the Session 
Manager, which starts and stops backup and restore sessions and writes 
session information to the IDB. 

Any system within a chosen cell environment can be set up as a Data 
Protector client. Essentially, a client is a system that can be backed up, 
a system connected to a backup device with which the backup data can 
be saved, or both. The role ofthe client depends on whether it has a Disk 
Agent ora Media Agent installed . 

A client that will be backed up using Data Protector must have a Disk 
Agent installed. Data Protector contrais the access to the disk. The Disk 
Agent lets you back up information from, or restare information to, the 
client system. 

A client system with connected backup devices must have a Media 
Agent installed. This software controls the access to the backup device. 
The Media Agent contrais reading from and writing to a backup device's 
media . 

A backup device performs the actual recording of backup data to a 
recording medi um, and the retrieval of restore data from a medi um . 

The physical object upon which the datais recorded, such as a DAT tape 
or a hard disk, is called the backup medi um . 

Chapter 1 3 
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NOTE 

lntroducing Data Protector 
The Data Protector Cell Environment 

For further information on these terms, or on the principies ofData 
Protector operation, see the HP Open View Storage Data Protector 
Concepts Cuide . 

How a Backup Session Works 

A backup session starts either when a backup is requested through the 
user interface, or when a scheduled backup is initiated. During this 
session, Data Protector backs up the requested filesystems and disks to 
the specified media . 

1. The Cell Manager determines the type of session that has been 
requested (backup) and starts the appropriate Session Manager. 

2. The Session Manager reads the backup specification and determines 
what needs to be backed up and which devices to use . 

3. The Session Manager then starts a Media Agent for each media drive 
that will be used and a Disk Agent for each disk that will be read . 

4. The Monitor window appears. This window lets you respond to mount 
requests and view the progress of a backup session . 

5. The Disk Agents start sending data to the Media Agent . 

6. If more than one Disk Agent is used, the Disk Agents send data to the 
Media Agent concurrently and the Media Agent places the data on 
the medium. 

7. As each block of datais written to the medium, the Media Agent 
sends information to the Session Manager about what has been 
backed up. The Session Manager uses this information to update the 
catalog of backed-up files in the IDB. 

How a Restore Session Works 

A restore session starts when a restore is requested. During this session, 
Data Protector performs a restore of requested files and disks from the 
media . 

1. You specify which filesystems to restore and how to restore them, 
using the Data Protector user interface . 
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lntroducing Data Protector 
The Data Protector Cell Environment 

2. The Cell Manager determines the type of session that has been 
requested (restare), and starts the appropriate Session Manager . 

3. The Session Manager then determines which filesystems or 
directories to restare, which devices to use, and what restare options 
have been specified . 

4. The Session Manager starts the appropriate Disk Agent and Media 
Agent. For example, a Media Agent is started for the media (tape) 
drive that will be used and a Disk Agent is started for the disk to 
which the data will be restored . 

5. The Monitor window appears. This window lets you respond to 
mount requests and view the progress of a restare session. 

6. The Media Agent starts sending data to the Disk Agent . 

7. The Session Manager then updates the IDB and the Disk Agent 
writes the data to the disk . 
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Figure 1-1 

Menu Bar 

Context List 

lntroducing Data Protector 
Using lhe Data Protector User Interface 

Using the Data Protector User Interface 

There is one Data Protector user interface, available on Windows and 
UNIX platforms. It consists of the Data Protector graphical user 
interface (GUI) and the command-line interface . 

Using the Data Protector user interface, you can perform all Data 
Protector tasks. 

HP OpenView Storage Data Protector Graphical User Interface 

Tool Bar --'11-------..,..----' 

Scoping Pane Resulta Area 

Resu/tS Tab -"jt;;;;;;;;;;;;;;;;Jt----y 
Navigalion Tab 

Status Bar 
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Start ing GUI on 
Windows 
Platforms 

Starting GUI on 
UNIX Platforms 

Graphical User Interface 

Jntroducing Data Protector 
Using the Data Protector User Interface 

The Data Protector graphical user interface (GUI) uses features such as 
buttons and text boxes to enhance usability. Whenever possible, 
drop-down lists are provided to allow you to select from a list instead of 
typing in your selection. In addition, a comprehensive online Help 
system provides information about each window and each task . 

Depending on the user rights, you can either use the GUI to access the 
complete Data Protector functionality or to access only specific contexts. 

For more information on user rights, refer to "Data Protector User 
Rights" on page 83. 

For more information on Data Protector contexts, refer to "Context List" 
on page 9 . 

To start the Data Protector GUI on Windows platforms, do one ofthe 
following: 

• Click Start on the Windows desktop and click Data Pratectar 
Manager from the HP OpenView Starage Data Pratectar program 
group to start the GUI for the complete Data Protector functionality . 

• Use the manager command to start the GUI for the complete Data 
Protector functionality . 

Context-specific options for this command enable you to start one or 
more Data Protector contexts. For example, the command 
manager -backup -restare 
starts the Data Protector Backup and Restare contexts . 

To specify the Cell Manager you want to connect to, use the following 
command: manager -server <Cell Manager_name>. 

For more information on these commands, refer to the omnigui man 
page . 

To use the Data Protector GUI on UNIX platforms, enter: 

xomni to start the GUI with the complete Data Protector 
functionality 

xomniadmin to start the administration (configuration) of clients, 
users, reports, and the IDB GUI 

xomnibackup to start the backup GUI 
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Prerequisite 

lntroducing Data Protector 
Using the Data Protector User Interface 

xomnicellmon to start the MoM cell monitoring GUI 

xomnimm to start the media and devices management GUI 

xomnimoni to r to start the monitoring a single cell GUI 

xomnirestore to start the restore GUI 

xomniinstrec To start the instant recovery GUI. A speciallicense is 
needed to start this GUI. Refer to the HP Open View 
Storage Data Protector HP Storage Works Disk Array 
XP Integration Guide for more information on the 
instant recovery functionality and to the HP Open View 
Storage Data Protector Installation and Licensing 
Guide for more information on Data Protector licenses . 

xomnimom to start the Manager-of-Managers GUI 

For more information on these commands, refer to the ol1U1igui man 
page . 

Printing from the Data Protector Graphical User Interface 

Data Protector lets you print from the GUI. You can print session 
messages, reports, event logs, and various lists (for example, lists of 
configured clients and devices). Generally, you can print anything 
displayed as a list in the Results Area, and the online Help topics. 
However, you are not able to print any ofthe Properties. Instead, you 
can use the Data Protector reporting functionality to configure various 
reports about your backup environment. For more information on 
reporting, refer to "Data Protector Reporting" on page 315 . 

You must have a printer already configured on your system. 

When you click Print on HP-UX, you can choose among predefined 
printers. Note that ifyou do not have a proper printer driver installed, 
you are not able to print. In that case, choose a PS printer and select the 
Print to file option. You can then send the generated file to the PS 
printer using the UNIX lp command from the UNIX terminal. 

On Windows, however, a displayed printer in the Select Printer 
window means that the printer is already configured on your system and 
you are able to print . 

For detailed steps on printing, refer to online Help, index keyword 
"printing from GUI" . 
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Context List 

lntroducing Data Protector 
Using the Data Protector User Interface 

Elements ofthe Data Protector Graphical User Interface 

For the visual representation ofthe GUI elements, refer to Figure 1-1 on 
page 6 . 

The Context List is a drop-down list, from which you can select the 
management contexts described below: 

Clients 

Users 

Devices & Media 

Backup 

Restare 

Instant Recovery 

Reporting 

Chapter 1 

Controls ali of the client systems in 
the current Data Protector cell. You 
can add, delete, and monitor any 
client within the cell. 

Adds and removes users, user groups 
and their rights . 

Controls device and media 
maintenance and access to media 
which store the data . 

Controls which datais to be backed 
up, where, and how . 

Contrais which datais to be restored, 
where, and how . 

Controls the split mirrar instant 
recovery processes. A speciallicense 
is needed to display this context. 
Refer to the HP Open View Storage 
Data Protector HP Storage Works Disk 
Array XP Integration Guide for more 
information on the instant recovery 
functionality and to the HP 
Open View Storage Data Protector 
lnstallation and Licensing Guide for 
more information on Data Protector 
licenses. 

Allows you to get information on your 
cell configuration, backup 
specifications, media and media 
pools, as well as on specific sessions 
and objects . 
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Scoping Pane 

Results Area 

Navigation Tabs 

Results Tab 

lntroducing Data Protector 
Using the Data Protector User Interface 

Internal Database Allows you to get information on the 
IDB storage capacity, database 
objects, and sessions . 

Monitor Allows you to monitor sessions that 
are in progress . 

The Scoping Pane provides a tree of items that can be selected to open 
a view. Selecting an item in the Scoping Pane displays information in the 
Results Area. 

Selecting an item in the Scoping Pane displays corresponding 
information in the Results Area. lf you click Clients in the Scoping 
Pane, the Results Area displays a list of ali the clients within your cell . 

Navigation Tabs appear at the bottom ofthe Scoping Pane. These tabs 
allow you to switch between the two possible item list views in the 
Scoping Pane: Objects and Tasks. Not every Scoping Pane has these 
VIews . 

TabName 

Objects 

Tasks 

What the Tab Displays in the Scoping Pane 

A hierarchical presentation of data, similar to the 
directory tree in Windows Explorer. For example, in 
the Devices & Media context, the Scoping Pane will 
display the list of devices and media configured with 
Data Protector . 

A list of tasks that you can perform. Clicking a task 
displays a wizard that will walk you through an entire 
task, such as backing up a file. 

The name on the Results Tab corresponds to the name of the item 
currently selected in the Scoping Pane. You can click the Pin icon on the 
toolbar to make this view "stick" and keep it available for the future . For 
example, ifyou need to use the GUI to look up some other information, 
but you want to continue with the previous view later, you can access 
this view by selecting the "pinned" tab. 

You can remove one or more tabs by right-clicking the area and selecting 
Remove Tab or Remove Other Tabs . 
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The Command-Line Interface 

lntroducing Data Protector 
Using the Data Protector User Interface 

The command-line interface (CLI) follows the standard UNIX format for 
commands and options and provides complete Data Protector 
functionality. You can use these commands in scripts to speed up your 
commonly performed tasks . 

The omniintro man page lists all supported Data Protector commands, 
as well as differences between commands on the UNIX and Windows 
platforms . 

See also "Data Protector Commands" on page A-7. 
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Using the Data Protector User Interface 

Data Protector Online Resources 

Infonnation about Data Protector is available in this manual and in the 
online Help system. This manual contains the irúormation you need to 
plan and administer your Data Protector network, and information on 
some more commonly performed tasks. The online Help system contains 
the irúormation you need to perform all available tasks . 

The following Data Protector online resources are available: 

Help Topics 

Help Navigator 

Online Documentation 

Data Protector on the Web 

Online Support 

About 

Online Help with task instructions 
and reference irúormation. You can 
select topics by using the contents 
list, index, or search facility . 

Context-sensitive Help that provides 
detailed help on the current task . 

Online manuais in PDF format that 
can be read with the Adobe Acrobat 
Reader . 

Opens your Web browser to the Data 
Protector homepage, where more 
information about Data Protector can 
be found . 

Opens your Web browser to the HP 
Open View interactive Online Support 
service page . 

Displays version and copyright 
information for Data Protector, as 
well as licensing irúormation. 

You can access the online resources by either using the Help drop-down 
menu or the Help buttons provided on the Data Protector windows. 

Hyperlinks (cross-references) to additional irúormation and definitions 
help you navigate through online Help. You click the hyperlinked word 
or phrase to jump to the new to pie. Hyperlinked words and phrases are 
marked with either solid underlining or different color . 

Starting and Using the Help Navigator 

The Help Navigator provides context-sensitive online Help, which can be 
used to find information about the current GUI panel or task . 
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If the GUI concemed is nmning on Windows, the Help N avigator is 
dynamic: Once it is started, its contents automatically change as you go 
to the next page of the wizard or to another view in the Data Protector 
user interface . 

To start the Help N avigator, either: 

• Press F1 

• Click Help Navigator from the Help menu, or 

• Click the Help Navigator icon (the question mark) on the button bar 

Using the Online Manuais 

Data Protector provides online manuais in PDF format that can be read 
using the Adobe Acrobat Reader. Once installed, the online manuais 
reside in the <Data_Protector_home>\docs directory (Windows) or 
the /opt/o!TU1i/doc/C directory (HP-UX or Solaris) on the Cell Manager 
system . 

Using Microsoft Management Console (MMC) 

On Windows systems, it is possible to integrate the Data Protector GUI 
with the Microsoft Management Console . 

The Microsoft Management Console (MMC) is a Graphical User 
Interface (GUI) that lets you manage and run your administrative tools 
within a common interface environment. You can add already installed 
software, hardware, or network management applications to the console, 
where the primary type oftool that can be added to the consoleis called a 
snap-in. 

The Data Protector snap-in, known as OB2_Snap, provides a basic 
integration ofData Protector and the MMC. Using OB2_Snap, you can 
go to the Data Protector home page or to Data Protector Web/Java 
Reporting. You can also start the Data Protector GUI on Windows from 
theMMC . 

Proceed as follows to add OB2_Snap to the MMC . 

1. Download the MMC software from 
http://www.microsoft.com/downloads/ . 

2. From the Windows desktop, click Start, and then select Run . 
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lntroducing Data Protector 
Using the Data Protector User Interface 

3. In the Open text box, enter mmc to open the Microsoft Management 
Console window . 

4. From the Console menu, select Add/ Remove Snap-in. In the 
Standalone property page of the Add/ Remove Snap- in window, click 
Add . 

5. In the Add Standalone Snap-in window, select HP OpenView 
Storage Data Protector. Click Close to exit the window, then click 
OK to get back to the Microsoft Management Console window. 

14 

The HP OpenView Storage Data Protector item will be displayed 
under Console Root. Once you have added the applications to MMC, 
save the file as <Console Name>.msc . 
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Overview of Tasks to Set Up Data Protector 
Although configuring Data Protector is easy, some advanced planning 
will help you configure the environment and optimize your backups. This 
section provides an overview of the global tasks to set up a backup 
environment . 

D1~pending on the size and complexity ofyour environment, you may not 
need to go through all these steps . 

1. Analyze your network and organizational structure. Decide which 
systems need to be backed up . 

For more information refer to the HP Open View Storage Data 
Protector Concepts Guide . 

2. Check whether there are any special applications and databases 
which you want to back up, such as Microsoft Exchange, Microsoft 
SQL, Oracle, SAP R/3, or others. Data Protector provides specific 
integrations with these products . 

Refer to the HP Open View Storage Data Protector Integration Guide 
for instructions on how to configure the integrations . 

3. Decide on the configuration of your Data Protector cell, such as the 
following: 

• System to be your Cell Manager 

• Systems on which you want to install the user interface 

• Type of backup - local backup versus network backup 

• Systems to contrai backup devices 

4. Purchase the required Data Protector licenses for your setup. This 
way you obtain the passwords you need to have installed . 
Alternatively, you can operate Data Protector using an instant-on 
password. However, this is valid only for 60 days from the date of 
installation. Refer to the HP Open View Storage Data Protector 
Installation and Licensing Guide for details . 

5. Decide how you want to structure your backups: 

• Which media pools would you like to have, and how will they be 
used? 
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• Which devices will be used, and how? 

• Which user groups do you want to have, and what will they do? 

• How many backup specifications do you want to have, and how 
should they be grouped? 

6. Install the Data Protector Cell Manager and Installation Server(s) . 
Then use the Data Protector GUI to distribute Data Protector agents 
to other systems. Also, connect the devices (tape drives) to the 
systems that will control them. See the HP Open View Storage Data 
Protector Installation and Licensing Guide for detailed instructions. 

7. Configure the device(s). See Chapter 2, "Configuring and Using 
Backup Devices," on page 17 . 

8. Configure the pools and optionally prepare the media. See Chapter 4, 
"Managing Media," on page 97 . 

9. Set up the backup specifications, including scheduling. See Chapter 5, 
"Backup," on page 151. 

10. Configure the IDB. See Chapter 9, "Managing the Data Protector 
Internai Database," on page 381. 

11. Configure reports, ifrequired. See Chapter 7, "Monitoring, Reporting, 
Notifications, and the Event Log," on page 307 . 

12. Consider preparing for disaster recovery if your disk fails. See 
Chapter 10, "Disaster Recovery," on page 435 . 

13. Become familiar with tasks such as: 

• How to work with failed backups 

• Performing restores 

• Testing disaster recovery 

• IDB maintenance 
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Configuring and Using Backup Devices 
In This Chapter 

In This Chapter 

This chapter includes information on the following topics: 

"Configuring Backup Devices" on page 20 

"Configuring Standalone Devices" on page 23 

"Configuring File Devices" on page 26 

"Configuring Library Devices" on page 29 

"Configuring Libraries with Multiple Systems" on page 32 

"Configuring Magazine Devices" on page 34 

18 

"Configuring Stacker Devices" on page 35 

"Configuring a Library for Mixed Media" on page 37 

"Configuring Devices for Direct Backup" on page 38 

"Support ofNew Devices" on page 41 

"U sing Several Drive Types in a Library" on page 42 

"Configuring Magazine Devices" on page 34 

"Shared Devices in the SAN Environment" on page 44 

"Drive Cleaning" on page 61 

"Busy Drive Handling" on page 65 

"Activating Barcode Support" on page 66 

"Activating Cartridge Memory Support" on page 68 

"Disabling a Backup Device" on page 70 

"Removing a Backup Device" on page 72 

"Device Locking" on page 7 4 

"Device Concurrency, Segment Size, and Block Size" on page 76 
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NOTE 

Configuring and Using Backup Devices 
In This Chapter 

Backup devices (like tape drives) are subject to specific Data Protector 
licenses. See the HP Open View Storage Data Protector Installation and 
Licensing Cuide for details . 
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Configuring and Using Backup Devices 
Configuring Backup Devices 

Configuring Backup Devices 

Preparation of a backup device consists of connecting the device to the 
system and knowing which ofthe (working) associated device files (SCSI 
address) is to be used. To configure a device: 

1. Connect the device to a computer. Refer to the documentation that 
comes with the device. 

2. Make sure that you have clone the following: 

UNIX Create or find the device filename for a device 
Systems connected to a UNIX system. For detailed steps, refer 

to the online Help index keyword "creating device 
filenames" or "finding device filenames". For further 
information, refer to Appendix B of the HP Open View 
Storage Data Protector Installation and Licensing 
Guide . 

Windows Provide a SCSI II address and load the driver that 
Systems will be used with a device connected to a Windows 

system . 

For tape drives, the Windows native tape driver can 
be: 

• unloaded (preferred) or 

• loaded 

The device filename depends on whether a 
Windows na tive tape driver is used with a 
particular tape drive. 

On how to obtain the SCSI II address, refer to the 
online Help index keyword "creating SCSI addresses". 
For further information, refer to Appendix B of the 
HP Open View Storage Data Protector Installation and 
Licensing Guide . 
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Windows 
Robotics 
Drivers 

Cartridge 
Memory 

Configuring and Using Backup Devices 
Configuring Backup Devices 

On Windows, disable the Removable Storage Service 
or Windows medi um changer (robotics) driver before 
you configure the robotics device with Data Protector. 
For detailed steps, refer to the online Help index 
keyword "robotics drivers". For further information, 
refer to Appendix B ofthe HP Open View Storage Data 
Protector Installation and Licensing Guide . 

If your backup device is connected to a Windows 
system and uses media with Cartridge Memory, make 
sure that your SCSI II card supports execution of 
16-byte CDB SCSI II commands. On the UNIX and 
N ovell platforms, you need a tape driver which 
supports the respective SCSI II commands . 

3. Boot the system to have the device recognized by the system . 

4. Configure the device, as described in the following sections, so that 
you can use it with Data Protector . 

5. Prepare the media that you want to use with your backups. On how to 
format media, refer to "Formatting Media" on page 108 . 

A default media pool is used with each device so that you do not have 
to create one. Ifyou want to create your own media pool, refer to 
"Creating a Media Pool" on page 102 . 

Figure 2-1 shows the relationship between the backup specification, 
devices, and media pools. The devices are referred to in the backup 
specification, while each device is linked to a default media pool. This 
media pool can be changed in the backup specification. 

Chapter 2 
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Figure 2-1 

Configuring and Using Backup Devices 
Configuring Backup Devices 

How Backup Specifications, Devices, and Media Pools Relate 
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What Are 
Standalone 
Devices? 

How to Configure 
a Standalone 
Devi c e 

TIP 

Configuring and Using Backup Devices 
Configuring Standalone Devices 

Configuring Standalone Devices 

Standalone devices are simple backup devices with one drive that reads 
from or writes to one medium at a time. They are used for small-scale 
backups. When a medium is full , the operator has to manually replace it 
with a new medium so that the backup can proceed. Standalone devices 
are not appropriate for large, unattended backups. 

Data Protector provides simple configuration and management of media 
used in standalone backup devices . 

Once you have prepared the device for configuration as described in 
"Configuring Backup Devices" on page 20, configure a standalone device 
so that you can use it with Data Protector. In the Devices & Media 
context, right-click Devices and click Add Device. In the Add Device 
wizard, specify the Standalone device type. Refer to Figure 2-2 . 

For detailed steps and examples, refer to the online Help index keyword 
"configuring standalone devices". 

Data Protector supports a specific set of backup devices. Refer to the HP 
Open View Storage Data Protector Software Release Notes for a detailed 
list of supported devices and their corresponding media types . 

In case you want to use a device that is not in the list of supported 
devices, refer to "Support ofNew Devices" on page 41. 

You can also let Data Protector automatically configure most common 
devices. You still need to prepare the media for a backup session, but 
Data Protector determines the name, policy, media type, media policy, 
and the device's SCSI 11 address or device file. For detailed steps, refer to 
the online Help index keyword "autoconfiguring backup devices" . 
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Figure 2-2 

Configuring 
Device Chains 

NOTE 

Configuring and Using Backup Devices 
Configuring Standalone Devices 

Specifying Device Type and Name 

Environment 
[±)..!!!] Automal:ed Operatíons 

:E iJJIDII 
!±I ·li; E xtended Copy 
:±i· úliiJ Media 

Data Protector allows you to configure standalone devices of the same 
type in to device chains. When a medi um in one device becomes full, the 
backup automatically continues on the medium in the next device in the 
device chain. Device chains are possible for only one Media Agent, that 
is, you can connect a device chain to only one system. 

The configuration is the same as for a standalone device, except that you 
enter multiple SCSI addresses (on Windows) or device filenames (on 
UNIX) . 

The order in which the devices are added determines the order in which 
Data Protector uses them . 

When ali ofthe media in a device chain are full, Data Protector issues a 
mount request. The operator must replace the medi um in the first de vice 
with a new medium, format it, and then confirm the mount request. Data 
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Configuring and Using Backup Devices 
Configuring Standalone Devices 

Protector can immediately use media that are recognized and 
unprotected. Data Protector can also use blank media, so that you do not 
have to format them . 
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What Are File 
Devices? 

Table 2-1 

Configuring and Using Backup Devices 
Configuring File Devices 

Configuring File Devices 

A file device is a file in a specified directory to which you back up data 
instead ofwriting it to a tape. File devices are available for standalone 
devices and Jukebox devices simulation. The file device functionality is 
available on the Windows, HP-UX, Solaris, AIX, and Linux operating 
systems. 

The default capacity of a file device is 100 MB for data and 10 MB for the 
catalog. The default segment size (for a 100 MB file device) is 30 MB . 

The recommended segment sizes for specific file device sizes is: 

The Recommended Segment Sizes for Specific Device File Sizes 

File size (GB) Segment size (MB) 

< 10 100 

< 100 500 

< 200 1000 

< 300 1500 

< 400 2000 

< 500 2500 

Data Protector never measures the amount of free space on the 
filesystem; it takes either the default or the specified capacity as the file 
size limit. If the disk on which the file device resides runs out of space, 
the backup will fail. The largest capacity specified for a file is 500 GB on 
Windows and 4 GB on UNIX systems. 

Data Protector does not support using compressed files for file devices. 
You can change the default file size by changing the 
FileMediumCapacity parameter in the 
<Data_Protector_home> \ Config\ Options \ global file on the 
Windows Cell Manager or in the / etc/ opt / omni / options/ global file 
on the HP-UX or Solaris Cell Manager . 
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Handling Mount 
Requests 

Prerequisite 

IMPORTANT 

How to Configure 
File Devices 

Configuring and Using Backup Devices 
Configuring File Devices 

You specify the capacity of a file device when you first fonnat the 
medi um. When you refonnat the medium, you can specify a new size; 
however, the originally specified size will be used. You can change the 
capacity of a file device only by deleting the file from the system . 

The path to a file device can be anywhere, whether it is an internai drive 
or an externai portable hard drive . 

Media are handled differently from physical devices. When a standalone 
file device (medium) becomes full , Data Protector tries to write to the 
same file again. Data Protector does not recognize that any other file 
exists, so it issues a mount request . 

When the mount request occurs, the existing file has to be moved or 
renamed (for example, by exchanging the ZIP media). The original file 
should no longer exist after the move. You then need to confirm the 
mount request. Data Protector will recreate the original file with the 
default file capacity. After the backup is finished, the file created by Data 
Protector contains the last part of the backup . 

For Jukebox file devices, Data Protector issues a mount request when ali 
media (files) are full . 

Before you configure a file device on a Windows system, disable the file 
compression option. This can be done using Windows Explorer . 
Right-click the file, select Properties and deselect Compress under 
Attributes. If Compress is selected, Data Protector will not be able to 
write to the file device . 

Do not use the name of an existing file for configuring a file device, 
beca use the existing file will be overwritten. 

Do not use the same filename for configuring several file devices, beca use 
every time a file device accesses the file, it will be overwritten . 

To create a standalone file device, specify the Standalone device type in 
the Add Device wizard. Refer to Figure 2-2. As a device address, specify 
a pathname for the file device, for example, c: \My _ Backup. Refer to 
Figure 2-3. For detailed steps, refer to the online Help index keyword 
"configuring file devices" . 
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Figure 2-3 

Configuring and Using Backup Devices 
Configuring File Devices 

To create a jukebox file device, specify the Jukebox device type in the Add 
Dev ice wizard. As device addresses, specify different pathnames that 
will simula t e jukebox slots. For detailed steps, refer to the online Help 
index keyword "configuring file devices" . 

Specifying a Pathname for a File Device 
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What Are Library 
Devices? 

Slot Number 

Drive lndex 

Drive SCSI 
Address 

Configuring and Using Backup Devices 
Configuring Library Devices 

Configuring Library Devices 

SCSI-H library devices, also called autoloaders, are large backup devices. 
They contain a number of media cartridges in a device's repository and 
can have multiple drives handling multiple media at the same time . 
Most library devices also allow you to configure automatic drive cleaning, 
which is performed by Data Protector when the drive gets dirty. Refer to 
"Drive Cleaning" on page 61. 

A library device has a SCSI ID for each drive in the device, and one for 
the library robotic mechanism. This mechanism moves media from slots 
to drives and back again. For example, a library with four drives has five 
SCSI IDs, four for the drives and one for the robotic mechanism . 

Each slot in the device's repository holds one medium. Data Protector 
assigns a number to each slot, starting from 1. When managing a library, 
you refer to the slots using their numbers. For example, a library with 48 
repository slots has slot numbers 1, 2, 3, 4, 5, 6 .. .47, 48 . 

The drive index identifies the mechanical position of the drive in the 
library. Refer to Figure 2-4 . 

The index number is relevant for the robotics control. The robot knows 
only index numbers and has no information about the SCSI address of 
the drive. The drive index is a sequential integer (starting from 1) which 
has to be coupled with the SCSI address of this drive. For example, for a 
four-drive library, the drive indexes are 1,2,3,4. 

Ifyou have only one drive in the library, the drive index is 1. 

The drive index must match the corresponding SCSI address. This 
means that you need to configure the pairs as follows: 

SCSI address_A for index 1, 
SCSI address_B for index 2, and so on . 
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NOTE 

Figure 2-4 

How to Configure 
a Library Device 

TIP 

Configuring and Using Backup Devices 
Configuring Library Devices 

It is not necessary to configure all drives for use with Data Protector. You 
can configure one media pool for all drives, or have an independent 
media pool for each drive. It is recommended that you use the default 
media pool w hen configuring a device . 

Drive Index to SCSI Address Mapping 

SCSI II Library 
SCSI HP-UX System 

Address Drives Index Slots 

dev file O f-1_6/_5_.0_.0 ___ 3'--t----j 

4 dev file 1 16/5.1.0 
1-------lf---j 

Windows NT System 

SCSIPort O 

SCSIPort2 

SCSIPort 1 5 

2 

3 

4 

Robotic Control 

DI 
D 

• 
• 
• 

D 
D 
048 

Once you have prepared the device for configuration as described in 
"Configuring Backup Devices" on page 20, configure a library device, 
including its drive(s). The Add Device wizard guides you through both 
configurations. For detailed steps and examples, refer to the online Help 
index keyword "configuring SCSI libraries" . 

You can also have Data Protector automatically configure the library 
devices for you. You still need to prepare the media for a backup session, 
but Data Protector determines the name, policy, media type, media 
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What's Next? 

Configuring and Using Backup Devices 
Configuring Library Devices 

policy, and the device file or SCSI address of the device, and also 
configures the drive and slots. For detailed steps, refer to the online Help 
index keyword "autoconfiguring backup devices" . 

To verify the device configuration, right-click the created drive, and 
choose Scan Medi um. Ifthe device is configured correctly, Data Protector 
will be able to load, read, and unload media in the slots. 

Ifyou have configured all the backup devices you want to use with Data 
Protector, do the following: 

• Add media to the media pools that you will use with the newly 
configured device. Refer to "Adding Media to a Media Pool" on 
page 107 . 

• If you want to configure a cleaning tape, refer to "Drive Cleaning'' on 
page 61. 

• If your device uses barcodes, refer to "Activating Barcode Support" on 
page 66 . 

• Configure a backup for your data. Refer to Chapter 5, "Backup," on 
page 151 . 
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Prerequisites 

How to Configure 
Libraries with 
Multiple Systems 

TIP 

What's Next? 

Contiguring and Using Backup Devices 
Configuring Libraries with Multiple Systems 

Configuring Libraries with Multiple Systems 
You can configure a library so that each drive receives data from a 
different system running a Data Protector Media Agent. The library 
robotics contrai is still performed by one system. This improves 
performance in high-end environments by allowing local backup, instead 
of having to move the data over the network. 

• Each client system that you want to use with the drives in the library 
must have the Data Protector Media Agent component installed. 

• You need to have connected the backup device to the system, and a 
working device file (SCSI address) must exist before you can 
configure the device for use with Data Protector. 

For more information on multi-drive support, see the HP Open View 
Storage Data Protector Concepts Guide . 

Configure a library as described in "Configuring Library Devices" on 
page 29. When you are prompted to configure drives in the library, 
speci(v the client system that you want to use with each drive. For 
detailed steps, refer to the online Help index keyword "configuring 
libraries for multiple systems". 

To verizy the device configuration, select a range of slots from the library 
and then click Scan from the Actions menu. lfthe device is configured 
correctly, Data Protector will be able to load, read, and unload media 
back irrto the slots. 

If you have configured ali the backup devices you want to use with Data 
Protector, do the following: 

• Add media to the media pools that you will use with the newly 
configured device. See "Adding Media to a Media Pool" on page 107. 

• Ifyou want to configure a cleaning tape, see "Drive Cleaning" on 
page 61. 

• Ifyour device uses barcodes, see "Activating Barcode Support" on 
page 66. 
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What Are Stacker 
Devices? 

How to Configure 
a Stacker Device? 

Stacker Device 
Media 
Management 

Example 

NOTE 

Configuring and Using Backup Devices 
Configuring Stacker Devices 

Configuring Stacker Devices 

A stacker is a single device with one drive and sequentially accessed 
media. Using stacker devices requires more human media management 
than using a smalllibrary. Data Protector provides simple configuration 
and management of media used in stacker backup devices. 

To create a stacker device, specify the Stacker device type in the Add 
Device wizard. For detailed steps, refer to the online Help index keyword 
"configuring stacker devices" . 

The operations scan, verify, or format have to be run separately on each 
medi um in a stacker device. When performing these operations, use the 
Eject medium after operation option, in arder to have each medium 
loaded automatically (only the first medium should be loaded manually). 
When ali the tapes in the stacker magazine are used, the magazine must 
be unmounted manually and the next one inserted . 

Stackers load media in sequential arder, therefore a Loose media 
allocation policy is recommended. A Strict policy would require media 
to be loaded in the same arder as they are to be used . 

1. Manually load the first medium. 

2. Run formatJverify/scan (with Ej ect after operation enabled) -­
(next tape will be loaded automatically) . 

3. Repeat step 2 until all tapes are finished. 

4. When ali the tapes in the stacker magazine are used, unmount the 
magazine manually and insert the next one. 

If a medi um is not properly loaded, Data Protector will abort the medi um 
session . 
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Backup and 
Restore with 
Stacker Devices 

NOTE 

Configuring and Using Backup Devices 
Configuring Stacker Devices 

Only the first medi um has to be manually loaded. When a tape is full, it 
is ejected and the next tape is loaded automatically. When ali the tapes 
are used in a stacker magazine, the magazine has to be unmounted 
manually and the next one has to be inserted. Again the first tape has to 
be loaded manually into the drive . 

A backup or restore session will not be aborted if media are not present, 
but a mount request will be issued instead. The whole session will not be 
aborted if a user does not change stacker magazines within a time out 
period . 
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Configuring and Using Backup Devices 
Configuring a Library for Mixed Media 

Configuring a Library for Mixed Media 

A mixed media library contains media of severa} types, such as DLT and 
magneto-optical. It uses identical robotics to move ali the media 
(regardless of media type) between slots and drives . 

In order to use this library functionality, configure several (sub)l:ibraries: 
one library definition per media type. 

To take full advantage of this feature, perform the following steps: 

• Configure at least one media pool (or use the default pool) per media 
type . 

• Configure the library robotics once per media type, including the slot 
range for that media type. Make sure the robotics control (SCSI path 
on Windows systems or device file on UNIX systems) for each of the 
library robotic definitions resides on the same host and that they are 
identical . 

• Configure ali the drives for a media type and link them to the related 
library robotic and media pool. Make sure the drive index is unique 
for each physical device, regardless of media type . 
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Configuring and Using Backup Devices 
Configuring Devices for Direct Backup 

Configuring Devices for Direct Backup 

This section provides the configuration steps for backup devices used in a 
direct backup environment. Refer to the HP Open View Storage Data 
Protector Concepts Guide for a more detailed information on direct 
backup concepts . 

Direct backup is a Data Protector backup solution in a SAN 
environment. Please read the section "Shared Devices in the SAN 
Environment" on page 44 for general information on SAN environments. 
Note that the direct backup device configuration steps differ from the 
configuration steps described in the mentioned section, and are given in 
this section . 

A direct backup environment consists of the following: 

• a SAN network 

• internai or externai Fibre Channel bridge(s) (FC bridge) 

• backup device(s) connected to FC bridge(s) (standaione or SCSI-li 
library) 

• physicai XCopy engine(s) (present on an FC Bridge) 

• disk array(s) assuring point-in-time stability of data (HP 
StorageWorks Disk Array XP or HP StorageWorks Virtual Array) 

• application system(s) connected to the disk array original disk(s) 

• backup system(s) connected to the disk array mirror disk(s) and 
controlling the SCSI-li library robotics and SCSI-H 
library/standaione device drives 

An internai FC bridge is embedded in the backup device, whereas an 
externai FC bridge resides at any point in the SAN . 

A backup device used in the direct backup environment is identified by 
the World Wide Name (WWN) ofthe Fibre Channel bridge that it is 
connected to or embedded in the backup device, and by the device 
(standaione device) or drive (SCSI-li library) Logical Unit Number 
(LUN) as seen on the SAN. If a SCSI-H library is used, its robotics does 
not have to be connected to a FC bridge . 
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Backup Device 
Auto-detection 

XCopy Engine 

Configuring and Using Backup Devices 
Configuring Devices for Direct Backup 

The XCopy engine must reside on the FC bridge to which the backup 
device or drive is connected (externai FC bridge), or on the internai FC 
bridge. A backup device that is used with direct backup functionality is 
auto-detected whenever a direct backup session is started. If 
auto-detection is not used, the WWN and the LUN parameters must be 
entered manually; the LUN must be reconfigured every time the LUN 
changes . 

There can be more than one physical XCopy engine in a direct backup 
environment. Each ofthese physical XCopy engines can have more 
logical XCopy engines configured and assigned. Which ofthese logical 
XCopy engines will be used in a direct backup session is specifi.ed in the 
direct backup specification by specifying the backup device(s) to be used 
and assigning them a logical XCopy engine. The physical XCopy engine 
behind the logical XCopy engine specifi.ed in the backup specification 
must be configured for the backup system specified in the backup 
specification . 

The following types ofbackup devices are supported for a Data Protector 
direct backup: 

• standalone devices 

• SCSI-li libraries 

Configuration Procedure 

Refer to the following online Help index keywords and perform any 
necessary steps before configuring backup devices as described later in 
this section: 

• online Help index keyword "preparing backup devices" 

• online Help index keyword "configuring direct backup environment" 

Configuring a backup device for direct backup consists of the following: 

1. Configuring a standalone device or SCSI-H library . 

2. Configuring XCopy engines . 

3. If direct library access will be used, configuring the libtab file . 
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Configuring and Using Backup Devices 
Configuring Devices for Direct Backup 

Configuring Standalone Devices 

Refer to the online Help index keyword "configuring standalone devices 
for direct backup" for detailed information on how to configure a 
standalone device for a direct backup . 

Configuring SCSI-li Libraries 

Refer to the online Help index keyword "configuring SCSI-H libraries for 
direct backup" for detailed information on how to configure a SCSI-Il 
library for a direct backup. 

Configuring XCopy Engines 

Refer to the online Help index keyword "configuring XCopy engine" for 
detailed information on how to configure an XCopy engine . 

Configuring the libtab File 

Configuration of the 1 ibtab file is necessary only if direct library access 
is to be used . 

Refer to the "Manually Con:figuring the libtab Files" on page 56 for 
detailed information on how to configure the libtab file . 
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Configuring and Using Backup Devices 
Support of New Devices 

Support of New Devices 

To use a device that is not listed as supported in the HP Open View 
Storage Data Protector Software Release Notes, download the latest 
software package for the scsitab file from the HP OpenView World 
Wide Web site at http://www.hp.com/go/dataprotector . 

ModifYing the scsitab fileis not supported. 

After you have downloaded the scsi tab software package, follow the 
installation procedure provided with it . 

The scsitab file must be located on the system to which the device is 
connected, in the following location: 

• <Data_Protector_home>\ scsitab on Windows platforms 

• / opt / omni / scsitab on HP-UX and Solaris platforms 

• / usr/omni / scsitab on other UNIX platforms 

If you receive an error message while configuring your device, please 
contact HP Support to get information about when the device will be 
supported . 

Chapter 2 41 

I
~ ~s ,;õ3t2oõ5~~~j 
.PMI - CORHI:IOS" 

i Fls N° 1 58 7 
I ------------

.1,~- 7 o 2 



• • • • • • • • • • • • • • • •• :c 
• • • • • • • • • • :. 
•C • • • • • • • • • • • • • • 

Same Density 
Setting 

Different Media 
Pools (on UNIX 
and Windows) 

Configuring and Using Backup Devices 
Using Several Drive Types in a Library 

Using Several Drive Types in a Library 

Using several drive types of a similar technology like DLT 
4000/7000/8000 (the same is true within the DDS family) in the same 
library can lead to problems when you use the media in any drive, but do 
not ensure a common format on all media . 

For example, at restare time, a DLT 4000 cannot read a tape that has 
been written with a DLT 8000 (highest density). Compressed and 
non-compressed media cannot be used interchangeably. 

To avoid these kind ofproblems, you can either use a common density 
setting for all your media, or you can separate your media pools. Both of 
these solutions are described in the following sections . 

This method uses a common format on all media, which allows you to use 
ali media interchangeably in any drive. 

For devices used on Windows systems, consult the drive documentation 
for information about using a specific write density . 

On UNIX systems, you can set the density for drives by selecting the 
related device filenames and using them in the device definitions. The 
density must be set at the same value. For example, in case ofDLT 4000 
and DLT 7000 drives, the DLT 4000 drive density should be set . 

Make sure the block size setting of the devices used is the same. This 
setting in the device definition must be used at the time the media are 
formatted. 

The free pool concept can be used as desired. 

During a restare, any drive can be used with aily media. 

On HP-UX, you can set the density of a drive when creating the device 
filename. See Appendix B, "Creating the Device Files on HP-UX", in the 
HP Open View Storage Data Protector lnstallation and Licensing Guide 
for more information . 

This method separates the media used by one group of drives from the 
media used by another group of drives, allowing you to better optimize 
drive and media usage. 
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Configuring and Using Backup Devices 
Using Severa! Drive Types in a Library 

On Windows and UNIX systems, you can configure separa te media pools 
for different groups of drives. This allows you to use different density 
settings for different drive types. For example, you could create a DLT 
4000 pool and a DLT 8000 pool. 

The related setting in the device definition must be used at the time the 
media are formatted. For example, the media in the pool for the DLT 
8000 highest density must be formatted by a DLT 8000 in highest 
density setting. 

The free pool concept cannot be used across such pools. This would not 
identify media from the other pool to the devices correctly; they would be 
seen as "foreign" media. The free pool concept can at most be used only in 
a single pool (like the DLT 8000 pool), in case the same media type (DLT) 
is written in an incompatible way . 

Care must be taken during restare, since media from a given pool can 
only be used with related devices . 

To configure new media pools, refer to the online Help index keyword 
"configuring media pools" . 

To modify media pool settings for a drive, modify the drive properties. 
For detailed steps, refer to the online Help index keyword "modifying, 
media pools" . 
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What ls a SAN? 

Key Concepts 

Conliguring and Using Backup Devices 
Shared Devices in the SAN Environment 

Shared Devices in the SAN Environment 
This section describes some of the basic concepts of Storage Area 
Networks (SANs). For further conceptual information, see the HP 
Open View Storage Data Protector Concepts Guide . 

The concepts and instructions provided here are the following: 

• Device locking when the library is accessed exclusively by Data 
Protector 

• Using the Data Protector user interface to configure the library 
robotics and drives 

• Locking library robotics and drives 

• Direct versus indirect library access 

A Storage Area Network (SAN) is a network dedicated to data storage, 
based on high-speed Fibre Channel technology. A SAN lets you offioad 
storage operations from application servers to a separate network. Data 
Protector supports this technology by enabling multiple hosts to share 
storage devices connected over a SAN, which allows multiple systems to 
be connected to multiple devices. This is done by defining the same 
physical device multiple times, for example, once on every system that 
needs access to the device . 

There are some key concepts to consider when using Data Protector in a 
SAN environment: 

• Each system can have its own (pseudo-)local device, although the 
devices are typically shared among severa} systems. This applies to 
individual drives, as well as to the robotics in libraries. 

• Take care to prevent severa} systems from writing to the same device 
at Üle same time. Access to devices needs to be synchronized between 
ali systems. This is done using locking mechanisms . 

• SAN technology provides an excellent way of managing library 
rohotics from multiple systems. It creates the ability to manage the 
rohotics directly, as long as the requests sent to the robotics are 
synchronized among ali the systems involved . 
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Figure 2-5 
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Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

Multiple System to Multiple Device Connectivity in SAN 

m 

Backup Device Ubrary 

Chapter 2 

Local Area Network 

Library 

Disk 
Subsystem 

I I 

Backup Device 

45 

RQS n° 03/2G 5 
"PMI 

o 1 5 91 



.... 
• • • • • • • • • • • • • • • •e :c 
• • • • • • • • • • :. 
• C • • • • • • • • • • • • • • 

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

Direct Library Access Concept 

With direct Iibrary access, every systern sends contrai commands directiy 
to the Iibrary robotics. Therefore, a system does not depend on any other 
system in arder to function . 

With direct Iibrary access , when multi pie systerns send commands to the 
same Iibrary, the sequence of such cornmunication has to be coordinated . 
Therefore, every Iibrary definition is associated by defauit with a host 
controlling the library robotics. If another host requests that a medi um 
be rnoved, Data Protector will first access the systern specified in the 
Iibrary definition for performing the move. If the systern is not avaiiable, 
direct access from the local host to the library robotics is used if the 
libtab fileis set. Ali ofthis is dane in a transparent manner within Data 
Protector . 

Indirect Library Access Concept 

With indirect library access, only one system (the default robotics control 
system) sends robotic contrai cornmands that are initiated frorn Data 
Protector. Any other system that requests a robotics function forwards 
the request to the robotics control system, which then sends the actual 
comrnand to the robotics. Thls is the default setting, and is dane in a 
transparent rnanner withln Data Protector for all requests from Data 
Protector . 

Configuration Overview 

Thls section provides an overview ofthe steps invoived in configuring 
your systern. It includes the following topics: 

• Configuration goals 

Thls section specifies the mixed SAN environment to be configured. 

• Configuration methods 

Thls section outlines the configuration methods that need to be 
perforrned for UNIX, Windows, and mixed SAN environments . 

• Autoconfiguring the devices 

This section outlines the device autoconfiguration specifics in a SAN 
environment . 

• Manually configuring the robotics 
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Prerequisite 

Configuring the 
Library Robotics 

Configuring the 
Library Robotics 
in a Cluster 

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

Before configuring Data Protector devices in a SAN environment, the 
Data Protector Media Agent must be installed on each host that needs to 
communicate with the shared library. See the HP Open View Storage 
Data Protector Installation and Licensing Guide for more information on 
installing a Media Agent . 

To create the library itself, refer to "Configuring Library Devices" on 
page 29 or to the online Help topic "Configuring Devices in a SAN 
Environment". 

For robotics control, you can use any host within the SAN; here the 
system dupin . cornpany . com is used. The library robotics will be 
controlled by that host, unless the hostis unavailable and direct access is 
enabled as explained in detail in "Enabling Direct Access" on page 55 . 

Ifyou want the robotic control to be managed by a cluster, you need to 
make sure that: 

• The robotics control exists on each cluster node . 

• The virtual cluster name is used in the library robotics configuration . 

• The common robotics and device filenames are installed either using 
the rnksf command or using the libtab file. For information on how 
to configure the libtab file, refer to "Manually Configuring the libtab 
Files" on page 56 . 

Mter you have configured the library robotics, create the drives . 

Manually Configuring the Devices (Drives) 

You need to configure each device (tape drive) on each host from which 
you want to use the device. 

Lock Narnes must be used to prevent the same device from being used by 
several hosts at the same time. Optionally, the "direct access" mode can 
be selected . 

Configuring Drives As will be seen shortly, it helps to follow a drive naming convention 
similar to the following: 

LibraryLogicalNarne _Dri veindex_ Hostnarne, for example 
SAN _ LIB _ 2 _compute r _1. 
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Table 2-2 

Defining Lock 
Names 

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

The drive naming convention shows its benefits during backup 
specification creation. Whenever you configure a backup on any host, ali 
you have to do now is to use the drive that is configured on that host, 
since the drive includes the host name in its name . 

Device Locking for Drives 

Environment Conditions Required Action 

The drive is used by only one system No locking is necessary. 
and Data Protector only Leave the fields blank, for 

example, Lock Name = 
blank 

The drive is used by several systems Use device locking (define a 
(SAN), Data Protector is the only Lock Na me) as described in 
application accessing the drive the section "Device Locking" 

on page 74 

The drive is used by several systems Use device locking (define a 
and several applications (not only by Lock Name) and ensure 
Data Protector) that operational rules 

provide exclusive access to 
ali devices from only one 
application at a time 

Using Lock Names is necessary in a SAN environment. This prevents 
collisions on the device caused by several systems talking to it at the 
same time. It is recommended to use the foliowing convention for Lock 
Names: 

LibraryLogicalName _Ddri veindex, for example SAN _LIB _ Dl. 
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Figure 2-7 

Configuring and Using Backup Devices 

Shared Devices in the SAN Environment 

Setting Advanced Options 

When you are setting the locking name of a drive, use the same lock 
name for the same physical drive when using it in the device definition 
on another host . 

54 Chapter 2 

r 
~c o 03/2~-~~;-l 

. h."" n . l; V~j - '.,., . I ·· . 

CPM! · r.o~~Rt~. 'n) ~ 

I 
~~ ~~ --.-1_5 9_5_ i 

~~· aL-~7_0 2 J 
. ·-·--------! 



• • • • • • • • • • • • • • • •• • • • • • • • • • • • • :. 
•C • • • • • • • • • • • • • • 

Figure 2-8 

Enabling Direct 
Access 

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

Summary of Device Definitions Using Lock Names 

8 eJ E cnme 

$··.fiJ Ocvices 
: 8-fi SAN_LIB 
, ~±~li~r--

1 tti-{2A Slots 
é- fiiil E•tended Copy 
i±Hl:ii Medío 

6JSAN_LIB_1_cezonne 

' 6J SAN_LI8_2_cezanne 
6J SAN_LIB_J_cezonne 
liil SAN_LIB_ 4_cezonne 

' 
6JSAN_LI8_1_degos 
9 SAN_LIB_2_degos 
6JSAN_LI8_3_degos 

I EiJ SAN_UB_ 4_degas 

cez~Y"~"~e.ipr.hermes DLT SAN_LIB_Dl 
cezarne.ipf.hmme; DLT SAN_LIB_D2 
cez~jpr.herme; DLT SAN_LIB_D3 
cezcY'II'le.ipr.hermes DLT SAN_LIB_D4 
degas.ipr.hermes DLT SAN_LIB_Dl 
degas.ipr.hermes DLT SAN_LIB_D2 
degas.ipr.hermes DLT SAN_LIB_D3 
degas.ipr.hermes DLT SAN_LIB_D4 

The Direct Access mechanism always uses the default robotics control 
host first for media movements, but ifthis fails, Data Protector uses 
direct access, if enabled . 

To enable direct access, select the Use direct library access option 
(see Figure 2-9 on page 56) and configure the libtab file on every host 
on which you want to use direct access . 
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Figure 2-9 

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

Selecting Direct Access 

Manually Configuring the libtab Files 

The purpose ofthe libtab files isto map the library robotic control 
access so that it also works on the "direct access requesting system", 
since here the local control path is likely to be different from the one used 
on the default library robotic control system. 

You need to create a libtab file for every Windows and UNIX system 
client host that needs "direct access" to the library robotics, and is not 
identical to the system configured as the default library robotics control 
system . 

On each system requesting direct access, a plain text file with the 
following format must be provided: 

<FullyQualifiedHostname> <DeviceFile f SCSIPath> 
c Devi ceName> 

• · <FullyQualifiedHostname> is the name ofthe client host 
demanding direct access control for the library robotics. If the host is 
part of a cluster, the node name should be used . 
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TIP 

Example libtab 
file on zala 

Example libtab 
f ile on oda 

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

• <Dev iceFile f SCSIPath> is the contrai path to the library robotic 
driver on this client host . 

• <DeviceName> is the name ofthe device definition used on this client 
host . 

You need one line per device for which you request direct access . 

The libtab file is located on: 

• <Data_Protector_home>\ libtab on Windows systems 

• / opt / omni / . libtab on HP-UX and Solaris systems 

• / usr I omni / .libtab on other UNIX systems 

Example files foliow for ali systems involved. Definitions are separated 
by blank lines, which are ignored. Since the default library robotics are 
defined on the host dupin. company . com, no 1 ibtab file is needed on this 
system . 

It is possible to have only one libtab file that includes definitions for ali 
systems involved and is distributed to ali such systems. In this case, 
when a specific system needs "direct access" to the library robotic, the 
definitions for other systems are ignored and only the definitions for the 
system are used . 

Example ofthe l i btab file on host zala.company.com (Windows): 

zala.company.com scsi:2:0:2:0 SAN_LIB _l_zala 

zala.company.com scsi:2:0:2:0 SAN_LIB_2_zala 

zala.company.com scsi:2:0:2:0 SAN_LIB_3_zala 

zala.company.com scsi:2:0:2:0 SAN_LIB_ 4_zala 

Example ofthe libtab file on host oda.company.com (HP-UX): 

oda .company.com /dev/sptllib SAN_LIB_l_computer_2 

oda.company.com /dev/sptllib SAN_LIB_2_computer_2 

oda.company.com /dev/sptllib SAN_LIB_3_computer_2 

oda.company.com /dev/sptllib SAN_LIB_4_computer_2 

Chapter 2 57 

159 8 



• • • • • • • • • • • • • • • •• :c 
• • • • • • • • • • :. 
•c • • • • • • • • • • • • • • 

Example libtab 
file on donat 

NOTE 

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

Example ofthe libtab file on host donat.company.com (Solaris): 

donat.company.com /dev/rsst6 SAN_LIB_l_sample 

donat.company.com /dev/rsst6 SAN_LIB_2_sample 

donat.company.com /dev/rsst6 SAN_LIB_3_sample 

donat.company.com /dev/rsst6 SAN_LIB_ 4_sample 

Ifthe hostis part of a cluster, <FullyQualifiedHostname> must be the 
virtual host name, and <DeviceFile I SCSIPath> must refer to the 
local node . 

Shared Devices and MC/ServiceGuard 

If you are using Data Protector with MC/ServiceGuard for clustering, 
you can implement the integration in a SAN environment. Since 
clustering is based on sharing resources such as network munes, disks, 
and tapes among nodes, Fibre Channel and SANare well suited as 
enabling technologies for storage device sharing. ATS (Advanced Tape 
Services) is an integrated part ofHP MC/ServiceGuard 11.05 that 
manages tape resources and enables the use of Data Protector in a SAN 
environment . 

This section explains how to create the necessary device files, how to 
configure the virtual host, how to configure static and floating drives, 
and how to use the Data Protector GUI to configure the integration for 
use in a SAN environment. 

Configuration Basics 

Nodes in a cluster can share SAN-connected devices in order to perform a 
"LAN-free" backup of an application running in a cluster. Cluster-aware 
applications can, at any time, run on any node in a cluster since theyrun 
on the virtual host. In order to perform a LAN-free local backup of such 
an application, you need to configure the logical device with a virtual 
hostname instead of a real node name . 

You can configure as many logical devices for a single physical devic! as 
you need, but you have to use the same Lock Name for ali devices . 
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NOTE 

Floating Drives 

Table 2-3 

'~GS (l- ·L 
1-

Configuring and Using Backup Devices 
Shared Devices in the SAN Environment 

In arder to share a device among multiple systems, configure one logical 
device for each system on which you want to use the device locally . 

Before the ATS component can be configured, the MCIServiceGuard 
configuration has to be completed and a cluster has to exist . 

Refer to the following documents for detailed information: 

• B3936-90032 Using Advanced Tape Services (MCIServiceGuard 
documentation) 

• B3935-90015 MC I ServiceGuard Version A.11.05 Release Notes 

• B3936-90026 Managing MC I SeruiceGuard, Sixth Edition 

Creating the ATS Configuration Files 

Run the stquerycl command to gather the configuration of all attached 
tape devices and robotic control. This will create the configuration file. 
The configuration file includes the following new device file names and a 
usage policy for ali devices: 

• dev/ rmt / st#m 

for tape device files 

• dev/rac/ sac# 

for robotic contrai devices 

The configuration files should be the same on ali nodes for the same 
physical device. Both the robotics and drive files should be included. 

Configuring Drives 

Drives that should be accessible from both hosts, depending on which 
host the package is running, have to be configured based on the virtual 
host . 

How to Configure a Floating Drive 

Hostname node_Appl 

Device Control Path / dev/ rmt / st3m 
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Table 2-3 

Static Drives 

Table 2-4 

Configuring and Using Backup Devices 

Shared Devices in the SAN Environment 

How to Configure a Floating Drive 

I LockName I Libl_Drive_1 J 
The drives can still be used in the standard way using the static 
hostname and the local device file. (You can use the local HP-UX or ATS 
device file .) The local drives should be configured on the node. For 
example: 

How to Configure a Static Drive 

Hostname Host A 

Device Control Path / dev/rrnt / Orn 

LockName Li b1 Dr i ve 1 -

The previous examples for floating and static drives show the device 
identified by / dev/ rrnt / Orn and / dev/ rrnt / st3rn. Both device files refer to 
the same physical devices, and therefore the lock name (Lib1_ Drive _1) 
is identical. 
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Limitations 

Dri v e Cleaning 

Configuring and Using Backup Devices 
Drive Cleaning 

There are severa} methods for cleaning dirty drives: 

• Library built-in cleaning mechanism 

Some tape libraries have a functionality for cleaning drives 
automatically when a drive requests head cleaning. When the library 
detects a dirty drive, it automatically loads a cleaning tape. However, 
Data Protector is not notified ofthis action. This interrupts any active 
session, causing it to fail. 

This hardware-managed cleaning procedure is not recommended, 
since it is not compatible with Data Protector. Use automatic drive 
cleaning managed by Data Protector instead . 

• Automatic drive cleaning managed by Data Protector 

Data Protector provides automatic cleaning for most devices using 
cleaning tapes. For SCSI-li libraries and magazine devices, you can 
define which slots contain cleaning tapes. A dirty drive sends the 
cleaning request, and Data Protector uses the cleaning tape to clean 
the drive . 

This method prevents failed sessions due to dirty drives, provided 
that suitable media are available for backup. Refer to "Configuring 
Automatic Drive Cleaning" on page 62 . 

• Manual cleaning 

If automatic drive cleaning is not configured, you need to clean the 
dirty drive manually. If Data Protector detects a dirty drive, a 
cleaning request appears in the session monitor window. You then 
have to manually insert a cleaning tape into the drive. 

A special tape-cleaning cartridge with slightly abrasive tape is used to 
clean the head. Once loaded, the drive recognizes this special tape 
cartridge and starts cleaning the head . 

• DataProtector does not support the diagnostic vendor-unique SCSI 
command for performing drive cleaning with cleaning tapes s-tored in 
one of the special cleaning tape storage slots. These special cleaning 
tape storage slots are not accessible using the normal SCSI 
commands, and therefore cannot be used with the automatic drive 
cleaning managed by Data Protector. Configure the standard slot(s; 
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Conditions for 
Automatic 
Cleaning 

Configuring and Using Backup Devices 
Drive Cleaning 

to store cleaning tape(s) . 

• Detection and use of cleaning tapes depends on the system platform 
where the Media Agent is running. See the HP Open View Storage 
Data Protector Software Release Notes for further information . 

• You should not use another kind of device management application if 
you configure automatic drive cleaning managed by Data Protector, 
as this may cause unexpected results. This is due to the "cleanme" 
request being cleared as it is read, depending on the specific device 
type and vendor. 

• Automatic drive cleaning for logicallibraries with a shared cleaning 
tape is not supported. Each logicallibrary needs to have its specific 
cleaning tape configured . 

Automatic drive cleaning is supported for libraries with barcode support, 
as well as for those without barcode support. 

The following conditions must be met for automatic cleaning: 

• In a library without barcode support, a cleaning-tape slot has been 
configured in the Data Protector device definition and contains a 
cleaning-tape cartridge. The cleaning-tape slot must be configured 
together with the other library slots . 

• In a library with barcode support, the cleaning tape has a barcode 
label with "CLN" as its prefix. Further, barcode support must be 
enabled. Refer to "Activating Barcode Support" on page 66 . 

• The configured drive has the Detect Dirty Dri ve option enabled . 

When Data Protector receives notification that the drive needs cleaning, 
it automatically loads the cleaning tape, cleans the drive, and then 
resumes the session. 

All cleaning activities are logged in the following file: 

• on Windows: <Data_Protector_home>\log\cleaning .log 

• on UNIX: /var/opt/omni/log/cleaning.log 

Con:figuring Automatic Drive Cleaning 

The configuration of automatic drive cleaning is performed in two steps: 
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Enabling Dirty 
Drive Detection 

Configuring a Slot 
for Cleaning Tape 

Preparation 

Configuring and Using Backup Devices 
Drive Cleaning 

1. Enable dirty drive detection. This needs to be done for ali device types 
(standalone and libraries). This enables Data Protector to recognize 
the event issued by the drive . 

2. Configure a slot for the cleaning tape in the library or magazine 
device . 

To enable dirty drive detection, select the Detect dirty dri ve 
advanced option in the Settings property page for the drive. For 
detailed steps, refer to the online Help index keyword "configuring drive 
cleaning". 

To configure a slot for a cleaning tape in a SCSI-li library, click the 
Cleaning Slot option and select an existing slot in the drop-down list in 
the Reposi tory property page for the device. For detailed steps, refer to 
the online Help index keyword "configuring drive cleaning" . 

Testing the Drive Cleaning Configuration 

To test if drive cleaning has been successfully configured, do the 
following: 

1. Log on to the system where the Media Agent for the drive is installed. 

2. Change to the Data Protector tmp directory: 

• on HP-UX and Solaris systems: /var/opt/omni/ tmp/ 

• on other UNIX systems: /usr /omni/tmp/ 

• on Windows systems: <Data_Protector_home>\tmp\ 

• on Novell NetWare systems: \usr\omni \tmp\ 

3. Create an ASCII file named simtab on Windows systems or . simtab 
on UNIX systems. Consider the following when creating this file: 

• The field separators should be a single ASCII character (tab or 
space) 

• The logical device name cannot be quoted and cannot contain 
spaces (e.g. "test drive") 

The content ofthe simtabl. simtab file should be the following: 

CLEANME <file name> <drive name> 
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Testing the 
Configuration 

Configuring and Using Backup Devices 
Drive Cleaning 

Where <file_name> is the name ofthe file you will use to simulate a 
dirty drive, and <dri ve _ name> is the name of the drive you want to 
test . 

You can add multiple entries for various drives. Do not add any 
directories in front ofthe name ofthe file . 

In arder to test your configuration, do the following: 

1. In the Data Protector tmp directory, create an empty file that will be 
used to simulate a dirty drive. Use the same name as in the simtab or 
. simtab file. 

2. Start a backup using the drive you are testing . 

Data Protector behaves as though the selected drive were dirty and 
performs the cleaning action . 

To stop simulating dirty drive behavior for the specific drive, delete the 
file used for simulation . 

64 Chapter 2 



-• • • • • • • • • • • • • • • •• :c 
• • • • • • • • • • :. 
•C • • • • • • • • • • • • • • 

Busy Drive Handling 

Configuring and Using Backup Devices 

Busy Drive Handling 

Data Protector expects drives to be empty, i.e., there should not be a 
medium in the drive unless a restare or backup is currently active . 
Severa! factors can cause a medium to still be in a drive, for instance, if 
the medium was used with a different application and not removed, or if 
the system writing the data to the tape (Media Agent) failed during the 
backup. The next backup using this drive has to deal with this situation. 
Data Protector can respond automatically in severa! ways. The response 
is configurable via the library option Busy Dri ve Handling. 

The following options are available: 

Abort The backup will be aborted (default). 

Eject Data Protector will eject the medi um from the drive 
and put it in any empty slot. 

Eject to mail slot Data Protector will eject the medi um from the drive 
and put it in the library mailslot (CAP) . 

Ifthe backup continues automatically, select Eject. Because the tape is 
moved to an unk.nown slot, the library should be scanned before the next 
backup . 
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NOTE 

Configuring and Using Backup Devices 
Activating Barcode Support 

Activating Barcode Support 
If a SCSI library device uses media with barcodes, Data Protector can 
use barcodes by providing the following support: 

• Recognition of cleaning tapes with a CLN prefix . 

• Reference to media by their barcodes. Data Protector adds the media 
barcode to the Data Protector media label. 

• Quickly scanning the media in the slots o f the library repository using 
media barcodes. This is considerably faster than scanning a 
repository without the barcode functionality. In the Action menu, 
click Barcode Scan to scan the library repository for media . 

Activate barcode support by selecting the Barcode reader support 
option from the Control property page o f the device. Refer to Figure 2-10 
on page 67. For detailed steps, refer to the online Help index keyword 
"activating barcode reader support" . 

All barcodes in a cell should be unique, regardless ofthe type ofmedia ar 
the fact that there are multiple libraries . 
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Figure 2-10 Activating Barcode Reader Support 
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Limitations 

Configuring and Using Backup Devices 
Activating Cartridge Memory Support 

Activating Cartridge Memory Support 

Cartridge memory support can be activated for drives with the 
LTO-Ultrium media type. It provides the following: 

• Updating or changing media management information, such a~ 
medium label, medium location and pool name, and media us~e 
information. The latter includes date oflast access, date oflast write, 
and number ofwrites. 

• lmporting of media that include information stored in Cartridge 
Memory . 

• Listing all Cartridge Memory contents for the specific medi um . 

• Reformatting Cartridge Memory of a specific medi um from the GUI 
and CLI in cases where medium header information in Cartridge 
Memory is not synchronized with the medium header on the medi um . 

• Recognizing media used by other applications . 

Activate Cartridge Memory support for a drive by setting the Advanced 
options from the Settings property page ofthe drive. Refer to Figure 
2-11. 

Cartridge Memory operations on LTO devices are not supported in the 
following cases: 

• On Novell NetWare platforms 

• On AIX platforms 
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Figure 2-11 

Configuring and Using Backup Devices 
Activating Cartridge Memory Support 

Cartridge Memory Support Activation for a Drive 
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Configuring and Using Backup Devices 
Disabling a Backup Device 

Disabling a Backup Device 

Disabling a backup device is useful when the device is damaged or in 
maintenance mode . 

Ifyou disable a backup device, ali subsequent backups skip this device . 
The next available device defined in the list of devices for the backup 
specification is used, provided that load balancing has been selected. Ali 
devices using the same lock name as the disabled device are also 
disabled . 

This lets you avoid backups that fail due to a device needing service, 
while keeping other devices available (and configured) for backup . 

How to Disable a Disable a backup device by selecting the Disable device option in the 
Device Settings property page ofthe device or drive. Refer to Figure 2-12. For 

detailed steps, refer to the online Help index keyword "disabling backup 
devices" . 

How to Restart the To resume using the device for backups, deselect the Disable dev ice 
Device option . 
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Figure 2-12 Disable Device 
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TIP 

How to Remove a 
Backup Device 

Configuring and Using Backup Devices 
Removing a Backup Device 

Removing a Backup Device 

By removing a backup device from the Data Protector configuration, you 
stop using this device for backup or restore. Make sure that you remove 
the device from ali backup specifications that use the device. Otherwise 
the backup or restare will fail . 

Also, ifyou are not using a certain backup device with Data Protector 
anymore, you may want to delete the Data Protector Media Agent 
software from the system. This can be dane using the Client context . 

To remove a backup device, delete it from the Devices & Media context. 
For detailed steps, refer to the online Help index keyword "deleting 
backup devices" . 
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IMPORTANT 

How to Rename a 
Backup Device 

Configuring and Using Backup Devices 
Renaming a Backup Device 

Renaming a Backup Device 

When you rename a backup device, the device is no longer used under its 
old name for backup or restore . 

Make sure that you remove the device's old name from ali backup 
specifications that use the device. Otherwise, Data Protector tries to back 
up to or restore from a device that does not exist, and the session fails . 

Rename a backup device in the General property page ofthe device. For 
detailed steps, refer to the online Help index keyword "renaming backup 
devices" . 

Chapter 2 

Fls N" 

73 

1 61.3_ 

702 



.. 
• • • • • • • • • • • • • • • :c• • • • • • • • • • • • • :c• 
• • • • • • • • • • • • • • 

Internai Locking 

Locking When a 
Mount Request ls 
lssued 

Configuring and Using Backup Devices 

Device Locking 

Device Locking 

The internallocking ofbackup devices prevents two Data Protector 
sessions from accessing the same physical device at the same time. For 
example, if one backup session is using a particular device, all other 
backup/restore sessions must wait for this device to become free before 
starting to use it. When a backup or restore session starts, the Data 
Protector locks the device, the drive, and the slot used for that session. 

Media sessions performing media operations such as initialization, 
scanning, verifying, copying, or importing also lock devices. During that 
time, no other operations can lock and use the device. If a media session 
cannot obtain a lock, the operation fails, and you have to retry the 
operation at a later time . 

During a mount request of a backup or restore session, Data Protector 
allows the device to be used for media management operations, such as 
formatting a new medium. 

When the mount request is confirmed, the backup or restore session 
locks the device again and continues with the session . 

Locking with Data You can configure the same physical device many times with different 
Protector characteristics, simply by configuring devices with different device 

names. 

Since the internallocking operates on logical devices rather than on 
physical devices, a collision can occur if you specify one de vice name in 
one backup specification and another device name for the same physical 
device in another backup specification. Depending on the backup 
schedule, this may result in Data Protector trying to use the same 
physical device in several backup sessions at the same time. This can 
also happen when two device names are used in other operations, such as 
backup and restare, backup and scan, and so on . 

To prevent this collision, you can specify a virtuallock name in both 
device configurations. Data Protector then uses this lock name to check if 
the device is available, thus preventing collisions . 

Ifyou configure two Data Protector backup devices that actually point to 
the same physical device, you are advised to specify the Lock Name in the 
advanced options for the two logical devices. Lock Name is the name that 
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How to Lock a 
Device 

Configuring and Using Backup Devices 
Device Locking 

Data Protector recognizes in order to lock the device before starting 
backup and restore sessions. Both logical devices need to have the same 
lock name. Refer to "Shared Devices in the SAN Environrnent" on 
page 44 for example on how to use Lock Name . 

Lock a backup device by selecting the Use Lock Name advanced option 
from the Settings property page for the device, and then entering the 
lock name of your choice. For detailed steps, refer to the online Help 
index keyword "locking backup devices" . 
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Streaming 

Changing 
Concurrency 

Configuring and Using Backup Devices 
Device Concurrency, Segment Size, and Block Size 

Device Concurrency, Segm.ent Size, and Block 
Size 

To maximize a device's performance, it has to be kept streaming. A device 
is streaming if it can feed enough data to the medi um to keep it moving 
forward continuously. Otherwise, the tape has to be stopped, the device 
waits for more data, reverses the tape a little and resumes writing to the 
tape, and so on. In other words, ifthe data rate written to the tape is less 
than or equal to the data rate which can be delivered to the device by the 
computer systern, the device is streaming. Device streaming is also 
dependent on other factors such as network load and the block size ofthe 
data written to the backup device in one operation . 

For additional information on device concurrency, segment size, and 
block size, see the Media Management chapter in the HP Open View 
Storage Data Protector Concepts Guide . 

Data Protector provides a default number of Disk Agents that are 
started for each device. Increasing the number ofDisk Agents sending 
data to a Media Agent at the same time improves device streaming . 

In the Advanced Options dialog box of a specific device, set the 
Concurrency to the maximum number of Disk Agents allowed to feed 
data to each Media Agent. Se e Figure 2-13 on page 77. For detailed steps, 
r efer to the online Help index keyword "concurrency" . 

Concurrency can al so be set in the backup specification. The concurrency 
set in the backup speci:fication will take precedence over the concurrency 
set in the device definition. See Figure 2-14 on page 78. For detailed 
steps, refer to the online Help index keyword "concurrency". 
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Figure 2-13 

Configuring and Using Backup Devices 
Device Concurrency, Segment Size, and Block Size 

Advanced Options Dialog Box: Concurrency 
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Figure 2-14 

Changing 
Segment Size 

Configuring and Using Backup Devices 
Device Concurrency, Segment Size, and Block Size 

Device Properties Dialog Box: Concurrency 

Segment size is related to the size of data areas which Data Protector 
uses in writing data to the media. It is user-configurable for each device. 
Note that a smaller segment size consumes media space because each 
segment has a file mark which takes up space on a medium. A larger 
number offile marks results in faster restares, because the Media Agent 
can quickly loca te the segment containing the data to be restored . 

Optimal segment size depends on the media type used in the device and 
the kind of data to be backed up. The average number of segments per 
tape is 50. The default segment size can be calculated by dividing the 
na tive capacity of a tape by 50. The maximum catalog size is limited to a 
fixed number (12MB) for all media types . 

Data Protector finishes a segment when the first limit is reached. When 
'backing up a large number of small files, the media catalog limit is 
reached faster, which can result in smaller segment sizes . 
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Configuring and Using Backup Devices 
Device Concurrency, Segment Size, and Block Size 

You can change the segment size in the Advanced Options dialog box of 
a specific device. For detailed steps, refer to the online Help index 
keyword "segment size" . 

Changing the Data Protector Media Agents and Disk Agents use memory buffers 
Number of Buffers during data transfer. Memory is divided into a number ofbuffer areas . 

Block Size 

NOTE 

Values frorn 1 - 32 rnay be specified . 

Each buffer area consists of 8 Disk Agent buffers, which are of the sarne 
size as the block size configured for the device. The default device block 
size is 64 KB. 

You can change the nurnber ofbuffers by changing the Advanced Option 
properties of the selected drive. For detailed steps, refer to the online 
Help index keyword "number of Disk Agent buffers" . 

When a device receives data, it processes it using a device-type-specific 
(DDS, DLT) block size . 

Each backup device (drive) has a block size. A restore adjusts to block 
size . 

Before Changing Data Protector uses a default device block size for each device type. The 
Block Size in Data block size applies to all devices created by Data Protector and to Media 
Protector Agents running on the different platforrns . 

The device block size is written on a media header so that Data Protector 
knows the size to be used. If the device block size differs frorn the 
mediurn's block size, an error occurs. 

You can change the device block size in the Data Protector GUI. 
However, before changing the block size you need to check the supported 
block size o f the host adapter . 

The rninirnum block size for old SCSI cards, such as the Adaptec 2940, 
was 56 KB. Currently, the minimum block size that is mainly used with 
newer SCSI cards is 64 KB . 

You can increase the rnaximurn block size on a Windows Media Agent 
client by rnodifying its Registry. For inforrnation on how to modifY the 
block size, see the example in "Changing Block Size on Windows Media 
Agent" on page A-51. 
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Configuring and Using Backup Devices 
Device Concurrency, Segment Size, and Block Size 

Before changing the block size for a particular SCSI card, refer to the 
SCSI vendar documentation or contact the vendar support . 

Changing the You can set the block size in the Advanced Options dialog box of a 
Block Size in Data specific device. For detailed steps, refer to the online Help index keyword 
Protector "block size" . 
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3 Configuring U sers and U ser 
Groups 
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Configuring Users and Use r Groups 
In This Chapter 

In This Chapter 
This chapter explains how to configure both user groups and individual 
users. lt contains information about the following subjects: 

82 

"Data Protector User Rights" on page 83 

"Predefined Data Protector User Groups" on page 86 

"Adding or Deleting a User Group" on page 88 

"Adding or Deleting a U ser" on page 90 

"Modifying a User" on page 92 

"Changing User Group Rights" on page 93 

"Example User Configurations" on page 94 
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Configuring Users and Use r Groups 
Data Protector User Rights 

Data Protector User Rights 

Data Protector users have the user rights of the user group they belong 
to. For example, ali members ofthe Admin user group have the rights of 
the Data Protector Admin user group . 

When configuring a Windows NT or a Windows 2000 user in a Data 
Protector cell running the Cell Manager on the HP-UX or Solaris 
platform, the user has to be configured with the Domain Name or the 
wildcard group "*" . 

The Data Protector user rights are described below: 

Clients configuration Allows the user to install and update 
Data Protector software on client 
systems . 

User configuration Allows the user to add, delete, and 
modify users and user groups. Note 
that this is a powerful right . 

Device configuration Allows the user to create, configure, 
delete, modify, and rename devices. 
This includes the ability to add a 
mount request script to a logical 
device . 

Media configuration Allows the user to manage media 
pools and the media in the pools and 
to work with media in libraries, 
including ejecting and entering 
media. 

Reporting and notifications Allows the user to create Data 
Protector reports. To use Web 
Reporting you also need a Java user 
under the Applet domain in the 
Admin user group . 

Start backup Allows users to back up their own 
data as well as monitor and abort 
their own sessions . 
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Configuring Users and User Groups 
Data Protector User Rights 

Start backup specification 

Save backup specification 

Back up as root 

Switch session ownership 

Monitor 

Abort 

Mount request 

84 

Allows the user to perform a backup 
using a backup specification, so that 
the user can back up objects listed in 
any backup specification and can also 
modizy existing backups . 

Allows the user to create, schedule, 
modizy, and save any backup 
specification . 

Allows the user to back up any object 
with the rights of the root login on 
UNIX clients. This user right is 
effective only for UNIX clients. It is 
required to run any backup on N ovell 
NetWare clients . 

Allows the user to specify the owner 
of the backup specification under 
which the backup is started. By 
default, the owner is the user who 
started the backup. Scheduled 
backups are started as root on a 
UNIX Cell Manager and under the 
Cell Manager account on Windows 
systems. This user right is 
appropriate if the Start backup 
specification user right is enabled . 
See "Ownership: Who Will Be Able to 
Restare?" on page 235 for more 
details. 

Allows the user to view information 
about any active session in the cell 
and to access the IDB to view past 
sessions . 

Allows the user to abort any active 
session in the cell . 

Allows the user to respond to mount 
requests for any active session in tbe 
cell . 
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Start restore 

Restore to other clients 

Restore from other users 

Restore as root 

See private objects 
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Configuring Users and Use r Groups 
Data Protector User Rights 

Allows users to restare their own 
data as well as monitor and abort 
their own restare sessions. Users that 
have this user right are able to view 
their own objects and public objects 
on the Cell Manager . 

Allows the user to restare an object to 
a system other than the one from 
where the object was backed up . 

Allows the user to restare objects 
belonging to another user. It is 
effective only for UNIX clients . 

Allows the user to restare objects 
with the rights ofthe root UNIX user . 
Note that this is a powerful right that 
can affect the security ofyour system. 
This user right is required to run any 
restare on Novell NetWare client-s . 

Allows the user to view and restare 
objects that were backed up as 
private . 
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TIP 

Configuring Users and Use r Groups 
Predefined Data Protector User Groups 

Predefined Data Protector User Groups 

The following default groups are provided: Admin, Operator, and User . 

UserRights Admin Opera to r User 

Clients configuration y 

User configuration y 

Device con:figuration y 

Media configuration y y 

Reporting and notifications y 

Start backup y y 

Start backup specification y y 

Save backup speci:fication y 

Back up as root y 

Switch session ownership y y 

Monitor y y 

Abort y y 

Mount request y y 

Start restare y y y 

Restare to other clients y 

Restare from other users y y 

Restare as root y 

See private objects y y 

To see the exact user rights for each user group, select the group, 
right-click it, and select Properties from the menu . 
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IMPORTANT 

Configuring Users and Use r Groups 

Predefined Data Protector User Groups 

The user rights you have set on the Cell Manager determine the 
availability ofthe Data Protector Cell Manager GUI or GUI contexts to 
the computer from which you connect to the Cell Manager. For example, 
ifyou have only the Start Restare user right set, then only the Restare 
context is available when you install the User Interface component . 

After the initial installation, ali default user groups are empty except for 
the Admin group. Data Protector adds the following users to the Admin 
group: 

• root: sys on HP-UX or Solaris 

• The Cell Manager account as typed in during setup on Windows 

• The j ava user, which enables Web Reporting 

You do not have to add any other users if you do ali the tasks as one of 
these users. Default user groups have been chosen so that the product 
can be operated smoothly and they should reflect the average 
configuration. They should be modified only if there is a good reason. 
Typically the operator group will be modified . 

Admin capabilities are very powerful. A member of the Data Protector 
Admin user group has system administrator capabilities for the whole 
cell . 
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Figure 3-1 

Configuring Users and User Groups 
Adding or Deleting a User Group 

Adding o r Deleting a U ser Group 

The default Data Protector user groups are sufficient for most needs. It is 
recommended that you verify and, ifnecessary, modify the default user 
group rights to better fit your requirements . 

Adding a User Group 

1. In the Data Protector Manager, switch to the Users context. 

2. In the Scoping Pane, right-click Users, and then click Add User 
Group. The Add User Group wizard appears . 

3. Follow the wizard. For further information, press F1 . 

Adding New User Groups 

88 Chapter 3 

l
0 0312(i()C - ':; 

CDMl I .QRf~ ":j() j 

Fls ") 1629 ------



• • • • • • • • • • • • • • • •e ., 
• • • • • • • • • • • :. 
e r-
• • • • • • • • • • • • • • 

Configuring Users and Use r Groups 
Adding or Deleting a User Group 

Deleting a User Group 

1. In the Data Protector Manager, switch to the Users context . 

2. In the Scoping Pane, expand Users to dispaly the user groups . 

3. Right-click the user group to be deleted and click Delete . 

4. Confirm the action . 
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NOTE 

Configuring Users and User Groups 
Adding or Deleting a User 

Adding o r Deleting a U ser 

After the product installation, the following users are configured in the 
Admin user group: 

• UNIX root user on UNIX systems 

• Windows administrator on Windows systems 

• The user performing the installation 

By adding a new user to one ofthe Data Protector user groups you assign 
this user the rights ofthat particular group. See "Data Protector User 
Rights" on page 83 for a description ofthe user rights . 

Before you can start using the Data Protector GUI on the client system, 
add a user from that system to an appropriate Data Protector user group 
on the Cell Manager . 

You can configure users from both UNIX and Windows environments . 

UNIX users are de:fined by their login name, UNIX user group, and the 
system from which they log on. A wildcard (*) may be used . 

Windows NT and Windows 2000 users are defined by their logon name, 
Windows user group (domain), and the system from which they log on. A 
wildcard (*) can be used . 

To add a user, do the following: 

1. In the Data Protector Manager, switch to the Users context. 

2. In the Scoping Pane, expand Users . 

3. Right-click the group to which you want to add a user, or from which 
you want to delete a user, and then click Add/ Delete Users to open 
the wizard . 
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Figure 3-2 Adding New Users 

For further information, press F1 . 
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NOTE 

Configuring Users and User Groups 
Modifying a User 

Modifying a U ser 
You can change the properties of an existing user, or move the user from 
one user group to another . 

You cannot change user rights for individual users, but only for the 
entire user group . 

Changing U ser Properties 

To modify a user's properties, follow these steps: 

1. In the Data Protector Manager, switch to the Users context . 

2. In the Scoping Pane, expand Users, and click the user group to which 
the user belongs . 

3. Right-click the user and click Properties to open the user's property 
page . 

For further information, press F1 . 

Moving a User to Another User Group 

To change the user rights of an individual user, move the user to another 
user group. 

1. In the Data Protector Manager, switch to the Users context. 

2. In the Scoping Pane, expand Users, and click the user group to which 
the user belongs . 

3. In the Results Area, right-click the user and click Move . 

For further information, click Help . 
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NOTE 

NOTE 

Configuring Users and User Groups 
Changing User Group Rights 

Changing U ser Group Rights 

Users have the rights ofthe groups to which they belong. So, changing 
the user rights ofthe user group changes the user rights for ali users in 
that group. You can change the rights ofuser groups and, in doing so, 
change the rights of each user within that group. You cannot change the 
rights of the Admin user group, however . 

You can also modify the properties of each user within a group, for 
example the domain to which the user belongs, the user's real name, and 
the user's user group . 

The following steps explain how to change user group rights, and 
consequently, the rights of each user in the group: 

1. In the Data Protector Manager, switch to the Users context . 

2. Browse for and select the user group whose rights you want to 
change . 

If you select a group that does not have any users in it, the Results Area 
will display the properties for the group. If you select a group that has 
users in it, the Results Area willlist the users in the group. You can also 
modify properties of each user in a user group by clicking on the user 
whose properties you want to modify. 

3. Right-click the user group you selected, and then click Properti es . 
The properties for the user group appear in the Results Area . 

4. Click the User Rights tab to display the list ofrights available to 
this group . 

For further information, press F1 . 
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When to Use This 
Policy 

What Needs to Be 
Done? 

Configuring Users and Use r Groups 
Example User Configurations 

Example U ser Configurations 

This section gives some examples oftypical user configurations . 

Allowing U sers to Restore Their Own Files 

This restore policy allows ali or just selected users to restore their own 
data. It provides sufficient security and may relieve the backup operator 
from doing a number ofrestore operations. 

• When the users have sufficient knowledge to handle restares. You 
need to provide some way of training the users on basic backup 
concepts and restore operations . 

• You use library backup devices with media of ali most recent 
backups. The Data Protector U ser group by default does not allow 
users to handle mount requests for needed media. The users will still 
need an intervention from the backup operator in case of a mount 
request . 

1. Add the users who will be allowed to restore their own data to the 
Data Protector users user group. For additional security, you may 
limit the access to Data Protector for these users to a specific system 
only . 

2. lnstall the Data Protector User Interface on the systems the users are 
using. Data Protector automatically checks the user rights and allows 
restare functionality only. 

3. When you configure backup of the user systems, make backups 
visible to the users by setting it to public. 

Enabling Users to Back Up Their Systems 

Data Protector differentiates between the user's right to configure a 
backup and the user's right to run an already configured backup . 

To create rights for a user to run their own backup, follow these steps: 

1. Create a new user group or modizy the existing group so that it has 
the Start backup user right . 

94 Chapter 3 

1

1 • f 11° 03/2üff, 
CPM' ·· COF'J~l· . 1d·:; 

F ls 



• • • • • • • • • • • • • • • • :r-
• • • • • • • • • • • : • 
• • • • • • • • • • • • • • • 

Configuring Users and User Groups 
Example User Configurations 

2. Add the users who will be able to configure their own backups to this 
user group . 

3. Change the owner ofthe backup configuration so that the users will 
be able to start these backups. See Figure 3-1 on page 88 . 
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Configuring Users and User Groups 

Example User Configurations 
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